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Résumé Court – Abstract

Résumé court

En 2017, l’ère de l’astronomie multi-messagers avec les ondes gravitationnelles s’est
ouverte avec la détection de la coalescence d’un système binaire d’étoiles à neutrons –
baptisée GW 170817 – et de ses contreparties électromagnétiques : un sursaut gamma
court et sa rémanence multi-longueurs d’onde, ainsi qu’une kilonova. Bien que de telles
détections multi-messagers soient encore rares, d’autres coalescences ont été détectées
par les interféromètres à ondes gravitationnelles et aident à mieux comprendre la pop-
ulation d’objets compacts en coalescence. Cette thèse de doctorat vise à exploiter les
observations multi-messagers de coalescences d’étoiles à neutrons de deux manières. J’ai
développé un nouveau modèle réaliste pour l’émission de la rémanence des sursauts
gamma provenant de la décélération de jets structurés latéralement. Dans ce modèle,
la population d’électrons accélérés au choc rayonne par effet synchrotron et via des dif-
fusions Compton inverse de ces mêmes photons synchrotron dans les régimes Thomson
et Klein-Nishina. Ce modèle a été utilisé pour ajuster les données d’observation de
GW 170817 et prédire son flux à très haute énergie. Ces travaux montrent que le pic
d’émission est au moins deux ordres de grandeur inférieur à la limite supérieure ob-
servée. Nous fournissons également des contraintes sur les conditions d’observabilité
d’événements similaires par les instruments à très haute énergie actuels et futurs. Ce
modèle a également été utilisé pour analyser les premières observations de la rémanence
du GRB 221009A, le sursaut gamma le plus brillant jamais observé. Cette rémanence
remet en question dans ce cas le modèle le plus simple dans lequel le rayonnement est
émis par un jet conique est sans structure, observé dans l’axe. Une approche complémen-
taire à la modélisation des contreparties électromagnétiques des événements individuels
consiste à modéliser statistiquement la population sous-jacente. J’ai étudié la population
de systèmes binaires d’étoiles à neutrons en utilisant un modèle de synthèse de popu-
lation, COSMIC, et j’ai découvert que la voie évolutive dominante des progéniteurs de
tels systèmes évolue avec le redshift. En particulier, ces travaux ont mis en avant qu’une
voie évolutive dans laquelle l’une des étoiles à neutrons de la binaire est produite par
l’effondrement d’une naine blanche qui grossit par accrétion peut être dominante à haut
redshift. Une telle évolution produit des binaires à courte séparation et pourrait donc
contribuer à une population qui coalesce dans des environnements plus denses, et dont la
rémanence est également plus susceptible d’être détectée à très haute énergie. Ces pop-
ulations simulées d’étoiles binaires à neutrons ont également été utilisées pour étudier
le bruit de fond stochastique des ondes gravitationnelles. En conclusion, cette thèse a
conduit au développement de nouveaux modèles et méthodes qui sont bien adaptés à la
recherche future dans le contexte florissant de l’astronomie multi-messagers.
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Abstract

In 2017, the multi-messenger astronomy era with gravitational waves was opened
with the detection of a binary neutron star merger – GW 170817 – and its electromag-
netic counterparts: a short gamma-ray burst and its multi-wavelength afterglow, and a
kilonova. Though such multi-messenger detections are still currently rare, more mergers
have been detected by gravitational wave interferometers and provide insights into the
population of merging binaries. This doctoral thesis aims to leverage multi-messenger ob-
servations of binary neutron star mergers in two ways. I developed a new realistic model
for gamma-ray burst afterglow emission from the deceleration of laterally-structured jets.
The population of shock-accelerated electrons radiates via synchrotron and synchrotron
self-Compton diffusions in the Thomson and Klein-Nishina regimes. This model has
been used to fit the observational data of GW 170817 and predict its very high energy
flux. We find that the emission peak is at least two orders of magnitude below the obser-
vational upper limit. We provide constraints on the observability conditions by current
and future very high energy instruments for similar events. This model was also used to
analyse the early afterglow observations of GRB 221009A, the brightest gamma-ray burst
ever observed. This afterglow challenges the simplest model where radiation is emitted
by a top-hat jet observed on-axis. A complementary approach to the modelling of the
electromagnetic counterparts of single events is to model the population statistically.
I studied the population of binary neutron stars using a population synthesis model,
COSMIC, and uncovered that the dominant evolutionary track of binary neutron star
progenitors evolves with redshift. In particular, it is found that an evolutionary track
with an accretion-induced collapse of the primary into a neutron star may be dominant
at high redshifts. Such an evolutionary track produces short-separation binaries and
could therefore contribute to a population of mergers in higher-density environments,
the afterglow of which is also more likely to be detected at very high energy. These sim-
ulated populations of binary neutron stars have also been used to study the stochastic
gravitational wave background. Overall, this thesis has led to the development of new
models and methods that are well adapted for future research in the blossoming context
of multi-messenger astronomy.



Résumé étendu

Partie I : Contexte et plan de la thèse

L’astronomie transitoire, qui s’intéresse aux phénomènes les plus variables dans l’Univers connaît
un fort essor, en particulier en ce qui concerne les phénomènes observés à très haute énergie ou
via l’astronomie multi-messagers (Chap. 1). Ces phénomènes présentent un intérêt scientifique
particulier puis qu’ils permettent d’étudier des sources qui sont typiquement associées avec des
phénomènes violents et fortement énergétiques. Phénomènes emblématiques de cette astronomie
transitoire, les sursauts gamma sont des événements extrêmement brillants en rayons gamma, dont
l’émission dite «prompte» est produite par un mécanisme de dissipation interne de l’énergie dans
un éjecta ultra-relativiste (facteur de Lorentz Γ ∼ 100). Leur durée varie entre quelques centaines
de millisecondes et quelques dizaines de secondes. Depuis 1998, plus de 3000 sursauts gamma ont
été observés, et leur durée apparaît bimodale (Chap. 1) : les sursauts longs (de durée supérieure à
2s) sont associés à l’effondrement de certaines étoiles massives (collapsars), tandis que les sursauts
courts sont généralement associés à la coalescence de deux étoiles à neutrons. Les étoiles à neutrons
sont les résidus de l’évolution d’étoiles massives et sont particulièrement compactes. Lorsqu’elles se
trouvent en système binaire à des séparations faibles, elles sont de particulièrement bonnes sources
d’ondes gravitationnelles, qui dissipent une partie de l’énergie orbitale du système et permettent sa
coalescence. Au moment de la coalescence, une partie de la matière constituant les deux étoiles à
neutrons est éjectée et produit différentes émissions lumineuses transitoires de plusieurs manières
(Chap. 2). Une partie de l’éjecta, dans les régions équatoriales, est le siège de la synthèse des éléments
chimiques les plus lourds par le processus de capture rapide des neutrons (r-process) par les noyaux
de fer. Les isotopes ainsi créés, particulièrement instables, libèrent une partie de leur énergie par
décroissance radioactive, ce qui chauffe l’éjecta et produit une source thermique détectable entre
l’infrarouge proche et l’ultraviolet pendant plusieurs jours à plusieurs semaines : la kilonova. Une
autre partie de la matière éjectée est accélérée à une vitesse ultra-relativiste et est le siège de
l’émission prompte du sursaut gamma. Elle est ensuite suivie d’une émission «rémanente», due à
l’accélération et au rayonnement non-thermique d’électrons à l’arrière du choc relativiste produit
par la décélération du jet dans le milieu interstellaire. Cette émission est observable à partir des
bandes radio et jusqu’aux rayons X.

Le travail de thèse présenté ici s’inscrit plus spécifiquement dans le sillage de la détection le 17
août 2017 de l’événement GW 170817, la première coalescence d’étoiles à neutrons détectée en ondes
gravitationnelles. Un suivi multi-longueurs d’onde de grande précision a révélé une grande diver-
sité de contreparties électromagnétiques : un sursaut gamma, une kilonova et l’émission rémanente,
en faisant de fait le premier événement multi-messagers en ondes gravitationnelles (Chap. 2). La
plupart des prédictions théoriques étaient attendues et se sont vues confirmées par cette détection,
mais un certain nombre de différences notables ont été relevées. Le sursaut gamma court associé,
GRB 170817A, était très faiblement lumineux malgré la faible distance à la source (40 Mpc), ce qui
a été interprété comme l’émission liée au shock breakout : la sortie du choc relativiste de l’éjecta
dynamique dans lequel il se propage initialement (Chap. 4). L’émission rémanente, au lieu d’être
initialement très lumineuse puis de décroître, a d’abord suivi une phase d’augmentation lente de
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luminosité jusqu’à atteindre un pic après une centaine de jours, avant de décroître. Cette émission
rémanente était toujours détectée quatre ans après l’événement. Ces caractéristiques inhabituelles
s’expliquent par une observation de côté, ce que confirme également l’analyse des données en ondes
gravitationnelles. Ceci est très différent des cas habituels où les sursauts gamma et émissions ré-
manentes observées jusqu’alors provenaient de sources à des distances cosmologiques et imposaient
une vue de face du fait de la focalisation relativiste du rayonnement. Les observations de l’émission
rémanente de GW 170817 ont motivé le développement de nouveaux modèles plus précis prenant en
compte les effets liés à l’angle de vue et à la présence d’une structure latérale autour de la partie
centrale du jet, comme discuté dans le Chap. 4. Le travail présenté dans la première partie de cette
thèse (Partie II) concerne la construction d’un tel modèle et une étude de GW 170817 avec ce même
modèle, en l’étendant pour la première fois à l’émission à très haute énergie.

Ceci est motivé par un autre développement observationnel récent, la détection de quelques
sursauts gamma à très haute énergie (photons d’énergie ∼ 1 TeV), tels que GRB 190114C ou
GRB 221009A (Chap. 4). Ces détections sont particulièrement intéressantes car à de telles éner-
gies, elles sondent d’autres processus d’émission lors de la rémanence. Les photons de plus basses
énergies sont émis par effet synchrotron, tandis qu’au TeV, un modèle prometteur est la diffusion
Compton inverse des photons synchrotrons sur la population source d’électrons (Synchrotron Self-
Compton, SSC). Comme nous le montrons dans le Chap. 6, un intérêt de ces sursauts détectés à
très haute énergie est qu’ils sont de bons candidats pour survenir dans des milieux à haute densité
(voir aussi Chap. 3). Dans le cas des sursauts courts associés aux coalescences d’étoiles à neutrons,
ils peuvent être des traceurs indirects de systèmes binaires aux temps de coalescence très courts
qui ont peu de temps pour migrer en dehors des zones plus denses de formation stellaire. D’autres
éléments supportent l’existence de systèmes aux temps de coalescence courts, comme la distribution
des positions des sursauts courts dans leurs galaxies hôtes avec une queue de distribution à faible
séparation du centre galactique. Certaines étoiles de faible métallicité ont un taux élevé d’éléments
produits par le r -process. Sous l’hypothèse que la formation de ces éléments a majoritairement lieu
lors de coalescences d’étoiles à neutrons, cela requiert un moyen d’enrichir le milieu interstellaire
en éléments produits par le r -process alors que les produits de l’évolution stellaire sont présents en
faible quantité. Cela est possible si une partie des binaires a un temps de coalescence très court.

Une approche complémentaire est donc d’étudier la population de systèmes binaires d’étoiles à
neutrons, qui commence à être caractérisée par les campagnes successives d’observation en ondes
gravitationnelles (Chap. 3). Les trois premières campagnes d’observation des interféromètres LIGO
et Virgo ont permis de contraindre le taux de coalescences de binaires d’étoiles à neutrons dans
l’Univers local, et de futurs instruments permettront de suivre son évolution avec le redshift. La
deuxième partie du travail présenté dans cette thèse (Partie III) concerne donc l’étude de la popula-
tion de binaires d’étoiles à neutrons, et en particulier l’évolution des étoiles parentes qui permet la
formation de binaires à faible séparation. Nous identifions une nouvelle voie d’évolution impliquant
la formation intermédiaire d’une naine blanche, qui permet la formation de telles binaires à faible
temps de coalescence.

Partie II : L’émission rémanente de jets structurés à très haute énergie

Pour étudier l’émission rémanente d’événements individuels et déduire des observations multi-
longueurs d’onde leurs propriétés physiques, j’ai développé un modèle de rémanence qui s’articule
autour de plusieurs points, et que je détaille au Chap. 5. Ce modèle de rémanence, pensé pour limiter
le temps de calcul, allie pour la première fois la présence d’une structure latérale et l’émission à très
haute énergie. L’émission est produite par une population d’électrons accélérés à l’arrière d’un choc
relativiste fort produit par la décélération du jet dans le milieu interstellaire. Le jet est latéralement
structuré : la densité d’énergie initiale et le facteur de Lorentz initial du choc décroissent avec θ,
l’angle avec l’axe du jet. Le milieu interstellaire peut avoir un profil de vent (dans le cas où le
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progéniteur est un collapsar) ou de densité constante (pour les coalescences). Le jet décélère dans
ce milieu extérieur, et nous suivons cette décélération de manière cohérente dans les trois régimes
successifs : phase initiale sans décélération (coasting phase), régime auto-similaire de décélération
(Blandford & McKee) et régime newtonien. L’expansion latérale du jet, importante dans le régime
newtonien, n’est pas prise en compte dans le modèle. L’accélération des électrons et l’amplification
du champ magnétique est paramétrisée de manière simple avec des paramètres de microphysique qui
traduisent la fraction d’énergie injectée dans chacun des deux processus. Nous incluons un paramètre
important pour l’émission à très haute énergie, qui définit la fraction d’électrons accélérés. A chaque
instant, les électrons accélérés sont injectés en loi de puissance. Les processus radiatifs à l’origine de
l’émission lumineuse sont traités avec grand détail dans ce modèle. Les électrons émettent à basse
énergie par le processus synchrotron, et les photons ainsi créés peuvent interagir avec les électrons
source par diffusion Compton inverse. Cette diffusion peut s’effectuer dans deux régimes : Thomson,
dans lequel la section efficace d’interaction et l’énergie du photon après diffusion sont constantes,
et Klein-Nishina, dans lequel elles décroissent exponentiellement. Pour la population de photons et
d’électrons entre lesquelles les diffusions SSC ont lieu, cela implique différents régimes possibles en
fonction de la prédominance de l’un ou l’autre des régimes pour la population. Dans le contexte
de notre modèle, qui se veut analytique afin de permettre un temps de calcul numérique rapide,
nous détaillons une méthode de détermination des formes spectrales pour le régime synchrotron
auto-cohérente, qui prend en compte les diffusions SSC. Le spectre synchrotron reste donc en lois de
puissance brisées, comme proposé en 2009 par Nakar et collaborateurs, et l’émission SSC est calculée
de manière analytique. La production de paires par les photons de très haute énergie est également
prise en compte. Enfin, nous calculons les quantités observées à partir de l’émissivité locale du jet,
en prenant en compte les surfaces de temps d’arrivées égaux et les effets de relativité restreinte.
Nous validons la normalisation de notre modèle en le comparant à d’autres modèles couramment
utilisés dans la communauté, tel que afterglowpy.

L’inclusion de la structure latérale et de la possibilité d’angles de vue élevés permet de modéliser
l’émission rémanente de GW 170817 et de comprendre la montée lente de la courbe de lumière et le
pic tardif, respectivement. La contribution SSC permet de modéliser l’émission à très haute énergie,
utile notamment dans l’analyse de sursauts tels que GRB 221009A. Nous employons ce modèle
pour analyser la rémanence de GW 170817 en ajustant les observations et limites supérieures multi-
longueurs d’onde à l’aide d’une exploration de l’espace des paramètres par MCMC (Markov Chain
Monte Carlo). Les résultats sont présentés au Chap. 6. Nous comparons trois modèles dans lesquels
il n’y a pas d’émission SSC, une émission SSC seulement en régime Thomson, une émission SSC
prenant en compte le régime Klein-Nishina. Les paramètres sont compatibles avec ceux trouvés dans
la littérature, et nous constatons que l’émission SSC à très haute énergie au pic de la rémanence
est bien plus faible que la limite supérieure obtenue par H.E.S.S., malgré une forte dispersion du
modèle au TeV du fait de l’absence de données à ajuster. Nous étudions les conditions qui auraient
permis la détection d’un événement similaire au TeV avec les instruments actuels et futurs tel que
le CTAO, en nous concentrant sur deux modèles, dont l’émission au TeV est modérée et optimiste.
Nous constatons qu’un angle de vue plus faible augmente le flux maximal de la rémanence à très
haute énergie. Cet effet géométrique est le même pour la composante synchrotron de l’émission. Une
augmentation intrinsèque de l’émissivité de la rémanence est également possible, si le milieu extérieur
dans lequel le jet se propage est plus dense. Dans ce cas, l’effet est plus grand sur la composante
SSC que synchrotron, mais est cependant limité à plus hautes densités par la production de paires.
Les détections de rémanences à très haute énergie sont naturellement favorisées par les événements
ayant lieu dans des milieux à forte densité qui, dans le cas des coalescences de binaires d’étoiles à
neutrons, sont de potentiels marqueurs de systèmes produits avec des séparations très faibles.
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Partie III : Population de binaires d’étoiles à neutrons

L’étude statistique de tels systèmes dans le contexte des observations gravitationnelles a motivé
la seconde étude présentée dans cette thèse. Il existe deux canaux principaux de formation de sys-
tèmes binaires d’objets compacts (étoiles à neutrons, trous noirs) ayant des séparations suffisamment
courtes initialement pour coalescer en un temps plus court que l’âge de l’Univers (Chap. 7). Le pre-
mier, le mode de formation par binaire isolée, suppose que les deux objets compacts sont formés par
une binaire d’étoiles parentes massives. Leur co-évolution doit inclure un processus permettant une
réduction spectaculaire de la séparation. Les étoiles les plus massives peuvent atteindre plusieurs
centaines de rayons solaires lors des phases de géante, alors que la séparation requise entre les deux
objets compacts ne doit pas excéder environ cinq rayons solaires. La réduction de la séparation
est possible dans ce scénario par le processus d’enveloppe commune, lors de laquelle l’objet com-
pact formé par l’étoile primaire (la plus massive, qui évolue le plus rapidement) orbite autour de
l’étoile secondaire à l’intérieur de son enveloppe. Dans ce cas, la friction dynamique permet une
migration dans l’enveloppe ainsi que l’éjection de cette dernière. Le second mode de formation est
la formation dynamique dans des amas d’étoiles. Dans ce cas, la densité d’objets est grande et les
interactions gravitationnelles peuvent permettre la formation de systèmes binaires. La formation
dynamique a une contribution faible pour la population d’étoiles à neutrons, qui sont généralement
éjectées des amas après leur formation, du fait de leur vitesse propre élevée après la supernova de
leur progéniteurs. Le travail présenté ici se focalise donc sur la formation par binaire isolée.

J’ai utilisé un code de synthèse de population pour simuler l’évolution d’une population de sys-
tèmes binaires : COSMIC. Cette méthode suit l’évolution de systèmes binaires d’étoiles de manière
simplifiée, de façon a pouvoir générer une population sur des échelles de temps courtes. Elle suppose
donc un certain nombre d’approximations et se base sur une paramétrisation simplifiée de certains
processus, que je présente dans le Chap. 8. Les propriétés initiales de la population d’étoiles par-
entes est échantillonnée : distribution de masses, de séparations, d’eccentricités, fraction d’étoiles en
systèmes binaires (typiquement estimée entre 30% et 70%). Ensuite, l’évolution des étoiles contient
un certain nombre de phases importantes. Chaque étoile individuellement évolue à chaque pas de
temps indépendamment de la présence d’un compagnon et suit donc sa voie dans le diagramme de
Hertzsprung-Russel (voir Chap. 3). Les étoiles massives sont sujettes à des pertes de masse par
vents stellaires de différents types, qui dépendent du type stellaire et des conditions de température
et de luminosité. La métallicité a un impact fort sur ces vents, qui sont d’autant plus forts quand la
métallicité est plus élevée. Lorsque la séparation entre les étoiles est faible, un transfert de masse est
possible par débordement de lobe de Roche. En fonction de la réaction de l’étoile perdant une partie
de sa masse, le transfert peut être stable et continu, ou instable, auquel cas une phase d’enveloppe
commune débute. La transition d’un régime à l’autre est l’un des paramètre du modèle et dépend
du type stellaire. La phase d’enveloppe commune, elle, est modélisée de manière simplifiée par deux
paramètres, qui traduisent la structuration du profil de densité de l’enveloppe, et la fraction d’énergie
orbitale transmise dans l’enveloppe. Cela permet de déterminer la masse d’enveloppe éjectée et la
séparation après cette éjection. Enfin, une autre étape importante est l’explosion de chaque étoile
en supernova. Du fait de l’asymétrie de l’explosion, l’objet compact qui se forme reçoit une vitesse
initiale (un kick) qui peut l’éjecter de la binaire. Beaucoup de systèmes binaires sont détruits ainsi,
et la description de ces kicks est également gérée par plusieurs paramètres du modèle. Après une
phase d’enveloppe commune, il peut arriver qu’un cœur d’hélium soit mis à nu. Lorsqu’une telle
étoile explose en supernova, l’intensité du kick peut être réduite, ce qui favorise la stabilité des
systèmes pour lesquels cette phase a lieu. La question de la détermination de la masse des étoiles à
neutrons au moment de leur formation est encore incertaine et nous avons choisi de ne pas l’étudier.

Dans l’étude présentée dans le Chap. 9, nous utilisons COSMIC avec un choix de paramètres
correspondant aux modèles physiques les plus récents. Nous produisons une population synthétique
de binaires d’étoiles à neutrons à différentes métallicités. En étudiant de manière systématique
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l’évolution des étoiles parentes, nous avons pu mettre en évidence trois canaux de formation domi-
nants. L’évolution standard contient deux étoiles de masses distinctes, ce qui permet à la primaire
d’évoluer, exploser en supernova et former une étoile à neutrons alors que la secondaire est toujours
sur la séquence principale. La secondaire évolue ensuite; une phase d’enveloppe commune se dé-
clenche, puis le coeur d’hélium restant après l’éjection de l’enveloppe évolue à son tour, permettant
un éventuel transfert de masse, avant d’exploser en supernova et ainsi former la seconde étoile à
neutrons. Une deuxième voie d’évolution concerne des binaires de masses quasi-égales lors de la
formation stellaire. Dans ce cas, l’échelle de temps d’évolution des deux étoiles est quasi-similaire et
la phase d’enveloppe commune a lieu avant l’explosion de la primaire en supernova. Après l’éjection
de l’enveloppe, le système contient donc deux étoiles d’hélium, qui vont évoluer tour à tour et ex-
ploser en supernovae. Enfin, une troisième voie d’évolution, très différente, concerne des étoiles de
faible métallicité qui vont subir une première phase de transfert de masse intense de la primaire à le
secondaire, si bien que la primaire devient trop peu massive pour former une étoile à neutrons, mais
forme à la place une naine blanche à partir du cœur d’oxygène et de néon. La secondaire évolue
ensuite, et du fait de sa masse élevée, permet une phase d’enveloppe commune, puis un transfert de
masse sur la naine blanche. Lorsque la naine blanche dépasse la masse de Chandrasekhar du fait de
l’accrétion, elle s’effondre et forme une étoile à neutrons, puis la secondaire s’effondre également en
étoile à neutrons. Cette voie d’évolution est peu discutée dans la littérature mais est particulière-
ment intéressante car elle forme des systèmes à séparations extrêmement coutes qui permettent une
coalescence très rapide. De plus, elle pourrait être la contribution dominante à faible métallicité.
Nous avons enfin intégré les populations de binaires générées avec COSMIC dans un modèle incluant
l’histoire du taux de formation stellaire, ainsi que la relation métallicité-redshift et sa dispersion,
pour simuler une population astrophysique réaliste de telles binaires. Nous observons que la voie
d’évolution comprenant l’effondrement par accrétion de naines blanches est dominante à haut red-
shift, ce qui permettrait d’expliquer la présence de systèmes à très faibles temps de coalescences
dans des sites de formation stellaire et ainsi expliquer certaines observables discutées précédem-
ment. Nous observons également que la voie standard est sous-dominante à tous redshifts, tandis
que la voie comprenant des progéniteurs de masses équivalentes contribue pour la majorité des co-
alescences dans l’Univers local. Ainsi, les systèmes observés en ondes gravitationnelles et sondés
par les sursauts gamma courts seraient différents de ceux présents en majorité à haut redshift. Les
instruments futurs comme Einstein Telescope et Cosmic Explorer permettront de détecter la popu-
lation de binaires d’étoiles à neutrons jusqu’à redshift ∼ 2 et ainsi de comparer nos prédictions. Les
systèmes simulés par synthèse de population ont également été utilisés pour simuler le fond diffus
stochastique en ondes gravitationnelles pour les instruments actuels LIGO et Virgo. Cette étude a
montré que leur contribution est sous-dominante par rapport à la population de binaires de trous
noirs.

Partie IV : Conclusions et perspectives

Le travail de thèse présenté ici ouvre de nombreuses perspectives dans un contexte instrumental
dynamique. Je détaille dans le Chap. 10 certaines pistes d’exploration à court et moyen terme.
Concernant la modélisation des rémanences, le modèle que j’ai développé peut encore être amélioré
en incluant la contribution du choc en retour, l’auto-absorption synchrotron ou un traitement plus
précis de la dynamique aux temps longs. Il peut d’ores et déjà être appliqué aux sursauts gamma
déjà détectés à très haute énergie, et devrait permettre l’étude des détections futures, notamment
grâce au nouveau CTAO, et être un outil de choix pour l’étude des sursauts gamma détectés par
SVOM, un satellite franco-chinois dédié dont le lancement est prévu en 2024, et auquel le groupe
de l’IAP participe. Concernant la caractérisation de la population de binaires d’étoiles à neutrons,
elle devrait être améliorée par les futurs interféromètres à ondes gravitationnelles, ce qui permettra
d’affiner notre compréhension des voies d’évolution à l’aide de la méthode de synthèse de population.
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La méthode présentée permet aussi une étude de la population galactique de binaires d’étoiles à
neutrons, qui a des propriétés différentes de la population qui coalesce dans l’Univers local. De
manière générale, les outils développés durant cette thèse s’inscrivent parfaitement dans le paysage
de l’astronomie multi-messagers et permettront de nombreuses futures études associées.
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Preface

The doctoral thesis that I present hereafter has been conducted between October 1st, 2020 and
September 30th, 2023 in the team Astrophysique des Hautes Énergies et Univers Profond at the
Institut d’Astrophysique de Paris. My work was supervised by Prof. Frédéric Daigne and Dr.
Irina Dvorkin, and has been motivated by recent developments in gravitational wave astronomy and
in particular the breakthrough multi-messenger detection of the binary neutron star merger event
GW 170817, which was associated with a short gamma-ray burst, a multi-wavelength afterglow and
a kilonova. We are only entering the era of multi-messenger astronomy with gravitational waves and
many theoretical improvements should be expected in the coming years. This work was conducted
with the objective to take steps in this direction.

My doctoral work has focused on the study of binary neutron star mergers under two different
– and complementary – angles. I developed a new realistic model to predict the gamma-ray burst
afterglow emission in the scenario where it is radiated by electrons accelerated behind the forward
shock produced by the deceleration of a structured jet in an external medium. In particular, I
included the self-consistent calculation of very high energy emission from synchrotron self-Compton
diffusions in both Thomson and Klein-Nishina regimes. Great attention was paid to implement
this model in a computationally-efficient way such that it can be used in a Bayesian context to fit
observational data. This model was used to derive afterglow flux predictions at very high energy for
GW 170817 and discuss observability conditions of similar events by current and future instruments
(Publication I, submitted, Appendix E.1, Pellouin & Daigne 2023). I also used this model to
study the brightest gamma-ray burst ever observed, GRB 221009A as part of the GRANDMA
observational follow-up campaign analysis (Publication II, published, Appendix E.2, Kann et al.
2023). This model aims to leverage as much information as possible from the available and future
observations of single events.

To study the population of merging binary neutron stars, I used a population synthesis algorithm,
COSMIC, which allows to simulate the evolution of stellar binaries and therefore study the properties
of binary neutron star progenitors. I specifically studied the main evolutionary tracks and their
relative contribution to the merging binaries, depending on the progenitor metallicities. I uncovered
an evolution of the dominant track of binary neutron star formation with redshift (Publication in
preparation, Pellouin et al. 2023). I focused more specifically on evolutionary tracks producing
binary neutron stars with short merger times, which are also ideal candidates for enhanced very
high energy afterglow emission due to the higher density of their environments at the location of
the merger. This simulated population of binary neutron stars has also been used to study the
stochastic gravitational-wave background induced by the non-detected population of binary neutron
stars (Publication III, published, Appendix E.3, Lehoucq et al. 2023).

This document is split in four main parts. In Part I, I detail the observational and theoretical
foundations of this work. Part II presents the gamma-ray burst afterglow model and predictions
related to the very high energy emission of GW 170817. The discussion on the progenitors of binary
neutron star mergers using population synthesis is covered in Part III, where I also provide details on
the numerical treatment of stellar evolution in COSMIC. A summary of the main conclusions of my
work and the perspectives they open for the future are gathered in Part IV. A series of Appendices
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is included at the end, where I provide additional information on some technical aspects of my work;
as well as my publications as co-author in the context of this doctoral thesis.

At the time of writing, only two binary neutron stars mergers have been observed by gravitational
wave interferometers, and only one was a multi-messenger detection. As the detector sensitivities
improve, the future of multi-messenger astronomy will be paved with more detections, where the
models and tools developed during this thesis can be used. Multi-messenger astronomy is a vibrant
and still emerging field of astrophysics and it certainly is exciting times to be part of this endeavour.
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Astronomy historically consists in observing the light – and in some cases the absence of light
– emitted by the objects and structures that make up the Universe. Since the first astronomical
observations, this principle has remained true and today’s new discoveries still primarily originate
from observations conducted across the electromagnetic spectrum. Nevertheless, photons are not the
only messenger travelling through space and time to convey valuable information. Charged particles,
cosmic rays, have been observed since the beginning of the twentieth century; and neutrinos more
recently. In this thesis, I will mostly discuss a fourth messenger, Gravitational Waves (GWs) –
propagating fluctuations of the structure of spacetime – which have been detected only since 2015.
The observation of some astrophysical objects or events with these diverse messengers constitutes
what we refer to as multi-messenger astronomy. In this chapter, I will discuss the essential aspects
of multi-messenger astronomy to study transients: sources that exhibit varying properties on short
timescales, ranging from milliseconds to years. In particular, I will focus on astrophysics related to
Gamma-Ray Bursts (GRBs), which are extremely bright, short-lived flashes of gamma-ray emission
and are associated to other multi-messenger and multi-wavelength emissions. In Sec. 1.1, I provide
an overview of extreme electromagnetic transients and the multiple messengers that are used to
detect them. I then discuss more specifically GWs in Sec. 1.2 and GRBs in Sec. 1.3, which are at
the core of my work.

1.1 High-Energy and Multi-Messenger Electromagnetic Transients

1.1.1 The High-Energy Transient Sky

Multiple astrophysical transient phenomena exist in the Universe. Some of them are repeating,
some others are not. Among them, the most energetic are often linked to extremely compact sources:
Neutron Stars (NSs) or Black Holes (BHs) and their associated processes such as gravitational
collapse, accretion or ejection. These sources usually radiate electromagnetically at high energies
(X-rays and gamma-rays), and are also expected to be efficient multi-messenger sources (see e.g.
Murase & Bartos 2019).

Some high-energy transients are associated to supermassive BHs (MBH ≳ 106M⊙, Kormendy &
Richstone 1995) located at the center of galaxies. Among them, we can quote blazar flares (Murase
et al., 2018) and Tidal Disruption Events (TDEs), the destruction of stars by tidal effects in the
vicinity of supermassive BHs (Rees, 1988; Gezari, 2021). Some X-ray sources located away from their
host galaxy center and extremely bright, Hyper-Luminous X-ray sources (HLX, L > 1041 erg · s−1,
Colbert & Mushotzky 1999) are believed to be accreting intermediate-mass BH. Many high-energy
transients are associated to stellar-mass compact objects: NSs or BHs with MBH ≲ 100M⊙. The
most energetic transients include the cataclysmic events that produce these compact objects: Core-
Collapse Supernovae (CCSNe), that I discuss in Secs. 3.1; long GRBs presented in Sec. 1.3; and
compact object binary mergers (see Secs. 1.2 and 1.3 and Chapters 2 and 3). These are non-
repeating transients. Less energetic (usually observable in X-rays) transients are flaring activity
around accreting BHs or NS in X-ray binaries (see Sec. 3.2); magnetar flares; and Fast Radio Bursts
(FRBs). These transients may be repeating.

Transient phenomena associated with stellar-mass compact objects can be extremely variable
thanks to the small size of their progenitors. The causality argument also discussed in Sec. 1.3 leads
to shortest variability timescales down to milliseconds, as observed for instance in GRB light curves.

The high-energy electromagnetic radiation in these transients is sometimes thermal, e.g. in
the internal regions of accretion disks which radiate in X-rays; but is most of the time the result
of distributions of accelerated particles out of thermal equilibrium, e.g. in shocks or in magnetic
reconnection events. When these effects occur in a relativistic outflow (e.g. in blazars, GRBs, micro-
quasars), they also benefit from Doppler boosting and relativistic beaming to reach the highest
energies. In these cases, non-thermal particles can radiate by several processes, like synchrotron
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radiation, Inverse Compton (IC) diffusions or pair production. These effects will be at the base of
our radiative model for GRB afterglow emission discussed in Chapter 5.

High-energy (hν ∼ 1 GeV) and Very High Energy (VHE) (hν ∼ 1 TeV) observations of the
transient sky are currently possible thanks to a very favourable instrumental context. In the GeV
range, the atmospheric absorption prevents observations from the ground and the observatories are
therefore space telescopes: Fermi-LAT (Atwood et al., 2009) and AGILE (Tavani et al., 2009). The
detection of TeV photons is possible using the Čerenkov light emitted by the cascade of secondary
particles generated by the interaction of VHE photons with the upper atmosphere. This technique
is used with optical telescopes in particular by the High Energy Stereoscopic System (H.E.S.S.,
Hinton & HESS Collaboration 2004), located in Namibia; the Major Atmospheric Gamma Imaging
Čerenkov (MAGIC, Lorenz & MAGIC Collaboration 2004; Aleksić et al. 2016a,b), located at La
Palma (Canary Islands); the Very Energetic Radiation Imaging Telescope Array System (VERITAS,
Holder et al. 2006), located in Arizona, U.S.A.; or in water for the High-Altitude Water Čerenkov
Observatory (HAWC, Abeysekara et al. 2012); located in Mexico above 4000 m of altitude; and the
Large High Altitude Air Shower Observatory (LHAASO, di Sciascio & Lhaaso Collaboration 2016;
Cao et al. 2019), located in China.

The most extreme transient sources are also expected to be the most promising sources of multi-
messenger emission, which I discuss now.

1.1.2 Other Messengers: Cosmic Rays, Neutrinos and Gravitational Waves

Three other messengers complete electromagnetic observations to make up multi-messenger as-
tronomy. Cosmic Rays are mostly charged nuclei traveling through space. Most of them originate
from within the Milky Way, where they are magnetically confined. The main source of these Galac-
tic cosmic rays is thought to be acceleration in Supernova (SN) remnants. On the other hand,
Ultra-High Energy Cosmic Rays (UHECRs, hν > 1018 eV) have an extragalactic origin and their
sources are still unknown. Most astrophysical candidates to accelerate nuclei to such high energy
are extreme cosmic accelerators and therefore also sources of high-energy radiation. Most discussed
candidates are Active Galactic Nuclei or GRBs. For more details on UHECRs, see the review by
Kotera & Olinto (2011).

A third messenger to probe the high-energy transient universe are neutrinos: light and weakly
interacting elementary particles. Because their extremely small cross-section makes them especially
hard to detect, neutrino astronomy only started in the 1960s and was limited to Solar neutrinos
at ∼ 1 MeV. These neutrinos are emitted directly at the core of the Sun and are signatures of
the weak interaction in the hydrogen fusion reaction (for a review on Solar neutrinos, see Haxton
et al. 2013). Neutrinos are also expected to be produced in huge quantities during CCSNe, where
they are thought to carry ∼ 99% of the total kinetic energy after the collapse. On February 23rd,
1987, 11 neutrinos were detected by the Kamiokande detector (Hirata et al., 1987) and associated
with SN 1987A, a Galactic SN. These neutrinos emerge from the thermal radiation of the extremely
hot and compact region formed after the core collapse and are currently searched for with new
generations of detectors like Super-Kamiokande, and soon Hyper-Kamiokande (see the review by
Scholberg 2012).

Astrophysics with high-energy neutrinos has started more recently. Neutrinos can interact with
the Earth and produce cascades of secondary particles. Their Čerenkov radiation can then be
detected, either in ice for the IceCube detector, located at the South Pole (Aartsen et al., 2021) or
in the sea for Antares (Ageron et al., 2011) and later KM3NeT (Adrián-Martínez et al., 2016) in
the Mediterranean Sea. The first IceCube detection was reported in 2013 (IceCube Collaboration,
2013). A background is currently detected (Aartsen et al., 2014) and some individual detections have
recently been associated to astrophysical sources. A neutrino event was associated with a blazar
flare in TXS 0506+056 (IceCube Collaboration et al., 2018), and a neutrino excess with the nearby
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active galaxy NGC 1068 (IceCube Collaboration et al., 2022).
These energetic neutrinos can be produced by proton-proton interactions, which could occur with

cosmic rays escaping from their source and interacting with the surrounding interstellar medium.
Energetic neutrinos could also be produced by the interaction between ultra-relativistic protons and
gamma-ray photons. This second process can occur in most cosmic accelerators provided hadrons
are accelerated. It is therefore specifically discussed for GRBs (Sec. 1.3), though no joint detection
between a GRB and a neutrino event has been made yet. For a recent review, see Guépin et al.
(2022).

Finally, the most extreme phenomena discussed briefly in Sec. 1.1.1 are associated with the
accelerated motion of rapid distributions of compact masses during gravitational collapses. These
include CCSNe or the merger of two compact objects. These two channels – which in particular are
linked with the two classes of GRBs discussed in Sec. 1.3.3 – are also the most favourable sources
for an intense signal of GWs. This is the fourth messenger of multi-messenger astronomy, that was
first detected in 2015 (Abbott et al., 2016).

Among all the multi-messenger phenomena discussed in this section, this thesis will be focusing
on GRBs, and in particular short GRBs associated with Binary Neutron Star (BNS) mergers, as I
will discuss in Sec. 1.3. The two messengers that we explore in this work are therefore light – and
in particular at VHE with Čerenkov telescopes – and GWs. I discuss them in more depth hereafter,
in Sec. 1.2.

1.2 Gravitational Waves

1.2.1 Generalities

The theory of General Relativity (Einstein, 1915, 1916) that describes the structure of spacetime
in the presence of distributions of mass and/or energy predicts the existence of GWs, which are
propagating disturbances of the spacetime metric. GWs are the solutions to the wave equation
formulated by Einstein (1916):

□hµν = −16πG

c4
Tµν , (1.1)

where hµν is a small perturbation in the metric assumed to be almost Minkowskian far away from
massive sources. In other words, the metric is expressed as gµν = ηµν + hµν and |hµν | ≪ 1. Tµν
is the stress-energy tensor, and □ is the usual d’Alembert operator of the Minkowskian spacetime
□ ≡ ηµν∂µ∂ν . In this context, GWs propagate at the speed of light in vacuum.

GWs are produced by the accelerated motion of masses. At leading order in source velocity and
with no self-gravity, the GW luminosity of a source is given by the quadrupole formula:

LGW =
G

5c5

〈 ...
Q ij

...
Q
ij
〉
, (1.2)

where

Qij(t) =

∫

source
d3xρ(x; t)

(
xixj −

1

2
∥x∥2δij

)
(1.3)

is the Newtonian quadrupolar moment of the source. In this context, what are potentially luminous
GW sources? If we consider a source with a radius R and a mass M , the quadrupolar moment can
be approximated by Q ∼ sMR2. In this approximation, s is a dimensionless factor encompassing
the source asymmetry. In the limit case where the source is spherically-symmetric, its quadrupolar
moment Q = 0, i.e. s = 0. Non-zero quadrupolar moments are therefore generated by non-
spherically-symmetric sources with s > 0. A source that produces GWs, which by definition are
varying with time, must have a time-variable quadrupolar moment. This implies that masses within
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the source are in accelerated motion. If we note v the characteristic velocity, the corresponding
dynamical timescale scales as t ∼ R/v. We therefore express Eq. 1.2 as

LGW ∼ G

5c5

(
Q

t3

)2

(1.4)

∼ G

5c5
s2M2v6

R2
(1.5)

∼ c5

5G
s2Ξ2β6 (1.6)

where we have defined the compactness parameter

Ξ ≡ GM

Rc2
(1.7)

and β ≡ v/c. From Eq. 1.6, we deduce the three conditions required for a source to emit GWs
efficiently. Such a source must:

– Be as far as possible from spherical symmetry (s > 0);
– Be special-relativistic (β −→ 1);
– Be general-relativistic (Ξ −→ 1).

In this case, the GW luminosity is extremely intense: c5/5G ≃ 7 × 1058 erg · s−1 ≃ 2 × 1025 L⊙ ≃
4× 104 M⊙c

2 · s−1.

1.2.2 Gravitational Waves from Compact Binaries

The best astrophysical candidates to fulfill these three requirements are compact object binaries,
i.e. BNSs, Neutron Star – Black Hole binaries (NSBHs) or Binary Black Holes (BBHs)1. These
systems are formed of NSs and/or BHs, remnants of the final explosions of massive stars (see Sec. 3.1).
After formation, these compact object binaries radiate their orbital momentum in the form of GWs,
which leads to a gradual reduction of the orbital separation, until they eventually merge. The
evolution of the binary separation a and of its eccentricity e over time due to the emission of GWs
is given by (Peters, 1964):

da

dt
= −64G3M1M2(M1 +M2)

5c5a3(1− e2)7/2

(
1 +

73

24
e2 +

37

96
e4
)
, (1.8)

de

dt
= −304G3M1M2(M1 +M2)

15c5a4(1− e2)5/2

(
1 +

121

304
e2
)
e , (1.9)

where M1 and M2 are the masses of the two objects. Solving numerically the coupled system of
differential equations Eqs. 1.8 and 1.9 is necessary to compute the exact merger time. In Iorio et al.
(2023), the authors show an approximate analytical expression that is accurate to within 1% with
the true solution for e < 0.99, which can be used to determine the merger time without solving
Eqs. 1.8 and 1.9. In practice, the binary orbit quickly circularizes during the inspiral phase. If we
consider for simplicity a binary system in a circular orbit, its merger time due to the emission of
GWs, tmerg, is found by solving Eq. 1.8 with e = 0:

tmerg =
5

256

c5

G3

a4i
M1M2(M1 +M2)

, (1.10)

1CCSNe are less promising sources of GWs due to a higher level of spherical symmetry (see e.g. Fryer & New
2011).
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where ai is the initial orbital separation. For a symmetric system where M1 =M2 =M , the initial
orbital separation therefore scales as

ai ≃ 4.8R⊙

(
M

1.4 M⊙

)3/4( tmerg

13.8 Gyr

)1/4

. (1.11)

As I discuss in more detail in Chapter 7, merging compact binaries must therefore initially form
with extremely short separations, which puts strong constraints on the different phases of binary
stellar evolution.

The GW signal h(t) from the inspiral phase of a compact object binary system has two polar-
isation states, often noted with the + and × subscripts. The viewing angle between the angular
momentum of the system and the line of sight from the observer to the source is noted ι. In this
case,

{
h+(t) = h(t)1+cos2 ι

2 cos [2ω (tret.)]
h×(t) = h(t) cos ι sin [2ω (tret.)]

, (1.12)

where ω(tret.) is the system orbital frequency at the retarded time related to the observation time
t and the distance D travelled by GWs: tret. = t − D/c. The frequency ν(t) of the GW signal is
therefore twice the orbital frequency of the binary. The amplitude of the GW signal is

h(t) =
641/3G5/3

c4

M5/3
chirpω(t)

2/3

D
, (1.13)

where we defined the binary’s chirp mass

Mchirp ≡ (M1M2)
3/5

(M1 +M2)
1/5

. (1.14)

If the binary orbit is circular in the last orbits before the merger, ν(t) = 1
π

√
G(M1 +M2)/a3(t)

following Kepler’s third law (Eq. 8.4). It can then be shown that Mchirp is simply given by

Mchirp =
c3

G

(
5

96π8/3

)3/5

ν̇(t)3/5ν(t)−11/5 . (1.15)

The chirp mass of the merging binary is thus given by the frequency of the signal h(t) and its evolution
with time. Analysis of GW observations often shows the evolution of ν(t) as a function of time in so-
called periodograms (e.g. Fig. 2.1). Note that the signal amplitude scales as h(t) ∝ 1/D, a significant
difference with electromagnetic waves where the observed flux scales as 1/D2. Improvements of the
instruments’ sensitivity to GWs help improve the observable range much more rapidly than for
electromagnetic observations.

1.2.3 Detecting Gravitational Waves

The passage of a GW in a region of space will affect the measured distances between free-falling
test masses in an orientation-dependent way, such that

∆L

L
= hijn

inj , (1.16)

where n is a unit vector in the considered direction. From Eq. 1.13, we can deduce that the amplitude
of the GW signal, and thus the typical variation of length induced by the passage of a GW scales as

h(t) ∼ 3× 10−21

(Mchirp

1.3M⊙

)(
ν(t)

1 kHz

)2/3( D

10 Mpc

)−1

. (1.17)
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The signal is so faint that it implies to measure a variation of length of the size of an atom over
a distance of ∼ 106 km. Long thought impossible, this quest has been realised by the two Laser
Interferometer Gravitational-Wave Observatory (LIGO) GW interferometers for the first time in
2015 (Abbott et al., 2016). The detectors essentially consist in extremely high-precision Michelson
interferometers where all sources of noise are carefully removed. A simplified diagram of the LIGO
interferometers is shown in Fig. 1.1.

Fig. 1.1: Simplified diagram of the LIGO GW interferometers. A laser beam is split in two coherent beams
propagating and recycled in two perpendicular cavities of length ∼ 4 km. The signal is then recombined
and the interference pattern informs on the loss of signal coherence from the passage of GWs. This figure is
reproduced from Abbott et al. (2016).

On September 14th, 2015, the two LIGO interferometers detected the first compact object merger
with GWs: GW 150914 (Abbott et al., 2016). The detectors’ sensitivities at the time of detection
are shown in Fig. 1.1. Fig. 1.2 also shows the modelled signal for this detection, as well as the
evolution of the orbital frequency and separation. The signal’s amplitude and frequency increase
during the final cycles of the inspiral phase due to separation shrinkage, until the merger. Given
the typical frequency of a stellar-mass compact object binary merger (∼ 1 kHz, corresponding to
the frequency range of audible sound waves, hence the frequent use of an analogy with sound for
GWs), this signal is referred to as the chirp of the merger. GW 150914 was produced by a BBH
at a distance of 410+160

−180 Mpc and contained two BHs whose masses were respectively 36+5
−4 M⊙ and

29+4
−4 M⊙ (Abbott et al., 2016).
In practice, the detection of the signal corresponding to the merger of a binary – its waveform – is

done using the matched filtering technique (see e.g. Sathyaprakash & Schutz 2009). Real waveforms
are more complex than the approximate signal shown in Eq. 1.12 and corrective effects such as the
tidal forces acting on the compact objects must be accounted for. The computation of waveforms
in the inspiral phase (i.e. before the merger) is usually performed using post-Newtonian expansions
of the solutions to Eq. 1.1 (Blanchet & Damour 1989, for a review see e.g. Blanchet 2014). These
expansions are only valid when the orbital separation is wide enough. The signal in the merger phase
(i.e. upon contact of the two merging objects) and the ringdown (i.e. when the central remnant
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Fig. 1.2: Top: Modelled GW signal amplitude in the Hanford interferometer for GW 150914. The inset
images show numerical relativity models of the BH horizons as the BHs coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii (RS = 2GM/c2) and the effective relative
velocity given by the post-Newtonian parameter v/c =

(
GMπν(t)/c3

)
, where ν(t) is the GW frequency

calculated with numerical relativity and M is the total mass. This figure is reproduced from Abbott et al.
(2016).

relaxes to a static object) are modelled using numerical relativity computations, where Eq. 1.1 is
solved directly. Other techniques such as effective one-body simulations (Buonanno & Damour,
1999) and phenomenological approaches are used to compute complete waveforms. Because these
techniques are computationally expensive, the automatic signal detection pipeline relies on real-time
fitting of a bank of such waveforms: this is the matched filtering technique.

The amplitudes of the GW signal for the two polarisations are presented in Eq. 1.12. They
depend on the source viewing angle, the distance and the chirp mass through Eq. 1.17. The chirp
mass is well constrained by observations of the inspiral phase by following the evolution of ν(t) and
ν̇(t) as a function of t (see Eq. 1.15). However, the viewing angle and the distance are inherently
correlated in the analysis of GW signals if the two polarisations are not individually measured.
Another important aspect is that given the L-shape of the GW interferometers, they are more
or less sensitive to each of the GW polarisations depending on the sky localisation of the source.
To maximize the significance of sources detections, the two LIGO interferometers have the same
orientation. The Virgo interferometer has a different orientation which covers the blind spots of
the LIGO interferometers’ antenna patterns, and allows to triangulate the sky localisation of an
incoming GW. This has been especially useful for the follow-up observations of the BNS merger
GW 170817 that I discuss in Chapter 2.



1.3. GAMMA-RAY BURSTS 19

Since the detection of GW 150914, three observing runs have been conducted by the two LIGO in-
terferometers (LIGO Scientific Collaboration et al., 2015) located in Hanford and Livingston (U.S.A.)
and Virgo (Acernese et al., 2015) near Pisa (Italy), and have allowed to detect 90 compact object
mergers. I discuss this population of detected sources in more detail in Sec. 3.3. At the time of
writing, the fourth observing run O4 just started, also including a fourth interferometer with a yet
more limited sensitivity, KAGRA (Japan, Kagra Collaboration et al. 2019), and new detections
have already been reported. The sample of detected mergers is expected to be enriched with the
successive future instrument upgrades.

1.3 Gamma-Ray Bursts

1.3.1 Historical Overview and Main Observations

GRBs were discovered serendipitously in the late 1960s by the Vela satellites. These were de-
signed by the U.S. Army to monitor gamma-ray radiation from nuclear tests of the USSR. They
were regularly triggered with short extra-terrestrial gamma-ray “bursts” of unknown origin. In 1973,
six years after the first detection of a GRB, a first scientific publication reported 16 “short bursts of
cosmic origin” (Klebesadel et al., 1973). More GRBs were detected with dedicated missions in the
following years. However at the time, gamma-ray detectors did not have any localisation capability,
and it was not possible to locate the GRB positions in the sky, except after a long delay by using
triangulation between different satellites or spacecrafts (interplanetary network, Hurley et al. 2011).
Therefore, the question of their progenitors led to the propositions of more than 100 different mod-
els, that can broadly be separated in two classes: either GRBs are produced by some ejection or
accretion processes by sources within the Milky Way; or they are located at cosmological distances
and emerge from cataclysmic events. A complete list of proposed GRB progenitors models was
compiled by Nemiroff (1994). The class of galactic models was the most popular as cosmological
models suffer severe energy budget constraints: given the observed gamma-ray luminosities from
such distant objects, the intrinsic power of the sources has to be huge (see Sec. 1.3.2).

Fig. 1.3: Sky positions of 2408 GRBs detected with BATSE, in Galactic coordinates. The isotropic dis-
tribution indicates that GRB sources do not reside in the Galactic disk but are instead likely extragalactic.
Figure credit: BATSE Team.
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The general properties of GRBs have been discovered progressively with successive instruments.
GRBs are usually extremely bright (Lγ,iso > 1050 erg · s−1) and show short-time variability on
timescales down to 1 − 100 ms. GRB light curves can differ a lot between different events: some
consist in a peak of luminosity followed by a decline, while others have multiple pulses and sometimes
precursor emission. Their spectra are non-thermal, thus indicating that they emerge from the
radiation of accelerated particles. For a general introduction to GRB observations, see Levan (2018).

The launch of CGRO in 1991 set a new milestone for GRB physics. The Burst And Transient
Source Experiment (BATSE) on its board was much more sensitive than previous experiments.
During the time of the mission, BATSE revealed that the distribution of GRB localisations was
isotropic in the sky, which is therefore a strong indirect indication for the cosmological origin of
GRBs (Paciesas et al., 1999; Goldstein et al., 2013). The distribution of sky positions of GRBs
detected with BATSE is shown in Fig. 1.3.

BATSE also uncovered that the distribution of GRBs durations is bimodal (Kouveliotou et al.,
1993; Paciesas et al., 1999), with a population of short GRBs, whose T90 (the duration of the
time interval containing 90% of the total fluence) is such that T90 < 2 s; and a population of
long GRBs with T90 > 2 s. We show the distribution of burst durations detected by BATSE in
Fig. 1.4. I also present these two populations in more detail in Sec. 1.3.3. As can be observed
in Fig. 1.4, both classes overlap, and the T90 alone is not a strict criterion to classify GRBs in
either of the categories. Additionally, the T90 measurement is affected by the distance to the source,
which introduces a bias in the measured durations that favour observations of longer and brighter
GRBs at larger distances; and reduces the fraction of accurate duration measurement to only ≲
45% of the entire sample of detections (in the context of the Swift mission, see Moss et al. 2022).
Therefore, additional information such as the host galaxy type or the nature of potential detected
electromagnetic counterparts must also be used to classify GRBs.
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Fig. 1.4: Distribution of the T90 of the 2408 GRBs detected by BATSE. The population of GRBs can be
divided between short and long GRBs, with a transition at T90 ≃ 2 s, shown in dashed lines.
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I anticipate on Sec. 1.3.2 to mention that such bright distant gamma-ray emission is associated to
compact sources and ultra-relativistic jets. This was initially proposed by Paczynski (1986). These
GRB jets were soon proposed to be the source of a longer-lasting transient powered by synchrotron
radiation of a population of shock-accelerated electrons during the jet deceleration in the external
medium: the GRB afterglow (Mészáros & Rees, 1997). The afterglow phase is now detected across
the electromagnetic spectrum from radio to VHE as we discuss extensively in Chapter 2 in the case
of GW 170817 and throughout Part II. It follows the prompt GRB emission, which constitutes the
early gamma-ray signal.

The next breakthrough was made with the launch of BeppoSAX in 1996. This space telescope
combined a gamma-ray detector to detect the GRB prompt emission, and an X-ray telescope allowing
better localisation capabilities. BeppoSAX discovered X-ray afterglows and was able to distribute
alerts with source localisations within a few hours. Following such a detection and localisation by
BeppoSAX, the first GRB optical afterglow, GRB 970228, was detected in 1997 (van Paradijs et al.,
1997). The same sequence led to the discovery of a new optical afterglow for GRB 970508 a few
months later. In this case, absorption spectroscopy of the optical afterglow light curve, followed
by the identification of the host galaxy and its spectral analysis, revealed that GRB 970508 was
located at a redshift z = 0.835 (Metzger et al., 1997), thus providing the direct confirmation of the
cosmological origin of GRBs. The number of afterglows detected with BeppoSAX was however still
limited and all associated with long GRBs. Among them was the first long GRB associated with an
optical SN: GRB 980425 and SN1998bw (Galama et al., 1998). This nearby GRB (∼ 40 Mpc) was
however intrinsically much weaker than most cosmic long GRBs.

The High Energy Transient Explorer 2 (HETE-2) space telescope launched in 2000 also combined
gamma-ray and X-ray follow-up instruments. It increased the number of GRB detections with
associated afterglows and uncovered the diversity of the GRB population, including soft events such
as X-ray flashes or X-ray-rich GRBs. The second long GRB associated with a SN was observed by
HETE-2: GRB 030329 (Stanek et al., 2003). This time, that long GRB had a standard luminosity.
Such long GRB-SN associations provide strong evidence for the collapsar scenario (see Sec. 1.3.3).
Finally, HETE-2 observed the first short GRB afterglow, GRB 050709 (Fox et al., 2005; Villasenor
et al., 2005; Hjorth et al., 2005), indicating that the deceleration of an ultra-relativistic outflow
occurs in both classes of GRBs.

In the following years, great effort was put to design a space telescope that could similarly detect
GRBs in their prompt phase with a gamma-ray detector, and also point an X-ray telescope in the
direction of the burst with more rapid slewing capabilities to detect the early-time afterglow, while
having a better sky localisation. This is what the Neil Gehrels Swift observatory (Gehrels et al.,
2004) was designed for. It was launched on November 20th, 2004 and allowed a detailed follow-up
of the early X-ray afterglows of hundreds of GRBs. Swift has set a milestone by improving very
significantly the fraction of GRBs detected with their X-ray afterglow (> 90%). Thanks to the
precise localisation of the afterglow, the redshift of approximately one third of Swift GRBs has been
obtained, either with a photometric or spectroscopic determination based on the afterglow and host
galaxy spectra. As of the end of June, 2023, Swift is still operating and has detected 1597 GRBs, of
which 419 have associated redshifts. This allowed to study in more detail the statistical properties
of GRBs (for a general review on Swift afterglow observations, see Gehrels et al. 2009), and in turn
understand their progenitor populations. I discuss this in more detail in Sec. 3.4.

The 2000s and 2010s have marked the entry in an era with even more GRB detections, thanks
to the Fermi Gamma-Ray Space Telescope (Fermi, Atwood et al. 2009), launched in 2008. Fermi
unveiled an additional component in the spectra of the prompt emission at high energies > 100 MeV,
thanks to its larger spectral coverage by its two on-board instruments: the Large Area Telescope
(LAT, covering 20 MeV − 300 GeV) and the Gamma-ray Burst Monitor (GBM, covering 8 keV −
30 MeV). The LAT also discovered a long-lasting high-energy emission, probably associated to the
afterglow (Ajello et al., 2019).
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In 2017, a major breakthrough was the association of a short GRB with the merger of a BNS
system, which marked the beginning of the era of multi-messenger astronomy with GWs and became
the most significant association between a GRB and its progenitor. I discuss in detail this event,
GW 170817 in Chapter 2. In recent years, the study of GRBs has also entered a new epoch with
detections of their VHE emission (i.e. hν ∼ 1 TeV) in the afterglow – and possibly also the prompt –
phase, with Čerenkov telescopes. These new detections presented in Sec. 4.2, allow to probe another
emission regime that requires a more detailed treatment of radiative processes during GRBs.

1.3.2 Theoretical Models of Gamma-Ray Bursts

GRBs are extragalactic sources detected at very bright luminosities. This implies that their
intrinsic energy is colossal. The typical intrinsic isotropic-equivalent energy of a GRB is Eγ,iso ∼
1052 erg. This quantity is defined as the total energy radiated by the source if its radiation is
isotropic, i.e. not beamed. In practice, if the emission is beamed within a solid angle Ω, the
true intrinsic energy is smaller, Eγ,true = Ω

4πEγ,iso. As GRBs also show short variability timescales
δt ∼ 1−100 ms, the typical size of the emitting region, if the source is assumed to be static, is given
by the causality argument: R ≲ cδt ≈ 3× 109 cm ≈ 0.04R⊙.

At high energies, photons can produce electron-positron pairs (see also Sec. 5.4.6). This process
has a minimum threshold ϵ1ϵ2 ≈ 2

(
mec

2
)2. This corresponds to the typical observed spectral range

of the observed GRB photon energy (ϵ ∼ 1 MeV). The optical depth to pair production is then
approximately (see e.g. Lithwick & Sari 2001)

τγγ ∼ 1012
(

Eγ,iso
1052 erg

)(
δt

100 ms

)−2( Ep

200 keV

)β−2 ( ϵ2
1 MeV

)β−1
, (1.18)

where β ≈ 2.3 is the photon index of the prompt gamma-ray spectrum, and Ep is the observed peak
energy of the GRB. Therefore, τγγ ≫ 1 given the typical observed properties of GRBs: these sources
should be opaque to their own gamma-ray radiation due to pair production, and therefore not emit
these gamma-ray photons. This puzzle has been known as the compactness puzzle.

The compactness problem is solved by introducing relativistic motion of the source. This was
originally discussed by Rees (1966) in the context of radio sources. If the radiating source has an
ultra-relativistic motion with Γ ≫ 1 (see Eq. 5.1), relativistic beaming funnels all radiation in a
cone in the direction of motion, with an opening angle θ ∼ 1/Γ. This has two implications: only
a fraction of the emitting region, of size R(1 − cos θ) ∼ R/Γ2 is visible by a distant observer; and
the interaction angle between photons is strongly reduced (∼ 1/Γ) compared to an isotropic photon
field, which increases the threshold and reduces the interaction cross-section for pair production.The
opacity in the case of a relativistic source is therefore

τγγ,rel = τγγ × Γ−2(β+1) . (1.19)

For a source with a relativistic motion Γ ≳ 100, the compactness puzzle is solved. Other sources
of opacity can in principle increase the total optical depth for gamma-ray photons and have been
discussed in the context of GRBs, but pair production is the dominant source of opacity. As shown
by Lithwick & Sari (2001); Hascoët et al. (2012b), Γ ≳ 100 remains the necessary condition for the
successful gamma-ray emission of GRBs.

Given the extreme energy required to accelerate material at ultra-relativistic velocities, it is ex-
pected that the total mass ejected is relatively small. Additionally, material may only be accelerated
in a narrow geometric region, in the form of a jet. This is confirmed by the subsequent observations
of achromatic jet breaks in GRB afterglows (see Sec. 4.1 and Rhoads 1997), appearing when the
relativistic beaming angle opens up to the jet opening angle during its deceleration (see Fig. 4.1).

GRBs are therefore emitted by jetted ultra-relativistic material from extragalactic sources, which
naturally brings the following question: what are those sources? Given the typical variability
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timescale, they are expected to be small regions of space, with radii R ≪ R⊙. The best sources
for GRB emission are therefore naturally related to compact objects: NSs and BHs. Given the
transient nature of GRBs and the huge energy they release, these sources are also expected to eject
material and therefore be connected to explosive or destructive events involving the formation of
such compact objects. The bimodal duration distribution shown in Fig. 1.4 hints towards two classes
of progenitors: long GRBs associated with the core-collapse of some massive stars (collapsars); and
short GRBs associated with BNS (and possibly NSBH) mergers. I discuss them in Sec. 1.3.3. In
both cases, it is expected that the event produces a central remnant, typically a stellar-mass BH,
and that an accretion disk immediately forms, either from the infalling of material from the outer
envelope of the collapsing star in the collapsar scenario, or from the ejection of NS material by tidal
forces upon merger in the BNS merger scenario.

The mechanisms responsible for the ejection and acceleration of the GRB jet are still poorly
constrained. Several scenarios have been suggested in the literature:

– A thick accretion disk immediately forms around the central remnant. Its temperature is ex-
tremely high, such that the disk cools by radiating neutrinos. Subsequent neutrino-antineutrino
annihilation can deposit energy along the rotation axis, where the baryonic content is typically
lower due to the centrifugal force. This can lead to the relativistic ejection of a jet (Meszaros
& Rees, 1992; Mochkovitch et al., 1993). However, this process is probably not efficient enough
to be invoked for all observed GRBs. It also does not provide a natural collimation mechanism
for the jet and is therefore usually not favoured.

– Most realistic models of jet ejection invoke a strong magnetic field at the base of the flow and
are based on the Blandford-Znajek process (Blandford & Znajek, 1977). In this model, if the
central object is a rotating Kerr BH, some of its energy can be extracted by magnetic currents
in the ergosphere. Currently, most realistic GRB models introduce strong and large-scale
magnetic fields at the base of the jet (see e.g. Tchekhovskoy et al. 2008). The efficiency of the
conversion of magnetic energy to kinetic energy during the following propagation of the ejecta
is another open issue, so that the magnetization of the ejecta at large distance is uncertain
(Spruit et al., 2001; Granot et al., 2018).

During the early phases of its propagation, the jet can interact with the envelope of the collapsing
star (in the collapsar scenario) or with material ejected before the jet launching (in the merger
scenario). This gives rise to the development of a strong forward shock. At the head of the jet,
a reverse shock also forms and separates the head from the rest of the jet. Material from the
propagation medium is therefore pushed to the sides of the jet head, while ejected material is also
deflected during the interaction with the reverse shock. These phenomena lead to the formation of
a cocoon that surrounds the jet. As discussed in the review by Nakar (2020), the properties of the
jet-cocoon interaction may in some cases lead to the further collimation of the jet, or if the cocoon
feedback is weak, the jet remains conical. The propagation of the jet in the ejecta depends on the
energy injection by the source of the jet, which is usually referred to as the central engine; and on
the properties of the propagation medium. The energy from the central engine is used for the jet to
pierce through the ejecta. If the rate of energy injection in the jet is too small or if the central engine
is not active long enough, the jet may not escape its surrounding ejecta and is called a choked jet.
On the contrary, jets that escape the surrounding material are successful jets. Due to this complex
early-time interaction, the observed duration of GRBs is shorter than the ejection duration. It is
therefore expected that short GRBs are contaminated by some long GRBs progenitors (Bromberg
et al., 2013). Additionally, during this early propagation in a dense environment, the jet is expected
to develop a lateral structure, which we discuss more extensively in Sec. 4.1.

The processes leading to the prompt emission of GRBs are still a matter of debate. It can be
shown that reproducing the short-time variability observed in GRBs requires an internal dissipative
process in the relativistic ejecta (Sari & Piran, 1997). Different dissipative and radiative processes
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have been suggested in the literature for the origin of the GRBs prompt emission (see e.g. Piran
2004). The first emission zone is the photosphere, i.e. the region where the jet becomes transparent
to its own radiation. If the emission occurs at the photosphere, the radiated spectrum should be
quasi-thermal (Paczynski, 1986; Goodman, 1986; Daigne & Mochkovitch, 2002; Pe’er, 2008), but
some authors have suggested that sub-photospheric dissipation may affect the spectrum to become
non-thermal (Rees & Mészáros, 2005; Giannios & Spruit, 2007; Beloborodov, 2010). These models
are known as dissipative photospheric models. Another possibility is that energy dissipation occurs
in the optically thin regime above the photosphere. If the jet is weakly magnetized, colliding shells
of ejecta with different Lorentz factors can produce the GRB emission (internal shocks, Rees &
Meszaros 1994; Kobayashi et al. 1997; Daigne & Mochkovitch 1998). For highly magnetized jets,
magnetic reconnection can dissipate significant quantities of energy (see e.g. Thompson 1994; Spruit
et al. 2001; Zhang & Yan 2011). In these two scenarios, soft gamma-ray radiation is powered by
the synchrotron radiation of accelerated electrons. The physics of the afterglow associated to the
deceleration of the jet in the external medium is much better understood and will be discussed in
detail in Part II.

1.3.3 Two Populations of Progenitors

I discussed the bimodal distribution of GRB durations in the BATSE sample previously (see in
particular Fig. 1.4). Except for its duration, the prompt emission of long and short GRBs has similar
properties, even if short GRB spectra are usually harder. Short GRB afterglows are however typically
fainter, and the host galaxies of these two populations of GRBs also have different properties. This
suggests that long and short GRBs share common physics – internal dissipation in a relativistic
ejecta during the prompt phase, followed by the deceleration of a relativistic jet during the afterglow
– but are associated with two distinct classes of progenitors.

Long Gamma-Ray Bursts and the Collapsar Scenario

Long GRBs are associated to a small fraction of the core-collapses of massive stars (Woosley,
1993), but the fraction of such massive stars leading to the emission of a long GRB is still uncertain
(see e.g. Palmerio & Daigne 2021). The physics of CCSNe are described more extensively in Secs. 3.1
and 8.2.4, but I introduce some important elements here. The timescale of the core-collapse is a
few milliseconds. After the collapse of the core, a central remnant is formed, a stellar-mass BH.
Depending on the properties of the collapsing core (e.g. its angular momentum), the collapse may
either be prompt or there may exist a transient hyper-massive NS that later collapses into a BH.
These delayed and rapid collapse scenarios have been proposed by Fryer et al. (2012) and are
described in Sec. 8.2.4. They affect the final mass of the central remnant and the amount of energy
deposited back in the stellar envelope by infalling material being re-ejected after the collapse of the
core.

GRB progenitors require particular conditions to successfully launch a relativistic jet in terms of
mass, metallicity, rotation, or even the presence of a companion star, which make them rare among
the total population of CCSNe (Levan et al., 2016). In the collapsar scenario, the central engine
is a BH surrounded by an accretion torus and the envelope of the collapsing star. In this scenario,
the GRB jet propagates through the stellar envelope, which is expected to have a gradual density
decrease with radius (see Sec. 5.2, Eq. 5.16). Because massive stars evolve on short timescales
(typically a few tens of Myrs, see Sec. 3.1), their explosions are expected to occur close to their
formation sites, i.e. in star-forming regions.

Observationally, it has been found that most long GRBs occur in faint star-forming galaxies (e.g.
Sokolov et al. 2001; Palmerio et al. 2019), and most of the time in the bright ultra-violet central
regions of their hosts (Fruchter et al., 2006; Lyman et al., 2017). Both observations indicate that
long GRBs are indeed located in star-forming regions.
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Several long GRBs have been followed-up by optical telescopes which found associated SNe. The
first such examples are the association between GRB 980425 and SN1998bw (Galama et al., 1998);
and GRB 030329 (Stanek et al., 2003), as mentioned in Sec. 1.3.1. Note that puzzling GRBs are
sometimes found. For instance, GRB 211211A was a recent long GRB, which was associated to a
kilonova (Rastinejad et al., 2022; Yang et al., 2022; Troja et al., 2022a), a signature expected in
the merger scenario discussed below. This stresses again the fact that GRB classification cannot be
based on the duration only.

The core-collapse of a massive star can also generate GWs due to the anisotropies of the collapse.
However, as discussed by e.g. Gottlieb et al. (2023), they are too faint to be detected by current
GW interferometers. Nearby events could be detected with third-generation detectors, as I discuss
in Chapter 10.

Short Gamma-Ray Bursts from Binary Neutron Star Mergers

The progenitors of short GRBs have long been uncertain. These bursts do not occur in specific
galactic types, and therefore do not show signs of correlation with star formation. Most of the
observational properties of short GRBs are detailed in Berger (2014). Contrary to long GRBs, the
distribution of the galactic offsets in their hosts has a larger dispersion. Some of them are observed
at large offsets (Fong & Berger, 2013). This supports the idea that short GRBs originate from the
mergers of compact binaries, in particular BNSs or NSBH if the NS does not directly plunge into
the BH during the merger (Eichler et al., 1989; Narayan et al., 1992; Mochkovitch et al., 1993).
In this scenario, the BNS (or NSBH) is given a natal kick upon formation of the second compact
object (see Sec. 8.2.4) and migrates in its host until the merger, induced by the radiation of GWs
(see Eqs. 1.8 – 1.9). Because the merger time tmerg ∝ a4 (see Eq. 1.10), small variations in initial
separations lead to much larger merger time differences.

BNS mergers are also expected to create an accretion disk made of a small fraction of material
from the tidal disruption of both NSs at the merger. The external conditions at jet launching differ
in BNS mergers. While GRB jets from collapsars initially propagate through the infalling envelope,
GRB jets from BNS mergers are accelerated in the ejected material that will eventually produce the
kilonova signal (see Sec. 2.2). This shows that due to the different profiles of the environments in
which the jets propagate in both classes of progenitors, the observed GRB properties may differ.

The detection of GW 170817, presented in Chapter 2, set a milestone in the understanding of
short GRB progenitors. This event was the first – and so far the only – association of a BNS merger
detected with GWs, of a short GRB and the associated kilonova. This confirmed that BNS mergers
are indeed at least a sub-class of short GRB progenitors. In this thesis, I specifically study such
BNS mergers. I will describe in the next chapter the observations of GW 170817
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The mergers of Binary Neutron Star (BNS) systems have been long thought to be the most
promising sources for multi-messenger observations with Gravitational Waves (GWs). On August,
17th, 2017, the first GW detection of a BNS merger was reported and was soon followed by elec-
tromagnetic counterparts. This event, known as GW 170817, became one of the most followed-up
astrophysical transient source in the history of astronomy, and featured most of the detectable sig-
natures predicted by the theory of BNS merger emission (e.g. Nakar 2020): the GW signal of the
inspiral phase (Sec. 2.1), an optical/near-infrared kilonova (Sec. 2.2), a short Gamma-Ray Burst
(GRB) (Sec. 2.3), and a GRB afterglow (Sec. 2.4). In this chapter, I present these observed signals
associated to GW 170817 and relate them to corresponding emission processes and models.

2.1 Gravitational Waves Emission

Fig. 2.1: Time-frequency map of the GW signal of GW 170817, as observed by the three GW interferometers
LIGO-Hanford (top), LIGO-Livingston (middle) and Virgo (bottom). The inspiral is detected for ∼ 100 s by
the two LIGO interferometers, and no signal is detected by Virgo. In this figure, additional noise sources and
a glitch in the signal of the LIGO-Livingston interferometer have been removed. This figure is reproduced
from Abbott et al. (2017b).

As discussed in Sec. 1.2, the inspiral of a BNS up to its merger is expected to emit GW radiation.
On August, 17th, 2017, the two LIGO interferometers (Ligo-Hanford and LIGO-Livingston) detected
a transient GW signal lasting ∼ 100 s. Binary Black Hole (BBH) mergers are only observable in
the frequency band of these interferometers for at most a few seconds before the merger. This
long-duration signal was therefore the signature of the merger of two lower-mass compact objects,
later identified as two Neutron Stars (NSs). As reported in Abbott et al. (2017b) and shown in
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Fig. 2.1, the signal was clearly detected by the two LIGO interferometers (though there was a glitch
around the time of the merger in the LIGO-Livingston data that was corrected for the analysis
of GW 170817); but not by Virgo. However, given the intensity of the signal in the two LIGO
interferometers and the estimated source distance and sky localisation, the signal was within the
sensitivity limits of Virgo and could have been detected. This was an indication that the merger was
located in one of the blind spots of Virgo (see Sec. 1.2, Eq. 1.12). Thanks to the high significance
of the signal in the LIGO interferometers and the non-detection by Virgo, the merger was localised
within a 31 deg2 (this was refined to 29 deg2 a few hours later) area and the distance, though
degenerate with the viewing angle was estimated to DL ∼ 40+8

−14 Mpc (Abbott et al., 2017c). I show
the GW localisation in green in Fig. 2.2. After a systematic search for optical transients in galaxies
located within this error region, which led to the historic detection of the kilonova (see Sec. 2.2),
GW 170817 was later found to be hosted in NGC 4993, an old galaxy with a low star formation
rate (Coulter et al., 2017; Pan et al., 2017), located at a distance DL = 40 Mpc. The distance to
NGC 4993 was later refined to DL = 40.7±3.3 Mpc (Cantiello et al., 2018). GW 170817 occurred at
a projected distance of ∼ 1.9 kpc to the galactic center. While this projected separation is smaller
than typical short GRB offsets in their host galaxy, the surrounding stellar population is old and
there is no evidence for the presence of a young stellar cluster in the vicinity of GW 170817 (Levan
et al., 2017). This is consistent with a delay between the BNS formation and its merger, allowing a
migration to regions of the galaxy with little star formation due to the natal Supernova (SN) kick
imparted to the BNS upon formation, as introduced in Sec. 1.3.3. However, the small offset is a
potential hint for a smaller natal kick than usual given to the binary. I also discuss this extensively
throughout Part III.

The analysis of the GW inspiral signal allowed to constrain the chirp mass of the system with
high accuracy (see Eq. 1.15): Mchirp = 1.188+0.004

−0.002 M⊙. The individual masses of the merging
compact objects are however less constrained by the signal from the inspiral phase. In a scenario
where the two NSs have low spins, the masses are M1 = 1.36−1.60M⊙ and M2 = 1.17−1.36M⊙ at
90% confidence (Abbott et al., 2017c, 2019b). Constraints were also put on the tidal deformability
of the NSs, which in turn led to new constraints on the equation of state of ultra-dense matter in
neutron stars interiors (Abbott et al., 2019b). The analysis of the GW signal (see Eq. 1.12) put
constraints on the viewing angle ι ≲ 55 deg. After an additional analysis including the accurate
localisation and distance of NGC 4993, Finstad et al. (2018) refined this value to ι = 32+10

−13±1.7 deg.
Given the limited sensitivity of GW interferometers during the second observing run during

which GW 170817 was detected, the ringdown signal after the merger could not be observed. This
detection would inform on the newly-formed compact object and possibly on the presence – or not
– of an unstable hypermassive NS for up to a few seconds, that is predicted in some BNS merger
simulations (Bartos et al., 2013). The properties of the post-merger evolution and especially of the
central collapsed object can modify the amount of ejected material, the outflow geometry, leading to
potentially observable signatures in the electromagnetic counterparts (e.g. the possibility of a blue
component in the kilonova, see Sec. 2.2 and Metzger 2017, 2019).

2.2 Kilonova (and Kilonova Afterglow)

As discussed in Metzger (2017, 2019), some material from the merging NSs may be ejected on a
dynamical timescale (see also e.g. Rosswog et al. 1999) of a few milliseconds due to tidal forces or
compression when the NS surfaces enter in contact. This dynamical ejecta typically has masses in
the range 10−4 − 10−2 M⊙ (Hotokezaka et al., 2013) and an ejection velocity v ∼ 0.1− 0.3c.

Following the disruption of the progenitors, an accretion disk composed of some ejected material
which is not immediately unbound or falling back onto the central remnant may also form around
the central object (e.g. Metzger et al. 2009). This disk can seed a second outflow, mostly in the polar
direction, over timescales of up to a few seconds. The disk wind ejecta is typically more massive
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Fig. 2.2: Sky localisation of the GW, gamma-ray, and optical signals. The left panel shows an orthographic
projection of the 90% credible regions from LIGO (190 deg2; light green), the initial LIGO-Virgo localisation
(31 deg2; dark green), triangulation from the time delay between Fermi and INTEGRAL (light blue), and
Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope
optical discovery image at 10.9 h after the merger (top right) and the DLT40 pre-discovery image from
20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.
This figure and caption are reproduced from Abbott et al. (2017c).

(10−2 − 10−1 M⊙) and slower (v ∼ 0.01− 0.1c). Alternatively, such a neutrino-driven polar outflow
could also be directly emitted by the central object if there is a transient hypermassive NS stage
before the remnant collapses to a Black Hole (BH), as also presented in Metzger (2017, 2019).

Those different possible ejecta are neutron-rich and seeded with the iron from the crust of the NSs,
but the neutron fraction differs: the equatorial dynamical ejecta from the disk has Yn ≳ 0.9 while the
polar ejecta has Yn ≲ 0.7. Due to the high neutron densities and the outflow velocities, the seed iron
nuclei are enriched in neutrons by rapid neutron capture on timescales shorter than the radioactive
β− decay of the nuclei. This phenomenon is called the r -process and is responsible for the production
of more than half of the elements heavier than iron (Burbidge et al., 1957; Cameron, 1957). r -process
is only efficient for a few seconds after the ejection of material. Simultaneously, β− decay increases
the atomic number of the newly synthesized elements by converting the neutrons in excess into
protons: A

ZX1 −→A
Z+1 X2 + e− + νe. This occurs at a slower rate than the neutron capture, such that

the elements are always in excess of neutrons. β− decay then occurs on timescales of hours to days
depending on the isotope considered, thus releasing radioactive energy in the outgoing material in
that period. This energy heats up the ejecta, which radiates as it becomes optically thin. Given the
different neutron fractions in the outflows, the r -process elements produced differ depending on the
region. The equatorial outflow is more prone to be lanthanide-rich. Because lanthanides have higher
opacities, this ejecta radiation peaks at later times and is redder. Conversely, the polar outflow does
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not synthesize lanthanides and is bluer. This transient optical and near-infrared emission is known
as the kilonova. It typically decays in timescales of a week. Note that if the polar ejecta is mainly
powered by a neutrino-driven wind during a hypermassive NS stage, the blue kilonova could be a
feature only present with low-mass BNSs. This is discussed for the second BNS merger detected in
GWs, GW 190425 (Abbott et al., 2020a) with a high total mass (see Sec. 3.3). Unfortunately, no
counterpart was detected, probably due to a large distance and a very large sky localisation error.

Modelling the kilonova emission requires to follow the seeding of energy in the ejecta from the
radioactive decay of a population of unstable heavy elements, across multiple timescales. There
are several underlying uncertainties that challenge kilonova models. The nuclear network (i.e. the
transitions between elements and isotopes for all possible neutron-rich isotopes), including the details
of all the interaction cross-sections and elements half-lives is currently limited by theoretical physics
models. There are also uncertainties concerning the atomic physics of stable heavy nuclei in high
ionization states, which challenges the interpretation of observed kilonova spectra. These current
shortfalls in turn introduce uncertainties in the r -process yield of the kilonova ejecta, which impacts
our understanding of the history of chemical enrichment of the Universe in heavy elements, which I
discuss in Sec. 6.4.
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Fig. 2.3: Multi-wavelengths optical observations of the kilonova associated with GW 170817, AT2017gfo.
The observing bands are shown on the right-hand side of the figure and span the ultraviolet, visible and
infrared. References for the original data points can be found in Villar et al. (2017). The solid lines and
contours show the best-fit kilonova models and their 1σ uncertainty for the respective observing bands. This
figure is reproduced from Villar et al. (2017).
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Following the reported localisation of the GW signal, GW 170817 (see Sec. 2.1) and the associated
GRB, GRB 170817A (see Sec. 2.3), the optical transient discovered in NGC 4993 was the kilonova
associated with the merger (Abbott et al., 2017c). An image of the host galaxy 20.5 days before
the merger (observed with DLT40) and 10.9 h after the merger (observed with Swope) are shown in
Fig. 2.2. The optical transient is clearly visible on the Swope image (Coulter et al., 2017).

Fig. 2.3 shows the light curve of the kilonova in several filters from the ultraviolet to the near-
infrared. The optical transient decays between 0.45 and 29.4 days before becoming too faint to be
distinguished from the host galaxy. As reported in Villar et al. (2017), the kilonova is well fitted by a
model with three components as described above (the third component is a transition region between
the blue and red ejecta). The total ejected mass is ≃ 0.078 M⊙, leading to a high yield of r -process
elements (Villar et al., 2017; Drout et al., 2017; Cowperthwaite et al., 2017). Additionally, Watson
et al. (2019) have suggested the presence of strontium absorption lines in the kilonova spectra, which
would constitute further direct evidence that the kilonova is indeed powered by the r -process and
that BNS mergers are sites of r -process nucleosynthesis (see also Pian et al. 2017; Smartt et al.
2017).

As the kilonova ejecta propagates in the external medium, it sweeps up material and eventually
decelerates. Similarly to the GRB afterglow described in Secs. 1.3 and 2.4, a kilonova afterglow is
expected to be visible at late times (Nakar & Piran, 2011). In the case of GW 170817, some authors
suggest its signatures have been detected in X-rays 3.5 years after the merger (Hajela et al., 2022),
but this result is still debated, as I discuss in more detail in Sec. 6.1. From a theoretical point of
view, the kilonova afterglow consists of synchrotron radiation which peaks at the ejecta deceleration
time. Given the properties (Cowperthwaite et al., 2017) of the kilonova ejecta of GW 170817, Hajela
et al. (2022) estimate that the kilonova afterglow is expected to peak a few years after the merger,
though synchrotron radiation is already expected at earlier times (Nakar & Piran, 2011), as early as
a few months after the merger. The detection of a kilonova afterglow several years after the merger
of GW 170817 would be the last confirmation of the predicted electromagnetic counterparts to BNS
mergers.

2.3 Gamma-Ray Burst

Approximately 1.7 s after the BNS merger time inferred from the GW signal (see Sec. 2.1), a weak
GRB, GRB 170817A was detected by both Fermi-GBM (Goldstein et al., 2017) and INTEGRAL
(Savchenko et al., 2017), as also described in Abbott et al. (2017c). Its sky localisation from both
instruments is reported in the blue shaded areas of Fig. 2.2. They overlap the 90% credible region
inferred with the GW detection, which very early was a hint that both events were indeed connected.
Its duration was 2.0±0.5 s, and GRB 170817A was classified as a short GRB. However, its extremely
low peak isotropic-equivalent luminosity Lγ,iso = 2 × 1047 erg · s−1 and total isotropic equivalent
energy Eγ,iso = 6 × 1047 erg make it approximately four orders of magnitudes less energetic than
usual cosmological GRBs. Given its low luminosity, GRB 170817A was also significantly harder than
its expected peak energy following the Eγ,peak −Lγ,iso correlation (Ghirlanda et al., 2009; D’Avanzo
et al., 2014). While the GRB low energy and luminosity can be explained by a high viewing angle,
the peak energy cannot be reconciled with the correlation just described, no matter the viewing
angle (Matsumoto et al., 2019). The delay between the merger and the GRB prompt emission
emerges from the intrinsic delay of jet launching and early jet propagation in the kilonova ejecta
(see Sec. 1.3.2).

This suggested that the prompt GRB emission of GRB 170817A may not be produced by the
usual mechanism invoked for the observed cosmological population of short GRBs (see Sec. 1.3.2).
The most convincing mechanism to explain the low luminosity of GRB 170817A given its large
viewing angle is the shock breakout (see Sec. 1.3). This phenomenon occurs when ultra-relativistic
material propagates in a slower ejecta (in the case of GW 170817 this is the kilonova ejecta), and
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eventually reaches the edge of the ejecta. At this point, the ultra-relativistic shock breaks out of
the ejecta and becomes visible to the distant observer. As discussed by Gottlieb et al. (2018),
this phenomenon can explain the low luminosity of GRB 170817A, as well as the observed gradual
softening of the GRB with time, that is explained by the progressive revealing of cooling material
behind the shock. The shock breakout mechanism naturally produces hard emission peaks followed
by softer tails, as discussed by Nakar & Sari (2012).

This description fits well with the observations of the various electromagnetic counterparts of
GW 170817. As shown by the GRB afterglow observations described in Sec. 2.4, an ultra-relativistic
jet was launched after the merger. This jet initially propagated in the dense and slower ejecta that
later produced the kilonova emission. A shock front formed, and as it reached the outer layers of the
kilonova ejecta, the shock breakout emission occurred (Gottlieb et al., 2018). The observed GRB
therefore most probably originated from the shock breakout of material on the line of sight, and not
directly from the ultra-relativistic off-axis GRB jet.

In this scenario, it cannot be deduced if the GRB jet of GW 170817 was successful or choked
based only on the prompt observations. The afterglow observations described in Sec. 2.4 showed
that the jet was indeed successful. As I discuss in Sec. 4.1, the early jet interaction in the kilonova
is likely to shape it with a lateral structure. This has been confirmed by the afterglow light curve
as I describe in the following Sec. 2.4.

2.4 Gamma-Ray Burst Afterglow

Fig. 2.4: Radio (grey circles, dark red squares, red stars and orange hexagons), optical (green crosses) and
X-ray (blue diamonds) light curves of the afterglow of GW 170817 up to 300 days. Solid lines show a fit with
a laterally-structured jet; while dashed lines show a fit with a radially-structured choked-jet-induced cocoon.
This figure is reproduced from Ghirlanda et al. (2019).

Given that a GRB (Sec. 2.3) was observed jointly with GW 170817, it was clear that a relativistic
jet was launched shortly after the merger. If this jet was successful to escape the kilonova ejecta
(see Sec. 1.3.2), an associated GRB afterglow signal was expected to be detected. This non-thermal
counterpart is powered by the synchrotron radiation of accelerated electrons at the forward shock
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caused by the deceleration of the jet in the external medium (Mészáros & Rees, 1997). The afterglow
signal is much longer-lived than the prompt radiation, as it is continuously radiating during the
deceleration of the jet. If the GRB jet was instead initially choked, its energy injection could have
alternatively led to a quasi-spherical, mildly-relativistic ejecta with a radial structure (Gottlieb et al.,
2018). These two options are described in the context of GW 170817 in e.g. Kasliwal et al. (2017).

For the first 9.4 days that followed the merger of GW 170817, no afterglow emission could
be detected. Then, a source with a slowly-increasing flux became detectable from radio to X-
rays and eventually peaked ∼ 130 days after the merger, before decaying for the following months
and even years. This source was identified as the GRB afterglow of GW 170817. I present in
extensive details its observational data in Sec. 6.1, and show in Fig. 2.4 the observed light curve
at four different wavelengths (Ghirlanda et al., 2019). A full multi-wavelength light curve can be
found in Fig. 6.1. The major difference between this GRB afterglow and the afterglows of GRBs
at cosmological distances previously detected by Swift is the viewing angle. Because GRB jets
are ultra-relativistic, relativistic beaming implies that they are observed on-axis at cosmological
distances (i.e. θv < θc, where θv is the viewing angle and θc the jet opening angle). In this case,
the afterglow of GW 170817 was observed at a much closer distance and significantly off-axis (see
Sec. 2.1), which is why its emission first rose then peaked, as the jet decelerated in the external
medium. This effect is described in more detail in Sec. 4.1. From the multi-wavelength light curve
alone, the slow rise seen in Fig. 2.4 (Ghirlanda et al., 2019) can be explained either by the scenario
with a successful jet, in which case it is due to the presence of a lateral structure around the jet
observed off-axis; or by the scenario with a choked jet, in which case it emerges from the radiation
of a radially-structured quasi-spherical ejecta.

Fig. 2.5: Apparent displacement of the centroid of emission of the afterglow of GW 170817 observed with
Very Long Baseline Interferometry (VLBI) at 4.5 GHz (radio). The red and black contours represent the
position of the centroid of emission at 230 and 75 days, respectively, relative to its position at 75 days. The
contours shown are the 3σ − 12σ credible intervals and the shapes of the synthesized beams for the images
from each epoch are shown as dotted ellipses in the lower right corner. This figure is reproduced from Mooley
et al. (2018a).

VLBI imaging was the most significant confirmation that the non-thermal transient observed
at the location of GW 170817 was indeed the afterglow emission induced by the deceleration of a
jet in the external medium. Mooley et al. (2018a, 2022) and Ghirlanda et al. (2019) showed that
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the centroid of the emitting region had an apparent superluminal motion. This relativistic effect is
produced by the motion of an ultra-relativistic source observed with a certain viewing angle θv. If
the velocity of the source is β = v/c, then the apparent projected transverse motion of the source
for the observer is

β⊥ =
β sin θv

1− β cos θv
. (2.1)

In this context, β⊥ > 1 for off-axis observations of ultra-relativistic material with β ∼ 1.
In the case of GW 170817, and as represented in Fig. 2.5, the apparent proper motion of the

source is β⊥ ∼ 4. As discussed in Mooley et al. (2018a), the peak of the centroid of emission is located
at θv − θc ∼ 1/Γ, where θc is the core jet opening angle and Γ its Lorentz factor (see Chapter 5 for
more details on these definitions). Using the point-source approximation, this leads to β⊥ ≈ Γ ≈ 4,
thus confirming the presence of a relativistic outflow even 200 days after the merger. Another
important element in these VLBI proper motion measurements is that the source is unresolved.
An outflow with a radial structure would have been resolved at such distance, while a collimated
off-axis jet is expected to be unresolved (Ghirlanda et al., 2019). It is often assumed that the jet
is launched in the polar direction , i.e. perpendicular to the orbital plane prior to merger. Under
this assumption, ι = θv and joint constraints using the GW observations and the afterglow can be
used to refine the value of the viewing angle. As I will discuss in Sec. 4.1, the off-axis observation of
a laterally-structured jet reproduces well the observed data. Both elements thus indicate that the
non-thermal emission detected is indeed the afterglow of a laterally-structured jet seen off-axis (see
also Govreen-Segal & Nakar 2023).
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Fig. 2.6: Broadband spectral energy distribution of the afterglow of GW 170817 after the peak, at nine
epochs between 110 and 524 days. Radio observations are shown in red, optical observations with the Hubble
Space Telescope (HST) in green, and X-ray observations with Chandra in blue. This figure is reproduced
from Fong et al. (2019).

In addition, as shown in Fig. 2.6 and discussed in Fong et al. (2019); Troja et al. (2019), the
afterglow observations of GW 170817 show a similar temporal evolution at all frequencies, both
before and after the peak of emission at ∼ 130 days. This is a clear evidence that afterglow
radiation is produced by a population of shock-accelerated electrons radiating by synchrotron and
that these electrons remain in the same spectral regime during the whole evolution. These features
are discussed extensively in the description of our afterglow model in Chapter 5.
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2.5 Summary

I discussed in this chapter the expected signals associated to BNS mergers: first, the GW inspi-
ral precursor, then the electromagnetic counterparts, a thermal kilonova, a prompt GRB emission
followed by its non-thermal multi-wavelength afterglow emission. They were all discussed and pre-
dicted before the detection of GW 170817. Even though some of the observations of GW 170817
raise new questions, such as the origin of the GRB prompt emission or the origin and structure
of the material surrounding the core jet, most theoretical predictions have been confirmed by this
single event. GW 170817 was a major breakthrough event which has opened a new chapter for
multi-messenger astronomy and put our models to the test. This exceptional event has also led
to numerous advances in astrophysics, nuclear physics, fundamental physics and cosmology, among
which we can quote constraints on NS radii and equations of state (Abbott et al., 2018); NS mass
(Margalit & Metzger, 2017); GWs velocity and dark energy (Ezquiaga & Zumalacárregui, 2017);
constraints on the Hubble constant H0 (Abbott et al., 2017d; Hotokezaka et al., 2019); cosmological
gravity (Baker et al., 2017); r -process nucleosynthesis (Drout et al., 2017); tests of General Relativity
(Abbott et al., 2019c); among many others. Of specific interest for this thesis, the off-axis obser-
vation of the GRB afterglow from a structured jet has pushed the need for more detailed afterglow
models. This important aspect is developed in Part II and in particular in Chapter 4.
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The detections of compact object mergers by the Gravitational Wave (GW) interferometers is
opening a new avenue to study the population of compact objects. In particular, many questions
are still open concerning their formation and their properties. In this chapter, I discuss the main
ingredients of single-star evolution with a specific focus on Neutron Stars (NSs) and Black Holes
(BHs) progenitors (Sec. 3.1). I then discuss the current observational constraints on the populations
of compact object binaries, with again a focus on Binary Neutron Stars (BNSs). These can be
broadly divided in three classes: compact objects in the Milky Way can be detected due to associated
luminous emissions (Sec. 3.2), while extragalactic compact objects are now detected thanks to their
GW emission at the merger (Sec. 3.3). Finally, I present some additional indirect constraints on the
properties of the population of BNSs (Sec. 3.4).

3.1 Single-Star Evolution and Formation of Compact Objects

In this section, I will briefly describe the key quantities and evolutionary stages that are relevant
to understand stellar evolution. Some of them are used by population synthesis models (see Sec. 7.3)
to perform rapid stellar evolution calculations in the context of binary evolution. Here I focus on
the simplest case where stars are isolated, so that their evolution depends only on their intrinsic
properties. It is also assumed that their chemical composition is homogeneous at formation, that
stars are spherically symmetric and therefore not highly rotating, and the effects of magnetic fields
are neglected. These assumptions are also at the base of SSE (Hurley et al., 2000), which describes
analytic prescriptions for rapid single-star evolution and is the building block of most population
synthesis models available today (see Sec. 7.3), though some recent developments by Spera et al.
(2019); Fragos et al. (2023) are now proposing updated prescriptions.

In the simplest approach used here, stars are entirely described by their mass M , radius R,
luminosity L and metallicity Z. A star’s metallicity is the mass fraction of “metals” (i.e. all elements
with atomic number Z ≥ 3). As I discuss in Sec. 8.2.5, the Solar metallicity is now estimated to be
Z⊙ = 0.014, with uncertainties depending on the determination method (see Asplund et al. 2009 for
a review).

The population of stars in the Milky Way can broadly be divided into two distinct categories:
young stars which are usually metal-rich and located in the disk and the spiral arms, and old stars
which are usually more metal-poor and can be located not only in the disk but also in the bulge, the
Galactic halo and globular clusters; though a great diversity is observed among the Galactic stellar
population (see e.g. An & Beers 2020). As a whole, this diverse population of stars can be used to
trace the history of chemical enrichment of the Milky Way.

Throughout stellar evolution until the formation of compact objects, two equilibria are always
maintained: the hydrostatic equilibrium that equates the gravitational and the gas pressure forces;
and thermal equilibrium which balances energy production by nuclear fusion at the stellar core and
energy radiation in the form of neutrinos and light at the surface. In White Dwarfs (WDs) and NSs,
the gravitational force is balanced by the pressure force due to the electron degeneracy pressure and
the strong force, respectively. I will not discuss the specific case of these compact objects in what
follows. From the aforementioned considerations, three timescales can be computed:

– The dynamical timescale, which is the typical time required for the star to adjust to a
perturbation in the hydrostatic equilibrium:

τdyn =

√
R3

GM
≈ 1600

(
R

R⊙

)3/2( M

M⊙

)−1/2

s . (3.1)

This is the shortest timescale, of order typically half an hour for a solar-mass star.
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– The Kelvin-Helmoltz timescale or thermal timescale, which describes the typical timescale
of the quasi-static contraction of the core at the end of a fusion cycle and the associated tem-
perature increase:

τKH =
Eint

L
≈ GM2

2RL
≈ 1.5× 107

(
R

R⊙

)−1( M

M⊙

)2( L

L⊙

)−1

yr , (3.2)

where Eint is the internal energy of stellar plasma. This timescale is much longer than the
dynamical timescale. It also determines if the ignition of the next fusion cycle is possible.

– The nuclear timescale, is the time during which a stellar core can maintain nuclear fusion
reactions and is therefore linked to the mass content of the star.

τnuc =
Enuc

L+ Lν
= ϕfnuc

Mc2

L+ Lν
≈ 1010

(
M

M⊙

)(
L+ Lν
L⊙

)−1

yr , (3.3)

where L and Lν are the light and neutrino luminosities, respectively (L≪ Lν for hydrogen fu-
sion during the main sequence), ϕ is the efficiency of rest-mass energy conversion by the nuclear
reaction (0.7% for hydrogen fusion), and fnuc is the fraction of mass above the temperature
threshold (for the main sequence Sun, fnuc ≃ 10%).

From the above definitions, τdyn ≪ τKH ≪ τnuc. Therefore, the timescale of stellar evolution is
usually determined by the nuclear timescale of the main sequence and the stars can be assumed
in thermodynamical equilibrium. From Eq. 3.3, we retrieve the lifetime of the Sun (∼ 10 billion
years); but also an important information: for Main Sequence (MS) stars, the luminosity increases
strongly for higher masses (L ∝M3.5 if 2 M⊙ ≲M ≲ 50 M⊙), which combined with Eq. 3.3 implies
that more massive stars have shorter lifetimes. A star with 3M⊙ has a lifetime of ∼ 340 million
years, with 10M⊙ this decreases to ∼ 32 million years, down to ∼ 3 million years for a 60M⊙ star.
Conversely, low-mass stars that make up most of the stellar content of galaxies have lifetimes > 100
billion years, much longer than the current age of the Universe,

tHubble = 13.7 Gyr , (3.4)

using the ΛCDM model with cosmological parameters from Planck Collaboration et al. (2020).
Stellar evolution consists in a succession of phases.

1. The star forms from the collapse and fragmentation of a molecular cloud. Its initial properties
are determined by the amount of mass that collapses under its own gravity, and on its metal-
licity. At the ignition of hydrogen fusion in the central region, the star is formed. This state
is called the Zero-Age Main Sequence (ZAMS).

2. Main Sequence (MS) evolution, during which the star burns hydrogen in its core. This phase
is the longest given the long nuclear timescale for hydrogen fusion. Stellar properties are very
stable throughout this phase.

3. When the star exhausts its hydrogen nuclear fuel, thermal equilibrium is disrupted and the
core starts to contract on a thermal timescale. Simultaneously, the envelope starts to expand.
The subsequent stellar evolution is a series of fusion cycles which each halt when there is not
enough material in the core for the reaction to occur. The transitions between fusion cycles
occur on the thermal timescale, and lead to a gradual increase of mass and temperature in
the core. The outer envelope is extremely affected by the evolution of the core and expands.
During the phase of helium fusion, the star is a giant, and during the later cycles (for massive
stars only), a supergiant. Each fusion cycle has a shorter nuclear timescale than the previous
one, and the final production of iron has a typical nuclear timescale τnuc ∼ 1 day. In this
post-main sequence phase, the stellar luminosity and radius can increase a lot compared to
the initial stellar properties.
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4. For the least massive stars, fusion stops well before the last possible nuclear fusion cycle (silicon
to iron), when the contraction of the core is stopped by the degeneracy pressure of electrons,
allowing a new hydrostatic equilibrium, the WD stage. The composition of the WD depends
on the final fusion cycle before the collapse. WDs can be made of helium (HeWD) for the least
massive progenitors (M ≲ 0.8M⊙), or of carbon and oxygen (COWD) for intermediate-mass
progenitors (0.8M⊙ ≲ M ≲ 8M⊙) or of oxygen, neon and silicon (ONeWD) for slightly more
massive progenitors (8M⊙ ≲M ≲ 11M⊙). The most massive stars (M ≳ 11M⊙) experience all
fusion cycles in their core and produce iron. Because the reaction of iron fusion is endothermic,
no more fusion occurs in a gradually growing central region of the star. When the iron core
exceeds its Chandrasekhar mass, ∼ 1.26M⊙ (this value is lower than the Chandrasekhar mass
of WDs due to the higher neutron fraction in the iron core), it collapses on the free-fall
timescale (of the same order as the dynamical timescale τdyn) and produces either a NS if the
progenitor is not too massive and the strong force induces enough pressure to counterbalance
gravity; or a BH for the most massive cases. This core collapse typically lasts a few hundreds
of milliseconds.

Depending on the star’s initial mass and metallicity, several different processes can occur after
the MS and before the final collapse. For all stars, the phase of core helium burning is associated
with a red giant phase: the star expands and its external layers therefore cool. The ignition of helium
fusion is thought to produce helium flashes, which can repeat if the star finds itself in an oscillatory
state, collapsing and expanding as it ignites and stops helium fusion. For the most massive stars,
progenitors of NSs and BHs, mass losses by winds become important throughout their lifetime, and
especially post-main sequence. I describe them in detail in Sec. 8.2.1. Because the successive cycles
of nuclear fusion always occur in the most central regions with the highest temperature, massive
stars have an onion-skin-like structure before collapsing.

Depending on their properties, stars are classified in different stellar types, e.g. MS, or Core
Helium Burning (CHeB). The classification method used in most population synthesis algorithms is
that described in Tout et al. (1997); Hurley et al. (2000). A useful way to track stellar evolution is
to look at the evolution with time of the star’s luminosity and effective temperature, which are the
quantities directly measured during observations. The effective temperature of a star, Teff , is defined
as the black-body temperature that would produce the same luminosity L as the star’s luminosity.
If the star has a radius R, we therefore have

L = 4πR2σT 4
eff , (3.5)

where σ is the Stefan-Boltzmann constant. The L − Teff diagram is known as the Hertzsprung-
Russel diagram. Examples of stellar evolution tracks at two different metallicities and for a range
of stellar masses from Riley et al. (2022) are shown in Fig. 3.1. These stellar tracks were obtained
with COMPAS (Riley et al., 2022), a population synthesis model that follows the prescriptions for
single-star evolution described in Hurley et al. (2000), similarly to COSMIC (Breivik et al., 2020),
that we use for our study described in Part III. In this diagram, each color corresponds to a different
stellar type as defined by Tout et al. (1997), and summarized in Tab. 8.1. Note that the time spent
by a star at each position of its stellar track shown in Fig. 3.1 is not directly deductible in such
Hertzsprung-Russel diagrams. The time spent on the MS (in yellow) is indeed much longer than
that in the later evolved stages.

Finally, it can happen that single stars lose their hydrogen envelopes due to stellar winds as they
expand. This may happen during the phase of helium burning for the most massive stars, in which
case the helium core is stripped of its envelope. These specific stars are called stripped stars or naked
helium stars. While this occurs on rare occasions for isolated stars, the phases of mass transfer and
Common Envelope (CE) make them much more common in binary systems. I do not discuss here
the effects of the presence of the companion star in binary systems, which is done extensively in
Chapters 8 and 9.
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Fig. 3.1: Stellar tracks in the Hertzsprung-Russel diagram for two different ZAMS metallicities (Z = 0.0142,
left; Z = 0.001, right) and stellar masses spanning 0.5−150M⊙. The gray diagonals represent lines of constant
radii. The stellar evolution parameters used in this figure are described in Riley et al. (2022). This figure is
reproduced from Riley et al. (2022).

In reality, most stars form in binaries. The exact fraction of stars in binary systems is uncertain
but ranges between 30% and 70% (see Sec. 8.1 and e.g. Sana et al. 2012). The presence of a close
companion can affect the stellar evolution processes and modelling stellar evolution in the presence
of a companion is an active field of research. For example, the reader can refer to the Modules
for Experiments in Stellar Astrophysics (MESA) numerical model for an open-source and regularly
updated numerical model (Paxton et al., 2011, 2013, 2015, 2018; Jermyn et al., 2023).

Once formed, NSs emit only a very weak thermal radiation and are therefore observed in only
three different situations: if they are pulsars (NSs in fast rotation emitting radio light at their
magnetic poles); if they have a companion and accrete material by mass transfers (in this case they
are X-Ray Binaries (XRBs)); if they are in a BNS or Neutron Star – Black Hole binary (NSBH)
system and merge. I discuss the constraints on the population of NSs in binary systems in the
following sections.

3.2 Direct Observations: Galactic Populations of Compact Objects

During the evolution of stellar binaries, phases of mass transfers are expected, in particular when
one of the stars enters the giant or supergiant phase after the MS and the outer layers of stellar
envelope can fill the star’s Roche lobe. In these cases, stable mass transfer can be initiated, as
discussed in Sec. 8.2.2. If the companion of the giant is a NS, an accretion disk forms around it
and is continuously fed by material from the giant. The temperature in the accretion disk gradually
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increases towards the compact object, leading to soft X-ray emission. A polar corona is thought to
also radiate hard X-rays, though this component is more debated. When in that state, the binary is
called an X-Ray Binary (XRB). If the donor star has a mass M ≥ 8M⊙, the binary is referred to as
a High-Mass X-Ray Binary (HMXRB). For a recent review on accreting compact objects in general,
see Chaty (2022).

The observation of XRBs has allowed to detect multiple compact objects in association to massive
stars. A recent catalog of HMXRB can be found in Fortin et al. (2023). To allow a significant mass
flow from the stellar companion, the separation between both objects must be small (see Eq. 8.32
and Sec. 8.2.2). The loss of angular momentum is then thought to allow for further reduction of the
separation. Still, the separation in observed XRBs is typically ≳ 100 R⊙. Identifying the nature
of the accreting compact object (NS or BH) is more challenging. The presence of variability and
flashes in the light curves is a hint that the accreting compact object has a surface and is therefore
a NS.

At their formation, NSs are in rapid rotation and in some cases can emit a beamed radio radiation
along their magnetic poles (Lorimer & Kramer, 2004): these NSs are known as pulsars. Seen by a
distant observer aligned with the beam of emission once every rotation period, pulsars appear as
flashing radio sources with extremely precise periods. NSs can radiate as pulsars only for a limited
time until they spin down and their magnetic field intensity decreases. Except in the case of recycled
pulsars (millisecond pulsars) where accretion of mass from a companion spins up the pulsar again,
they are usually young NSs (with ages ≲ 100 Myr).

While XRBs with accreting NSs are detected after the formation of the first NS but before
the Supernova (SN) of the secondary, it is therefore also possible to detect BNSs short after their
formation, when the binary contains a pulsar, in which case it is known as a binary pulsar (only one
of the NSs is a pulsar in this case). To date, only 15 binary pulsars have been detected in the Milky
Way, sometimes with very short separations. These systems are compiled in Dvorkin 2023. The
most famous binary pulsar is probably the Hulse-Taylor pulsar (Hulse & Taylor, 1975). It is also
in theory possible to detect BNS systems where the two NSs are pulsars: double pulsars. The only
double pulsar observed so far is PSR J0737-3039 (Burgay et al., 2003), whose orbital separation is
also the lowest of the observed sample: with an orbital period of ∼ 2.4 h, the separation is ∼ 1 R⊙.

Galactic binary pulsars are used to constrain binary stellar evolution parameters of population
synthesis models (see e.g. Tauris et al. 2017; Vigna-Gómez et al. 2018). In these cases, the authors
rely on their measured orbital period and eccentricity as features to reproduce statistically with the
population of BNSs.

Binary pulsars therefore probe BNS shortly after the formation of the second NS of the system.
This information is complementary to the GW population of BNS which is observed at its merger
and that I discuss hereafter. Also, while the population of XRBs and binary pulsars is observed in
the Milky Way, the population of merging BNSs detected in GWs is extragalactic.

3.3 A New Window: Gravitational-Wave Observations of Compact
Object Binaries

The population of BNSs can also be observed thanks to the emission of GWs when they merge.
This information is complementary to Galactic binary pulsars observations, which are typically
observed when NSs are still young; while mergers occur with a delay time depending on the BNS’s
initial separation and eccentricity at formation (see Eq. 1.8 – 1.9) and typically consist in old NSs.
However, we will see in Part III that there are scenarios for a population of fast mergers.

Since the first Binary Black Hole (BBH) merger detection in 2015 (Abbott et al., 2016), three
GW observing campaigns (O1 - O2 - O3) have been run by the LIGO and Virgo interferometers,
each time with increased sensitivity and therefore a higher rate of detections. The results have



3.3. A NEW WINDOW: GRAVITATIONAL-WAVE OBSERVATIONS 43

been published successively (Abbott et al., 2019a, 2021b; The LIGO Scientific Collaboration et al.,
2021a,b). Fig. 3.2 shows the increasing cumulative number of detections with time, where the effect
of the instruments upgrade between the observing runs is clearly visible. At the time of writing, the
fourth observing run O4 has just started with an extended observational range. The first detections
are being reported and will help refine the understanding of the population properties inferred in
the previous runs.

Fig. 3.2: Evolution of the number of con-
firmed detected GW signals from all com-
pact object mergers in the three observing
runs. The detection rate increases at each
new observing run due to sensitivity up-
grades of the interferometers. Credit: LVK
Collaboration

After O3, the total number of GW detections was 90, including only 2 BNS mergers. So far, most
statistical constraints concern only the population of BBHs. The masses of the merging compact
objects and of their remnants are shown in Fig. 3.3. With this new data set, it has become possible
to study the population of merging compact objects with a statistical approach. The interferometers
have observational ranges of the order ∼ 100 Mpc for BNS systems and up to ∼ 1 Gpc for BBHs.
They are therefore only sensitive to BNS mergers in the local universe (z ∼ 0).

The main constraints on the population of compact object mergers concern BBH and are dis-
cussed in great detail in The LIGO Scientific Collaboration et al. (2021b). In particular, the mass
distribution suggests that the higher mass gap caused by the total disruption of stars with carbon-
oxygen core masses ≳ 60M⊙ (Woosley & Heger, 2021) during Pair Instability Supernovae (PISNe)
(see Sec. 8.2.5) is filled by some BHs. This may imply the need for the two formation channels for
BBH: by isolated binary evolution (see Sec. 7.1) and by dynamical interactions in young, nuclear
and globular clusters (see Sec. 7.2), as discussed by e.g. Mapelli et al. (2022). I provide more details
on these formation channels in Chapter 7.

The inferred local merger rates for the three populations have been derived most recently in The
LIGO Scientific Collaboration et al. (2021b). I show hereafter the most conservative estimates:





RBNS = 10− 1700 Gpc−3 · yr−1

RNSBH = 7.8− 140 Gpc−3 · yr−1

RBBH = 16− 61 Gpc−3 · yr−1
. (3.6)

So far, only two BNS mergers have been detected: GW 170817 that I discussed in detail in
Chapter 2 and GW 190425 (Abbott et al., 2020a). This second BNS detected with GWs was located
at a larger distance than GW 170817 (DL = 159+69

−72 Mpc) and its sky localisation was much less
constrained (8284 deg2). No electromagnetic counterpart to GW 190425 was therefore identified.
A puzzling information in the detection of this merger is the masses of the two components: with
a chirp mass of 1.44+0.02

−0.02 M⊙ and a total mass of 3.4+0.4
−0.2M⊙, the two NSs of this system are more

massive than all NSs detected electromagnetically, to the point where it cannot be totally excluded
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Fig. 3.3: Visualisation of the masses of merging compact objects and their remnants as detected in the three
GW observing runs by LIGO/Virgo. Blue circles represent BHs, orange circles NSs, and circles with both
colors denote objects of uncertain nature. Credit: LVK Collaboration

that one or both components may in fact be BHs. As highlighted in Sec. 2.2, the high mass of the
NSs in this merger raised the question of the nature of the kilonova, were it detected: Would a blue
component have emerged? In addition to these two BNS merger detections, the successive observing
runs have unveiled a diversity of mergers with sometimes unexpected properties:

– GW 190412 (Abbott et al., 2020b), a BBH merger with an high mass ratio M1/M2 ∼ 3.75;
– GW 190814 (Abbott et al., 2020c), a merger of a ∼ 23M⊙ BH and a ∼ 2.6M⊙ companion,

which would be either the highest-mass NS ever detected, or the lowest-mass BH;
– GW 190521 (Abbott et al., 2020d), a BBH merger with a total mass of ∼ 150M⊙. The remnant

is therefore an intermediate-mass BH, a class of BHs bridging the mass gap between stellar-
mass BHs and supermassive BHs, but whose existence had not been that directly confirmed
observationally.

With O4, we expect the number of BNS merger detections to increase and enter in the domain
where more statistics can be drawn. Meanwhile, some other indirect constraints already provide
additional insights into this population. I discuss them in the next section.

3.4 Other Indirect Constraints

I discussed in Sec. 1.3.3 the distribution of offsets of short Gamma-Ray Bursts (GRBs) in their
host galaxies, with some short GRBs found in the central regions of their host galaxies, and others
with large offsets. If we associate short GRBs to BNS mergers, this indirectly constrains the under-
lying distribution of delay times and shows it may have a large scatter. Additionally, some short
GRB host galaxies are star-forming, while others are not, which also supports broad distributions
of delay times. As I discuss in Sec. 6.4, these elements may also hint to a population of BNS formed
with extremely short separations that merge on short timescales ≲ 100 Myr.
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The r -process powering the kilonova discussed in Sec. 2.2 requires extreme conditions to take
place. Only two astrophysical sites meet the required conditions: BNS mergers and some rare
energetic Core-Collapse Supernovae (CCSNe) (Symbalisty et al., 1985; Halevi & Mösta, 2018; Siegel
et al., 2019). So far, the relative contribution of both sites is still debated. But with the direct
observation of the kilonova of GW 170817 (Sec. 2.2), it became clear that BNS mergers do contribute
to r -process nucleosynthesis and the subsequent chemical enrichment of galaxies.

In the Milky Way, the abundance of r -process elements is probed in stars by spectral identification
of the absorption lines of europium (Eu). These lines are relatively easy to characterise, and europium
is an element that can almost only be produced by the r -process and is therefore an unbiased tracer
of these elements. In Fig. 3.4, I show a diagram showing the relative abundance of [Eu/Fe] as
a function of [Fe/H] for 2214 Galactic stars, using the SAGA database (Suda et al., 2008). The
quantities [X/Y] are defined such that [X/Y] = log10(X/Y) − log10(X⊙/Y⊙). Stars with a higher
[Fe/H] are more metal-rich. They typically trace formation at later times in Galactic evolution,
when the molecular clouds are already enriched by the products of stellar evolution from previous
collapsed stars. Conversely, stars with low [Fe/H] are representative of the Galactic environments
at earlier times when the first stars formed.
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Fig. 3.4: Distribution of r -process abundances as a function of metallicity for a sample of Galactic stars.
The enrichment in r -process elements is traced by the ratio [Eu/Fe], while the stellar metallicity is probed
by the ratio [Fe/H]. [Fe/H] = [Eu/Fe] = 0 corresponds to solar values. The sample of stars is taken from the
SAGA database (Suda et al., 2008).

In Fig. 3.4, two important effects are visible. First, some stars have low metallicities ([Fe/H]
≲ −3) but a significant excess of r -process elements ([Eu/Fe] ≳ 1.5). This means that a process
must exist so that stars can form in environments enriched in r -process elements, while the products
of massive star evolution have not yet been added. Second, the dispersion of r -process element
abundances in low-metallicity stars is much higher. This indicates that the astrophysical events
responsible for r -process nucleosynthesis must be rare and affect star-forming regions only locally.
As discussed before, either rare cases of CCSNe or BNS mergers have been proposed as the main
sites for r -process nucleosynthesis. In this thesis, I will only discuss the scenario with BNS-induced
enrichment, motivated by the observation of the kilonova of GW 170817. In this context, the low-
metallicity stars with high abundances of r -process elements and the observed scatter are indirect
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evidence for the existence of tracks of fast BNS mergers (see e.g. the discussion in Vangioni et al.
2016; Dvorkin et al. 2021). These are discussed in Sec. 6.4 and Chapter 9.

3.5 On the Doctoral Work Presented Next

The domain of multi-messenger astronomy with GWs has opened in 2017 with the detection of
GW 170817 and its associated electromagnetic counterparts, in particular an afterglow produced by
a structured jet observed off-axis. In the past years, the successive GW observing runs have opened
new perspectives to study the populations of compact object binaries, in particular BNSs.

The doctoral thesis work presented hereafter aims to leverage these observations in two ways. In
Part II, I summarize the main ingredients required to analyse recent observations of GRB afterglows
with a consistent model which accounts for the jets’ lateral structure and their potential Very
High Energy (VHE) emission (Chapter 4). I then present the afterglow model developed during
this thesis, that includes structured jets, with an extension to the VHE radiative processes for the
population of shock-accelerated electrons (Chapter 5); and discuss results obtained on GW 170817
(Chapter 6). In particular, I highlight that BNS mergers in denser environments are more likely to be
detected at VHE. In Part III, I introduce the main formation channels relevant for compact object
binaries formation – the isolated binary and the dynamical channels – and provide an overview
of population synthesis models (Chapter 7). I introduce one of them, COSMIC (Breivik et al.,
2020), that I use to simulate populations of BNSs (Chapter 8). I then discuss the contributions
of different binary evolutionary tracks with relative contributions that evolve with redshift. Some
of these evolutionary tracks lead to short-delay time mergers, and are therefore more likely to be
hosted in denser environments (Chapter 9).
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Some recent detections of Gamma-Ray Burst (GRB) afterglows have lifted the curtain on some
properties of the early jet propagation and the jet geometry, as well as on the properties of the
associated radiation. These observations have motivated the development during this thesis of the
model presented throughout Part II.

As I described in Sec. 1.3, most GRBs are detected at cosmological distances, with a few rare
exceptions like GRB 980425 which was located at a distance ∼ 36 Mpc (Galama et al., 1998).
However, this GRB jet was probably observed on-axis. Recently GRB 170817A, associated to the
Binary Neutron Star (BNS) merger GW 170817 was located only at a distance ∼ 40 Mpc, i.e.
z ∼ 0.01 (see Chapter 2, Sec. 2.3). In this case the jet was observed off-axis. As I discuss in Sec. 4.1,
this introduced new features in the observed light curve and helped us better constrain the jets’
lateral structures.

In their journey from the source to the observer, Very High Energy (VHE) photons (hν ∼
1 TeV) are absorbed by infrared photons from distant galaxies, the Extragalactic Background Light
(EBL) (see Sec. 5.4.8), to produce pairs. This dramatically depletes the VHE flux for distant
sources, so that only local GRBs have chances to be detected at VHE. In this context, the VHE
instruments listed in Sec. 1.1 have been used to detect VHE photons associated with GRBs. After
many years of observations, the first detections have occurred since 2018. I discuss them in Sec. 4.2.
These detections have pushed our need to update the GRB afterglow models by including radiative
processes that can produce these VHE photons.

In the following sections, I discuss the detection of jet lateral structures (Sec. 4.1) thanks to
GW 170817 and the first detections of GRB afterglows at VHE (Sec. 4.2).

4.1 Gamma-Ray Burst Afterglows from Jets with a Lateral Struc-
ture

GRB afterglows most of the time show a temporal decline in flux, up to a certain time where the
decline steepens, though a diversity of early-time features like plateaus and flares are also found (see
the review by Gehrels et al. 2009). In the scenario where an ultra-relativistic jet decelerates in the
external medium, leading to a strong forward external shock, this steep temporal break has a natural
explanation. As long as the jet is ultra-relativistic, relativistic beaming concentrates the emitted flux
in a region of opening angle θcoll ∼ 1/Γ, where Γ is the shocked medium Lorentz factor (see Secs. 5.1
and 5.2). If the jet has an opening angle θc and no lateral structure (a so-called top-hat jet), a first
phase occurs where θcoll ≪ θc (GRB jets are expected to have Lorentz factors Γ ∼ 100). As the jet
decelerates, its intrinsic emitted flux decreases, but this effect is partly compensated by the gradual
opening of the collimation angle θcoll, which reveals parts of the jets that were previously not visible.
However, when the jet has decelerated enough so that θcoll > θc, the jet becomes entirely visible.
Thus, the intrinsic decrease of the radiated flux is no longer compensated by the larger visible region.
The net effect is a steepening of the light curve. The transition where θcoll ∼ 1/Γ = θc is called the
jet break. These effects were first discussed by Rhoads (1997). I show in Fig. 4.1 a schematic view
of this effect and the X-ray afterglow light curve of GRB 050318 (Perri et al., 2005).

Another impact of relativistic beaming is that off-axis observations of GRB afterglows at cos-
mological distances are unlikely. The line of sight indeed has to be within the beaming angle so
that the flux is detected. Off-axis detections are therefore only possible once the jet Lorentz fac-
tor has decreased to Γ ∼ 1/θv, where θv is the viewing angle. The highest-fluence initial part of
the afterglow emission is therefore missed. There are current efforts to detect orphan afterglows:
these are the off-axis afterglows that are detected (typically in optical) without the associated GRB
prompt emission (e.g. Metzger & Berger 2012; Ghirlanda et al. 2015; Lamb et al. 2018; Huang et al.
2020). The description of GRB jets with the top-hat model in the context of GRBs at cosmological
distances is particularly appropriate since the viewing angle of detected GRB afterglows is θv < θc.
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beaming angle

Fig. 4.1: Top: Schematic view of the relativistic beaming effect. The jet opening angle is shown in black,
and the beaming angles at three epochs of the jet deceleration are shown in blue: θcoll ≪ θc; θcoll = θc
and θcoll > θc. When the beaming angle reaches the jet opening angle, a jet break appears in the on-axis
afterglow light curve. Bottom: X-ray afterglow light curve of GRB 050318. The jet break is clearly visible
at ∼ 2× 104 s. This figure is reproduced from Perri et al. (2005).

The detected emission is therefore dominated by material radiating from the central parts of the jet
on the line of sight. Any contribution from a putative lateral structure is subdominant. Off-axis
afterglow light curves from top-hat jets are expected to be undetected first, then show a rapid rise
until a peak, followed by a decline with the same slope as the post-jet break on-axis afterglows.
With a lateral structure, this is altered, as I will discuss now.

In the early phases of the jet propagation, it interacts with the surrounding material. In the
case of a long GRB associated with a Supernova (SN), the jet pierces through the outer envelopes
of the collapsing star; while in the case of a short GRB associated with a BNS merger, the jet
propagates in the kilonova ejecta (see Sec. 2.2). This interaction is expected to generate a lateral
structure around the central part of the jet. Several 3D general-relativistic magneto-hydrodynamical
simulations (GRMHD) have studied jets launching and their interaction with their environments,
and exhibited a diversity of possible profiles for the lateral structure of the jet, when they are
successful (see e.g. Gottlieb et al. 2022). These simulations also exhibit the diversity of outcomes
after the jet propagation: choked and successful jets, shock breakouts (see Sec. 1.3). In our afterglow
model presented in Chapter 5, we introduce several analytical descriptions of the lateral profiles (see
Sec. 5.1). A structured jet viewed off-axis (θv > θc) will produce a light curve with a late-time peak.
However, as discussed by Granot et al. (2002); Nakar et al. (2002), the time of the peak and its flux
are independent of the lateral structure, and only depend on the properties of the central part of
the jet (its core) and the viewing angle. The general properties of off-axis afterglows are discussed
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in Beniamini et al. (2022). In particular, the properties of the lateral structure can only be probed
during the initial phase before the peak of detected flux.

In the case of the afterglow of GW 170817, Very Long Baseline Interferometry (VLBI) imagery
confirmed the presence of an ultra-relativistic and unresolved source (see Sec. 2.4, Mooley et al.
2018a, 2022; Ghirlanda et al. 2019). This is consistent with the detection of a jet viewed off-axis.
The detected afterglow light curve (see Fig. 2.4) showed a slow rise and a peak at t ∼ 120−160 days.
This slow rise is directly due to the contribution of the lateral structure, as shown in e.g. D’Avanzo
et al. (2018). As the jet decelerates, material at higher angles with respect to the line of sight
becomes visible. In the case of the structured jet, material from the lateral structure with lower
energy becomes visible at early times, but has a low flux. Gradually, more energetic material becomes
visible until the peak, where the central part of the jet is finally uncovered. The slow rise is due to the
progressive reveal of material between the line of sight and the core of the jet. As I show in Fig. 4.2,
the contribution of the lateral structure at early times is necessary to reproduce the observations
for GW 170817. However, as pointed out in e.g. Gill & Granot (2018), several structure profiles
can reproduce the early rise, such as Gaussian or power-law jets (see the definitions in Sec. 5.1). In
Fig. 4.2, we used our model described in Chapter 5 with best-fit parameters found in Chapter 6.
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Fig. 4.2: Afterglow light curve of GW 170817 in the radio band (3 GHz). Observational data is shown in
black and the resulting light curve using the model described in Chapter 5 with our best fit parameters (see
Tab. 6.6) is shown in solid blue. In this model, the jet core angle is θc = 1.75 deg and the viewing angle
θv = 21.25 deg. The contribution of the core of the jet is shown in dashed lines and the contribution of the
lateral structure in dotted lines.

Such a lateral structure may be a common feature in GRBs due to the early propagation of
the relativistic ejecta through the infalling envelope of the stellar progenitor (long GRBs) or the
post-merger ejecta responsible for the kilonova emission (short GRBs) as highlighted in Bromberg
et al. (2011). Possible signatures of such a lateral structure in GRBs at cosmological distance viewed
slightly off-axis have been recently discussed, for instance to explain the complex phenomenology
observed in the early afterglow (Beniamini et al., 2020a; Oganesyan et al., 2020; Ascenzi et al., 2020;
Duque et al., 2022) or the non-standard decay of the afterglow of the extremely bright GRB 221009A
(O’Connor et al., 2023; Laskar et al., 2023; Gill & Granot, 2023). Accounting for the lateral structure
of the jet in afterglow models has thus become necessary not only for GW 170817 but for other cosmic
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GRBs as well.

4.2 The Very High Energy Emission of Gamma-Ray Burst After-
glows

Another important recent advance concerning GRB phenomenology has occurred since 2016:
some long GRBs have been detected at VHE (hν ∼ 1 TeV) with Čerenkov telescopes. So far, all
detections at a high level of confidence concern the early afterglow of long GRBs: GRB 180720B
(H.E.S.S., Abdalla et al. 2019); GRB 190114C (MAGIC Collaboration et al., 2019a,b); GRB 190829A
(H. E. S. S. Collaboration et al., 2021); and GRB 201216C (MAGIC, Blanch et al. 2020). Two other
bursts have been associated with VHE photons at < 5σ confidence by MAGIC: GRB 160821B (Ac-
ciari et al., 2021), the only short GRB with candidate VHE photons observations; and GRB 201015A
(Suda et al., 2022). A discussion on the recent observational status of GRBs at VHE can be found
in Noda & Parsons (2022).

Among these bursts, the most exceptional given its multi-wavelength follow-up is GRB 190114C,
located at a redshift z ≃ 0.42. Fig. 4.3 shows the light curves of its afterglow from radio to VHE (left
panel), and the modelled spectra at two epochs (right panel) assuming Synchrotron Self-Compton
(SSC) diffusions (see hereafter and in Chapter 5) power the VHE spectral component. The nature
of the process powering theVHE component in this particular event is still debated, as SSC models
struggle to reproduce simultaneously the late-time light curves and the early-time spectral properties
with fixed microphysical parameters. This could be an element of future study (see Chapter 10).
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Fig. 4.3: Left: Multi-wavelength light curve of the afterglow of GRB 190114C, from radio to VHE. MAGIC
observations between 0.3 and 1 TeV are shown in green. Right: Observed spectra between X-rays and VHE
at two epochs. The blue curve shows the total modelled flux, dominated by synchrotron radiation at lower
energy and SSC diffusions at higher energy. The white data points correspond to actual observations without
correcting for EBL absorption (see Sec. 5.4.8). This figure is reproduced from MAGIC Collaboration et al.
(2019b).

Even more recently, GRB 221009A, the brightest GRB ever observed, was detected by Fermi-
GBM (Lesage et al., 2023), INTEGRAL (Rodi & Ubertini, 2023), Insight-HXMT (An et al., 2023)
and even CubeSats such as GRBAlpha (Řípa et al., 2023). Its peak flux was so bright that it
saturated the gamma-ray detectors onboard Fermi and INTEGRAL. Part of the explanation for
GRB 221009A’s extreme brightness is its nearby localisation at z ≃ 0.15, making it one of the
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closest GRBs ever detected. However GRB 221009A was still intrinsically the most energetic GRB
ever observed (see e.g. Publication II, Appendix E.2, Kann et al., 2023), with an isotropic-
equivalent energy radiated in the prompt phase Eγ,iso > 3 × 1054 erg. GRB 221009A was also
observed in X-rays with Swift (Vasilopoulos et al., 2023) and XMM-Newton (Tiengo et al., 2023).
The X-ray images show series of concentric rings caused by the scattering of X-ray photons on dust
clouds on the line of sight, a unique feature that allowed to determine the position of dust clouds in
this direction in the Milky Way. What makes this burst even more fascinating is that it was soon
reported in a GCN alert by the LHAASO collaboration to be associated with more than 5000 VHE
photons (Huang et al., 2022). In fact, the results of the VHE signal were published in June 2023 and
showed that more than 64000 VHE photons between 200 GeV and ∼ 10 TeV constituted the VHE
signal of GRB 221009A (LHAASO Collaboration et al., 2023). The VHE light curve between ∼ 0.2
and 7 TeV is shown in Fig. 4.4. In the analysis of this data, LHAASO Collaboration et al. (2023)
identify in the observations an emission peak after ∼ 10 s, from which they estimate the jet initial
Lorentz factor Γ0 ≃ 440. At ∼ 670 s a clear break is visible: after assuming that the observed TeV
radiation is a signature of the afterglow of GRB 221009A, the authors interpret it as the signature
of the jet break, hinting to an extremely narrow jet with an opening angle θc ≃ 0.6 deg. A detailed
multi-wavelength analysis of the whole observational data set of GRB 221009A could potentially
yield original results given the outstanding characteristics of this burst.
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Fig. 4.4: Count-rate light curve of GRB 221009A observed by LHAASO. The energy range of photons
observed is ∼ 0.2−7 TeV. The inset panel shows a zoomed-in view of the light curve from 220 to 320 s (yellow
shaded zone) after the Fermi-GBM trigger (T0), with the arrow indicating the reference time T∗ = T0+226 s,
corresponding to the first saturation of the detector in the Fermi-GBM observations. Blue histograms are
the data, and black histograms are the estimated background. This figure is reproduced from LHAASO
Collaboration et al. (2023).

The GRANDMA Collaboration, including members of our group at IAP, is a network of tele-
scopes dedicated to the optical follow-up campaigns of GRBs and Gravitational Wave (GW) alerts.
GRB 221009A was followed-up by GRANDMA and I participated in the interpretation of the data
using the model presented in Chapter 5. This work was conducted with data only partially available
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at the time (optical observations from the GRANDMA collaboration, Swift-XRT and Insight-HXMT
X-ray data) in a fast-response mode to provide first estimates of this GRB’s properties. This allowed
to use for the first time the model presented in Chapter 5 in coupling with Bayesian analysis. Other
co-authors performed the same study using afterglowpy (Ryan et al., 2020), another commonly
used afterglow model. We found similar results with the synchrotron radiative model (Sec. 5.4.4),
which provided a useful test of our model (for more details, see Sec. 5.6). These results were included
in Kann et al. (2023, Publication II, Appendix E.2) where the observations of GRB 220109A by
the GRANDMA network and Insight-HXMT are presented and discussed.

Our analysis in the context of the standard afterglow model shows puzzling results. The best-
fit parameters indeed fail to reproduce either the temporal evolution of the afterglow light curve
at late-time, or the spectral slope at early times. I show the best-fit light curves in Fig. 4.5. In
orange, the model fails to reproduce the temporal evolution of the afterglow light curve, while in
blue, the model misses the spectral slope at early times. Another puzzling observational feature
is the absence of clear jet break in the observations. Assuming a top-hat jet, our model therefore
predicts either a very narrow jet opening angle (θc ≲ 0.5 deg), or an extremely wide opening angle.
Later observations at ∼ 100 days did not exhibit a jet break, so this second option has since been
ruled out. Several authors (e.g. Laskar et al. 2023; O’Connor et al. 2023; Gill & Granot 2023) have
recently suggested that this behaviour may be the consequence of a laterally-structured jet. At the
time at which our analysis was done, the radio observations reported in Laskar et al. (2023) were
not available, but the radio fluxes are not reproduced by our models. All these analyses have been
carried out using models only accounting for the synchrotron radiation and do not include processes
for VHE emission, again as the LHAASO detection data was not available at the time. In this
context, a re-analysis of the first study of Kann et al. (2023, Publication II, Appendix E.2) with a
more complete data set and a full treatment of VHE emission will be carried out to leverage these
unique observations.

The observations of these GRB afterglows at VHE challenge the simple radiative models where
afterglow emission is pure synchrotron radiation from electrons accelerated at the forward shock. As
I discuss in detail in Sec. 5.3 (see also the recent review Gill & Granot 2022), the synchrotron process
is only efficient to radiate energy up to a maximum frequency νmax which, for an emitting region in
relativistic motion with Γ ∼ 100 is of about 10 GeV (see also Sec. 5.4.6). While synchrotron radiation
by electrons may produce VHE photons with some specific magnetic field configurations, three main
types of models have been proposed to explain VHE emission in GRB afterglows. (1) Synchrotron
photons are upscattered by their seed electron populations at the shock, a process which is known
as Synchrotron Self-Compton (SSC). This process has already been studied in the context of GRB
afterglows and proposed as a candidate to explain the VHE emission of GRB 190114C (MAGIC
Collaboration et al., 2019b). (2) Photons emitted by an external source (typically the thermal
kilonova in the case of BNS mergers or the SN following a core-collapse) are upscattered by Inverse
Compton (IC) diffusions on the shock-accelerated electrons. This process is called External Inverse
Compton (EIC) and has been suggested to explain e.g. the GeV emission excess in GRB 211211A, a
long GRB likely associated to a kilonova (Mei et al., 2022). (3) Synchrotron radiation is emitted by
protons and ions accelerated at the shock, or more generally hadronic cascades occur at the shock
front and produce VHE photons (for a review, see Kumar & Zhang 2015). The SSC process appears
as the most promising to explain the diversity of VHE afterglows consistently, as it does not require
the presence of a specific external source of radiation like EIC, or the more extreme energies required
in hadronic scenarios.

However, while SSC emission can be efficiently computed analytically in the Thomson regime
(e.g. Panaitescu & Kumar 2000; Sari & Esin 2001), several studies have pointed out the importance
to also account for the Klein-Nishina (KN) attenuation at high energy (see e.g. Nakar et al., 2009;
Murase et al., 2011; Beniamini et al., 2015; Jacovich et al., 2021; Yamasaki & Piran, 2022). In the
KN regime, the IC power of an electron strongly depends on its Lorentz factor. This affects the
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Fig. 4.5: Best-fit models of the multi-wavelength afterglow of GRB 221009A. Shown are the predicted light
curves for the two classes of parameters discussed in Sec. 4.2 and found using a top-hat model with a fixed
viewing angle θv = 0 deg and assuming that only synchrotron radiation powers the emission at the forward
shock. Observing frequencies or energies are shown on top of each panel, and the fitted observational data
are displayed in gray. Blue curves show the model with a low θc and a spectral index p ∼ 2 (see Sec. 5.3).
Orange curves show the model with a high θc. More details can be found in Kann et al. (2023, Publication
II, Appendix E.2).

cooling of the electron distribution and therefore also impacts the synchrotron spectrum (Derishev
et al., 2001; Nakar et al., 2009; Bošnjak et al., 2009), which can significantly differ from the standard
prediction given by Sari et al. (1998) for the pure synchrotron case.

Some recent works have already put to use afterglow models that include SSC diffusions and
KN corrections, mostly to analyse the VHE observations of GRB 190114C (MAGIC Collaboration
et al., 2019b; Wang et al., 2019; Derishev & Piran, 2021), GRB 190829A (Salafia et al., 2022b)
or GRB 221009A (Sato et al., 2023). Along with these studies, several authors have proposed
afterglow models with VHE emission (Nakar et al. 2009; Murase et al. 2010, 2011; Jacovich et al.
2021; Yamasaki & Piran 2022; Warren et al. 2022, see also the detailed review by Gill & Granot
2022), but none of them combine the effect of a lateral structure with SSC diffusions in both Thomson
and KN regimes.

In this thesis, I developed such a model and implemented it numerically so that it can be
coupled with Bayesian analysis. This model has been used to interpret the first afterglow detections
of GRB 221009A shown in this chapter. In Chapter 5, I will describe this model in detail and show
the results obtained with the analysis of GW 170817 in Chapter 6. In particular, I will discuss the
VHE detectability conditions of similar events in the future. Multiple direct or indirect follow-up
studies will be possible using this model. I discuss them in Chapter 10.
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The detection of the afterglow of GW 170817 with a clear jet lateral structure, as well as the recent
observations of Gamma-Ray Burst (GRB) afterglows at Very High Energy (VHE) – discussed in
Chapter 4 – have renewed the interest of disposing of semi-analytical models that include a laterally-
structured jet and emission processes at VHE. In this work, the VHE emission from GRB afterglows
is modelled with Synchrotron Self-Compton (SSC).

One major interest is to be able to use the afterglow observations of any GRB and infer the
physical properties of the ejected material, the microphysics at the shock and to characterise the sur-
rounding interstellar medium or stellar wind. The approach taken here is to build a semi-analytical
model that can be implemented numerically and used to fit parameters to any GRB afterglow using
Bayesian statistics (see Chapter 6). The key requirement is therefore that this semi-analytical model
can be implemented numerically in a way that can generate synthetic data (typically light curves at
a given observing frequencies/energies or spectra at given times) in a short computation time. This
approach differs from detailed hydrodynamical simulations that follow the ejecta dynamics,which
require longer integration times and do not include SSC in current implementations (e.g. van Eerten
et al. 2012).

In this chapter, I discuss the ingredients included in this complete afterglow model, and show
some details on their numerical implementation. Each section describes a distinct component to
the model. Sec. 5.1 describes the geometry and the structure of the jet; Sec. 5.2 focuses on the
treatment of the deceleration of the jet; Sec. 5.3 shows how the microphysics at the shock are
accounted for. Sec. 5.4 describes the derivation of the comoving frame emission properties; and
Sec. 5.5 is a description of the observer frame integration over surfaces of equal arrival time.

This chapter follows the description of the model presented in Publication I, of which I am the
lead author (Appendix E.1, Pellouin & Daigne 2023, submitted), complemented by more details
on the mathematical derivations and the numerical implementation.

A note on reference frames

In this chapter 5, I will refer to a variety of different reference frames that are useful to describe
the different components of the model.

– The observer frame is attached to the observer, on Earth or in orbit. One of the frame axes
is oriented in the direction of the observed source (line of sight), which can be observed from
a certain viewing angle θv (see Fig. 5.8).

– The source frame is attached to the central engine of the ejected material, i.e. at the location
of either the exploding star or the Binary Neutron Star (BNS) merger. Observer frame and
source frame are simply connected by their luminosity distance DL and the redshift z (time
and wavelength dilation).

– The comoving frame of the emitting material is attached to the considered shocked region,
either behind the forward shock or the reverse shock (see Fig. 5.1). Transformations from the
comoving frame to the source frame are done via Lorentz transforms with the bulk Lorentz
factor Γ of the considered region, which is evolving over time due to the jet deceleration in the
external medium (see Sec. 5.2). Quantities in the comoving frame are expressed with a prime
exponent, except when stated otherwise, e.g. t′dyn. The Lorentz factor of the shock Γs differs
from Γ. For the forward shock in the ultra-relativistic regime, Γs =

√
2Γ.

– I will sometimes refer to the frames attached to specific particles, for example the frame
attached to an electron in motion. I will define the relevant local frame each time when it is
necessary.
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Fig. 5.1: Schematic of the forward and reverse shocks during the deceleration of the ejecta, in the frame where
the unshocked external medium is at rest. The top graph shows the evolution of density across the different
regions, while the bottom graph shows the evolution of the material Lorentz factor. The domain is divided
in four regions: (1) unshocked external medium, upstream; (2) shocked external medium; (3) shocked ejecta;
(4) unshocked ejecta, downstream. A long-lived forward shock forms between the shocked and unshocked
external medium, and a short-lived reverse shock forms between the shocked and unshocked ejecta. A contact
discontinuity separates the shocked ejecta and the shocked external medium. At this surface, the Lorentz
factor and the pressure are continuous, but the magnetic field and density sharply change.

5.1 Relativistic Outflow : Geometry and Structure

Preliminary notes

The first ingredient needed to model the emission of GRB afterglows is the geometrical charac-
terisation and the structure of the jet, where the radiation originates.

As described in Sec. 2.3 and Sec. 2.4, the phase of afterglow emission follows the prompt phase
(see Sec. 1.3), that we do not aim to model here. Independently of the internal dissipation mechanism
responsible for the prompt emission, a strong ultra-relativistic forward shock will form in the external
medium during the deceleration of the jet1. This leads to the structure shown in Fig. 5.1, with four
distinct regions of shocked and unshocked ejecta and external medium, separated by the forward
shock, a shorter-lived reverse shock and a contact discontinuity.

In this Part II, we model the afterglow emission by focusing on the contribution of electrons
accelerated at the forward shock. The shocked external medium is assumed to be geometrically and
optically thin.

We also do not model the contribution of the reverse shock, which can contribute to the early
afterglow emission. It propagates in the unshocked ejecta from the contact discontinuity in the
comoving frame (though due to the radial motion of the comoving frame, its motion is still in
the radial direction away from the central engine, in the source frame). It is typically short-lived
and only contributes at early times, as described in e.g. Kobayashi (2000). For now, we do not

1Due to the short activity of the central engine, the ejecta is only a geometrically thin layer. A jet may therefore
not be the most appropriate terminology to describe the geometry of the outflow. Some authors have thus suggested
that we rather call it a flying pancake, which provides an image closer to reality. Given the assumption that the
pancake is geometrically thin, I suggest here the flying crêpe terminology, but will still refer to the ejecta as a jet.
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include its contribution in our model, but this can be added in the future. Conveniently, the
numerical implementation of the afterglow model presented hereafter allows to easily include new
models for the shock dynamics, as the treatment of the dynamics and all the radiative processes are
decoupled. The reverse shock dynamics can be implemented in a later extension either in a semi-
analytic way, similarly to the forward shock (Sari & Piran, 1999; Kobayashi, 2000), which has been
validated by hydrodynamical simulations (Kobayashi & Sari, 2000). More complex approaches (Uhm
& Beloborodov, 2007; Genet et al., 2007), which have also been validated by full hydrodynamical
simulations (Lamberts & Daigne, 2018; Ayache et al., 2020), allow to take into account the possible
radial structure of the ejecta, which is expected from the variability of the central engine (see
Sec. 1.3). Including this complexity may be needed to explain the early afterglow, which shows
some variability and diversity (e.g. plateaus, flares), as discussed e.g. in Uhm et al. (2012); Hascoët
et al. (2017). Introducing the reverse shock may lead to future developments discussed of the model
presented here, as discussed in Sec. 10.2.

Jet geometry description

We consider a laterally-structured jet. Its properties are defined by its kinetic energy and Lorentz
factor Γ(θ;R), at all latitudes from the jet axis and throughout the propagation. We recall the
definition of the Lorentz factor Γ of some material in motion with a velocity v, first introduced by
Lorentz (1898, 1903) and named after him by Poincaré a few years later:

Γ ≡ 1√
1− β2

, (5.1)

with
β ≡ v

c
, (5.2)

and c the speed of light in vacuum. We will follow the evolution of Γ(θ;R) with time at different
latitudes as the jet decelerates in the external medium.

In a fully radial motion, the dynamics of the forward shock decelerating in the external medium
is only constrained by the jet initial Lorentz factor Γ0 and total energy E0 (or equivalently total
energy per solid angle ϵ0), and by the external medium density profile. In our model, we therefore
describe the jet with these two parameters. Specifically, in the lateral structure of the jet, the initial
energy per solid angle ϵ0(θ) and the initial Lorentz factor Γ0(θ) decrease with θ, the angle from the
jet axis. We define θc as the opening angle of the core, i.e. the ultra-relativistic/ultra-energetic
central part of the jet. We then express

ϵ0(θ) = ϵc0 × fa

(
θ

θc

)
(5.3)

and

Γ0(θ) = 1 + (Γc
0 − 1)× gb

(
θ

θc

)
, (5.4)

where ϵc0 is the initial kinetic energy per solid angle and Γc
0 is the initial Lorentz factor, both on the

jet axis (θ = 0). Finally, fa and gb are the normalized profiles for the energy and Lorentz factor in
the lateral structure, that I describe hereafter.

Lateral structure profiles

Until the detection of GW 170817, GRB afterglows were mostly modelled using the top-hat jet
geometry, where the jet has no lateral structure and is simply described by a single initial Lorentz
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factor Γ0, energy E0 and jet half-opening angle θc. In other words

fa(x) = gb(x) =

{
1 if x < 1
0 if x ≥ 1

, (5.5)

and there are no free parameters a and b to describe the jet structure. This was justified by the
fact that GRBs were detected at cosmological distances, and thus special-relativistic collimation
effects would not allow for detections at such high distances if the jets were not observed on-axis,
as I discussed in Sec. 4.1. It was therefore not possible to probe the lateral structure because the
observations were made on-axis or slightly off-axis (see e.g. Piran 2004).

The detection of GW 170817 was a turning point as it was observed at a very close distance
(∼ 40 Mpc, see Sec. 2.1 and e.g. Cantiello et al. 2018); significantly off-axis as confirmed by Very
Long Baseline Interferometry (VLBI) observations (Mooley et al., 2018a, 2022; Ghirlanda et al.,
2019); and shows evidence for a lateral structure due to the slow rise of the afterglow light curve
(see Fig. 4.2 and Sec. 4.1). It has therefore become necessary to include lateral structures in the
models. Different lateral structures have been suggested in the literature, following the photometric
and VLBI observations of GW 170817’s GRB afterglow and numerical hydrodynamical simulations
(see Sec. 4.1).

Our fiducial model assumes a power-law structure with a core, as defined by Duque et al. (2019):

fa (x) =

{
1 if x < 1
x−a if x ≥ 1

, (5.6)

gb (x) =

{
1 if x < 1
x−b if x ≥ 1

. (5.7)

This prescription allows a direct comparison with a top-hat jet (see Eq. 5.5). For comparison with
other studies, we also consider the following possible structures, that can be selected in the numerical
simulations:

– A power-law jet as defined in Gill & Granot (2018): fa(x) = X−a and gb(x) = X−b, with
X =

√
1 + x2.

– A power-law jet as defined in Ryan et al. (2020) and used in afterglowpy2, a currently widely-
used open-source GRB afterglow simulation Python package:

fa (x) =
(√

1 + x2/a
)−a

. (5.8)

Note that afterglowpy is limited to the self-similar evolution of the jet (see Sec. 5.2), which is
independent of the initial value of the Lorentz factor. Therefore gb is not defined in this case.
I compare our results with those obtained with afterglowpy in more details in Sec. 5.6.

– A Gaussian jet as defined in Gill & Granot (2018):

fa(x) = gb(x) = max

(
e−

x2

2 ; e−
x2max

2

)
, (5.9)

where xmax = θmax/θc and θmax is defined as the angle where β0,min (θmax) = 0.01 (their default
assumption) or any other specific value. In this case, the free parameters a and b are therefore
replaced by a new free parameter, β0,min. Ryan et al. (2020) also include Gaussian jets in
their simulations and use a similar parametrization of the lateral structure for Gaussian jets
in afterglowpy, but they impose θmax = 90 deg, i.e. no cutoff to the lateral structure.

2https://afterglowpy.readthedocs.io/en/stable/

https://afterglowpy.readthedocs.io/en/stable/
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I show in Fig. 5.2 the different possible structures described above. Many other jet structures
can be hypothesized and emerge from different models and simulations (see Sec. 4.1). However,
from afterglow light curves and spectra characterisation only, it is impossible to distinguish between
different lateral structure prescriptions, as they can usually reproduce the observations very well
with realistic parameters. This is discussed in the case of GW 170817 by e.g. Takahashi & Ioka
(2021).
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Fig. 5.2: Lateral energy struc-
ture profiles defined in Sec. 5.1,
shown as a function of the ratio
θ/θc.

Final considerations

The initial total kinetic energy of the jet and of its core are given respectively by integrating the
energy per solid angle (Eq. 5.3) over all solid angles:

E0 = 2

∫ π/2

0
ϵ0(θ) 2π sin θ dθ , (5.10)

Ec
0 = 2

∫ θc

0
ϵ0(θ) 2π sin θ dθ . (5.11)

The factor 2 accounts for the counter-jet, given that we only integrate over θ up to π/2. The factor
2π under the integrals is a consequence of the symmetry by revolution around the cone axis for such
a geometry.

As is often the case in GRB prompt and afterglow emission modelling, we use the isotropic-
equivalent energy of the core jet as a model parameter, rather than its true energy. The isotropic-
equivalent energy of a top-hat jet is defined as the energy that would be contained if it were spherical,
assuming the same average energy per unit solid angle. For an opening angle θc of the core jet, it
leads to

Ec
0,iso =

Ec
0

1− cos θc
. (5.12)

From this definition, it is clear that Ec
0,iso ≥ Ec

0. Given the typically narrow opening angles of GRB
jets θc ≲ 5 deg, the true energy contained in the jets is typically 1 or 2 orders of magnitude smaller
than the isotropic-equivalent energy.
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For the power-law structure considered here (Eq. 5.6), we have

Ec
0 = 4πϵc0 (1− cos θc) (5.13)

and
Ec

0,iso = 4πϵc0 . (5.14)

With this description, Ec
0,iso, Γ

c
0, θc, a and b (or β0,min for the Gaussian jet) are the only four

free parameters needed to fully describe the initial structure of the jet before the deceleration starts.
In the numerical implementation of the model, we suppress the lateral structure above a max-

imum angle θmax. This angle is taken as the maximum between θϵ, defined as the angle up to
which a fraction (1− ϵ) of the jet energy is contained, and the viewing angle θv. We therefore solve
numerically for θϵ the equation

(1− ϵ)E0 = 2

∫ θϵ

0
ϵ0(θ) 2π sin θ dθ , (5.15)

where E0 is computed using Eq. 5.10.
In practice we use ϵ = 0.01. Ryan et al. (2020) introduce a similar parameter, θW in afterglowpy,

to minimize computation time. In our case, we checked on multiple numerical simulations that taking
θmax = max (θϵ; θv) allows to keep a precise calculation at early times even at very large viewing
angles.

Fig. 5.3: Schematic of the lateral structure dis-
cretization used in the numerical implementation of
the model.

Numerically, the lateral structure is discretized in N + 1 components, i = 0 being the core jet
and i ∈ J1, NK being rings at increasing angles in the lateral structure. Each component is defined
by θmin,i ≤ θ ≤ θmax,i with θmin,0 = 0 and θmax,0 = θc for the core jet and θmin,i = θmax,i−1 for
i ∈ J1, NK and θmax,N = θmax. Each component is treated independently with fixed limits in latitude
(no lateral spreading). A representation of this treatment is shown in Fig. 5.3.

In reality, the jet material starts to have a lateral motion as it becomes mildly relativistic (Rhoads,
1999). Lateral spreading is limited in the ultra-relativistic phase (see Sec. 5.2), as the transverse
velocity is expected to be of the order of cs/Γ ≪ c, where cs is the sound speed. This effect is
naturally resolved and observed in hydrodynamical simulations, but more complex to incorporate in
a semi-analytic framework. Several prescriptions for a semi-analytic treatment of lateral spreading
have been proposed and are discussed in e.g. Granot & Piran (2012); Duffell & Laskar (2018). Lateral
expansion primarily attenuates the temporal slope of the post-jet break afterglow light curve. In our
model, we do not include lateral spreading at the moment, but this feature can be added in a later
version. For this reason, we will not include late-time observations of the afterglow of GW 170817
after 400 days in the fit presented in Chapter 6.
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The dynamics is computed such that Ri(t) = R(θi; t) and Γi(t) = Γ(θi; t), where R(θ, t) and
Γ(θ, t) are given by the solution for the dynamics of the deceleration discussed in Sec. 5.2, and where
θi = (θmin,i + θmax,i)/2 for i ≥ 1 and θ0 = 0. Another option could be to choose θi =

√
θmin,iθmax,i

but with sufficient discretization in components, the effect of this choice is negligible. We define the
successive θmin,i and θmax,i such that each component carries an equal amount of energy (except
for the core, i = 0), though a linear increase can also be chosen. Finally, we typically choose a
discretization comprised of N = 15 components, that we find to be a good compromise between
model accuracy and computational efficiency.

5.2 Dynamics of the Deceleration

External medium

The next ingredient of our model is the description of the motion of the ejecta in the external
medium. The structured outflow decelerates in an external medium, with an assumed density profile
as a function of radius R:

ρext(R) =
A

Rs
. (5.16)

Two density profiles can be chosen: a uniform medium (s = 0) and a wind medium (s = 2). The
former is the typical environment expected around BNS mergers, which occur in the interstellar
medium where the density can be assumed to be constant. The value of the density itself is subject
to variations, in particular depending on the delay time between the BNS formation and its merger.
Short delay times favour mergers close to stellar formation sites, where the density is typically higher
(see also Sec. 6.4). The latter is expected from the late-time ejection of material from the dying star
due to stellar winds (see Sec. 8.2.1) before its explosion, and is more relevant for the discussion of
long GRB afterglows.

A is defined such that

A =

{
nextmp if s = 0

5× 10−11A∗ if s = 2
, (5.17)

where next is the external medium particle density (cm−3), mp is the proton mass, and A∗ is a
dimensionless scaling factor. For the wind medium,

A =
ṀW

4πvW
, (5.18)

and the factor 5 × 10−11 g · cm−1 corresponds to a Wolf-Rayet (WR) wind with a mass-loss rate
ṀW = 10−5 M⊙ ·yr−1 and a velocity vW = 1000 km ·s−1 (Chevalier & Li, 2000). Note that given the
definition used in Eq. 5.16, A is a parameter whose dimension changes depending on the environment
type. The values of next or A∗ are free parameters of the model.

Shock jump conditions

I presented in Fig. 5.1 the geometry of the shocked regions and in particular the different dis-
continuities in mass density ρ (top) and Lorentz factor Γ (bottom). For a fluid in non-relativistic
motion, the shock jump conditions are the Rankine-Hugoniot relations (Rankine, 1870; Hugoniot,
1889), which correspond to the conservation of energy, momentum and mass. These were extended
to ultra-relativistic strong shocks by Blandford & McKee (1976). A strong shock is such that the
energy density in the shocked external medium is much greater than that of the external medium
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at rest. Following Blandford & McKee (1976), the shocked external medium mass density ρ∗ is
therefore

ρ∗(θ;R) =
γΓ(θ;R) + 1

γ − 1
ρext(R) , (5.19)

where γ is the adiabatic index in the shocked region (here γ is not a Lorentz factor) and ρext is
defined in Eq. 5.16; and the internal energy per unit mass in the shocked region is

ϵ∗(θ;R) = (Γ(θ;R)− 1) c2 . (5.20)

As long as the internal motion of particles is ultra-relativistic (ϵ∗ ≫ c2), which corresponds to
the ultra-relativistic phase of the forward shock, the adiabatic index equals γ = 4/3 and Eq. 5.19
can be expressed as

ρ∗(θ;R) = (4Γ(θ;R) + 3) ρext(R) , (5.21)

which is the expression that we use in our model. The adiabatic index transfers towards γ = 5/3
for non-relativistic material. Some authors use transfer functions that compute the evolution of the
adiabatic index during the jet deceleration, as described in Mignone et al. (2005). We keep this
option for future additions to the model.

The question of the microphysical processes occurring at the forward shock is more challenging
to account for. Particles are accelerated at the shock by turbulence, plasma instabilities and complex
simulations are needed to track these effects. I describe in Sec. 5.3 the parametrization used in our
model.

Dynamics of the forward shock

We focus on the dynamics of the shocked external medium at the forward shock. It is computed
assuming that (i) the dynamics of each ring of material at angle θ is independent of other angles; (ii)
the lateral expansion of the outflow is negligible. As mentioned before, these two assumptions are
questionable at late times, close to the transition to the Newtonian regime (see also Rhoads 1997).

We can compute the Lorentz factor Γ(θ;R) of the shocked material at angle θ and radius R in a
simplified way, using energy conservation (see e.g. Panaitescu & Kumar, 2000; Gill & Granot, 2018).
We consider a system (assumed isolated) containing the ejected jetted material and all external
medium material that is swept-up until the radius R,

Eej
mass,0 + Eej

kin,0 + Eext
mass,0 = Eej

mass,R + Eej
kin,R + Eext

mass,R + Eext
int,R , (5.22)

where quantities at the end of the activity of the central engine after all material is ejected are
described with the subscript 0, and quantities at a radius R during the deceleration are described
with a subscript R. A subscript kin is used for kinetic energy, mass for rest-mass energy and int for
internal energy. Finally, the superscript ej is used for the ejecta and ext for the external medium.
Here we assume that the outer medium is initially at rest (Eext

kin,0 = 0) and the swept-up material
gains internal energy Eext

int,R behind the shock front.
Let Γ0(θ) be the initial Lorentz factor of material at angle θ (Eq. 5.4); ϵ0(θ) be the initial energy

per solid angle (Eq. 5.3); Mej(θ) be the ejected mass per unit solid angle at a given latitude θ from
the jet core

Mej(θ) =
ϵ0(θ)

Γ0(θ)
; (5.23)

and Mext(R) be the total mass of the external medium per unit solid angle up to the radius R

Mext(R) =

∫ R

0
r2ρext(r)dr . (5.24)
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We can re-write Eq. 5.22 in the source frame as

Γ0(θ)Mej(θ)c
2 +Mext(R)c

2 (5.25)
= Γ(θ;R)Mej(θ)c

2 + Γ(θ;R)Mext(R)c
2 + Γ(θ;R)Mext(R)ϵ∗(θ;R) ,

where Γ(θ;R) is the shock Lorentz factor at latitude θ and radius R and ϵ∗(θ;R) is the internal
energy per unit mass of material at the shock front (Blandford & McKee, 1976), defined in Eq. 5.20.
Developing and simplifying Eq. 5.25, we thus find

Γ0(θ)Mej(θ) +Mext(R) = Γ(θ;R)Mej(θ) + Γ2(θ;R)Mext(R) . (5.26)

We finally define the normalized quantity

m(θ;R) =
Mext(R)

Mej(θ)/Γ0(θ)
=

(
R

Rdec(θ)

)3−s
, (5.27)

where we have defined the deceleration radius of the material at angle θ:

Rdec(θ) =

(
(3− s)ϵ0(θ)

AΓ2
0(θ)c

2

)1/(3−s)
. (5.28)

Deceleration is negligible while R ≪ Rdec(θ). In the end, we derive the expression of the Lorentz
factor of the shocked external medium:

Γ(θ;R) =
Γ0(θ)

2m(θ;R)


−1 +

√
1 + 4m(θ;R) + 4

(
m(θ;R)

Γ0(θ)

)2

 . (5.29)
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Fig. 5.4: Γ(R) (left) and Γ(R)β(R) (right) in the shocked external medium at θ = 0 for different initial
Lorentz factor values Γ0. The external medium is assumed uniform with next = 10−3 cm−3, and the initial
isotropic equivalent energy is E0,iso = 1052 erg. The deceleration radius (Eq. 5.28) decreases when Γ0

increases, but the Newtonian radius (Eq. 5.30) is independent of Γ0. Once in the self-similar regime, the
information on the initial Lorentz factor is therefore lost.

This description allows us to characterise the early-time dynamics in the coasting phase R ≪
Rdec(θ) where the Lorentz factor remains constant. It branches continuously to the relativistic
self-similar evolution (Blandford & McKee, 1976) for Rdec(θ) ≪ R≪ RN(θ), where

RN(θ) = Γ
2

3−s

0 (θ)Rdec(θ) , (5.30)
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in which case Γ(θ;R) ∝ (R/Rdec(θ))
−(3−s)/2. Finally, the dynamics enter the Sedov-Taylor phase

(Sedov, 1946; Taylor, 1950) in the non-relativistic regime for R ≫ RN(θ). At that point, β(θ;R) ∝
(R/RN(θ))

−3/2. For R ≫ Rdec(θ), the self-similar evolution becomes independent of the value of
the initial Lorentz factor Γ0(θ), as can be seen in Fig. 5.4. The continuous treatment of the coasting
phase and the self-similar regime is not used in some models, which extend the self-similar solution
to early times. The consequence is that the initial values of Γ(θ;R) diverge and subsequently the
early phases of the afterglow light curve are not reproduced accurately. I show some examples in
Sec. 5.6.

Once we know the Lorentz factor Γ(θ;R) and the velocity β(θ;R), which can be directly inferred
by

β(θ;R) =

√
Γ2 (θ;R)− 1

Γ(θ;R)
, (5.31)

the corresponding time t in the source frame is then given by

t(θ;R) =

∫ R

0

dr

β(θ; r)c
. (5.32)

This leads to the solution R(θ, t) and Γ(θ, t) used for the dynamics of each component of the
structured jet (see Sec. 5.1).

Finally, we define the timescale of the adiabatic cooling of the shocked region due to its spherical
expansion. In the source frame, the adiabatic expansion of the shocked region follows

dU

dt
= −P dV

dt
, (5.33)

where U is the internal energy, P the pressure and V the volume of the region. Assuming V ∝ Rα,
with α ≤ 3 and recalling P = (γ− 1)u ≈ (γ− 1)U/V , where γ is the adiabatic index defined before,
we therefore obtain

d lnU

dt
≈ −(γ − 1)

d lnV

dt
(5.34)

≈ −(γ − 1)α
d lnR

dt
(5.35)

≈ −(γ − 1)α
βc

R
, (5.36)

using Eq. 5.32. Therefore, neglecting the first factor of order unity, the related dynamical timescale
in the source frame is tdyn ≈ R/βc. In the comoving frame, it is expressed as

t′dyn(θ;R) =
R

Γ(θ;R)β(θ;R) c
=

R

c
√

Γ2(θ;R)− 1
. (5.37)

Numerically, we compute the properties of the dynamics in an iterative manner. We initialize
the jet at a radius R ≪ Rdec, typically R/Rdec = 10−6 to avoid numerical noise at too early times,
and iterate over small values of dR. We then compute Γ(θ;R), β(θ;R), Mext(R), dt = dR/(β(θ; r)c)
to deduce the new time t at R+ dR. The iterative increment is given by

dR = R× 10−2 ×min

[
1;min

(
1000;β(θ;R)−2

)
×min

(
1;

β(θ;R)

1− β(θ;R)
(1− cos θc)

)]
. (5.38)

We stop the iteration at a given time tmax which corresponds to the latest observing time: later
emission from the jet will only contribute at later times, regardless of the viewing angle. I show in
Fig. 5.5 the variation of the parameter dR/R over the iterations, as well as the simultaneous value of
Γ(θ; t)β(θ; t). This method allows for a good sampling of the dynamics during all phases to produce
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light curves that are smooth; while not over-discretizing which would slow down the computation.
A first critical moment is at early times where a high enough discretization must allow to find a set
(tzobs; t) in the dicretization of the dynamics such that the integral to compute the flux defined in
Eq. 5.145 contains at least a few elements on which to integrate (otherwise the early-time light curves
look jumpy). At late times, the discretization must be high enough for a similar reason: as the jet
has a very slow radial motion, it behaves closer to a flashing surface. A fine enough discretization
must be done in order to catch the emission time corresponding to the observer time. The impact
of the discretization is maximal for on-axis observations.
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Fig. 5.5: Evolution of the discretization
parameter dR/R defined in Eq. 5.38 dur-
ing the iterations to generate the dynami-
cal properties of the ejecta. The simultane-
ous velocity is shown for comparison with
Fig. 5.4 which shows the same information
as a function of a physical quantity: the
radius R. This figure was created assum-
ing Γ0 = 100, Ec

0,iso = 1052 erg, θc = 4 deg

and tmax = 106 days.

5.3 Accelerated Electrons and Amplified Magnetic Field

At the shock front, particles are accelerated by Diffusive Shock Acceleration (also known as
first-order Fermi acceleration): they scatter off fluctuations in the local magnetic field and are
recycled in the upstream and downstream material, gaining energy at every cycle (the mechanism
was originally proposed by Axford et al. 1977; Bell 1978; Blandford & Ostriker 1978). Upstream
(that is, in the unshocked region ahead of the jet), the magnetic field instabilities are caused by
the turbulent motion of individual particles (plasma instabilities), while downstream (behind the
shock) they directly originate from the shock (shock instabilities, Marcowith et al. 2016). Currently,
many simulations are performed to understand the small-scale details of these instabilities and the
conditions that lead to their development. Most of these simulations rely on the Particle In Cell
(PIC) technique that follows directly individual particles and solves the equations of motion in a
magnetized environment. Contrary to non-relativistic shocks, ultra-relativistic shocks are not always
efficient accelerators. This depends strongly on the geometry of the initial magnetic field. As the
external medium is very weakly magnetized, acceleration of electrons in the forward shock is expected
to be efficient (see e.g. the review by Sironi et al. 2015).

In our model, we consider a shocked region where the physical conditions in the comoving frame
are given by the mass density ρ∗, internal energy per unit mass ϵ∗, and dynamical timescale t′dyn
(i.e. characteristic timescale of the adiabatic cooling due to the spherical expansion), and we assume
that the emission is produced by non-thermal shock-accelerated electrons, that radiate in a local
turbulent magnetic field amplified at the shock. In practice, we consider only the forward external
shock so that in this study, ρ∗, ϵ∗ and t′dyn are given by Eqs. 5.37, 5.21 and 5.20.

A detailed modelling of the microphysics at the shock throughout the jet propagation is still
beyond the reach of current simulations given the great diversity of time and length scales involved.
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In models of GRB afterglows, a standard parametrization of the microphysics at the shock is therefore
usually assumed, that I describe now. We assume that a fraction ϵB of the internal energy is injected
in the magnetic field, i.e.

uB =
B′2

8π
= ϵB ρ∗ϵ∗ , (5.39)

leading to
B′ =

√
8πϵBρ∗ϵ∗ ; (5.40)

and that a fraction ϵe of the internal energy is injected into the acceleration of non-thermal electrons,
that represent a fraction ζ of all available electrons. Their number density (cm−3) and energy density
(erg · cm−3) in the comoving frame are therefore given respectively by

nacce = ζ
ρ∗
mp

(5.41)

and
ue = ϵe ρ∗ϵ∗ . (5.42)

We also assume that the accelerated particles are injected instantaneously as a power-law at
each dynamical time step, though in practice the exact timescale to reach this injection shape is
not instantaneous. This leads to the following distribution of accelerated electrons (cm−3) in the
comoving frame:

n(γ) = (p− 1)
nacce

γm

1

1−
(
γmax

γm

)1−p
(
γ

γm

)−p
for γm ≤ γ ≤ γmax , (5.43)

where
∫ γmax

γm
n(γ)dγ = nacce . Assuming γmax ≫ γm,

n(γ) = (p− 1)
nacce

γm

(
γ

γm

)−p
for γm ≤ γ ≤ γmax . (5.44)

We determine the minimum Lorentz factor γm using the energy injection condition in the population
of electrons: ∫ γmax

γm

n(γ) γmec
2dγ = ϵe

nacce

ζ
mpϵ∗ , (5.45)

i.e. a fraction ϵe of the energy at the shock, contained in the population of protons (right) is used
to accelerate the population of non-thermal electrons (left). Assuming γmax ≫ γm,

γm =
p− 2

p− 1

ϵe
ζ

mp

me

ϵ∗
c2
. (5.46)

As discussed in Sec. 6.2, taking into account a realistic estimate of the maximum Lorentz factor
γmax up to which electrons can be accelerated at the shock is important to discuss the GeV-TeV
afterglow emission. This was not included in the study by Nakar et al. (2009) on which our calculation
of the emission (see Sec. 5.4) is based. Eqs. 5.44 and 5.46 above are obtained by assuming that the
maximum Lorentz factor γmax is much larger than γm. This is fully justified as we have typically
γmax/γm > 106 in the best fit models of GW 170817 at the peak (see Sec. 6.2).

The maximum electron Lorentz factor γmax is evaluated by imposing that the acceleration
timescale remains always shorter than the radiative and the dynamical timescales, which are the
two relevant timescales for energy loss by the electrons either by radiation or adiabatic cooling,
respectively, i.e.

t′acc(γ) ≤ min
(
t′rad(γ); t

′
dyn

)
. (5.47)
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The acceleration timescale is written as a function of the Larmor time R′
L/c (Bohm scaling),

t′acc(γ) = Kacc
R′

L(γ)

c
= Kacc

γmec

eB′ , (5.48)

where Kacc ≥ 1 is a dimensionless factor. In practice, electrons at γmax are usually fast cooling and
the maximum electron Lorentz factor is determined by the radiative timescale, t′rad(γ). Its evaluation
is non-trivial when Inverse Compton (IC) scatterings are taken into account (see Sec. 5.4). The
resulting detailed calculation of γmax is explained at the end of Sec. 5.4.6. In our work, we assume
Kacc = 1. Our value of γmax should therefore be considered as an upper limit for the true value of
the maximum electron Lorentz factor.

5.4 Emissivity in the Comoving Frame

Our calculation of the emission from non-thermal electrons is mostly taken from Nakar et al.
(2009). The population of electrons cools down by adiabatic cooling, synchrotron radiation and via
SSC scatterings. As we are interested in the VHE afterglow emission, we include in Sec. 5.4.7 the
attenuation due to pair production, without including the emission of secondary leptons. So far,
as we first focused on the afterglow of GW 170817 where the radio observations do not show any
evidence for absorption, we have not included the effect of synchrotron self-absorption. This will
be implemented later using a similar approach as for the pair production, that I already present in
Sec. 5.4.9. In this Sec. 5.4, all quantities are written in the comoving frame attached to the
jet. I therefore omit the prime to simplify the notations.

5.4.1 Synchrotron and Inverse Compton Radiation for a Single Electron

Synchrotron radiation

An electron in relativistic motion in a magnetic field is deflected by the Lorentz force and
radiates energy in the process of synchrotron radiation, which is the relativistic extension of cyclotron
radiation. The following derivations are valid assuming that (i) the magnetic field remains constant
over the acceleration timescale (see Eq. 5.48) so that the electron dynamics can be averaged over the
Larmor timescale; (ii) the energy lost by synchrotron is small compared to the initial energy of the
electron; (iii) no quantum effects modify the emission properties, i.e. the magnetic field is not too
strong. These conditions are satisfied throughout the propagation of the jet in the external medium
during the afterglow phase. In this case, the synchrotron power of a single electron (erg · s−1) is
given by

P syn(γ) = 2σTcuBβ
2γ2 sin2 α , (5.49)

where α is the pitch angle between the incoming velocity direction of the electron and the orientation
of the magnetic field. For simplicity, we approximate β ≃ 1 and use instead

P syn(γ) = KP
4

3
σTcuBγ

2 = K1B
2γ2 , (5.50)

with K1 = KP
σTc
6π and KP a dimensionless parameter. KP = 1 corresponds to an isotropic prob-

ability distribution over the pitch angles α where
〈
sin2 α

〉
= 1

4π

∫
sin2 α dΩ = 2/3, and Eq. 5.50

is derived in Rybicki & Lightman (1979). Note that here γ is the electron Lorentz factor in the
comoving frame, while Γ(θ;R) defined previously (Eq. 5.29) is the shock front Lorentz factor. I
will keep this distinction throughout Sec. 5.4, and lower case γ will always refer to particle Lorentz
factors in the comoving frame.

The electron synchrotron frequency equals

νsyn(γ) =
3

2
νLγ

2 sinα , (5.51)
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with the Larmor frequency

νL =
eB

2πmec
. (5.52)

We therefore express
νsyn(γ) = K2Bγ

2 , (5.53)

with K2 = Kν
e

2πmec
and Kν a dimensionless parameter. Kν = 3π/8 corresponds to the average over

an isotropic distribution of pitch angles α where ⟨sinα⟩ = 1
4π

∫
sinα dΩ = π/4. The dimensionless

parameters KP and Kν depend on the assumptions made on the pitch angle of electron velocities
relative to the magnetic field lines and different values are found in afterglow models, as listed in
Tab. 5.1. By default, we use the same values as Gill & Granot (2018), taken from Granot et al.
(1999) where they were obtained by fitting the broken-power law approximation of the synchrotron
power of a power-law distribution of electrons to the exact calculation (see their Eq. 19 and Fig. 4).
Note that νsyn(γ) is often noted νc in many textbooks, not to be mistaken with νc = νsyn(γc) that
we define in Eq. 5.75.

Reference KP Kν KPmax

Sari et al. (1998) 1 1 1
Panaitescu & Kumar (2000) 0.30 0.78 0.39

Sari & Esin (2001); Gill & Granot (2018) 3.52 p−1
3p−1 3π/8 0.88 32

3π
p−1
3p−1

≃ 0.745 for p = 2.16 ≃ 1.178 ≃ 0.633 for p = 2.16

Tab. 5.1: Values of the dimensionless parameters KP ; Kν and KPmax
for different afterglow models used in

each reference.

For cyclotron radiation, the emission power spectrum of a single electron is a Dirac distribution at
a single frequency: the Larmor frequency. For a particle with relativistic motion, the beaming of the
radiating antenna pattern leads to a more complex spectral shape because of relativistic beaming
(the particle radiation is not visible when its motion is not aligned with the line of sight within
θ ∼ 1/γ) and Doppler boosting (which increases the radiative power by frame transformation);
that depends on the particle pitch angle, its velocity and the observing angle. Following Rybicki &
Lightman (1979), the corresponding synchrotron power at frequency ν (erg · s−1 ·Hz−1) is given by

P syn
ν (γ) = PmaxΦ

(
ν

νsyn(γ)

)
, (5.54)

with

Pmax =
P syn(γ)

νsyn(γ)
=
K1

K2
B = KPmax

σTmec
2

3e
B , (5.55)

KPmax = KP /Kν and we impose
∫∞
0 Φ(x)dx = 1. The exact spectral form of Φ(x) is found in

Rybicki & Lightman (1979) (not averaged over a pitch angle distribution):

Φ(x) =
9
√
3

8π
F (x) , (5.56)

where F (x) = x
∫∞
x K5/3(u)du and K5/3 is the modified Bessel function3 of order 5/3. In practice

we adopt a simplified shape

Φ(x) =

{
4
3x

1/3 if x ≤ 1
0 if x > 1

. (5.58)

3Bessel functions of order k are the solutions to the differential equation

x2 d
2y

dx2
+ x

dy

dx
+

(
x2 − k2) y = 0 . (5.57)

Modified Bessel functions are the extension of the solutions to the complex numbers.
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The exact and approximate forms of P syn
ν (γ) are shown in Fig. 5.6.

10−4 10−3 10−2 10−1 100

x = ν/νsyn(γ)

10−1

100

Φ
(x

)

0.
29

Fig. 5.6: Representation of the exact form
of Φ(x) from Eq. 5.56 (black line) and its
approximation from Eq. 5.58 (orange line).
The power per unit frequency peaks at ν =
0.29νsyn(γ).

Inverse Compton scatterings

The synchrotron radiation of the electrons produces a photon field whose spectral number density
is nsynν (cm−3 ·Hz−1). These photons can in turn scatter on the seed electrons via IC. This process
is called Synchrotron Self-Compton (SSC). Depending on the total energy of the scattered photon
and the electron, IC diffusions can occur in two regimes: Thomson and Klein-Nishina (KN). In
the KN regime, when the energy of the scattered photon carries a very significant fraction of the
initial energy of the electron, both the interaction cross-section and the outgoing photon energy are
strongly depleted. These effects are found using quantum electrodynamics (Klein & Nishina, 1929).
The IC power of an electron (erg · s−1) is then given by

P SSC(γ) =

∫ ∞

0
dν nsynν σTfKN(w)c

4

3
γ2gKN(w)hν , (5.59)

where
w =

γhν

mec2
; (5.60)

and fKN and gKN are the KN corrections to the cross-section and to the mean energy of the scattered
photon. The terms under the integral in Eq. 5.59 can be understood as the product between
(i) the probability that a photon with frequency ν interacts with an electron of Lorentz factor γ
[nsynν σTfKN(w)c] and (ii) the mean energy of the scattered photons

[
4
3γ

2gKN(w)hν
]
. In the Thomson

regime (w ≪ 1), the cross section is σT and the mean energy of scattered photons is 4
3γ

2hν for a
seed synchrotron photon of frequency ν, so that fKN(w) = gKN(w) = 1 for w ≪ 1. The expressions
for fKN (Klein & Nishina, 1929) and gKN are

fKN(w) =
3

4

[
1 + w

w3

(
2w(1 + w)

1 + 2w
− ln(1 + 2w)

)
+

1

2w
ln(1 + 2w)− 1 + 3w

(1 + 2w)2

]
, (5.61)

gKN(w) =
1

8w4(1 + 2w)3fKN(w)
×
[
(18w + 102w2 + 186w3 + 102w4 − 20w5)

−(9 + 60w + 141w2 + 126w3 + 12w4 − 24w5) ln(1 + 2w)
]
, (5.62)

where Eq. 5.62 is obtained assuming that the upscattered photon energy distribution probability is a
Dirac function such that after the IC scattering, hν → gKN(w)× 4

3γ
2hν. I show the representations
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of fKN and gKN on the left panel of Fig. 5.7. For simplicity, we do not write explicitly in Eq. 5.59
the dependency on the angle between the upscattered photon and the scattering electron which is
discussed in Jones (1968); Nakar et al. (2009). We assume an isotropic seed radiation field. We
also only account for single IC scatterings as the effects of multiple scatterings are expected to be
negligible since the afterglow is produced in the optically thin regime.

10−4 10−3 10−2 10−1 100 101 102

w = γhν/mec
2

10−3

10−2

10−1

100

f K
N

(w
),
g K

N
(w

),
f K

N
(w

)g
K

N
(w

)

fKN(w)

gKN(w)

fKN(w)gKN(w)

10−3 10−2 10−1 100 101 102 103

w = γhν/mec
2

10−5

10−4

10−3

f K
N

(w
)g

K
N

(w
)4 3
γ

2
h
ν

Fig. 5.7: Left: Cross-section correction for IC diffusions fKN(w) = σ(w)/σT (dash-dotted line); Correction
for the mean scattered photon energy gKN(w) (dashed line); and product fKN(w)gKN(w) as it appears in
the expression in Eq. 5.59 (solid line) as a function of w = γhν/mec

2. In the Thomson limit w ≪ 1,
fKN(w) ≃ gKN(w) ≃ 1. Right: Mean upscattered photon energy multiplied by the interaction cross-section
correction as a function of w. The black line represents the case described by Eqs. 5.61 and 5.62, while the
orange line is obtained with the approximation that we use in our model: fKN(w) = 1 for w ≤ 1 and 0
otherwise.

The Compton parameter is defined by

Y (γ) =
P SSC(γ)

P syn(γ)
. (5.63)

When SSC scatterings all occur in the Thomson regime, the Compton parameter is constant,
which allows to easily compute the synchrotron and SSC spectra self-consistently (see for exam-
ple Panaitescu & Kumar 2000; Sari & Esin 2001; Beniamini et al. 2015). Here, we take into account
KN corrections, which affect the IC component, but also the synchrotron component (Nakar et al.,
2009) that can deviate significantly from the standard spectrum computed by Sari et al. (1998), as
also discussed by Derishev et al. (2001); Bošnjak et al. (2009); Daigne et al. (2011) in the context
of the prompt GRB emission.

Following Nakar et al. (2009) and using the same notations, we simplify the IC cross-section by
assuming that scatterings are entirely suppressed in the KN regime: fKN(w) = 0 for w ≥ 1. We
compare this assumption with the more precise definitions of fKN and gKN on the right panel of
Fig. 5.7. Then, a synchrotron photon produced by an electron with Lorentz factor γ can only be
upscattered by electrons with Lorentz factors below a certain limit γ̂ to remain in the Thomson
regime, i.e.

γ̂ =
mec

2

hνsyn(γ)
∝ γ−2 . (5.64)

Note that γ̂ is a decreasing function of γ: if the energy of the synchrotron photon is higher, the
maximum energy of any electron on which it could be upscattered in the Thomson regime must be
lower. Technically, we should always write γ̂(γ), but we will simplify the notations by only writing
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γ̂. For example, γ̂(γm) will be noted γ̂m. In an equivalent way, electrons with Lorentz factor γ will
only scatter photons below the energy

hν̃ =
mec

2

γ
. (5.65)

Then it is also convenient to define γ̃ such that νsyn(γ̃) = ν̃, i.e.

γ̃ =

√
γmec2

hνsyn(γ)
∝ γ−1/2 . (5.66)

Electrons with a Lorentz factor γ can only scatter synchrotron photons produced by electrons with
Lorentz factors below γ̃. The Lorentz factor γself is defined by the condition

γself = γ̂self = γ̃self =

(
mec

2

hK2B

)1/3

. (5.67)

The term mec
2/hK2 = 2πm2

ec
3/Kνeh ≈ 4.4×1013 G is the quantum critical field BQED above which

quantum effects become non-negligible. In GRB jets, B ≪ BQED. Finally, from Eqs. 5.64, 5.66 and
5.67, we find these useful relations:

γ̂ =
γ3self
γ2

, (5.68)

γ̃ =
γ
3/2
self

γ1/2
. (5.69)

The definition of ν̃ allows to simplify the expression of the SSC power given by Eq. 5.59:

P SSC(γ) =
4

3
σTc γ

2

∫ ν̃

0
dν usynν , (5.70)

with the energy density of the seed synchrotron photons (erg · cm−3 ·Hz−1) defined as

usynν = nsynν × hν . (5.71)

Then from Eqs. 5.50, 5.63 and 5.70 we get

Y (γ) =
1

KP

∫ ν̃
0 dν usynν

uB
. (5.72)

Finally, the SSC power radiated at frequency ν (erg · s−1 ·Hz−1) for a single electron of Lorentz
factor γ, P SSC

ν (γ), is the result of IC scatterings by seed synchrotron photons of frequency νseed =
ν/
(
4
3γ

2
)

(see text above Eq. 5.61). Assuming a strict suppression in the KN regime leads to this
simple expression:

P SSC
ν (γ) =

{
σTc u

syn

νseed=ν/( 4
3
γ2)

if hν ≤ 4
3γmec

2

0 if hν > 4
3γmec

2
. (5.73)

5.4.2 Radiative Regime of a Single Electron

At the shock, the accelerated electrons can lose energy in two ways: by synchrotron and SSC
radiation, or by the adiabatic cooling due to the expansion of the shock as it propagates through the
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external medium. For the population of electrons at latitude θ and radius R, the radiative timescale
(in the comoving frame) is given by

trad(γ) =
γmec

2

Psyn(γ) + PSSC(γ)
=

mec
2

[1 + Y (γ)]K1B2γ
. (5.74)

In the case where no SSC diffusions are occurring, trad(γ) ∝ B2γ−1 is a decreasing function of γ,
the electron Lorentz factor. More energetic electrons have a shorter radiation timescale and are
therefore more efficiently radiating via synchrotron. Conversely, the characteristic timescale for
adiabatic cooling is the dynamical timescale tdyn, which is independent of γ (Eq. 5.37). For values
of γ large enough, we always have trad(γ) ≪ tdyn. Note that these quantities vary throughout the
shock propagation, but for simplicity here we do not note their dependency on θ and R.

To assess the cooling regime of a single electron, we thus define the cooling Lorentz factor γc
such that trad(γc) = tdyn, so that high-energy electrons with γ ≫ γc are radiatively efficient (fast
cooling), and low-energy electrons with γ ≪ γc are mainly cooling via the adiabatic expansion and
are radiatively inefficient (slow cooling). Then, computing self-consistently γc requires to solve the
equation

γc [1 + Y (γc)] = γsync , (5.75)

where

γsync =
mec

2

K1B2 tdyn
(5.76)

is the value of the critical Lorentz factor obtained when only taking into account the synchrotron
radiation. The procedure to compute γc and Y (γc) in the most general case where the SSC cooling
impacts the electron distribution will be discussed in Sec. 5.4.6.

5.4.3 Electron Distribution and Associated Emission

Electron distribution

I now look at the evolved electron distribution after injection at the shock, averaged over the
dynamical timescale tdyn. We note this time-averaged distribution of electrons n(γ). The instanta-
neous power of an electron is either dominated by the synchrotron and SSC radiation if γ > γc, or
by the adiabatic cooling if γ < γc (see Sec. 5.4.2). The power lost by adiabatic cooling over tdyn is

P ad(γ) =
γmec

2

tdyn
, (5.77)

and the radiative power is P syn(γ) + P SSC(γ) = [1 + Y (γ)]P syn(γ) from Eq. 5.63. We follow Nakar
et al. (2009) by keeping only the dominant term for the electron cooling, i.e.

P (γ) =

{
P ad(γ) if γ < γc

[1 + Y (γ)]P syn(γ) if γ ≥ γc
. (5.78)

During the propagation of the shock front, the average number of electrons injected per unit time is
n(γ)/tdyn, for each dynamical time step. This is the source term of the evolution equation for n(γ):

∂n

∂t
− ∂

∂γ

(
n(γ)

P (γ)

mec2

)
=
n(γ)

tdyn
, (5.79)

where n(γ) is the injection term defined in Eq. 5.44. We solve this equation for the steady state
∂n/∂t = 0, assuming that the dynamical timescale is much larger than the typical relaxation
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timescale, and obtain

n(γ) =
mec

2

P (γ)tdyn

∫ ∞

γ
dγ′n(γ′) (5.80)

=
nacce mec

2

P (γ)tdyn





1 if γ ≤ γm(
γ
γm

)1−p
if γm < γ < γmax

0 if γmax ≤ γ

. (5.81)

To inject Eq. 5.78 in Eq. 5.81, we need to introduce γc. For the population of electrons, two cases
are therefore possible:

– Either γm > γc, in which case all injected electrons have γ > γc and radiate efficiently. This is
the fast cooling regime for the population of electrons. In this case, over an integration step
tdyn, the electrons can cool radiatively down to a minimum value of γc.

– Otherwise, γm < γc, in which case only part of the electrons (again those with γ > γc) radiate
efficiently. The others are individually slow cooling. This case is the slow cooling regime for
the population of electrons. We assume that the adiabatic cooling of the electrons over the
time step tdyn is negligible, such that the minimal Lorentz factor of the distribution in this
case remains the minimal injection Lorentz factor γm.

We therefore obtain the following evolved electron distributions:

– Fast cooling regime (γm > γc):

n(γ) =
nacce mec

2

[1 + Y (γ)]P syn(γ) tdyn
×





0 if γ < γc
1 if γc ≤ γ ≤ γm(

γ
γm

)1−p
if γm ≤ γ ≤ γmax

0 if γ > γmax

=
nacce

1 + Y (γ)

γsync

γ2m
×





(
γ
γm

)−2
if γc ≤ γ ≤ γm

(
γ
γm

)−(p+1)
if γm ≤ γ ≤ γmax

. (5.82)

– Slow cooling regime (γm < γc):

n(γ) =
nacce mec

2

tdyn
×





0 if γ < γm
1

P ad(γ)

(
γ
γm

)1−p
if γm ≤ γ ≤ γc

1
[1+Y (γ)]P syn(γ)

(
γ
γm

)1−p
if γc ≤ γ ≤ γmax

0 if γ > γmax

= nacce

γsync

γ2m

(
γc
γm

)−(p+1)

×





1
1+Y (γc)

(
γ
γc

)−p
if γm ≤ γ ≤ γc

1
1+Y (γ)

(
γ
γc

)−(p+1)
if γc ≤ γ ≤ γmax

. (5.83)

where we have used Eq. 5.75 (to introduce 1 + Y (γc) in the slow cooling regime) and the relation
obtained from Eqs. 5.50 and 5.76:

mec
2

P syn(γ)tdyn
=

mec
2

K1B2γ2tdyn
=
γsync

γ2
. (5.84)

In practice, the evolved population expression derived in Eqs. 5.82 and 5.83 is only a good ap-
proximation asymptotically, when γm ≫ γc (fast cooling) or when γc ≫ γm (slow cooling). When
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γm ≃ γc, a more careful solving of Eq. 5.79 should be conducted. To keep this work analytical, we
omit this transition, and only verify that the transition between the fast and slow cooling regimes
at γm = γc is continuous with our definitions.

We now define γm,c = max (γm; γc) and γc,m = min (γm; γc) so that γm,c = γm and γc,m = γc in
fast cooling and γm,c = γc and γc,m = γm in slow cooling. The minimum electron Lorentz factor is
therefore γmin = γc,m. We also define the corresponding synchrotron frequencies νm,c = νsyn(γm,c)
and νc,m = νsyn(γc,m). These quantities will be useful to simplify the notations in the next sections.
We also always keep only the dominant term in the radiated power, i.e.

1 + Y (γ) =

{
1 if Y (γ) ≤ 1

Y (γ) if Y (γ) > 1
. (5.85)

As described in detail in Nakar et al. (2009), the resulting evolved electron distribution n(γ) shows
several breaks in addition to γm and γc: another break is expected at γ0, defined such that

Y (γ0) = 1 (5.86)

and several additional breaks are possible and must be identified in an iterative way, as described
in Sec. 5.4.6.

Following Sari et al. (1998) and Nakar et al. (2009), we approximate n(γ) and the associated
synchrotron spectrum by broken power-laws to allow for a semi-analytical calculation. Electrons
Lorentz factors are normalized by γm,c, i.e. x = γ/γm,c, and photon frequencies by νm,c, i.e. y =
ν/νm,c. Hence, from Eq. 5.53 the normalized synchrotron frequency of an electron with normalized
Lorentz factor x is y = x2. In the following, the notations introduced for characteristic electron
Lorentz factors or photon frequencies are implicitly conserved for the normalized quantities. For
instance xself = γself/γm,c, x̂ = γ̂/γm,c = x3self/x

2, ν̃ = ν̃/νm,c = x̃2, etc.

Normalized electron distribution

Due to the introduction of SSC diffusions in both Thomson and KN regimes, we expect the
electron distribution n(γ) to have several breaks. In the most general case, we therefore express it
in the form

n(γ) =
1

I0

nacce

γm,c
f(x) , (5.87)

where f(x) is the normalized broken power-law electron distribution with N breaks and power-law
segments:

f(x) =





x−p1 if x1 ≤ x ≤ x2
xp2−p12 x−p2 if x2 ≤ x ≤ x3

xp2−p12 xp3−p23 x−p3 if x2 ≤ x ≤ x3
...

...
xp2−p12 xp3−p23 · · · xpN−pN−1

N x−pN if xN ≤ x ≤ xN+1

(5.88)

with x1 = γmin/γm,c and xN+1 = γmax/γm,c. The dimensionless integral I0 is given by

I0 =

∫ xN+1

x1

f(x) dx , (5.89)

to conserve the number density of electrons:
∫ γmax

γmin

n(γ) dγ = nacce . (5.90)

Other choices of normalization can be made. For example, we explored the possibility to have
the correct radiative efficiency instead of the correct number density of electrons, but found this
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other choice to be more challenging to implement. This essentially leads to other definitions of the
normalization integrals but does not alter the method that I present here. I will not detail these
other possibilities here.

Normalized synchrotron spectrum

The synchrotron power per electron and per unit frequency psynν (erg · s−1 ·Hz−1 · electron−1)
averaged over the timescale tdyn is deduced from Eq. 5.54 using the simplified shape for Φ (Eq. 5.58).
This leads to a broken power-law synchrotron spectrum:

psynν =
1

nacce

∫ γmax

γmin

dγ n(γ)P syn
ν (γ) (5.91)

=
γ2m,cmec

2

γsync νm,c tdyn
× 4

3
y1/3

∫ xN+1

max (x1;y1/2)
dx

f(x)

x2/3
, (5.92)

where we used the definition of γsync from Eq. 5.76 and the relation νm,c = K2Bγ
2
m,c from Eq. 5.53.

Again following the approach of Sari et al. (1998) and Nakar et al. (2009), we define a spectral shape
g(y) for psynν in the form of power-law segments. In this definition, we want to ensure that the total
synchrotron power per electron psyn (erg · s−1 · electron−1) is conserved:

psyn =

∫ ∞

0
dν psynν (5.93)

=
1

nacce

∫ γmax

γmin

dγ n(γ)P syn(γ) (5.94)

=
I2
I0

γ2m,cmec
2

γsync tdyn
, (5.95)

where we have used Eq. 5.50 and defined the dimensionless factor

I2 =

∫ xN+1

x1

dxx2f(x) . (5.96)

Using Eqs. 5.92 and 5.93, we therefore express

psynν ≃ 1

J0

I2
I0

γ2m,cmec
2

γsync νm,c tdyn
× g(y) , (5.97)

where the dimensionless factor J0 is

J0 =

∫ xN+1

0
dyg(y) . (5.98)

The spectral shape g(y) is obtained from Eq. 5.92 and by keeping only the dominant term in the
integral of f(x)/x2/3. There are two main cases: either y1/2 < x1, in which case the integral is a
constant factor, and psynν ∝ y1/3; or y1/2 > x1, in which case, if the leading term corresponds to a
segment of f(x) of slope −pi, psynν ∝ y−

pi−1

2 . In the general case, g(y) therefore writes

g(y) =





x
1
3
−p1

1 y
1
3 if y < x21

y−
p1−1

2 if x21 < y < x22
xp2−p12 y−

p2−1
2 if x22 < y < x23

xp2−p12 xp3−p23 y−
p3−1

2 if x23 < y < x24
...

...
xp2−p12 xp3−p23 · · · xpN−pN−1

N y−
pN−1

2 if x2N < y < x2N+1

. (5.99)
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Finally we define νp as the peak frequency of the synchrotron spectrum, i.e. the frequency ν
where ν2psynν is maximum. This peak frequency corresponds to synchrotron photons emitted by
electrons at Lorentz factor γp, i.e. νp = νsyn(γp). We note ip the corresponding index of the break
in the normalized distributions: xp = xip and yp = yip = x2p.

Normalized SSC spectrum

The SSC power per electron and per unit frequency pSSCν (erg · s−1 ·Hz−1 · electron−1) emitted
over the timescale tdyn is deduced from Eq. 5.73 with usynν (Eq. 5.71) now expressed as

usynν = nacce psynν tdyn . (5.100)

This leads to

pSSCν =
1

nacce

∫ γmax

γmin

dγ n(γ)P SSC
ν (γ) (5.101)

≃ 1

J0

I2
I0

τT
I0

γ2m,cmec
2

γsync νm,c tdyn
×G(y) , (5.102)

where
τT = nacce σT ctdyn (5.103)

is the Thomson optical depth and where the normalized spectral shape is given by

G(y) =

∫ xN+1

max

(
x1;

3
4

hνm,c

γm,cmec2
y

) dx f(x) g

(
yseed =

3

4

y

γ2m,cx
2

)
. (5.104)

The cutoff at xKN = γKN/γm,c with

γKN =
3

4

hν

mec2
(5.105)

is a direct consequence of the strict suppression assumed in the KN regime in Eq. 5.73: the VHE
flux due to the scatterings occurring in the KN regime is neglected. Yamasaki & Piran (2022)
introduce a factor fKN in their calculations to compensate this approximation, which we do not
include here. The KN regime affects the high energy part of the emitted spectrum: above a photon
energy hν = 4

3γminmec
2, we have γKN > γmin and the SSC emission is reduced. The SSC emission

is even entirely suppressed (G(y) = 0) at very high photon energy hν > 4
3γmaxmec

2 corresponding
to γKN > γmax.

In practice, G(y) is computed exactly in our numerical implementation. Note also that J0 ≃ 2I2
when only the leading term is kept in the integrals. However all dimensionless factors I0, I2 and
J0 are also computed exactly in our numerical implementation, which ensures the continuity of
the electron distribution and emitted spectrum at the transition from the fast to the slow cooling
regime, as well as between the different possible cases in both regimes (see Sec. 5.4.6). Because
G(y) is computed analytically in our numerical implementation, its shape appears smoother and
the segments corresponding to the combinations of the segments of f(x) and g(y) add up at the
transitions. This is clearly visible in e.g. Fig. 6.11.

5.4.4 The Pure Synchrotron Case

The standard pure synchrotron case where the SSC emission is neglected (i.e. Y (γ) = 0 for all
electrons) is fully described in Sari et al. (1998). From Eq. 5.75, we have γc = γsync in this case.
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– In the fast cooling regime (γm > γc), the normalized distributions are given by

f(x) =

{
x−2 if x1 < x < x2

xp−1
2 x−(p+1) if x2 < x < x3

, (5.106)

g(y) =





x
−5/3
1 y1/3 if y < x21
y−1/2 if x21 < y < x22

xp−1
2 y−p/2 if x22 < y < x23

, (5.107)

with x1 = γc/γm, x2 = 1 and x3 = γmax/γm.
– In the slow cooling regime (γm < γc), they are given by

f(x) =

{
x−p if x1 < x < x2

x2 x
−(p+1) if x2 < x < x3

, (5.108)

g(y) =





x
1
3
−p

1 y
1
3 if y < x21

y−(p−1)/2 if x21 < y < x22
x2 y

−p/2 if x22 < y < x23

, (5.109)

with x1 = γm/γc, x2 = 1 and x3 = γmax/γc.

Calculations using this prescription are labelled as "no SSC" in the following.

5.4.5 The Synchrotron Self-Compton Case in Thomson regime

If the KN regime is neglected, all IC scatterings occur in Thomson regime and the Compton
parameter is the same for all electrons: Y (γ) = Y noKN = cst. The corresponding solution is
given by Sari & Esin (2001): the normalized distributions f(x) and g(y) are the same as in the
pure synchrotron case above (Eqs. 5.106 – 5.109), but the value of the critical Lorentz factor γc is
decreased due to the IC cooling:

γc = γsync /
(
1 + Y noKN

)
. (5.110)

Using Eqs. 5.72, 5.97 and 5.100, we get

Y noKN
(
1 + Y noKN

)
=

1

KP

p− 2

p− 1

ϵe
ϵB

γm,c
γc,m

I2
I0
. (5.111)

As I2/I0 is a function of γc
γm

= 1
1+Y noKN

γsync
γm

, this is an implicit equation to be solved numerically to
obtain Y noKN and γc. The limits are

(
1 + Y noKN

)
Y noKN =

{ 1
KP

ϵe
ϵB

if γm ≫ γc

1
KP

ϵe
ϵB

1
3−p

(
γm
γsync

)p−2
if γm ≪ γc

, (5.112)

I give the details for this calculation in the general case in Sec. 5.4.6. Calculations using this
prescription are labelled as "SSC (Thomson)" in the following.

5.4.6 Self-consistent Calculation of the Electron Distribution and the Compton
Parameter in the General Case

Normalized Compton parameter

In the general case where the KN suppression at high energy is included, the Compton parameter
Y (γ) is a decreasing function of the electron Lorentz factor. From Eqs. 5.72, 5.97 and 5.100, we get

Y (γ) (1 + Y (γc)) =
1

KP

p− 2

p− 1

ϵe
ϵB

γm,c
γc,m

I2
I0

1

J0

∫ ỹ

0
dy g(y) . (5.113)
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Note that for low electron Lorentz factors γ, ν̃ becomes very large so that, for ν̃ > νsyn(γmax),
we recover the Thomson regime, where the right-hand side of Eq. 5.113 is formally the same as in
Eq. 5.111, even if the integrals I0 and I2 are different if the normalized electron distribution f(x) is
different.

As described in Nakar et al. (2009), when keeping only the leading term in the integral of g(y),
the corresponding scaling law for the Compton parameter is Y (γ) = cst if ν̃ is above the synchrotron
peak frequency νp and Y (γ) ∝ γ−

3−p̃
2 otherwise, where p̃ is the slope of electron distribution in the

power-law segment of the electron distribution including γ̃. The evolution of Y (γ) can be understood
as follows: for low values of γ, ν̃(γ) > νp. The population of scattered photons is dominated by
the peak photons and the integral in Eq. 5.113 is roughly constant. As γ increases, ν̃ decreases and
when ν̃(γ) < νp, the majority of the population of upscattered photons is therefore at ν̃(γ) ∝ γ−1

(Eq. 5.65). Therefore Y (γ) ∝ γ−1−α̃ (from Eq. 5.113), where α̃ is the slope of corresponding segment
in g(y), i.e. α̃ = − p̃−1

2 . This leads us to introduce a normalized Compton parameter defined by

Y (γ) (1 + Y (γc)) =
1

KP

p− 2

p− 1

ϵe
ϵB

γm,c
γc,m

I2
I0
h(x) , (5.114)

where h(x) follows this scaling and is normalized so that Eq. 5.114 has the exact limit in the Thomson
regime. This leads to

h(x) =





1 if x < x̂p

x̂
3−pip−1

2
p x−

3−pip−1

2 if x̂p < x < x̂ip−1

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 x−

3−pip−2

2 if x̂ip−1 < x < x̂ip−2

...
...

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 · · ·

· · · x̂
p2−p1

2
2 x−

3−p1
2 if x̂2 < x < x̂1

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 · · ·

· · · x̂
p2−p1

2
2 x̂

p1
2
− 1

6
1 x−4/3 if x > x̂1

. (5.115)

We recall that ip is the index of the break corresponding to the peak frequency of the synchrotron
spectrum. In most cases (see Appendix A) we have ip = 2, leading to

h(x) =





1 if x < x̂2

x̂
3−p1

2
2 x−

3−p1
2 if x̂2 < x < x̂1

x̂
3−p2

2
2 x̂

p1
2
− 1

6
1 x−4/3 if x > x̂1

. (5.116)

Self-consistent solution for the normalized electron distribution

Following Nakar et al. (2009), we define γ0 by Y (γ0) = 1 (Eq. 5.86) and assume 1+Y (γ) = Y (γ)
for γ < γ0 and 1 otherwise. As Y (γ) is a decreasing function with a constant first segment, if
Y (γ) < 1 for γ < max (γc; γ̂p), then Y (γ) < 1 for all values of γ and γ0 is therefore undefined. In
these cases, we retrieve the "no SSC" solution. From Eqs. 5.82 and 5.83, this shows that the IC
cooling will only affect the electron distribution in the interval

max (γc; γ̂p) < γ < γ0 . (5.117)

Therefore the solution is entirely determined by the orderings of γm, γc, γ0, γ̂m and γ̂c, or equivalently
by the ordering of γm, γc, γ0 and γself . All possible cases and the corresponding solutions are listed
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in Appendix A. In some cases, subcases are introduced as breaks can appear at γ̂0, ̂̂γm, ̂̂γc, etc.
All the most relevant cases for GRB afterglows are already described in Nakar et al. (2009) along
with the detailed method to obtain the corresponding solution for the electron distribution. For
completeness, I list in Appendix A the additional cases allowing to fully describe the parameter
space, even in regions unlikely to be explored in GRBs.

Calculation of the critical Lorentz factor γc

From Eq. 5.114, we get the following equation for Y (γc):

Y (γc) =





A γm
γsync

I2
I0
h(xc) if γm > γc

A γsync
γm

I2
I0
h(xc) if γm < γc andY (γc) < 1

(
A γsync

γm
I2
I0
h(xc)

)1/3
if γm < γc andY (γc) > 1

(5.118)

where A = 1
KP

p−2
p−1

ϵe
ϵB

is a constant as the microphysics parameter ϵB, ϵe and p are assumed to
be constant during the forward shock propagation. Note that xc = 1 in the slow cooling regime
γm < γc. A second useful relation is obtained from Eq. 5.114 and the definition of γ0:

Y (γc) =
Y (γc)

Y (γ0)
=
h(xc)

h(x0)
. (5.119)

This leads to an iterative procedure to compute Y (γc), and deduce γc

γc =

{
γsync if Y (γc) < 1

γsync /Y (γc) if Y (γc) > 1
. (5.120)

We start by assuming Y (γc) = Y noKN as defined in Sec. 5.4.5 and then iterate as follows:

1. Compute γc from Eq. 5.120.

2. Knowing γm, γc, γself , scan the different possible cases for the ordering of γm, γc, γ0, γ̂m and
γ̂c (and additional characteristic Lorentz factors for some cases) as listed in Appendix A and
compute γ0 from Eq. 5.119, which can be analytically inverted as provided for each case in
Appendix A. Formally, this scan reduces to only a few cases on a vertical line of constant γself
in the (γself ; γ0) diagrams of Fig. A.1. We stop the scan of the possible cases when the ordering
of all characteristic Lorentz factors including the obtained value of γ0 is the correct one.

3. Having identified the correct case and therefore knowing the expression of f(x), compute the
integrals I0 and I2.

4. Knowing also the expression of h(x), compute an updated value of Y (γc) from Eq. 5.118.

5. Start a new iteration at step 1 until convergence.

In practice we stop the procedure when the relative variation of γc in an iteration falls below ϵtol.
We use ϵtol = 10−4, which is reached in most cases in less than 20 iterations. In the context of a full
afterglow light curve calculation, as we expect Y to vary smoothly during the jet propagation, we
use the value of Y (γc) obtained at the previous step of the dynamics instead of Y noKN to start the
iterative procedure. Then we usually reach a convergence in only a few iterations.
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Maximum electron Lorentz factor and synchrotron burnoff limit

The maximum Lorentz factor γmax of accelerated electrons is defined in Section 5.3 and is reached
when the acceleration timescale becomes longer than the cooling timescale, i.e.

tacc(γmax) = min(trad(γmax); tdyn) , (5.121)

where the dynamical timescale tdyn and the acceleration timescale tacc are defined by Eqs. 5.37 and 5.48.
From Eqs. 5.74 – 5.75, the radiative timescale trad is given by

trad(γ) =
tdyn

1 + Y (γ)

γsync

γ
. (5.122)

Eq. 5.121 can then be rewritten

min

[
1;

γsync

γmax(1 + Y (γmax))

]
= K̃γmax , (5.123)

with
K̃ = Kacc

mec

eBtdyn
. (5.124)

Then γmax is the solution of

γ2max[1 + Y (γmax)] =
γsync

K̃
(5.125)

except in unlikely cases where electrons at γmax are slow cooling (γmax < γc), that lead to γmax =
1/K̃.

In the present version of the model, we assume γmax ≫ γm so that the calculation of γc and
the identification of the radiative regime and associated normalized electron distribution f(x) and
Compton parameter h(x) is independent of γmax (see Sec. 5.4.6). Therefore the maximum Lorentz
factor is determined once this radiative regime is identified. We follow an iterative procedure where
the segments of h(x) are explored successively starting from the last segment x > x̂1 (highest Lorentz
factors):

1. We check if there is a solution of Eq. 5.125 in this segment, with the usual approximation for
1 + Y , i.e.

γsync

K̃
=

{
γ2max if Y (γmax) < 1

γ2maxY (γmax) if Y (γmax) > 1
, (5.126)

where Y (γmax) is computed from Eq. 5.114, which leads to

Y (γmax) =





A γm
γsync

I2
I0
h(xmax) if γm > γc

A γsync
γm

I2
I0
h(xmax) if γm < γc and Y (γmax) < 1

(
A γsync

γm
I2
I0
h(xmax)

)1/3
if γm < γc and Y (γmax) > 1

. (5.127)

The pre-factor A is the same as in Eq. 5.118.

2. If there is a solution in the considered segment, we stop the iterative procedure and keep the
following value for the maximum electron Lorentz factor:

– the solution γmax found in the segment if γmax > γc (fast cooling);
– the solution γmax = 1/K̃ otherwise (slow cooling).

3. If there is no solution in the considered segment:
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– If the next segment is still at least partially in fast cooling regime (i.e. the upper bound
is above γc), we start a new iteration at step 1. using this new segment;

– otherwise we stop the iterative procedure and keep for γmax the slow cooling solution
γmax = 1/K̃.

In most cases, the maximum electron Lorentz factor is large enough to be in fast cooling regime
(γmax > γc so that trad(γmax) < tdyn) with a negligible IC cooling (Y (γmax) < 1). In this case, the

maximum Lorentz factor γmax =

√
γsync /K̃ leads to the usual synchrotron burnoff limit (see e.g.

Piran & Nakar, 2010) for the high-frequency cutoff of the synchrotron spectrum in the comoving
frame hνmax = hνsyn(γmax) = K2Bγ

syn
c /K̃:

hνmax =
1

KPmax
3he2

σTmec
Kacc

=
160MeV

KPmax Kacc
. (5.128)

For the best-fit parameters of the afterglow of GW 170817 presented in Sec. 6.2, the Lorentz factor
of the core jet at tpeak is Γ ∼ 10. The limit is thus expected at ∼ 1 GeV in the observer frame, as
seen in Fig. 6.7.

Final calculation of the emission in the comoving frame

The procedure described in the previous paragraph allows not only to compute γc but also to
identify the relevant case for the distribution of electrons and the Compton parameter (as listed in
Appendix A). Therefore the functions f(x), g(x) and h(x) are known, and the function G(x) can be
computed. Using Eqs. 5.97 and 5.102, this finally allows to compute at any frequency psynν and pSSCν ,
the synchrotron and SSC powers per electron and per unit frequency averaged over the timescale
tdyn.

5.4.7 Pair Production

At VHE, another process can affect the emissivity: the production of electron-positron pairs from
the interaction of two photons: γ + γ −→ e+ + e−. This process called pair production depletes
the SSC flux with more efficiency for the highest photons energies. In fact, pair production has an
energy threshold to start occurring: if the two photons have energies hνseed and hν, the relation
hνseedhν > 2(mec

2)2/(1−cos θ), where θ is the interaction angle, must be satisfied to enable potential
pair production. The cross-section is then defined as

σγγ(ν; νseed)

σT
=

3

16

(
1− y2

) [(
3− y4

)
ln

1 + y

1− y
− 2y

(
2− y2

)]
, (5.129)

where

y2 = 1− 2

(
mec

2
)2

hνseedhν (1− cos θ)
, (5.130)

and y = 0 corresponds to the threshold energy, while y = 1 is the limit case where the energy of one
of the photons is infinite. We account for this mechanism by a simplified treatment, assuming an
isotropic distribution of the low-energy seed photons, as for the SSC calculation, and approximating
the cross section for pair production by a Dirac function at twice the threshold of the interaction,
where the cross-section for pair production is maximum (indeed, the distribution is very peaked
around this value, see Gould & Schréder 1967). In this context, VHE photons of frequency ν can
produce pairs by interacting with low-energy photons at frequency

νseed = 2

(
mec

2
)2

h2ν
, (5.131)
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The characteristic timescale of this interaction is approximately given by

1

tγγ(ν)
=

∫ ∞

0
dνseednνseedcσγγ(ν; νseed) , (5.132)

where we assume for simplicity4

σγγ(ν; νseed) ≃ σTνseedδ

(
νseed − 2

(
mec

2
)2

h2ν

)
. (5.133)

Using the definition uν = nνhν (see Eq. 5.100) we therefore obtain

tγγ(ν) =
h

σTc

[
u
νseed=2

(mec2)
2

h2ν

]−1

, (5.134)

where uν = usynν + uSSCν = nacce

(
psynν + pSSCν

)
tdyn. From the definition of τT (Eq. 5.103), this leads

to

tγγ(ν) =
h

τT

[
(
psynνseed + pSSCνseed

)
νseed=2

(mec2)
2

h2ν

]−1

. (5.135)

For very high frequencies ν, the seed photons for pair production have a low frequency and psynνseed +
pSSCνseed

≃ psynνseed .
The total emitted power per electron pν = psynν + pSSCν is then corrected by a factor

tγγ(ν)

tdyn

(
1− e−tdyn/tγγ(ν)

)
, (5.136)

which in practice only attenuates the SSC component at high frequency where tγγ(ν) ≪ tdyn. The
effect of pair production on the SSC flux can be seen in Fig. 6.11.

5.4.8 Extragalactic Background Light

VHE photons also interact with infrared photons from distant galaxies to produce pairs on their
path between the source and the observer. The diffuse extragalactic infrared radiation is part of
the larger-band EBL spanning mostly frequencies from the infrared to the ultraviolet. The EBL
is mostly due to star formation in distant galaxies. The interaction of VHE photons with the
EBL leads to an exponential cutoff of the observed flux at the highest energies above ∼ 1 TeV.
Since these interactions occur during the photon propagation, this effect causes a stronger flux
depletion for distant sources by increasing the optical depth. However, the details of the optical
depth require to know with precision the spectral energy distribution of the EBL, in particular in
infrared corresponding to the photons producing pairs after interacting with ∼ 1 TeV VHE photons.
This is currently challenging to measure and different works find slightly different values (see e.g.
Franceschini et al. 2008; Finke et al. 2010; Domínguez et al. 2011; Gilmore et al. 2012). For a recent
estimate, used to determine the intrinsic VHE emission of GRB 221009A in LHAASO Collaboration
et al. (2023), see Saldana-Lopez et al. (2021) and references therein. The typical effect of the VHE
flux attenuation due to EBL can be seen on the spectrum of GRB 190114C in Fig. 4.3 (right), where
the white data points correspond to the observed flux, and the yellow points to the intrinsic emitted
flux after removing the EBL absorption on the line of sight. This effect is only dependent on the

4Technically, the exact cross-section (Eq. 5.129) peaks for y ≃ 0.7. We express the cross-section with Eq. 5.133
rather than Eq. 5.129, which is normalised to match the exact cross-section for a power-law spectrum of the seed
photons of slope β = 2.3. A more careful treatment can be implemented in the future where the optical depth is
computed exactly using the exact shape of the synchrotron and SSC photon fields.
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distance to the source and the energy of the photon considered, and can therefore be included as
a post-processing step using tabulated values of the EBL flux from the literature. In Chapter 6, I
discuss specifically the afterglow of GW 170817 which is located only at ∼ 40 Mpc. Therefore, it is
not necessary in this case to account for the effects of the EBL.

5.4.9 Synchrotron Self-absorption

At low photon energies (typically in the radio band), another process can lead to a depletion of
the emitted synchrotron flux: synchrotron self-absorption. This process is exactly the opposite
to synchrotron radiation: an electron with a relativistic motion in a magnetic field can absorb a
seed photon during its gyration. The absorbed photon then gives away its energy to the electron,
which in principle should affect the overall electron distribution n(γ) by adding higher-energy elec-
trons and removing lower-energy electrons in the distribution. In good approximation, synchrotron
self-absorption can be only assumed to affect the radio spectrum without modifying the electron dis-
tribution as it does not re-inject sufficient energy. The cross-section for synchrotron self-absorption
of a photon with frequency ν by an electron with Lorentz factor γ is

σSSA(γ; ν) =
1

8πmeν2
pν
γ

[
2− d lnn(γ)

dγ

]
, (5.137)

where pν = psynν + pSSCν . Synchrotron self-absorption is most efficient at low energies, such that
pν ≃ psynν . The characteristic timescale for synchrotron self-absorption is approximately given by

1

ta(ν)
=

c

8πmeν2
×
∫ γN+1

γ1

dγ

γ
n(γ)pν

[
2− d lnn(γ)

dγ

]
. (5.138)

We can define the critical frequency for synchrotron self-absorption νa such that

ta(νa) = tdyn . (5.139)

For ν ≫ νa, synchrotron self-absorption occurs on a timescale longer than the dynamical timescale
and is therefore not efficient, while for ν ≪ νa, it will affect the emission profile and the electron
distribution.

In the context of our self-consistent model for synchrotron and SSC emission, we introduced
in Sec. 5.4.6 the functions f(x), h(x) and g(y) without accounting for νa which in principle will
add a new break at low x in f(x) and at low y in g(y). However, at high x, h(x) ≪ 1 in most
cases. This effect should therefore not contribute to any modification of the VHE spectrum in most
cases. Because this work is mainly motivated by modelling VHE emission, we have not included
synchrotron self-absorption in the model yet, and leave it for future work. In a similar fashion as
for our treatment of pair production, we can simply correct the total emitted power per electron by
a factor

ta(ν)

tdyn

(
1− e−tdyn/ta(ν)

)
. (5.140)

5.5 Observed Flux

Once the emissivity in the comoving frame is known (Sec. 5.4), the flux measured by a distant
observer with a viewing angle θv can then be computed by an integration over equal-arrival time
surfaces, taking into account relativistic Doppler boosting and relativistic beaming, as well as the
effect of cosmological redshift. This leads to the following expression of the flux density (erg · s−1 ·
cm−2 ·Hz−1) in the observer frame measured at time tzobs and frequency νzobs(Woods & Loeb, 1999):

Fνzobs (t
z
obs) =

1 + z

4πD2
L

∫ ∞

0
dr

∫ π

0
dψ

∫ 2π

0
dϕ r2 sinψ ×

[
D2(r, ψ, t) 4πj′ν′ (r, ψ, ϕ, t)

]
t=

tz
obs
1+z

+ r
c
cosψ

,

(5.141)
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 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

Fig. 5.8: Coordinates and notations used
in the expression of the observed flux.

where we use spherical coordinates (r;ψ;ϕ) with the polar axis equal to the line-of-sight, ψ and ϕ
the colatitude and longitude, and the jet axis in the direction (ψ = θv, ϕ = 0) (see Fig. 5.8), and
where z and DL are the redshift and the luminosity distance of the source. Note that the angle ψ
differs from θ used in Sec. 5.2 which is measured from the jet axis. The time t (source frame) and
frequency ν ′ (comoving frame) are given by

t =
tzobs
1 + z

+
r

c
cosψ (5.142)

ν ′ = (1 + z)
νzobs

D (r, ψ, t)
. (5.143)

The Doppler factor is expressed as

D(r, ψ, t) =
1

Γ(r, ψ, t) (1− β(r, ψ, t) cosψ)
(5.144)

and j′ν′ is the emissivity (erg · cm−3 · s−1 ·Hz−1 · sr−1) in the comoving frame. I provide the details
of the derivation of Eq. 5.141 in Appendix C. Note that the condition on t for the computation
of the emissivity under the integral implies that for a given observer time tzobs, the flux received
comes from regions where those closer to the line of sight (ψ → 0) radiated at later times than those
further away. In the case of a decelerating afterglow jet, the bolometric emissivity decreases during
the deceleration. The properties of the observed light curve arise therefore from a balance between
the angle of the regions that contribute to the flux at a given time, their emissivity at the time of
emission and the spectral properties of the emissivity.

In practice, following the discretization of the jet structure described in Sec. 5.1, the observer
frame flux density Fνzobs (t

z
obs) is computed as Fνzobs (t

z
obs) =

∑N
i=0 F

(i)
νzobs

(tzobs), where F (i)
νzobs

(tzobs) are
the contributions of the core jet (i = 0) and lateral rings (i ∈ J1, NK). To compute each contribution,
the thin shell approximation allows to reduce the double integral over r and ψ in Eq. 5.141 to a
simple integral over r, or equivalently over ψ or t, as I show in Appendix C. In addition, to improve
the computation time, the remaining integral on ϕ is computed analytically. This leads to

F
(i)
νzobs

(tzobs) =
1 + z

4πD2
L

t
(i)
max(t

z
obs)∫

t
(i)
min(t

z
obs)

dt

[
c

2Γ(t)R(t)

∆ϕi (θv;ψi(t
z
obs; t))

2π
D2(tzobs; t) 4πNe(R(t))p

′
ν′(t)

]

t=
tz
obs
1+z

+ r
c
cosψ

.

(5.145)
where

cos (ψi(t
z
obs; t)) =

c

Ri(t)

(
t− tzobs

1 + z

)
, (5.146)

Di(t
z
obs; t) =

1

Γi(t)
(
1− βi(t) cosψi(tzobs; t)

) , (5.147)

Ne(r) = ζ
Mext(r)

mp
(5.148)
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is the number of shock-accelerated electrons per unit solid angle (Mext(r) is defined in Eq. 5.24),
and p

′(i)
ν′ (t) is the power per unit frequency and per electron in the comoving frame computed in

Sec. 5.4 and and evaluated here at time t and comoving frequency ν ′ = (1 + z)νzobs/Di (t
z
obs; t). I

provide the details of the derivation of Eq. 5.145 in Appendix C.
The limits of the integral t(i)min(t

z
obs) and t(i)max(tzobs) are defined by the condition ψmin,i ≤ ψi (t

z
obs; t) ≤

ψmax,i, (see Appendix C) where

ψmin,i =





θmin,i − θv if θv ≤ θmin,i

0 if θmin,i ≤ θv ≤ θmax,i

θv − θmax,i if θmax,i ≤ θv ≤ π/2
, (5.149)

and ψmax,i = θv + θmax,i, i.e.

t− Ri(t)

c
cos (ψmax,i) ≤

tzobs
1 + z

≤ t− Ri(t)

c
cos (ψmin,i) . (5.150)

Finally, we use the exact analytical calculation of the geometrical term ∆ϕi defined by ∆ϕi(θv;ψ) =∫ 2π
0 dϕfi(θv;ψ;ϕ), where fi(θv;ψ;ϕ) = 1 if the direction (ψ;ϕ) is contained in the component i (core

jet or ring) and 0 otherwise. The analytical expression of ∆ϕi(θv;ψ) is presented in Appendix D.
The numerical implementation allows to select the level of approximation for the SSC emission

(synchrotron only, Thomson or full calculation) and to include or not the attenuation due to the
pair production (Sec. 5.4.7).

5.6 Comparison with other Afterglow Models

The most standard afterglow model assuming synchrotron radiation by a population of shock-
accelerated electrons has been used in multiple works (e.g. Sari et al. 1998; Panaitescu & Kumar
2000; Sari & Esin 2001; Gill & Granot 2018; Ryan et al. 2020). However, some differences between
the various models can be expected, in particular depending on the flux normalization method and
the calculation of the jet dynamics. I now compare the results obtained with the model presented
in this chapter to two other models of the afterglow of a structured jet: the model presented in
Gill & Granot (2018) and afterglowpy, a public Python module to calculate GRB afterglow light
curves and spectra, based on Ryan et al. (2020). Concerning the SSC component, we verified that
we retrieve the subcases presented in Nakar et al. (2009), as discussed in Appendix A.

The first comparison is straightforward: with our default values of the normalization coefficients
Kν and KP, the assumptions (dynamics, microphysics, radiation, calculation of observed quantities)
of our model in the pure synchrotron case are exactly the same as in Gill & Granot (2018). We
checked that we reproduce exactly the different cases in their Fig. 4. Some differences of notation
are discussed and the reproduction of the figures are shown in Appendix B.

The case of afterglowpy requires a more detailed comparison as there are differences in some
treatments of the afterglow physics:

1. Early dynamics: In afterglowpy, even the early-time dynamics is computed assuming the
self-similar Blandford & McKee regime, i.e.

Γ(θ; t) ∝ ϵ0(θ)
1/2n

1/2
ext t

−3/2 (5.151)

(see Sec. 2.1 in Ryan et al. 2020), whereas we include the coasting phase with Γ ∼ cst before
a smooth transition towards the self-similar regime at the deceleration radius, as described in
Sec. 5.2. Fig. 5.9 compares for a typical set of parameters the afterglow light curves from a
top-hat jet viewed on-axis in radio, optical and X-rays obtained with our model (solid line),



5.6. COMPARISON WITH OTHER AFTERGLOW MODELS 89

10−3 10−2 10−1 100 101 102

Time [days]

10−5

10−4

10−3

10−2

10−1

100

101

F
ν

[m
J
y
]

full dynamics

self-similar regime

afterglowpy

full dynamics

self-similar regime

afterglowpy

Fig. 5.9: Synthetic afterglow light curves of a top-hat jet viewed on-axis, in the synchrotron-only radiation
regime. Solid lines show the results obtained using our model with full dynamics treatment (using Eq. 5.29),
while dotted lines follow the self-similar solution at all times (Eq. 5.151). Dashed lines are obtained with
afterglowpy without lateral expansion. The fluxes are computed in radio at 3 GHz (black), in optical in
r -band at 5.06 × 1014 Hz (blue) and in X-rays at 1 keV (red). The parameters used for this figure are
Ec
0,iso = 1052 erg, θc = 4 deg, next = 10−3 cm−3, ϵe = 10−1, ϵB = 10−1, p = 2.2, DL = 100 Mpc.

afterglowpy (dashed line) and our model where the dynamics has been forced to be in the
self-similar regime at all times (dotted line). This allows to check that both models with the
same self-similar dynamics agree well, except for the flux normalization as discussed below,
and that the model with the full dynamics converges progressively towards the same solution:
following the peak at the deceleration radius (at ∼ 10−2 days in this example), the light curve
obtained with the full dynamics smoothly converges towards the self-similar solution, and
both light curves are identical at late times (typically after the jet break at ∼ 2 days in this
example). On the other hand, the self-similar approximation strongly over-estimates the fluxes
until the deceleration radius and the full dynamics should always be included when considering
early observations. In the case of GW 170817 discussed in Chapter 6, the earliest detection
by Chandra was obtained 9 days after the merger, by which time the core jet dynamics has
reached the self-similar regime.

2. Late dynamics: contrary to afterglowpy, the present version of our model does not include
lateral expansion of the ejecta. When comparing with afterglowpy, we therefore deactivate
this option in the latter, which leads to the excellent late-time agreement seen in Fig. 5.9. As
discussed in Sec. 5.2, the impact of the lateral spreading is expected to be very limited as long
as the core jet is relativistic (see e.g. Woods & Loeb, 1999; Granot & Piran, 2012; van Eerten
& MacFadyen, 2012; Duffell & Laskar, 2018), so that we stop the jet propagation when the
core Lorentz factor reaches Γ = 2 in the simulations of GW 170817’s afterglow discussed in
Chapter 6. In addition, we exclude observations after 400 days from the data set used for the
afterglow fitting, which corresponds to Γ ≳ 3− 4 for the core jet in our best fit models.

3. Flux normalization: afterglowpy relies on a scaling to boxfit (van Eerten et al., 2012),
while in our model, this normalization is derived from analytical approximations detailed
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throughout this chapter. This leads to the difference of normalization seen in Fig. 5.9 when
comparing afterglowpy with our model where the same self-similar dynamics is forced. The
flux ratio varies between 1 and 5 at all wavelengths. When exploring a broad parameter space,
varying the angle, energy injection, microphysical parameters, we checked that the flux ratio
never exceeds 5.

To conclude this comparison, we note that afterglowpy and our model (in pure synchrotron
mode) have been used in Kann et al. (2023, Publication II, Appendix E.2, see also Sec. 4.2) for
two independent Bayesian inferences of the parameters of the afterglow of GRB 221009A using the
same set of early observational data and converged towards very similar solutions.

5.7 Conclusion

In this chapter, I described a detailed model of the afterglow of a laterally-structured jet from
radio to VHE, where emission is produced in the shocked external medium behind the forward
external shock. This model builds on previous models proposed in the literature and combines for
the first time a semi-analytical treatment of both the jet structure and the SSC diffusions producing
VHE radiation in both Thomson and KN regimes. The dynamics does not include the late lateral
expansion of the ejecta. Such effects, as well as the contribution of the reverse shock, will be
implemented in the future.

The main challenge addressed in this chapter is the self-consistent calculation of the synchrotron
and SSC emission while accounting for the two different IC regimes: Thomson and KN. We based
our approach on the method proposed by Nakar et al. (2009), extended to include additional effects:
the maximum electron Lorentz factor γmax is also computed self-consistently, leading to a realistic
estimate of the high-energy cutoff of the synchrotron component, and the attenuation at high-energy
due to pair production is also included. The values of γc and Y (γc), as well as the spectral regimes
are determined numerically. Synchrotron self-absorption, that is relevant at low radio frequencies has
not been included yet. The model described allows to compute afterglow light curves and spectra.

I list in this section all the parameters required to perform a simulation as well as their numerical
labels in Tab. 5.2. In Tab. 5.3, I show the different other additional parameters that are useful to
select the calculation assumptions. The implementation of the model is computationally-efficient,
allowing for afterglow fitting. I present results concerning the afterglow of GW 170817 in the next
chapter.
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Parameter Name Description
Ec

0,iso E0iso Isotropic-equivalent energy (erg) in the core of the jet (Eq. 5.12)
Γc
0 gamma0 Initial Lorentz factor of the core of the jet (Eq. 5.4)
s s External medium density profile (s = 0: uniform; s = 2: wind, Eq. 5.17)
next n_ext Particle density (cm−3), for s = 0, None for s = 2 (Eq. 5.17)
A∗ a_star Normalization factor, for s = 2, None for s = 0 (Eq. 5.17)
ϵB eps_B Fraction of energy to amplify the magnetic field (Eq. 5.39)
ϵe eps_e Fraction of energy to accelerate the electrons (Eq. 5.42)
ζ zeta Fraction of electrons accelerated at the shock (Eq. 5.41)
p p Slope of electron Lorentz factor profile at injection (Eq. 5.44)
θc theta_jet_deg Core jet opening angle in deg (Appears in multiple places)
θv theta_obs_deg Viewing angle in deg (Sec. 5.5)
DL dist_Mpc Luminosity distance (Mpc) to the source (Sec. 5.5)

structure lateral_profile What lateral profile to choose (default: Eq. 5.7)
a a Power-law slope for initial lateral energy profile (Eq. 5.3)
b b Power-law slope for initial lateral Lorentz factor profile (Eq. 5.4)

β0,min beta_min For Gaussian jets: limits the extent of the lateral structure (Sec. 5.1)

Tab. 5.2: Afterglow model parameters.

Parameter Name Description
γ adiabatic Adiabatic index at the shock. Default: γ = 4/3

Kacc coef_t_acc Scaling coefficient for the acceleration timescale (Eq. 5.48).
Default: Kacc = 1

Kν coef_nu Scaling coefficient for the synchrotron frequency (Eq. 5.53; Tab. 5.1).
Default: Kν = 3π/8

KPmax coef_p_max Scaling coefficient for the synchrotron power (Eq. 5.50; Tab. 5.1).
Default: KPmax = 0.633

N N_rings Total number of rings in the lateral structure. Default: N = 15
discretization discretization Under which criterion to sample the lateral structure.

Default: constant energy per ring
Fν or Lν ? flux_lum Compute the observed flux or luminosity.

Default: compute the flux
include γmax ? gmax_flag To include the synchrotron burnoff. Default: True

include γγ → e+e− ? pair_prod_flag To include pair production. Default: True
radiative model inv_compton_flag Select which radiative model to use.

Default: our complete model
afterglowpy ? afterglowpy_dynamics Extend the self-similar solution to early times

Default: False

Tab. 5.3: Additional afterglow model parameters. These are typically set to a default value but can be
modified for an exploration of other physics or comparison with other works.
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The Binary Neutron Star (BNS) merger event event GW 170817 is probably the most remarkably
followed-up transient in modern astronomy. As described in Chapter 2, following the Gravitational
Wave (GW) trigger, a Gamma-Ray Burst (GRB) was detected, followed in the next days and months
by a detailed follow-up of its kilonova and GRB afterglow emission. In this chapter, I present our
study of the GRB afterglow of GW 170817, obtained with the model presented in Chapter 5. These
results are also presented in Publication I (Appendix E.1, Pellouin & Daigne 2023, submitted).

6.1 Afterglow Observations of GW 170817

6.1.1 Detections from Radio to X-rays

I described in Sec. 2.4 the properties of the afterglow of GW 170817. Its monitoring initially
started by a week where no non-thermal emission could be detected at the location of the source.
Only the thermal kilonova was detected (see Sec. 2.2). Its emission was observed in optical bands
for up to 30 days (see e.g. Villar et al. 2017) as a fainting source. 9.2 days after the merger, the
non-thermal component emerged from radio to X-rays and was observed up to its peak, ∼ 120 days
after the merger. When the first optical detection of the afterglow was made (at 109 days, Lyman
et al. 2018), the kilonova was therefore not detectable since a few weeks and subsequently does not
contaminate the optical afterglow observations. The afterglow peak was followed by a decay, also
monitored in the next months. At the time of writing, almost 5 years after the merger, radio and
X-ray observing proposals are still undertaken. I report in Tab. 6.1 the publications where all the
observations and upper limits on the afterglow of GW 170817 can be found, sorted by instrument.

Radio
VLA Alexander et al. (2017); Hallinan et al. (2017); Mooley et al. (2018a,b,c)

Dobie et al. (2018); Margutti et al. (2018); Alexander et al. (2018)
Hajela et al. (2019); Makhathini et al. (2021)
Balasubramanian et al. (2021, 2022)

ATCA Hallinan et al. (2017); Mooley et al. (2018b,c); Dobie et al. (2018)
Troja et al. (2019, 2020); Makhathini et al. (2021)

uGMRT Hallinan et al. (2017); Kim et al. (2017)
Mooley et al. (2018c); Resmi et al. (2018)

MeerKAT Mooley et al. (2018b); Makhathini et al. (2021)
eMERLIN Ghirlanda et al. (2019); Makhathini et al. (2021)

Optical
HST Lyman et al. (2018); Fong et al. (2019); Piro et al. (2019)

Lamb et al. (2019); Makhathini et al. (2021)
X-rays

Swift-XRT Evans et al. (2017)
NuSTAR Evans et al. (2017); Troja et al. (2018)
Chandra Margutti et al. (2017); Troja et al. (2017); Haggard et al. (2017)

Nynka et al. (2018); Ruan et al. (2018a,b); Piro et al. (2019)
Hajela et al. (2019); Troja et al. (2019, 2020, 2022b)
Hajela et al. (2022); O’Connor & Troja (2022)

XMM-Newton D’Avanzo et al. (2018); Piro et al. (2019)

Tab. 6.1: Published references where observational data of the afterglow of GW 170817 is reported. Data
up to 940 days have been compiled by Makhathini et al. (2021). Radio and X-ray observations after 3 years
are found in the more recent references and discussed in Sec. 6.1.1.
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Because of the variety of instruments and methods used for the detections, the reported flux
density values or upper limits in the different references may not all rely on the same assumptions
for data analysis. For this reason, Makhathini et al. (2021) reprocessed all available observational
data up to 940 days with unified assumptions and data processing techniques. We use the values they
report as the observational data to which we will fit our model. As discussed below, we will only fit
data up to 400 days, but even more recent observations have been conducted ∼ 3.5 years post-merger
in radio with the VLA (Balasubramanian et al., 2021) and in X-rays with Chandra (Troja et al.,
2022b; Hajela et al., 2022); and again ∼ 4.5 years post-merger with the VLA (Balasubramanian
et al., 2022) and Chandra (O’Connor & Troja, 2022). The radio and X-ray observations at 3.5 year
post-merger as reported in Balasubramanian et al. (2021) are included in the observational data
set that we use, and can be accessed online1. I show the afterglow observations of GW 170817 in
Fig. 6.1. All observations from radio to X-rays are compatible with a unique power-law spectrum
with a fixed spectral slope (see also Fig. 2.6). In the context of the synchrotron radiation model, and
with reasonable assumptions, the long-lasting afterglow is in the slow cooling regime (see Sec. 6.2).
Assuming a simple spectral profile as proposed by Sari et al. (1998) and described in Sec. 5.4.4, it is
clear that νm < 109 Hz and hνc > 1 keV in the observer frame. This constrains the parameter space
but is not as strong as the direct observation of the passage of a spectral break in a band at a given
time, which would put much tighter constraints. Another interesting constraint could be put by the
detection of the spectral transition at ∼ 1 GeV (corresponding to νmax), between the synchrotron
and Synchrotron Self-Compton (SSC) component. This would require more sensitive instruments
in this band, which is currently observed by Fermi-LAT (Atwood et al., 2009) and AGILE (Tavani
et al., 2009).

100 101 102 103

tobs [days]

101

102

E
qu

iv
al

en
t

F
ν

at
3

G
H

z
[µ

Jy
]

6.5× 108 Hz

6.7× 108 Hz

1.3× 109 Hz

1.5× 109 Hz

3× 109 Hz

4.5× 109 Hz

5× 109 Hz

5.1× 109 Hz

6× 109 Hz

6.2× 109 Hz

7.25× 109 Hz

7.35× 109 Hz

1× 1010 Hz

1.5× 1010 Hz

3.8× 1014 Hz

5.06× 1014 Hz

2.41× 1017 Hz

Fig. 6.1: GW 170817 GRB afterglow observations. Data has been rescaled to an equivalent flux density at
3 GHz such that F eq

ν = Fν (ν/3 GHz)
(p−1)/2, here with p = 2.14, corresponding to the slow cooling spectral

regime with νm < ν < νc (see Sari et al. 1998 and Sec. 5.4.4). Red arrows are the most constraining upper
limits reported in Tab. 6.2.

The decreasing flux of the afterglow of GW 170817 make the extraction of late-time data partic-
ularly complex, especially in X-rays. The observed source flux is down to a few photons over long
exposure times. This is enough to still statistically detect the source at more than 3σ confidence (see
for example the analysis by Troja et al. 2022b), but very limited for a precise spectral analysis in

1https://github.com/kmooley/GW170817/, corresponding version: commit from May 19, 2021.

https://github.com/kmooley/GW170817/
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the observing band. As a consequence, the reported flux densities at 1 keV are much more sensitive
to the spectral model used in the data post-processing.

There is currently an ongoing discussion about the late-time X-ray light curve of the GRB
afterglow of GW 170817. Hajela et al. (2022) possibly detect a deviation to the theoretical afterglow
light curve at late times, a rebrightening that they suggest could be the late-time contribution of
the kilonova afterglow, produced by the external shock due to the deceleration of the quasi-spherical
ejecta responsible for the kilonova emission (see Sec. 2.2, Nakar & Piran 2011). The kilonova
afterglow is only expected to occur at late times, as the ejecta deceleration starts much later than
the afterglow, typically years after the merger. At such late times, the GRB afterglow may be faint
enough to allow the detection of the kilonova afterglow, observed as an excess of X-ray radiation:
a rebrightening. Troja et al. (2022b) analysed the same Chandra X-ray data with a different data
analysis method and found that there is no statistically significant deviation to the GRB afterglow
predictions in the observations at 3.5 years. Future X-ray observations should solve this tension: if
the X-ray excess is due to the kilonova afterglow emission, it is expected to rise in the coming years.

As discussed in Chapter 5, our model currently does not include a treatment of the lateral
expansion of the jet in the mildly- and non-relativistic regimes. In particular, this implies that,
by construction, this model cannot introduce changes in the temporal slope of the light curve at
a given frequency, except in the case of a change of spectral regime, which would be abrupt and
easily recognizable. For this reason and the data analysis arguments presented above, we choose not
to include observations after 400 days (where we expect Γ ≲ 4 for the core of the jet) in the data
set used for the model fitting. We therefore use the 94 data points reported in observations and as
reprocessed by Makhathini et al. (2021), from radio to X-rays, and between 9.2 days and 380 days.

6.1.2 Very High Energy Upper Limits

Fig. 6.2: Reproduction of Fig. 1 (Abdalla
et al., 2020). Shown are the H.E.S.S. ob-
servation windows (blue areas), VLA radio
data at 3 GHz (blue stars) and 6 GHz (or-
ange circles), as well as X-ray data (red
crosses). The H.E.S.S. 1 − 10 TeV en-
ergy flux upper limits (green arrows) are
derived for the prompt and the long-term
follow-up. The peak upper limit is 3.2 ×
10−13 erg · s−1 · cm−2 in the 1 − 10 TeV
band, over 53.9 h of observations between
124 and 272 days.

In addition to the observations from radio to X-rays, Very High Energy (VHE) follow-ups have
been conducted by H.E.S.S., a few days after the merger (Abdalla et al., 2017) and around its peak
(Abdalla et al., 2020). Both observations did not lead to a source detection between ∼ 0.1 and
∼ 20 TeV. The upper limits are shown in Abdalla et al. (2020) and reproduced in Fig. 6.2. The
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first upper limit was obtained when the source flux was intrinsically very weak, before its detection
by other instruments, and over only a few nights. It will not be the focus of our study. The second
upper limit is ∼ 10 times deeper and at the observation peak. I study in Sec. 6.2 the flux predicted
by our model at VHE at that time and discuss observability conditions in Sec. 6.3.

MAGIC also conducted observations around the afterglow peak, but found a less constraining
upper limit (see Salafia et al. 2022a), while the HAWC collaboration searched for coincident VHE
photons in the first hours following the event (Galván et al., 2019), but found no significant source.
We decide not to use this less constraining information in our study.

6.2 The Very High Energy Afterglow of GW 170817

6.2.1 Fitted Observational Data

In its numerical implementation, our model allows for simultaneous, multi-wavelength modelling,
which optimises the computation time for data fitting (we only compute fluxes at the corresponding
times and frequencies). We use 94 data points, from radio to X-rays between 9.2 and 380 days, as
compiled and reprocessed homogeneously by Makhathini et al. (2021) and discussed in Sec. 6.1.1.
We also include 5 constraining early-time upper limits also reported in Makhathini et al. (2021), as
shown in Tab. 6.2. Early-time constraints are useful to restrict the posterior models to those with
a single peak in flux density, as I discuss next. All these flux measurements and upper limits are
fitted simultaneously.

Time Frequency Instrument Upper limit
0.57 9.7× 109 VLA 144
0.70 1.2× 1018 NuSTAR 7.3× 10−4

1.44 1.0× 1010 VLA 13.8
2.40 2.41× 1017 Chandra 2.3× 10−4

3.35 3× 109 VLA 19

Tab. 6.2: Early-time upper limits used in the afterglow fitting. Times are given in days, frequencies in Hz,
and upper limits in µJy. These flux upper limits are selected as the most constraining among all the early
observations listed in the compilation by Makhathini et al. (2021) (see Fig. 6.1).

As discussed previously, in this study, we choose not to include late-time observations after
400 days in the fits. Indeed, we expect jet lateral spreading to play a role at late times, when the
shock front reaches Lorentz factors Γ ≲ 3, by which point our model cannot accurately describe the
jet dynamics (see Sec. 5.2). In addition, other emission sites (e.g. the kilonova afterglow, Nakar &
Piran 2011) could also contribute to the observed flux at late times (see Sec. 6.1.1). Including the
latest observations (Hajela et al., 2022) which were not included in the compilation by Makhathini
et al. (2021) is also difficult: a correct modelling in this case should be expressed in photon counts
and account for the instrumental response and low-statistics effects. The result of such an analysis is
currently unclear, with an uncertain late rebrightening discussed in Sec. 6.1.1. Interpreting the late
evolution of GW 170817’s afterglow seems to require a dedicated study, and we therefore exclude
this phase from the analysis presented here.

Finally, we do not include the H.E.S.S. upper limit at the peak (Abdalla et al., 2020) as it does
not constrain the fit (see Sec. 6.2.3).

About Double-Peaked Afterglow Light Curves

For a power-law structure as defined by Eqs. 5.6 and 5.7, the deceleration radius scales as
Rdec(θ) ∝ θ

2b−a
3−s . It therefore follows that the deceleration radius decreases with θ if 2b > a. In
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this case, we expect the light curves to have the properties already discussed in Sec. 4.1. However,
light curve shapes can deviate from the single-peak scenario and have two peaks. Beniamini et al.
(2020b) derived the conditions for the observed afterglow light curve to have a single peak, as in the
case of GW 170817. For an off-axis observation with a large viewing angle, these conditions are

– Γc
0θc > 1;

– 2b > a/(4− s) (i.e. 8b > a for a uniform external medium);
– b > − ln Γc

0/ ln θc;
– θv > θc (Γ

c
0θc)

1
b−1 .

In the case of the afterglow of GW 170817, the observed light curve is single-peaked. However, a
first parameter exploration using only the 94 observations contained a significant fraction of double-
peaked light curves, with a first peak occurring at very early times before 1 day, and the second
at t ∼ 120 days. This is compatible with the detections starting after 9 days, but not with the
constraining earlier-time upper limits in radio and X-rays. For this reason, we decided to add 5
constraining early-time upper limits in the fitted data, represented by the red arrows in Fig. 6.1
and reported in Tab. 6.2. These constraints eliminate most of the double-peaked light curves (see
Fig. 6.6), and we always have 8b > a so that the deceleration radius is larger at high latitude (see
Sec. 6.2). We verify that our posterior sample satisfies the single-peak conditions from Beniamini
et al. (2020b) in Fig. 6.3 in most cases, except for the last constraint. This is discussed in Sec. 6.2.3.

6.2.2 Results from the Afterglow Fitting

Bayesian Analysis

Parameter Bounds Type
Ec

0,iso (erg) 1050 − 1056 log-uniform
θc (deg) 0.5− 10 uniform
θv (deg) 0− 50 uniform

next (cm−3) 10−6 − 100 log-uniform
ϵB 10−6 − 1 log-uniform
ϵe 10−4 − 1 log-uniform
ζ 10−4 − 1 log-uniform
p 2.1− 2.4 uniform
a 0.1− 7 uniform
Γc
0 101 − 103 log-uniform
b 0− 6 uniform

Tab. 6.3: Free parameters of the Markov Chain Monte Carlo (MCMC) exploration, with their prior bounds
and shape.

We perform a Bayesian analysis on the GW 170817 afterglow data using the MCMC algorithm
of the Python suite emcee (Foreman-Mackey et al., 2013, 2019). We run three separate fits where
the assumptions for the radiative processes in the shocked region differ:

1. "no SSC": radiative emission is only produced by synchrotron radiation, as described in Sari
et al. (1998) and Sec. 5.4.4;

2. "SSC (Thomson)": SSC is taken into account assuming that all scatterings occur in Thomson
regime, as described in Sari & Esin (2001) and Sec. 5.4.5;

3. "SSC (with KN)": SSC is taken into account including the Klein-Nishina (KN) regime, as
described in Sec. 5.4.6.
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We use (log-)uniform priors over large intervals in order to remain as agnostic as possible. The
priors used for these three fits are identical and presented in Tab. 6.3. Additional constraints on
the viewing angle can be obtained by combining the GW signal and the accurate distance and
localisation of the host galaxy (Finstad et al., 2018), or by combining the afterglow photometry
and VLBI imagery (Govreen-Segal & Nakar, 2023), and the density of the external medium can be
constrained from direct observation of the host galaxy (Hallinan et al., 2017; Hajela et al., 2019).
We do not include them to focus on constraints obtained from the afterglow modelling only. We
also restrict ourselves to the structure presented in Eqs. 5.6 and 5.7, as the observations cannot help
distinguish between the different lateral structure prescriptions, as discussed in Sec. 5.1.

For each of the three fits, we initialize 50 independent chains and run 10000 iterations per chain.
After studying the convergence speed, we remove the first 2000 iterations for each chain and show
the posterior distributions for the remaining 400000 samples of parameters.

The likelihood that we use for our study is based on a modified χ2 calculation to account for the
upper limits:

lnL = −1

2
×


∑

i

(mi − di)
2

σ2i
+
∑

j

(max{uj ;mj} − uj)
2

σ2j


 , (6.1)

where the first sum concerns observational data (subscripts i) while the second sum concerns upper
limits (subscripts j). The quantities mi and mj are the model flux densities at each observing time
and frequency of the observational data set; di is the flux density value of a detection; σi its associated
uncertainty; uj is a flux upper limit presented in Tab. 6.2; and σj is an equivalent uncertainty that
we arbitrarily define as σj = 0.2uj , which roughly corresponds to the typical uncertainties for the
detections. Adding this element accommodates for some models whose predictions are slightly above
the reported upper limit. Note that the quantity max{uj ;mj} in the second term implies that it
behaves as a penalty added only for predicted fluxes mj above the observed upper limits. Another
option would be to force the likelihood to diverge as soon as one of the modelled fluxes is above the
corresponding upper limit.

Posterior Distributions

Model
Parameter no SSC SSC (Thomson) SSC (with KN)
logEc

0,iso [erg] 53.70+1.21
−1.15 54.11+1.14

−1.30 53.70+1.12
−1.32

θc [deg] 1.77+1.12
−0.89 1.85+1.28

−0.82 2.07+0.83
−0.82

θv [deg] 21.81+7.69
−7.02 17.16+2.50

−2.35 22.67+5.94
−5.58

log next [cm−3] −1.09+1.09
−1.28 −1.61+1.08

−1.23 −1.03+1.03
−1.14

log ϵB −4.09+1.36
−1.01 −4.43+1.39

−1.54 −4.08+1.19
−0.97

log ϵe −2.73+0.99
−1.27 −2.97+1.13

−1.03 −2.81+1.15
−1.13

log ζ −0.68+0.68
−1.05 −0.96+0.96

−0.96 −0.81+0.81
−1.07

p 2.14+0.02
−0.02 2.14+0.01

−0.01 2.14+0.01
−0.02

a 3.14+0.30
−0.29 3.34+0.66

−0.50 3.19+0.30
−0.27

log Γc
0 2.68+0.32

−0.53 2.62+0.38
−0.49 2.64+0.36

−0.51

b 2.13+0.84
−0.78 2.20+1.07

−0.97 2.24+0.79
−0.80

Tab. 6.4: Median posterior values for the free parameters of the three fits of the afterglow of GW 170817
presented in Sec. 6.2. Uncertainties reported are the 90 % credible intervals of each parameter’s posterior
distribution.

I present the marginalized posterior distribution of the free parameters for the three fits in
Fig. 6.3, complemented by Fig. 6.4, which shows the corresponding joint and marginalized posterior
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distributions at 3σ credibility ("corner plot"). I also show in Fig. 6.3 the distribution of some derived
quantities, the true initial kinetic energy of the ejecta E0 as deduced from Eq. 5.10, the ratio of the
viewing angle over the opening angle of the core jet θv/θc and the four conditions for single-peaked
light curves described by Beniamini et al. (2020b) and in Sec. 6.2.1. The three fits lead to similar
distributions across the parameter space, with a few exceptions discussed in Sec. 6.2.3. The median
parameter values as well as their 90% credible intervals are reported in Tab. 6.4. I finally show in
Tab. 6.5 the median values of the derived quantities shown in Fig. 6.3.

Derived Model
quantity no SSC SSC (Thomson) SSC (with KN)
logE0 [erg] 51.95+1.05

−1.13 52.41+1.04
−1.22 52.07+1.01

−1.19

θv/θc 11.95+5.29
−4.54 9.84+2.80

−2.59 11.19+3.58
−3.45

log
(
Ec

0,iso/next

)
[erg · cm3] 54.90+1.08

−1.18 55.77+0.42
−0.43 54.79+0.86

−0.85

log θcΓ
c
0 1.15+0.48

−0.58 1.12+0.43
−0.54 1.17+0.44

−0.61

8b/a 5.40+1.81
−2.05 5.36+1.95

−1.94 5.54+1.91
−1.96

−b log θc/ log Γc
0 1.21+0.23

−0.25 1.29+0.27
−0.28 1.22+0.25

−0.22

(b− 1) log (θv/θc)/ log (Γ
c
0θc) 1.09+0.38

−0.38 1.10+0.39
−0.39 1.10+0.40

−0.34

Tab. 6.5: Median posterior values for several derived quantities for the three fits of the afterglow of
GW 170817 presented in Sec. 6.2. Uncertainties reported are the 90 % credible intervals of each quan-
tity’s posterior distribution. The four last rows correspond to the quantities appearing in the conditions for
single-peak light curves (Sec. 6.2.1).
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Fig. 6.3: Comparison of the marginalized posterior distributions for the three fits of the afterglow of
GW 170817 presented in Sec. 6.2, which differ only by the treatment of the radiative processes: "no SSC" in
blue; "SSC (Thomson)" in green; "SSC (with KN)" in orange. The first two rows show the inferred direct
distributions of model’s free parameters. The last row shows the distributions of several quantities derived
from these parameters: E0 (true energy of the jet, see Eq. 5.10), ratio θv/θc, and four quantities used in the
conditions for single-peaked light curves from Beniamini et al. (2020b) and described in Sec. 6.2.1, log θcΓc

0;
8b/a; −b log θc

log Γc
0

and (b− 1) log θv/θclog Γc
0θc

.
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The detailed joint posterior distributions for the "SSC (with KN)" model where emission is
produced by synchrotron radiation and SSC diffusions in both Thomson and KN regimes are shown
in Fig. 6.5. In this figure, which is representative of the results obtained with the three fits, we
observe typical correlations between some of the afterglow parameters, like θc and θv, Ec

0,iso and
next, or ϵe and ϵB. Some other parameters are anti-correlated, like Ec

0,iso and ϵB, or next and ϵB.
Such degeneracies in the model parameters are expected when only the synchrotron component is
observed (see e.g. Aksulu et al., 2022). In the case of GW 170817, the afterglow light curves can
in first approximation be described by five quantities – peak time, peak flux, temporal slopes of
the rising and decreasing phase, and spectral slope – which does not allow to constrain all the free
parameters listed in Tab. 6.3.
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Fig. 6.4: Posterior joint and marginalized distributions of the model’s free parameters, Ec
0,iso, θc, θv, next,

ϵB, ϵe, ζ, p a, Γc
0, b for the three fits of the afterglow of GW 170817 presented in section 6.2, which differ only

by the treatment of the radiative processes:: in blue, no SSC diffusions are taken into account ("no SSC");
in green, SSC diffusions are assumed to be only in the Thomson regime ("SSC (Thomson)"); in orange, the
SSC diffusion is depleted at high energy in the KN regime ("SSC (with KN)"). The priors are all uniform
or log-uniform and are shown in Tab. 6.3. Fitted data includes all points until tmax = 400 days, as well as
5 early-time upper limits (see Sec. 6.1). The colored contours correspond to the 3σ confidence intervals for
each model and each parameter.
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Fig. 6.5: Posterior joint and marginalized distributions of the model’s free parameters, Ec
0,iso, θc, θv, next,

ϵB, ϵe, ζ, p a, Γc
0, b,for the "SSC (with KN)" fit of the afterglow of GW 170817 presented in Sec. 5.4.6 which

includes SSC diffusions in both Thomson and KN regimes. The priors are all uniform or log-uniform and are
shown in Tab. 6.3. Fitted data includes all points until tmax = 400 days, as well as 5 early-time upper limits
(see Sec. 6.1). The colored contours correspond to the 1σ, 2σ and 3σ confidence intervals for each parameter.
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Post-processing: Light Curves and Spectra

Our numerical algorithm is optimised to compute the flux only at the time and frequencies
required to fit the observational data. To draw light curves and spectra, a post-processing step is
therefore required. In this post-processing step, we re-sample 20000 light curves at several observing
frequencies (3 GHz, 1 keV and 1 TeV) and spectra at several observing times (20 days, 110 days,
400 days), where the set of parameters is directly drawn from the posterior sample, for each of the
three fits. At each observing time (for the light curves) or at each frequency (for the spectra), we
then determine the 68% and 97.5% credible intervals for the distribution of predicted flux densities,
that we use to draw confidence contours around the median value of the light curves and spectra.
Because the posterior samples are similar between the three models, I show only the results for the
most realistic case ("SSC (with KN)" model) in Figs. 6.6 (light curves) and 6.7 (spectra). However,
as the treatment of SSC is different in the three fits, even similar posterior distributions of the
parameters lead to different VHE emission.
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Fig. 6.6: Posterior distributions of the light curves for the "SSC (with KN)" fit of the afterglow of
GW 170817. The observing bands are radio at νobs = 3 GHz (top left); X-rays at hν = 1 keV (top right); and
VHE at hν = 1 TeV (bottom). Solid lines represent the median value at each observing time, dark contours
the 68% confidence interval and light contours the 97.5% confidence interval. Late-time observations not
used in the fit are shown in blue. The H.E.S.S. upper limit (Sec. 6.1.2) is not shown on the 1 TeV light curve
as it is ∼ 2 orders of magnitude above the peak.
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Fig. 6.7: Posterior distributions of the afterglow spectrum for the "SSC (with KN)" fit of the afterglow of
GW 170817. The observing times are t = 20 days (top left); t = 110 days (top right); and t = 400 days
(bottom). Data points in the central panel show the multi-wavelength observations around the afterglow peak
at tobs = 110±4 days. The upper limit from H.E.S.S. is also indicated (Abdalla et al., 2020). The low-energy
component (solid line) is produced by synchrotron radiation, while the high-energy emission (dashed line) is
powered by SSC diffusions. Thick lines represent the median value at each observing frequency, dark contours
the 68% confidence interval and light contours the 97.5% confidence interval. Some instrument observing
spectral ranges are shown in colors.

6.2.3 Discussion: Inferred Parameters

As seen in Fig. 6.6, the afterglow of GW 170817 is very well fitted by the model. The model
predicts accurately the flux at all times, with a very small dispersion. The dispersion of the predicted
flux is of course larger at very early or very late times where we do not include any data point in
the fit. The same quality of the model prediction is observed in the spectrum on Fig. 6.7. The
frequency νm,obs is below the data points at the lowest frequency, with some dispersion in absence
of observational constraints. The critical frequency νc,obs is found to be in X-rays, at the frequency
of the highest frequency data points.

The inferred values of most model parameters (Fig. 6.3 and Tab. 6.4) are very similar to the
results obtained in previous studies modelling the same afterglow with the synchrotron radiation
from a decelerating structured jet (Troja et al., 2019; Lamb et al., 2019; Ghirlanda et al., 2019; Ryan
et al., 2020), with some exceptions, due to different priors. A first difference concerns the viewing
and core jet opening angles θv and θc. Even if the values inferred by the "SSC (with KN)" fit are
comparable with values found in previous studies, the corresponding ratio θv/θc ∼ 11 is on the higher
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end of the other predictions. Nakar & Piran (2021) give a compilation of these predictions and show
that afterglow light curves can only constrain this ratio and not the two parameters independently,
which is confirmed by the strong correlation observed in Fig. 6.5. This difference is probably due to
the flat and broad priors we use for these two parameters, whereas most previous studies use much
stricter priors based on an external constraint, either on the viewing angle derived from GW data
using the value of the Hubble constant from Planck (as in Troja et al., 2019; Ryan et al., 2020) or
a constraint on the viewing angle and the core jet using Very Long Baseline Interferometry (VLBI)
imagery (as in Ghirlanda et al., 2019; Lamb et al., 2019). The marginalized distributions of θv and
θc show that a restricted region of the parameter space has been explored by the MCMC chains for
these parameters, as is also visible on Fig. 6.4.

When comparing with the results of Ryan et al. (2020), where the assumptions are the closest
to those of our "no SSC" fit and where the light curves are computed using afterglowpy with
which we compared our model in Sec. 5.6, we also find that our predicted values for Ec

0,iso and next
are about one order of magnitude higher. From Fig. 6.5, it appears that it is also an effect of our
different priors for the angles. However we observe the expected strong correlation between these
two parameters and the inferred ratio Ec

0,iso/next ∼ 1055 erg · cm−3 is close to the value obtained
by Ryan et al. (2020). Using similar priors for the angles, or including a constraint on the external
density from the observation of the host galaxy (Hallinan et al., 2017; Hajela et al., 2019) would
then reduce the inferred values for these two parameters. I discuss below the fact that detections in
the VHE range would help to break this degeneracy and allow for a more precise determination of
the energy and external density independently of such external constraints.

The inferred values for the microphysics parameters ϵB and p are very close to those obtained
in previous studies. The value of ϵe is slightly lower, but we also find that the median value for the
fraction of accelerated electrons is ∼ 0.15, whereas this parameter is not included in past studies.
Both parameters are strongly correlated, as seen in Fig. 6.5. Overall, the values of these microphysical
parameters, including ζ, are in a good agreement with the current understanding of the plasma
physics at work in relativistic collisionless shocks (see e.g. Sironi et al., 2015) and comparable to
values obtained for cosmological short GRBs by Fong et al. (2015). The inferred value ζ < 1 leads to
the question of a possible contribution to the radiation of the remaining thermal electrons (see e.g.
Warren et al., 2022). Assuming ζ = 1 as in previous studies is relevant in the case of GW 170817 as
the observed emission is dominated by the synchrotron radiation, and the cooling break νc,obs is not
detected. However these microphysics parameters impact the synchrotron and SSC components in
different manners, as discussed below, and must therefore be considered to predict the VHE emission
and for any afterglow observation where the passage of the cooling break νc is detected.

As shown in the second row of Fig. 6.3 and in Tab. 6.5, the inferred values of the parameters
describing the initial lateral structure of the ejecta are in good agreement with the conditions estab-
lished in Beniamini et al. (2020b) and listed in Sec. 6.2.1 to get a single-peak light curve: note that
in practice, double-peak light curves are not excluded a priori in our MCMC, but are disfavoured
thanks to the inclusion of early upper limits (Tab. 6.2). Finally, we note that the initial distribution
of the Lorentz factor (Γc

0 and b) is not well constrained, which was expected as most of the observed
emission is produced in the self-similar stage of the deceleration. A correlation is observed between
Γc
0 and b. This can be explained by the fact that the lateral structure is required to reproduce the

early-time slow rise of the light curve (Nakar & Piran, 2018). Specifically, some material needs to
have lower initial Lorentz factors to overcome effects of Doppler boosting out of the line of sight.
With a higher core Γc

0, a steeper decrease in Γ0(θ) is required for material at a given latitude θ to
have a sufficiently low initial Lorentz factor that the observed slow rise can be reproduced, leading
to higher values of b.
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6.2.4 Discussion: the Predicted Very High Energy Emission of GW 170817

I now discuss the predicted VHE emission of the afterglow of GW 170817. The predicted light
curve at 1 TeV is plotted in Fig. 6.6 and the VHE component of the spectrum at the peak of the
light curve is shown in Fig. 6.7, where the upper limit obtained by H.E.S.S. (Abdalla et al., 2020)
is also indicated. It appears that (i) the synchrotron emission extends at most up to the GeV range
(due to the synchrotron burnoff limit discussed in Sec. 5.3) and the VHE emission is then entirely
due to the SSC process; (ii) even taking into account the dispersion, the predicted flux at 1 TeV is at
least two orders of magnitude below the upper limit of 3.2× 10−13 erg · s−1 · cm−2 obtained around
the peak by H.E.S.S. (Abdalla et al., 2020), which is therefore not constraining. It is also clear when
comparing the top and bottom panels in Fig. 6.6 that the dispersion of the predicted VHE flux is
much larger than for the synchrotron component which is well constrained by the observations from
radio to X-rays. This is also shown in the distribution of the predicted peak flux and peak time in
radio and at 1 TeV in Fig. 6.8. Note that the VHE light curve peaks a few days before the light
curves from radio to X-rays, due to a different evolution of the synchrotron and SSC components.
This result is due to the fact that the dependency of the SSC component on the model parameters is
complex and very different from the dependencies of the synchrotron component identified by Sari
et al. (1998). This also highlights the interest of detecting the VHE emission for the inference of
model parameters, as some of the degeneracies visible in Fig. 6.5 would be broken.
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Fig. 6.8: Posterior distributions of the VHE peak flux density (top) and the radio (solid black line) and
VHE (dashed grey line) peak times (bottom) for the "SSC (with KN)" fit of the afterglow of GW 170817.

In the afterglow of GW 170817, the synchrotron spectrum is in slow cooling, with a spectral
peak determined by the critical Lorentz factor γc. If Inverse Compton (IC) scatterings occurred in
Thomson regime, the peak of the SSC component would be due to the diffusion of photons at νc by
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the electrons at γc (Sari & Esin, 2001), and this peak should be intense as ϵe ≫ ϵB (see Eq. 5.111).
However, the predicted VHE emission is actually very weak because of a strong KN attenuation. To
illustrate this effect, we select in Tab. 6.6 two reference sets of parameters, taken from the posterior
sample. They are respectively in the 68% and 97.5% confidence intervals for the "SSC (with KN)" fit
and fit perfectly well the observed light curves, as can be seen in Fig. 6.9. The first set of parameters
("Moderate") corresponds to a predicted VHE flux which is close to the mean, whereas the second
set of parameters ("Optimistic") corresponds to a predicted VHE flux on the highest end of the
confidence interval: see the two predicted light curves at 1 TeV and peak spectra in Fig. 6.9. In both
cases, we selected sets of parameters having a low density, and therefore a low energy (see discussion
in Sec. 6.2.3).
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Fig. 6.9: From top to bottom, left to right: radio (3 GHz), X-ray (1 keV) and VHE (1 TeV) light curves;
and afterglow spectrum around the peak tobs = 110 days, for the "Moderate" (in blue) and "Optimistic"
(in red) references cases (see Tab. 6.6). The upper limit from H.E.S.S. is indicated for comparison (Abdalla
et al., 2020). The peak times are tpeak = 123 and 125 days, respectively. While the synchrotron component
is constrained by observations and similar in both models, the VHE peak differs by a factor ∼ 7.

Fig. 6.10 shows for these two reference cases the evolution of Y (γc) and γc/γ̂c for the core jet,
computing the SSC emission either by assuming that all scatterings are in Thomson regime like in the
"SSC (Thomson)" fit, or by including the KN attenuation like in the "SSC (with KN)" fit. The figure
shows that, in the full calculation, γc/γ̂c ≫ 1 during the whole evolution, so that the scatterings of
photons at νc by electrons at γc are strongly reduced by the KN regime. The Compton parameter
Y (γc) then remains very low. This confirms the origin of the weak VHE emission in the afterglow of
GW 170817. In this regime of weak SSC emission, the synchrotron component is unaffected by the
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Parameter "Moderate" "Optimistic"
Ec

0,iso (erg) 4.12× 1052 5.07× 1052

θc (deg) 1.75 1.31
θv (deg) 21.25 24.40

next (cm−3) 4.25× 10−3 1.52× 10−2

ϵB 1.61× 10−3 4.79× 10−4

ϵe 1.87× 10−2 3.54× 10−2

ζ 1 3.57× 10−1

p 2.139 2.149
a 2.98 2.95
Γc
0 184 164
b 2.01 1.34

Tab. 6.6: Reference cases: both sets of parameters are in the 97.5% confidence interval of the distributions
inferred by the "SSC (with KN)" fit of the afterglow of GW 170817. They differ by the predicted VHE
flux, which is either close to the median ("Moderate" case) or at the higher end of the confidence interval
("Optimistic" case).

IC cooling, γc ≃ γsync , and this explains why the results of the "no SSC" and "SSC (with KN)" fits
are so close (Tab. 6.4). On the other hand, Fig. 6.10 also shows that Y noKN overestimates Y (γc) in
this case, leading to Y (γc) > 1. The critical Lorentz factor is therefore given by γc ≃ γsync /Y (γc),
which leads to an overestimation of γsync in the MCMC to maintain the cooling break above the
X-ray measurements (increased E0,iso and lower ϵB). This explains the observed difference between
the values of the model parameters inferred in the "SSC (Thomson)" and "SSC (with KN)" fits in
Tab. 6.4. The value of γc/γ̂c ≫ 1 in this case (green curves in the top panel of Fig. 6.10) proves that
the Thomson regime is not justified.
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Fig. 6.10: Evolution of γc/γ̂c (top) and of the Compton parameter at γc in the core jet, Y (γc) (bottom).
These quantities are shown as a function of the observer time for the "Moderate" (solid lines) and "Optimistic"
(dashed lines) references cases (see Tab. 6.6), in the "SSC (Thomson)" case (green lines) and in the "SSC
(with KN)" case (orange lines).
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As the upper limit of H.E.S.S. was obtained close to the predicted peak with an already long
exposure time of 53.9 hours (see Fig. 6.2, Abdalla et al. 2020), our prediction shows that it was
unfortunately impossible to detect the VHE afterglow of GW 170817 with instruments currently
available. I discuss in the next section the conditions that would make a post-merger afterglow
detectable at VHE in the future, especially in the context of the increased sensitivity expected with
the Čerenkov Telescope Array Observatory (CTAO, Cherenkov Telescope Array Consortium et al.
2019).

6.3 Detectability of Post-Merger Afterglows at Very High Energy
and Prospects for the CTAO
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Fig. 6.11: Light curves at 1 TeV (top panel) and spectra at light curve peak (bottom panel) of the "Mod-
erate" reference case (see Tab. 6.6) for varying viewing angles. The case fitting the afterglow of GW 170817
corresponds to θv/θc = 12.17. The dotted line on the light curve is the assumed CTAO sensitivity for a 50 hrs
observation described in Sec. 6.3: 5× 10−14 erg · s−1 · cm−2. The peak times at which spectra are calculated
and the peak fluxes are reported in Tab. 6.7.

Even if the VHE afterglow of GW 170817 was not detectable, deeper observations of similar
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events can be expected in the future, in particular with the CTAO. The off-axis afterglow phase
is of particular interest because after a few days, full-night observations can be conducted without
a significant intrinsic source flux variability over the observation time. I investigate in this section
the conditions that would make such an event detectable by current instruments and the upcoming
CTAO. For this study, we assume a CTAO detection sensitivity at 1 TeV about 6 times better than
that of H.E.S.S., as expected from Cherenkov Telescope Array Consortium et al. (2019). For an
exposure time of ∼ 50 hours as for the H.E.S.S. deep observations of GW 170817 (Abdalla et al.,
2020), this leads to a detection sensitivity at 1 TeV of 5× 10−14 erg · s−1 · cm−2.

A geometrical effect such as a lower viewing angle naturally increases the peak of the observed
flux, and has a similar effect on the synchrotron and SSC components. In Fig. 6.11, I show for the
"Moderate" reference case the light curves (top) and spectra at the time of the 1 TeV emission peak
(bottom), for gradually decreasing viewing angles. The 1 TeV light curves peak at earlier times
when the viewing angle decreases, and the peak flux reaches higher values. I report these values in
Tab. 6.7. As expected, the relative flux increase at the time of peak is similar for the synchrotron and
the SSC components (Fig. 6.11, bottom) and all light curves follow a similar long-term evolution,
when the entire jet emission becomes visible to the off-axis observer. For the "Moderate" (resp.
"Optimistic") reference case (Tab. 6.6), we find that a ratio θv/θc ≲ 3 (resp. θv/θc ≲ 6) would have
made the afterglow of GW 170817 detectable by H.E.S.S., provided the conditions had allowed for
a very early deep observation. With the CTAO, the VHE emission could have been detected up to
θv/θc ≃ 4 (resp. θv/θc ≃ 8). In such a scenario, the emission peaks at ∼ 5 days (resp. 13 days).
This opens up interesting perspectives, even if the expected detection rate of nearby events at small
viewing angles is low (see e.g. Duque et al., 2019; Mochkovitch et al., 2021).

"Moderate" model "Optimistic" model
θv/θc tpeak (days) νFν,peak (erg · s−1 · cm−2) θv/θc tpeak (days) νFν,peak (erg · s−1 · cm−2)

12.17 122 1.5× 10−16 18.6 125 8.4× 10−16

10 72.5 4.3× 10−16 10 24.2 2.1× 10−14

8 39.5 1.4× 10−15 8 13.1 6.5× 10−14

6 17.4 5.9× 10−15 6 5.79 2.7× 10−13

4 4.66 4.8× 10−14 4 1.53 2.1× 10−12

3 1.43 2.4× 10−13 3 0.42 1.0× 10−11

2 0.06 4.9× 10−12 2 0.02 1.6× 10−10

Tab. 6.7: Times and flux densities of the peak of VHE emission at 1 TeV for the different viewing angles
presented in Fig. 6.11, and for the "Moderate" and "Optimistic" VHE reference cases. For comparison, the
H.E.S.S. upper limit is 3.2×10−13 erg·s−1·cm−2 and the projected CTAO sensitivity is 5×10−14 erg·s−1·cm−2.

Under some conditions, the predicted VHE emission could also be intrinsically brighter. As
discussed in Sec. 6.2.4, the VHE afterglow of GW 170817 is weak because of a strong KN attenuation
(γc/γ̂c ≫ 1). The regime for the diffusions of photons at νc by electrons at γc is affected by several
parameters (Nakar, 2007). When the diffusions occur in the Thomson regime, the predicted scaling
in the core jet is

γc
γ̂c

∝ 1

(1 + Yc)3
1

ϵ
5/2
B n

3/2
ext ϵ

c
0

. (6.2)

Therefore, the Thomson regime is favoured by a high magnetic field, a high density or a high kinetic
energy. As ϵB is determined by plasma instabilities at the ultra-relativistic shock (Sironi et al., 2015),
it should not vary much from an afterglow to another. On the other hand, the external density and
the kinetic energy may differ between mergers. We focus here on the effect of the external density,
which is slightly stronger. Fig. 6.12 shows the evolution of the afterglow emission for the "Moderate"
reference case when next increases up to ∼ 10 cm−3, all other parameters being kept constant. A
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higher external density leads to an earlier peak time at higher luminosities (their values are reported
in Tab. 6.8) but affects differently the synchrotron and the SSC flux: as expected, the SSC process
becomes more efficient and the relative SSC-to-synchrotron ratio increases. The transition from the
weak SSC emission due to a strong KN attenuation described in Sec. 6.2.4 to a more efficient case
in Thomson regime occurs in this reference case above next ∼ 1 cm−3. This corresponds to the
radiative regime S15 in Appendix A, with spectral breaks at νm < νc < ν̂c < ν0. This effect can
clearly be observed on the bottom panel of Fig. 6.12, showing the observed spectrum at the peak
emission. At the largest external densities (next > 1 cm−3), the increase of the VHE flux stalls for
two reasons. Firstly, the strong SSC emission starts to affect significantly the synchrotron spectrum,
which features two peaks (visible on the bottom panel of Fig. 6.12). The cooling frequency νc at the
peak also decreases, shifting the SSC peak to lower frequencies so that the flux at 1 TeV does not
increase as significantly as the SSC peak flux.
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Fig. 6.12: Light curves at 1 TeV (top panel) and spectra at light curve peak (bottom panel) of the "Mod-
erate" reference case (see Tab. 6.6) for varying viewing angles. The case fitting the afterglow of GW 170817
corresponds to next = 4.25× 10−3 cm−3. The dotted line on the light curve is the assumed CTAO sensitivity
for a 50 hrs observation described in Sec. 6.3: 5 × 10−14 erg · s−1 · cm−2. The peak times at which spectra
are calculated and the peak fluxes are reported in Tab. 6.8.
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"Moderate" model "Optimistic" model
next (cm−3) tpeak (days) νFν,peak (erg · s−1 · cm−2) next (cm−3) tpeak (days) νFν,peak (erg · s−1 · cm−2)

4.25× 10−3 122 1.5× 10−16 1.52× 10−2 125 8.4× 10−16

4.25× 10−2 60.0 1.4× 10−15 1.52× 10−1 15.3 1.5× 10−15

4.25× 10−1 25.6 3.1× 10−15 1.52× 100 0.76 8.1× 10−15

4.25× 100 12.2 6.5× 10−15 1.52× 101 0.11 3.1× 10−14

4.25× 101 0.55 1.1× 10−14 1.52× 102 0.08 2.9× 10−14

Tab. 6.8: Times and flux densities of the peak of VHE emission at 1 TeV for the different external medium
densities presented in Fig. 6.12, and for the "Moderate" and "Optimistic" VHE reference cases. For com-
parison, the H.E.S.S. upper limit is 3.2 × 10−13 erg · s−1 · cm−2 and the projected CTAO sensitivity is
5× 10−14 erg · s−1 · cm−2.

A second limitation, dominant at the highest densities, comes from the pair production. This
phenomenon becomes all the more dominant as next increases, as I show on the peak spectra in
Fig. 6.13. In fact, we see on Fig. 6.14 that the light curve at 1 TeV is affected by pair production
with different intensities through time. In this case, the peak time is even displaced when pair
production is accounted for, and the flux attenuation at 1 TeV is as high as a factor 5. Pair
production may be the most impacting process limiting the potential observations of short GRB
afterglows at VHE.
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Fig. 6.13: High-energy spectra at light curve peak of the "Moderate" reference case (see Tab. 6.6) for
varying external medium densities next. The peak times at which spectra are calculated are given in Tab. 6.8
and correspond to the 1 TeV light curve peak when pair production is accounted for. Solid lines show
the synchrotron component, dashed lines the SSC component with the attenuation due to pair production
(Eq. 5.136), and dash-dotted lines the SSC component without accounting for pair production. The difference
due to pair production becomes significant at the highest energies. The parameters used are presented in
Tab. 6.6.

Even taking into account these limitations, a higher external density clearly favours a brighter
VHE emission, even if both the "Moderate" and "Optimistic" reference cases remain undetectable
by H.E.S.S. or the CTAO at the reference viewing angle. We conclude that post-merger VHE
afterglows should become detectable in the future only under several favourable conditions, e.g. a
higher external density and a slightly lower viewing angle. For instance, the "Moderate" (resp.
"Optimistic") reference case with an external density next = 1 cm−3 and a viewing angle θv/θc = 6
should be detectable by the CTAO up to a distance of ∼ 90 Mpc (resp. ∼ 400 Mpc). Note
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however that two additional effects should be included in the "Optimistic" case and may reduce this
maximum distance: (i) at 400 Mpc, the attenuation by the Extragalactic Background Light (EBL) is
not negligible anymore at 1 TeV, (see Sec. 5.4.8 and Domínguez et al. 2011); (ii) in this case, the VHE
afterglow peaks very early (∼ 1 day). This would require an early follow-up which will necessarily
be less deep due to a limited exposure time. It remains that detections with the CTAO above
100 Mpc are possible in the "Optimistic" case. As some parameters that are naturally degenerate in
an afterglow fit including only synchrotron radiation, such as next and ϵB, have different effects on
the SSC emission, such VHE detections would therefore better constrain the parameter space and
allow for a better understanding of the physical conditions in the post-merger relativistic ejecta.
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Fig. 6.14: VHE light curves at 1 TeV, for the for the "Moderate" reference case (see Tab. 6.6), with
next = 4.25×101 cm−3 (where pair production is significant). In blue, the calculation includes pair production
(Eq. 5.136), in red pair production is not accounted for. With such a strong γγ attenuation, the contribution
to the emission of secondary leptons, which is not taken into account in our model, should be discussed.

6.4 A Population of Short Merger Time Binaries?

Another direct consequence of the impact of next on SSC emission is that short GRB afterglows
detected at VHE are more likely to originate from mergers occurring in a denser environment. Such
VHE detections could therefore be unique probes to high-density media at the location of BNS
mergers, which are sought clues for short merger time binaries. Fast mergers are indeed expected to
occur close to their formation sites, where the external medium density is expected to be higher (see
e.g. the discussion in Duque et al., 2020). Direct observations to constrain this population of short
merger times BNSs are still sparse: only a dozen Galactic binary pulsars (Sec. 3.2), and two GW
events associated to BNS mergers (Sec. 3.3). So far, they do not constrain the distribution of BNS
merger times. However there are several indices, both observational and theoretical, that indicate
that such a population may exist, as I discuss below.

From Short Gamma-Ray Bursts

It is still unclear what fraction of GRBs can be confidently associated with merging BNSs. The
bimodal distribution of GRB duration is often associated with the two classes of progenitors: short
GRBs arising from BNS mergers and long GRBs resulting from the collapse of massive stars (see
Sec. 1.3). It has been clear however that some long GRBs are associated with counterparts related
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to mergers (like a kilonova e.g. for GRB 211211A , Rastinejad et al. 2022), while some short GRBs
could be associated with collapsars due to relativistic ejection close to the threshold between choked
and successful jet (see Sec. 1.3). The GRB duration alone is not enough to determine the progenitor
type (see Sec. 1.3.3). The short GRB associated with GW 170817 is the only one with a clear
association to a merger event, thanks to its detection by GWs (see Chapter 2). In short, these
observations suffer from several observational biases like afterglow detection, host galaxy association
and projection effects, probably leading to sample incompleteness that is challenging to quantify in
order to study the underlying merger population, but several studies have put forward elements of
evidence for short merger time binaries among the GRBs associated with BNS mergers.

In Sec. 3.4, I introduced the high dispersion of the projected offsets of short GRBs in their host
galaxies. Only a small fraction of GRBs has a high-confidence host galaxy association, but when
studying the offsets in these hosts for the most complete sample up to date, Fong et al. (2022) found
that the population of short GRBs has a component at low offsets, consistent with a tail below 1
half-light radius for ∼ 20% of systems found in Fong & Berger (2013) and Berger (2014). Mergers
occurring closer to the galactic centers are more likely to result from short merger time binaries
which do not have sufficient time to migrate to the outskirts of their host galaxy due to their natal
kicks. Projection effects are a source of uncertainty in the studies of offset distributions.

The joint study of the sample of short GRBs described in Fong et al. (2022) by Nugent et al.
(2022) indicates that ∼ 84% of short GRB host galaxies are star-forming. This is surprising in the
scenario where BNS mergers are the progenitors of short GRBs, as we expect a broad dispersion of
merger times, i.e. a population of mergers occurring in evolved galaxies with little star formation.
Additionally, at higher redshifts, z > 1, the population of merging BNS is also a younger stellar
population with ages ≲ 1 Gyr. Both findings are indicators of the existence of a short merger time
channel.

From r-process enrichment

Additionally, if BNS mergers are the dominant site for r -process nucleosynthesis as discussed
in Sec. 3.4 and suggested in e.g. Lattimer & Schramm (1974); Goriely et al. (2011); Just et al.
(2015); Côté et al. (2017), another more indirect evidence is provided by the observed large scatter
of [Eu/Fe] abundances in extremely metal-poor stars shown in Fig. 3.4 (see the compilation by Suda
et al., 2008). In particular, the existence of low-metallicity stars with high abundances in r -process
elements requires fast mergers allowing their production when the environment is still extremely
metal-poor (see e.g. Vangioni et al., 2016; Côté et al., 2019; Dvorkin et al., 2021). Some ultra-faint
dwarf galaxies have also been observed with high concentrations in r -process elements, while their
stellar population is old, which therefore hints towards early-time enrichment (Beniamini et al.,
2016).

Another observation is that stars with higher metallicities ([Fe/H] > −1) typically have lower
ratios [Eu/Fe]. This also supports early-time enrichment in r -process elements: the recent history
of chemical enrichment is more efficient for products of Core-Collapse Supernovae (CCSNe) than for
r -process nucleosynthesis from BNS mergers. This again implies the need for a population of short
delay times BNS mergers.

The relative contribution to the enrichment between merging BNSs and rare hypermassive collap-
sars is an underlying source of uncertainty to these conclusions. All arguments related to r -process
enrichment also suffer from uncertainties on the exact yields for each BNS merger, which is still
poorly understood as I discussed in Sec. 2.2. Finally, the detailed modelling of the BNS merger rate
through cosmic time is highly uncertain and poorly constrained yet.



116 CHAPTER 6. SHORT GRB AFTERGLOWS AT VHE: THE CASE OF GW 170817

From BNS population studies

Another indicator of a possible population of short merger time BNSs is the direct study of
Galactic binary pulsars (see Sec. 3.2). Some of them have been found to have total merger times
∆tGW ≲ 100 Myr. Inferring the exact relative contribution of short merger time binaries among the
total population of BNSs is challenged by observational biases: BNS systems with shorter separations
are easier to detect; and younger systems are also more likely to be seen. Still, these observations
indicate the presence of short merger time BNSs.

Theoretically, BNSs can easily form in Active Galactic Nuclei disks, due to the higher density
of material and the disk dynamics. In this case, the separation is expected to decrease on short
timescales from dynamical friction rather than from the emission of GWs, leading to short merger
times.

From the point of view of Binary Stellar Evolution (BSE), there are two main ways short sepa-
ration BNSs can form: either from lucky natal kicks during the second Supernova (SN) (Kalogera,
1996), or from multiple phases of mass transfer and an efficient Common Envelope (CE) (Dominik
et al., 2012). Some Neutron Star (NS) in the Milky Way have been observed with low proper veloc-
ities, indicating low natal kicks at birth, which may favour short merging times. The phase of CE
has never been observed yet, but its impact has been studied using population synthesis: models
allowing to simulate the evolution of billions of stellar binaries (see Sec. 7.3). Some results obtained
with population synthesis show the presence of a population of short merger time BNSs in the case
of an efficient CE phase where most of the binary’s angular momentum is evacuated. As I also
discuss in Chapter 9, different evolutionary tracks can produce BNSs. Some of them feature an
additional phase of mass transfer, more prone to shrink the orbital separation by carrying away
angular momentum during ejection phases. Population synthesis relies on several approximations
on the key evolutionary stages of stellar binaries, as discussed in Chapter 8, but they also indicate
the presence of a fraction of BNS systems with short merger times.

6.5 Conclusion

In this Part II, I have first presented the motivations to build a model accounting for the VHE
emission of laterally-structured jets in the context of the off-axis observations of GW 170817 and the
recent VHE detections of some GRBs (Chapter 4). In Chapter 5, I presented this model in detail,
and in this Chapter 6, I presented the results of our study of the VHE afterglow of GW 170817.

We used this model to fit the multi-wavelength afterglow of GW 170817, including radio to X-
ray observations up to 400 days and five early-time upper limits. We inferred the model parameters
using three different assumptions for the emission: pure synchrotron, synchrotron and SSC assuming
that all scatterings occur in Thomson regime, and full synchrotron and SSC calculation taking into
account the KN regime. We obtain excellent fits in the three cases, with similar constraints on the
parameters for the pure synchrotron case and the full calculation with SSC in Thomson and KN
regimes, whereas the case where all scatterings are assumed to be in the Thomson regime deviates
significantly. The SSC emission in the afterglow of GW 170817 is indeed weak due to a strong KN
attenuation, which confirms the need to include the self-consistent calculation of the SSC emission in
the KN regime in afterglow models. The predicted VHE flux at the peak has a large dispersion but
remains about two orders of magnitude below the upper limit obtained around the peak by H.E.S.S.
This shows that the VHE afterglow of GW 170817 was undetectable by current instruments, but
that future detections of similar events would break some degeneracies among the model parameters
and allow better constraints on the physics of the relativistic ejecta.

We then studied how such post-merger VHE afterglows may become detectable in the future,
in the context of the improved sensitivity of the CTAO. Beyond the evident effect of a less off-axis
viewing angle, we show that the efficiency of the SSC emission becomes larger in external media
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with higher densities than GW 170817. For instance, a similar ultra-relativistic jet in a medium
of density ∼ 1 cm−3 and seen slightly less off-axis than GW 170817 may become detectable by the
CTAO at 100-400 Mpc.

This bias of VHE afterglow detections in favour of high-density environments offers a new probe
of a possible population of fast mergers. With a short merger time, a merger should indeed occur in
more central, and denser, regions of its host galaxy. Thus, future detections of such VHE afterglows
would not only advance our physical understanding of relativistic jets produced after a BNS merger,
but also constrain the physics of the evolution of massive binary systems. This last aspect is the
core of the resarch presented in Part III.
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Understanding the formation of Binary Neutron Stars (BNSs) is an important challenge to
interpret not only their detection rate by Gravitational Wave (GW) interferometers, but also other
multi-messenger information like the properties of their host galaxies, their offset distributions or
the density of the environment in which the merger ejecta propagates. This last aspect has direct
consequences on the detectability of the afterglows – in particular at Very High Energy (VHE) – as
I discussed in Part II. A crucial information is the delay time between stellar formation and BNS
merger, which is directly linked to the orbital separation when the secondary Neutron Star (NS)
forms.

In recent years, the observation of the mergers of BNSs (Abbott et al., 2017a,b,c), Neutron Star –
Black Hole binaries (NSBHs) (Abbott et al., 2021a) and Binary Black Holes (BBHs) (Abbott et al.,
2019a, 2021b; The LIGO Scientific Collaboration et al., 2021a,b) with GWs has confirmed that a
population of merging compact objects indeed exists.

Yet, as introduced in Sec. 1.2, the merger time of a binary from the emission of GWs tmerg ∝ a4

for circular orbits (Eqs. 1.8 – 1.11). A BNS system with symmetric masses M = 1.4M⊙ therefore
needs to have an initial orbital separation ai ≲ 4.8R⊙ to merge within the age of the Universe
tHubble (Eq. 3.4, see also Mandel & Broekgaarden 2022). However, stellar progenitors of NSs and
Black Holes (BHs) are massive stars, whose radii during late stages of stellar evolution can reach
∼ 100−1000 R⊙. A process must therefore take place to allow for a significant separation shrinkage
during or after the compact objects formation. Following this observation, two main formation
channels have been proposed and can provide such processes:

– An isolated system of massive progenitor stars co-evolves and the separation is reduced during
one of the phases of binary stellar evolution. This typically requires a phase of Common
Envelope (CE) that allows for the migration of the first-formed compact object in the envelope
of the secondary. I discuss this isolated binary formation channel in Sec. 7.1.

– Compact objects form in a dense environment like a globular cluster, so that close compact
object binaries form through dynamical capture or hardening from three-body encounters
within the cluster. This is the dynamical formation channel, that I introduce in Sec. 7.2.

For a detailed review on both formation channels, the reader can refer to Mapelli (2021).

7.1 Isolated Binary

The most promising formation channel to produce BNS systems is the isolated binary channel.
Galactic observations have shown that a significant fraction of stars are formed in binary systems
(sometimes even triple or quadruple systems). The exact binary fraction is quite uncertain and varies
depending on the work, but typically ranges between 30 − 70% (see e.g. Sana et al. 2012). This
is expected as stellar formation theory favours the production of multiple systems, as stars form in
the collapse and fragmentation of dust clouds that are massive enough to produce hundreds of stars
(e.g. McKee & Ostriker 2007). Once formed, massive stellar binaries evolve jointly on relatively
short timescales (depending on the initial mass, between ∼ 10 Myr and ∼ 100 Myr, see Sec. 3.1).
With specific initial conditions, they can form NSs. The details of the model assumptions for the
evolutionary phases of such massive binaries are given in Chapter 8, but I show here a synthetic view
on the key elements of Binary Stellar Evolution (BSE) that are relevant to understand the isolated
binary scenario.

The isolated binary scenario follows the joint evolution of two stars in a close orbit. If the
separation is initially too wide for binarity to play a significant role in stellar evolution, the binary is
called detached and it is expected that the final products of stellar evolution as well as the properties
of the compact objects binary can be estimated by only studying single star evolution, as described
in Sec. 3.1. In such cases, it is unlikely that the post-evolution binary can merge within tHubble,
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because the initial orbital separation is too high for efficient shrinkage by emission of GWs (see
Eq. 1.11). Some of these BNSs with wide separations can be observed, in particular when one of the
NSs is a pulsar, as I discussed in Sec. 3.2. These may be the product of the evolution of detached
binaries, but are not the core of our work.

When binaries are in closer orbit, the presence of a companion affects the evolution of both stars
in several ways. I present here a typical evolutionary track that is thought to produce BNS systems
which can merge within tHubble: more details on this scenario, as well as other evolutionary tracks
can be found in Chapter 9 (Sec. 9.3).

A binary made of two stars with initial masses ranging between ∼ 8 and ∼ 20 M⊙ forms from
the collapse and fragmentation of a dust cloud (McKee & Ostriker, 2007). The initial conditions
when hydrogen fusion is triggered are called the Zero-Age Main Sequence (ZAMS) (see Secs. 3.1
and 8.1) conditions. Stars that are massive typically exhaust their nuclear fuel through fusion cycles
in ≲ 100 Myr and thus evolve rapidly on the main sequence (Sec. 3.1). The primary star – the
most massive – is the first to complete hydrogen fusion into helium. When the fusion of helium
in the core starts (Core Helium Burning (CHeB)), the radius of the primary increases and the star
reaches the Asymptotic Giant Branch (AGB). At that stage, depending on the separation and on
the metallicity of the stars (stellar winds influence the amount of mass lost in giant phases and the
radius that massive stars reach during these phases), as well as on the evolutionary stage of the
secondary star, a first phase of mass transfer from the primary to the secondary can occur. This
episode of mass transfer is typically stable (for a definition, see Sec. 8.2.2). Some of the mass is
accreted by the companion star and the rest of the hydrogen envelope is lost through stellar winds.
The helium core of the primary is massive enough that the now-stripped star can ignite a new fusion
cycle. Eventually, the primary forms an iron core and collapses into a NS. During the Supernova
(SN), a natal kick is given to the NS due to the asymmetry in the explosion, and is likely to disrupt
the binary. Natal kicks from SNe are a major source of uncertainty in BSE and it is expected that a
very small fraction of binary systems survives both SN explosions (see Sec. 8.2.4). If it is the case,
after the SN of the primary, the binary now contains a NS and a massive secondary companion.

The secondary in turn evolves and reaches the AGB. At that stage, a new phase of mass transfer
starts, this time from the secondary onto the NS. Given the low mass ratio between the donor star
and its companion Mdon/Mcomp, mass transfer is typically unstable: the NS cannot accrete material
at the same rate as it falls onto it, and the outer envelope of the secondary starts to engulf the NS.
This is the CE (see Sec. 8.2.2 and 8.2.3). This phase shrinks the orbital separation and produces
BNS systems with separations ≲ 5 R⊙. Dynamical friction while the NS orbits in the envelope
of the secondary during the CE leads to a significant loss of orbital angular momentum, that is
transferred to the envelope, that may thus be ejected. In a fraction of cases, the NS may even
merge with the stellar core during the CE phase (Thorne-Zytkow object, Thorne & Zytkow 1975).
The precise understanding of CE is not yet achieved and detailed simulations are computationally
expensive and incompatible with a use in the context of population synthesis. CE is therefore a
major source of uncertainty in the models of BSE in the isolated binary scenario. After the envelope
is ejected because of angular momentum transfer, the binary separation has now shrunk, and the
secondary only retains its helium core. This core then expands again due to the different fusion
cycles taking place: another phase of mass transfer can start at that stage, until the explosion of the
secondary in a SN. If the binary survives this second explosion, it is now made of two NSs with a
short orbital separation. Orbital decay by the emission of GWs is efficient and the binary can merge
within tHubble.

Many variations of this scenario can lead to the production of BNSs, but they all feature the key
evolutionary steps mentioned here (be they occurring at different epochs of stellar evolution or with
different properties). In the steps described here, the major uncertainties that play a role in BSE
are:
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– Mass losses via stellar winds;
– Mass transfers between the two stars;
– The phases of Common Envelope (CE);
– Supernova (SN) kicks.

The variation of metallicity also plays a role in these different phases. As we found in the work
presented in this Part III, this also affects the properties of the merging population through cosmic
times (see Sec. 9.5).

It is extremely challenging to model BSE with precision, given the different timescales relevant
during a star’s lifetime (see Sec. 3.1). To simulate the evolution of binary stars, one approach
consists in modelling a few binaries in great detail with computationally-expensive simulations (see
e.g. MESA, Paxton et al. 2011, 2013, 2015, 2018; Jermyn et al. 2023). Another option is to rely on
(semi-)analytic approximate prescriptions for these different phases and compute the evolutionary
phases of billions of stellar binaries; for comparisons with the observed population as a whole. This
last option is what is done by population synthesis models, which are calibrated using the more
detailed simulations, and that I introduce in Sec. 7.3 and in Chapter 8.

7.2 Dynamical Formation

I mentioned that stars are likely to form in binary systems. In fact, most stars even form in
clusters resulting from the collapse and fragmentation of much bigger interstellar clouds. They are
observed in so-called young star clusters. Much older and massive clusters, globular clusters, are
made of a population of old stars. Though the details of their formation is poorly understood,
studies of the stellar dynamics show that they also contain a population of compact objects (Askar
et al., 2017). This population is thought to be produced much earlier in the clusters’ history, when
the shorter-lived massive stars exploded in SNe. Finally, compact objects are also found in nuclear
clusters – massive stellar clusters located near the center of galaxies. They are more massive than
young and globular clusters and therefore have a higher escape velocity, which makes them more
likely to retain the compact objects (see e.g. Fragione & Kocsis 2018).

Young star clusters, globular clusters and nuclear clusters have been studied as good hosts for the
dynamical channel of compact objects binary formation. The contribution of young star clusters is
expected to be sub-dominant due to their lower mass. As an example, I briefly describe the principle
of the dynamical channel in globular clusters.

A population of millions of stars is initially born simultaneously and is gravitationally bound
together. The most massive stars evolve faster and quickly form BHs and NSs. These compact
objects receive a natal kick during the SN, and may therefore be ejected from the cluster at that
stage. In fact, given the lower mass of NSs, they typically receive higher-velocity kicks and it is
expected that most of them are directly ejected from the clusters upon formation. Similarly, they
are more likely to be ejected from the cluster during gravitational encounters with other stars due
to their lower mass. Globular clusters are therefore not good candidates for the efficient formation
of BNS and NSBH systems (see e.g. Ye et al. 2020). This finding is another motivation for the focus
given to the isolated binary scenario in the study of BNSs.

Conversely, the dynamical channel is believed to contribute significantly to the observed popula-
tion of merging BBHs. Because BHs are more massive at birth, they receive lower natal kicks and are
therefore retained in the gravitational potential of the cluster. Through multiple-body interactions,
a progressive mass segregation occurs in the clusters, and the most massive objects progressively
sink towards their center.

In such environments, there are several dynamical processes – driven by gravitational energy
transfer during approaches in this dynamically active environment – that can lead to the formation
of BBHs with close separations. They all are different manifestations of the same scenario: a three-



7.3. POPULATION SYNTHESIS MODELS 125

body encounter, when a massive object such as a star or another compact object comes close enough
to a binary system that it modifies its orbital properties. For this to happen, the third body must
come within a distance shorter than a few times the binary orbital separation. In the event of such
an encounter, several processes can occur:

– If a compact object encounters a binary where the first compact object is not yet formed, it
can modify the separation and eccentricity of the stellar binary, and trigger phases of mass
transfers, leading to a complete modification of the evolution of the system;

– If the compact object binary has formed (typically a BBH), the multiple three-body encounters
it will experience within the cluster are expected to – on average – reduce the binary separation.
This process is called hardening.

– In some extreme cases, it is even possible that a wandering BH removes one of the components
of the binary and pairs with the remaining object. This is a dynamical exchange.

Interestingly, because of the multiplicity of these interactions in globular clusters, it has even been
suggested that hierarchical mergers can occur, leading to a progressive BH mass growth in and
beyond the pair instability mass gap discussed in Secs. 3.3 and 8.2.5 (see e.g. Mapelli et al. 2022).
The excess of observed mergers with a component within this mass gap could also imply that more
massive BBHs are more likely to be the products of hierarchical growth in a cluster rather than
a direct formation from an isolated binary. This channel can also naturally explain mergers with
unequal mass ratios like GW 190412 (see Sec. 3.3), as suggested in Rodriguez et al. (2020).

In the work presented in this thesis, I specifically study BNS systems. Because it is expected
that most NSs are ejected from clusters when they form, I make the assumption that BNSs are only
produced by the isolated binary scenario.

7.3 Population Synthesis Models

A common way to study the population of compact objects numerically in the isolated binary
scenario is to use simplified models that simulate the evolution of massive binaries in short compu-
tation times. These models are known as population synthesis models. In fact, it is key to be able
to simulate the fate of binary systems efficiently, as it is impossible to directly infer the properties
of the formed compact objects directly from the initial binary properties. First, some processes in
BSE involve stochasticity, like the SN kicks (intensity, orientation) that depend on the details of
the explosion. Second, the stellar tracks (see Sec. 3.1) followed by single stars, especially the most
massive stars, are extremely sensitive to very small changes (e.g. in initial mass) which can lead to
the formation of one type of remnant or another (see the stellar tracks presented in Fig. 3.1 and
e.g. Sukhbold et al. 2016). In this context, the presence of a close companion can therefore widely
disturb the stellar evolution. There is thus no other choice than to follow individually all binaries
throughout their evolution.

To be computationally efficient, population synthesis models rely on pre-computed stellar tracks
for single stars. Initially, these stellar tracks are computed using much more detailed single-star
evolution models such as MESA as discussed in Sec. 3.1. At each time step, the population synthesis
algorithm evaluates the properties of each star of the binary using fitting formulae to pre-computed
evolutionary tracks. These are then used to deduce stellar properties to the next time step. This
is done assuming that on this timescale, the impact of the companion does not affect single-star
evolution. In practice, this requires a fine sampling of the time-integration of binary stellar evolution,
especially at low metallicities for massive progenitors (see Sec. 8.2.5 and Banerjee et al. 2020). The
properties related to binarity (e.g. mass exchanges, orbital parameters) are treated independently at
each time step. Two important approximations are therefore used by nature in population synthesis
codes: (i) the evolutionary tracks they rely on are based on single star evolution; (ii) the interpolation
at each time step treats binary properties independently.
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As of today, no simulations have yet incorporated more complex effects such as stellar magnetic
fields and rotation in population synthesis codes. For massive stars, they can however play an
important role to shape their fate, especially at late evolutionary stages in the giant phase (Limongi
& Chieffi, 2018).

Population synthesis is not only useful to study the population of merging compact objects. It
can also be used to statistically study the properties of X-Ray Binaries (XRBs) and the recycling
of pulsars into millisecond pulsars; to look at the population of galactic BNSs; more generally to
study their host galaxies; among others. In short, they can trace all the populations I discussed
in Chapter 3. Several groups have therefore developed their own numerical tools with different
ingredients depending on their focus of study, so that there are now multiple population synthesis
codes currently used worldwide. I list them in Tab. 7.1. Many of these models (StarTrack, COSMIC,
COMPAS, binary_c, ...) however derive from the same base: BSE (Hurley et al., 2002). Though
they have several differences, it is worth noting that the stellar tracks on which they are based are
thus the same, taken from Pols et al. (1998). Recently, some population synthesis codes have been
published, that feature their own evolutionary tracks, most notably POSYDON (Fragos et al., 2023)
and SEVN (Spera et al., 2019), which are based on more recent results using MESA. They also rely
on interpolations between the tracks rather than on fitting formulae. Recent studies suggest that
more recent prescriptions for the stellar tracks have a significant impact on the properties of the
remnants (Iorio et al., 2023).

Code Name Reference
SeBa Toonen et al. (2012), based on Portegies Zwart & Verbunt (1996)

with ingredients from Hurley et al. (2002)
BSE Hurley et al. (2002), using single-star evolution from Hurley et al. (2000)

– Podsiadlowski et al. (2003)
StarTrack Belczynski et al. (2002, 2008, 2020)

– Mapelli et al. (2013), a modified version of SeBa
The Brussels code Vanbeveren et al. (1998); De Donder & Vanbeveren (2004)

Mennekens & Vanbeveren (2014)
BPASS Eldridge et al. (2008); Eldridge & Stanway (2016); Eldridge et al. (2017)

Stanway & Eldridge (2018)
MOBSE Mapelli et al. (2017); Giacobbo et al. (2018)

Giacobbo & Mapelli (2018, 2019, 2020)
COMPAS Stevenson et al. (2017); Riley et al. (2022)
ComBinE Kruckow et al. (2018)

SEVN Spera et al. (2015); Spera & Mapelli (2017); Spera et al. (2019)
– Tanikawa et al. (2021), extending BSE to high-mass and metal-poor stars

COSMIC Breivik et al. (2020)
binary_c Izzard et al. (2004, 2006, 2009)

The Scenario Machine Lipunov et al. (1996, 2009)
POSYDON Fragos et al. (2023)

TRES Toonen et al. (2016)

Tab. 7.1: A list of population synthesis codes used in the literature. For a list of detailed binary evolution
codes or hydrodynamical codes, see the review by De Marco & Izzard (2017).

Because they rely on many simplifying assumptions, population synthesis codes are roughly 107

times quicker than detailed binary evolution simulations. They are therefore perfectly designed to
study the population of compact object binaries. In the next Chapter 8, I present COSMIC (Breivik
et al., 2020), the population synthesis model that I used to study the evolution of BNS progenitors
with redshift in the study presented in the next Chapter 9.
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In the work presented in the next Chapter 9, we aim to study the population of Binary Neutron
Stars (BNSs) using population synthesis. Among the codes presented in Tab. 7.1, we chose to use
COSMIC (Breivik et al., 2020) for this study, as it includes recent developments of binary evolution
models, and it is regularly updated and open-source. All the work presented in this thesis has
been conducted with the version 3.4.0 of COSMIC1. In this chapter, I provide more details on the
physical assumptions for binary stellar evolution used in COSMIC and focus on the most relevant
aspects to BNS formation. Some of the physics found in COSMIC but not directly relevant to this
work will be overlooked, like the treatment of the compact object magnetic fields, pulsar properties,
among others. Sec. 8.1 is dedicated to the initial properties of the population of binaries, which
is later evolved using the analytic prescriptions described throughout Sec. 8.2. In Sec. 8.3, all the
parameters and flags used in our work are compiled, including those not discussed in the core of this
chapter.

8.1 Initial Properties of Binary Systems

Overview

Studying binary stellar evolution for a given stellar population using COSMIC requires to draw
from an initial population of binaries, which are individually determined by their metallicity (Z),
the mass of the primary (M1), the mass ratio between the secondary and the primary (q =M2/M1

– Note that 0 < q < 1 by definition), their orbital separation (a), their eccentricity (e), and their
birth time (T0). Seed binaries are often referred to as Zero-Age Main Sequence (ZAMS) stars.

In practice, as the main role of population synthesis codes such as COSMIC is to study binary
stellar evolution and generate a population of compact object binaries, we choose to disregard
the birth time parameter T0, and only simulate the evolution of a “virtual” population comprised of
binaries with the same birth time. Only at a later stage, to simulate an astrophysical population, will
we convolve the information on the binary population with a distribution of birth times (see Sec. 9.5).
Similarly, we choose to create a grid of Nmet metallicities at which the population of binaries will
be initialized, and generate Nmet populations independently where all stars have the same initial
metallicity (see Sec. 9.1). The metallicity distribution of individual binaries will also be taken into
account at a later stage when generating an astrophysical population. To initialize a population of
binaries with COSMIC, we therefore need information on the following initial distributions:

– primary mass (M1);
– mass ratio (q =M2/M1);
– orbital separation (a);
– eccentricity (e).

In the simplest approach, these distributions are assumed to be independent. However, a study
of several surveys probing a wide range of binary types and separations by Moe & Di Stefano (2017)
has shown that this assumption may not be realistic. They find statistical evidence for five distinct
groups that depend on the primary mass, and whose distributions of mass ratios, separations and
eccentricity follow separate distributions. COSMIC allows to initialize a population following this
prescription, but for an easier analysis and given the unknowns regarding the dependency of these
relations with metallicity, we choose to sample the initial binary parameters independently.

In the following, I will refer to the probability density functions from which each independent
initial parameter will be sampled as the distributions. Formally, we could note them f , defined such
that dN/dx = f(x) where x is the parameter sampled, and

∫ xmax

xmin
f(x)dx = 1.

1https://cosmic-popsynth.github.io/

https://cosmic-popsynth.github.io/
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Primary mass distribution

The stellar mass distribution has first been studied by Salpeter (1955) using catalogs of stellar
luminosities available at the time to deduce a mass distribution function of the form

ξ(M) ∝M−2.35 , (8.1)

where ξ(M) is the probability for a given star to have a mass between M and M+dM , i.e. if we note
N the total number of stars, dN = ξ(M)dM . ξ is normalized such that

∫Mmax

Mmin
ξ(M)dM = 1. Note

that in Salpeter (1955), this relation is defined as dN = ξSal.(M)d logM , leading to the exponent
−1.35 instead of −2.35.

A follow-up study by Kroupa et al. (1993) using new galactic observations up to 5.2 pc and
results on massive stars by Scalo (1986) found a 3-component Initial Mass Function (IMF) of the
form

ξ(M) ∝





M−1.3 if 0.08 ≤M/M⊙ ≤ 0.5
M−2.2 if 0.5 ≤M/M⊙ ≤ 1
M−2.7 if 1 ≤M/M⊙

. (8.2)

Subsequently, Kroupa (2001) proposed a revised IMF function of the form

ξ(M) ∝





M−0.3 if 0.01 ≤M/M⊙ ≤ 0.08
M−1.3 if 0.08 ≤M/M⊙ ≤ 0.5
M−2.3 if 0.5 ≤M/M⊙

. (8.3)

Changes in the IMF form are mostly due to a more careful representation of low-mass stars
between 0.01 and 0.08 solar masses, not accounted for in the previous study by Kroupa et al. (1993).
These primary mass distributions are shown on the top left panel of Fig. 8.1.

With COSMIC, it is possible to sample the primary mass from these three IMFs, from 0.08M⊙
up to 150M⊙. Note that this truncates the low-mass tail of the IMF from Kroupa (2001). This
has no consequence on the study of binaries with Neutron Stars (NSs) and Black Holes (BHs)
since their progenitors have masses well above this cut. A user-specified IMF can also be provided,
with arbitrary slopes and cutoff masses. Finally, it is worth noting that these IMFs rely on a
characterisation of the fraction of stars in binary systems that is inferred directly by using the
observations. This parameter is quite uncertain (see the discussion below), and variations can lead
to corrections to these distributions. Studies based on population synthesis assume that the IMF
is universal, no matter the galactic type or the stellar content, and regardless of the metallicity
or redshift of the initial population. This universality can be questioned. New studies using more
recent data such as Gaia observations (Gaia Collaboration et al., 2021) would be useful to update
the IMF shape and the binary fraction in the Milky Way.

Mass ratio distribution

The determination of the mass of the secondary in COSMIC is done assuming a flat distribution
in q =M2/M1. This is motivated by studies of galactic binaries by Mazeh et al. (1992) and Goldberg
& Mazeh (1994) which compile mass information for 23 galactic binaries with orbital periods shorter
than 2000 days, and suggest a flat distribution in mass ratios. More recently, Sana et al. (2012)
studied a sample of 40 Galactic binaries located in five young stellar clusters. This sample specifically
contains O-type stars, blue supergiants which are young massive stars on the Main Sequence (MS)
and therefore good tracers of the properties of binary systems with massive stars at their formation
(see Sec. 3.1 for the evolutionary timescales). They also observed a flat distribution of mass ratios.

However, some other works instead indicate that the distribution of mass ratios could be favouring
lower mass ratios. Goldberg et al. (2003) stress than in the previous studies, a correcting factor was
introduced to account for non-detected binaries. This correction was introducing a bias in the
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intrinsic mass ratio distribution that was inferred. In this study, Goldberg et al. (2003) analyse this
time 129 binaries, lowering low-statistics effects, and find this mass ratio distribution with more
systems at lower mass ratio. In fact, that idea was first discussed in Duquennoy & Mayor (1991),
which is often quoted as a pioneering study but relied on a biased sample of binaries with unreliable
parallax estimates (Geller et al., 2019). More discussion on that issue can be found in Kroupa et al.
1993 (Sec. 4.3.2). Kobulnicky & Fryer (2007) discuss the possibility for a two-component population,
made of symmetric binaries and binaries whose initial mass ratios are uniformly distributed between
0 < q < 1. More recently, Moe & Di Stefano (2017) have argued that the mass ratio is directly
correlated to the primary mass in a power law.

Because there is yet no strong evidence for a statistically relevant non-uniform mass ratio dis-
tribution, a flat distribution is assumed in COSMIC. Again, new works with more statistics and a
careful study of the observational biases could help solving this tension and refining the prescription.
I show the distribution of initial mass ratios in the bottom right panel of Fig. 8.1.

We note that in COSMIC, the mass ratio is sampled uniformly between qmin and 1, where
qmin ≃ 0.1 decreases with the primary mass for M1 > 5M⊙, ranging between 0.13 (M1 = 5M⊙) and
0.02 (M1 = 150M⊙); and is fixed to qmin = 0.1 for systems where M1 < 5M⊙. User-specified values
for qmin or M2,min (minimum mass of the secondary) can also be used.

Initial separation distribution

We stress again that in all the studies shown in this Sec. 8.1, inferring the properties of the
intrinsic population from the observed one is a major difficulty given the biases in the mass and
separation ranges covered in the observed sample. For example, wide binaries or more extreme
mass ratios are the most affected by selection effects and as a result, constraints on the intrinsic
distributions for these values is the most uncertain.

The distribution of initial separations has first been investigated by Öpik (1924) and later by
Abt (1983) on a population of various stellar types. Both analyses found a distribution f(a) uniform
in log a, i.e. f(a) ∝ 1/a, sometimes referred to as Öpik’s law, as also assumed in StarTrack (see
Dominik et al. 2012). However, the more recent study by Sana et al. (2012) has found a steeper
orbital period distribution f(logP ) ∝ (logP )−0.55, where separation and orbital period are related
by Kepler’s third law (Kepler, 1619):

P 2

a3
=

4π2

G(M1 +M2)
. (8.4)

Given the range of masses probed in Sana et al. (2012) which favours high masses binaries, Renzo
et al. (2019) instead introduce a mass-dependent period distribution, flat in logP up to 15M⊙ and
following Sana et al. (2012) for M1 > 15M⊙. These three distributions of initial separations can be
chosen for the independent initial parameter sampling with COSMIC and are shown on the bottom
left panel of Fig. 8.1. We note that a minimal separation is required, such that it is greater than the
initial Roche radius (see Eq. 8.32) of the primary, to prevent the initialization of binary systems with
ongoing mass transfer (Sec. 8.2.2). A maximum separation is also set to 105R⊙ for the log-uniform
distribution, whereas a maximum orbital period is set to 105.5 days for the other distributions. Once
again, the initial parameters can instead be chosen from correlated distributions, following Moe &
Di Stefano (2017).

Eccentricity distribution

The last initial parameter distribution to characterise is the eccentricity distribution. Assuming
that the population of binaries follows a Boltzmann distribution in binding energy, Jeans (1919)
showed that the expected distribution of eccentricities should take the form f(e) ∝ 2e. This was later
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verified by Heggie (1975) using N-body simulations. This eccentricity distribution is often named
thermal, as a reference to the thermalized energy distribution across the binaries which is possible if
several dynamical encounters are experienced by the population of binaries. However, in a realistic
astrophysical context, e.g. in a young stellar cluster, it is unlikely that this equilibrium is reached at
the formation time of the binaries. Geller et al. (2019) instead argue that the intrinsic eccentricity
distribution should be uniform, and that it is impossible to convert a uniform distribution to a
thermal distribution even within the cluster lifetime. An interesting consequence is that observing
one or the other would put strong constraints on the models. Finally, Sana et al. (2012) use Monte
Carlo simulations to infer the initial distributions shape (assumed to be power laws and mutually
independent) from the stellar observations. They find an eccentricity distribution f(e) ∝ e−0.45 up
to emax = 0.9. The three distributions shown here have opposite trends and can therefore impact
the predicted compact object populations. I show them in the central bottom panel of Fig. 8.1. For
exploration, a population of binaries with circularized orbits can also be generated with COSMIC,
i.e. e = 0.

Binary fraction

A final, but highly uncertain parameter is the fraction of stars in binary systems, as already
introduced in Sec. 3.1. Most of the studies mentioned earlier derive their distribution functions
under the assumption – derived from the observational data used – of a specific binary fraction.
Typically, this fraction ranges between ∼ 0.3 and ∼ 0.7 (see Sec. 8.1 and e.g. Sana et al. 2012).
Motivated by the observations of Kouwenhoven et al. 2009, Kraus & Hillenbrand 2009 and Sana
et al. 2012, van Haaften et al. (2013) derive a binary fraction function B that increases with the
primary mass M1, of the form:

B(M) =
1

2
+

1

4
log10

(
M

M⊙

)
, (8.5)

where B is defined as

B(M) =
Nbinary(M1 =M)

Nsingle(M) +Nbinary(M1 =M)
(8.6)

and 0.08 ≤ M/M⊙ ≤ 100. B(M) therefore varies between 0.22 and 1. This varying binary fraction
can also be used in COSMIC.

Summary of the binary initial properties

The different distributions described in this section are illustrated in Fig. 8.1. The different
slopes for the mass distributions are clearly visible on the top left panel, where we can in particular
observe the high mass variation between the prescriptions of Kroupa et al. (1993) and Kroupa (2001).
Because primary masses are not sampled below 0.08M⊙, the first segment of the distribution of
Kroupa (2001) is not visible. The distributions of orbital periods and eccentricities are significantly
different between the models, as shown on the bottom left and central panels. It can be noted that
the power-law separation distribution for massive stars with M > 15M⊙ of Renzo et al. (2019) is
not clearly visible in this figure, mostly because the overall contribution of such high-mass stars
to the total population is small. We however expect these differences to play a significant role in
the study of the populations of NSs and BHs. The thermal distribution of eccentricities drops for
e ≳ 0.9 because highly eccentric orbits are more likely to have a periastron below the Roche radius
of the primary, even for increasing separations, and to thus be discarded. Finally, it can be noted
that the distribution of mass ratios q does not seem to follow a uniform distribution. This effect is
caused by the lower limit on the mass of the secondary star. Because most stars are also the least
massive, especially with the Salpeter (1955) primary mass function, the cut at low secondary masses
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favours more symmetric mass ratios at low primary masses. For example, if the primary has a mass
M1 = 0.2M⊙ and the minimum mass for the secondary is set to M2,min = 0.08M⊙, the possible
mass ratio only ranges between 0.4 < q < 1.
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Fig. 8.1: Initial binary distributions for the different models presented in Sec. 8.1. The distributions of
M1, M2 and q are shown assuming a log-uniform period distribution and a thermal eccentricity distribution.
The distributions of Porb are shown with the primary mass distribution from Kroupa (2001) and a thermal
eccentricity distribution. The distributions of eccentricities are shown assuming the primary mass distribution
from Kroupa (2001) and a log-uniform period distribution.

8.2 Binary Stellar Evolution

The joint evolution of binary systems is challenging to model accurately, as described in Chap-
ter 7. Population synthesis models aim at rapidly evaluating the key processes occurring during the
binary’s lifetime. To do so, they rely on a simplified treatment of complex processes that are, each
individually, entire research domains. Most of the prescriptions used and presented below are often
valid on a restricted domain of the parameter space (e.g. certain ranges of primary mass), but are
extrapolated to accommodate for the variety of values that can be found in the entire population.
It is key to keep that in mind when evaluating the uncertainties relative to each process modelled
in COSMIC. COSMIC in particular is based on the evolution algorithms proposed by Tout et al.
(1997); Hurley et al. (2000, 2002). They rely on analytic fitting formulae to models of single star
evolution defined in Pols et al. (1998) (see also Sec. 3.1). In particular, the description of stellar
evolution relies on the definition of separate stellar types (Hurley et al., 2000). I summarize them in
Tab. 8.1, to which I encourage the reader to refer to as often as needed. Note that several physical
processes such as stellar winds are only active for certain stellar types. How they are defined and
when a star changes of stellar type is therefore crucial to accurately follow stellar tracks. In a re-
cent study, Iorio et al. (2023) have proposed slightly different definitions of stellar types and found
differences in the modelled stellar tracks.
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Indicator Stellar Type
0 Low-Mass Main Sequence (MS) star (M < 0.7M⊙)
1 Main Sequence (MS) star (M > 0.7M⊙)
2 Hertzsprung Gap (HG)
3 First Giant Branch (FGB)
4 Core Helium Burning (CHeB)
5 Early Asymptotic Giant Branch (EAGB)
6 Thermally Pulsating Asymptotic Giant Branch (TPAGB)
7 Naked Helium Star, Main Sequence (He-MS)
8 Naked Helium Star, Hertzsprung Gap (He-HG)
9 Naked Helium Star, Giant Branch (He-GB)
10 Helium White Dwarf (WD)
11 Carbon/Oxygen White Dwarf (WD)
12 Oxygen/Neon White Dwarf (WD)
13 Neutron Star (NS)
14 Black Hole (BH)
15 Massless Remnant

Tab. 8.1: Stellar types indicators used in COSMIC. They correspond to the definitions of Pols et al. (1998).

In the following sections, I highlight the key evolutionary elements that can occur during the
evolution of binary systems: stellar winds (Sec. 8.2.1), Roche Lobe Overflow (RLOF) (Sec. 8.2.2),
Common Envelope (CE) (Sec. 8.2.3), Supernova (SN) kicks (Sec. 8.2.4) and some miscellaneous
elements (Sec. 8.2.5). I mostly focus on those relevant to the formation of BNSs, Neutron Star –
Black Hole binaries (NSBHs) and Binary Black Holes (BBHs).

8.2.1 Stellar Winds

During their life, stars are prone to losses of mass due to stellar winds. The mass loss rate for a
single star depends on various factors such as the stellar type, the metallicity, and on the types of
winds. The rates can also be affected by binarity. Constraints on stellar winds used in population
synthesis come sometimes from numerical simulations, sometimes directly from observations. Here
I present the typical types of winds that can affect stellar masses in COSMIC.

We first note that using the flag windflag, it is possible to select several prescriptions, for
example to reproduce exactly the implementation by Hurley et al. (2000) or by Belczynski et al.
(2008). Because more recent studies have led to newer models, as will be shown hereafter, I only
discuss here the most up-to-date description of stellar winds, using windflag = 3.

Wind calculation in COSMIC

The different winds (ṀLBV, ṀVK, ṀNJ, ṀVW, ṀKR,corr, ṀWR, that I will define individually
in this section) that can affect the stellar mass depend on the stellar type, and are summarized as
follows:

– For all MS stars and stars on the FGB or at CHeB:

Ṁwind =





ṀLBV , if L/L⊙ > 6× 105 and R/R⊙ (L/L⊙)
1/2 > 105

ṀVK , if 12500 K < Teff < 50000 K

max
[
ṀNJ; ṀKR,corr

]
, otherwise

(8.7)
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– For stars on the Asymptotic Giant Branch (AGB), i.e. EAGB, TPAGB:

Ṁwind =





ṀLBV , if L/L⊙ > 6× 105 and R/R⊙ (L/L⊙)
1/2 > 105

ṀVK , if 12500 K < Teff < 50000 K

max
[
ṀNJ; ṀKR,corr; ṀVW

]
, otherwise

(8.8)
– For naked Helium stars, i.e. He-MS, He-HG, He-GB:

Ṁwind = ṀWR (8.9)

– For WDs, NSs, BHs:
Ṁwind = 0 . (8.10)

I now review these different wind expressions.

The different types of stellar winds

Nieuwenhuijzen & de Jager (1990) have studied emprirically 247 massive stars with a luminosity
L > 4000 L⊙ and fitted the observed mass loss rates with a simple formula including the stellar
luminosity L, the stellar mass M and the stellar radius R. Hurley et al. (2000) add a modification
to this formula depending on the stellar metallicity Z, as suggested in Kudritzki et al. (1989). The
mass-loss rate applied to all massive luminous stars (L > 4000 L⊙) is therefore

ṀNJ = 9.6 · 10−15 ×min

[
1,
L− 4000

500

]
×
(
Z

Z⊙

)1/2( R

R⊙

)0.81( L

L⊙

)1.24( M

M⊙

)0.16

M⊙ · yr−1 .

(8.11)
In evolved stars, i.e. stars on the HG, the FGB, CHeB, Early Asymptotic Giant Branch (EAGB)

and Thermally Pulsating Asymptotic Giant Branch (TPAGB), the envelope is also subject to mass
loss due to photon line absorption. The expression derived by Kudritzki & Reimers (1978) (initially
for red giants) is used to describe these absorption lines-driven mass loss rates:

ṀKR = η × 4 · 10−13 L

L⊙

R

R⊙

(
M

M⊙

)−1

M⊙ · yr−1 , (8.12)

where η is a free scaling parameter of order unity, that can be provided in COSMIC using neta.
Typically, η = 0.5, as proposed2 by Hurley et al. (2000).

Tout & Eggleton (1988) have measured stellar masses in close binaries where mass transfers
have exchanged the mass ratio (the secondary becoming the most massive star). They argue that
some enhancement of the mass loss rates must occur in order to reproduce their observations, and
propose an expression of the enhancement of ṀKR that depends on the torque induced by tidal
friction between the two stars and which scales as (R/RL)

6, where R is the stellar radius and RL

the Roche radius (see Sec. 8.2.2). They propose

ṀKR,corr = ṀKR ×
[
1 +BW ·

(
min

(
1

2
,
R

RL

))6
]
, (8.13)

where BW ≃ 104 and the saturation at R = 1/2RL is imposed by the corotation of the giant at large
radii. BW is a parameter that can be supplied in COSMIC using bwind. We typically set BW = 0,
as this effect still remains very uncertain, as suggested3 by Hurley et al. (2002).

2Eq. 106 in Hurley et al. (2000) has a typo with an extra η. The correct rate is directly proportional to η, as in
Eq. 8.12.

3There is a typo in Eq. 12 in Hurley et al. (2002), where min of Eq. 8.13 has been replaced by max.



8.2. BINARY STELLAR EVOLUTION 135

For stars on the AGB (EAGB and TPAGB), Vassiliadis & Wood (1993) have introduced another
mass loss process leading to an exponential increase in mass-loss rate at the very end of the AGB
phase, until a saturation rate during a superwind phase. This phase is triggered by the stellar
thermal pulsations. Indeed, stars on the AGB experience thermal pulses (also known as helium
shell flashes, see Sec. 3.1), which modify the rotation period on rapid timescales. COSMIC uses the
formula proposed by Vassiliadis & Wood (1993) to describe these winds:

log ṀVW = min

(
−8.87 + log

L

L⊙
; − 11.4 + 0.0125

[
P0 − 100 ·max

(
M

M⊙
− 2.5; 0

)])
M⊙ ·yr−1 ,

(8.14)
where P0 is the Mira period pulsation (in days), empirically determined by Wood (1990) as

logP0 = min

(
3.3; − 2.07− 0.9 log

M

M⊙
+ 1.94 log

R

R⊙

)
days , (8.15)

and which saturates at P0,max = 2000 days. The correction to P0 in Eq. 8.14 for massive stars with
M > 2.5M⊙ allows a delayed onset of the superwind phase. ṀVW saturates to a maximum value in
the superwind phase, as proposed originally in Hurley et al. (2000).

One update in COSMIC compared to BSE is the inclusion of metallicity-dependent winds for the
most massive O and B stars on the main sequence following the prescription of Vink et al. (2001). In
this description, the mass loss rate for massive stars is line-driven and depends on their metallicity
Z, luminosity L, mass M and effective temperature Teff . Vink et al. (2001) define two separate
regimes: 12500 K < Teff < 22500 K and 27500 K < Teff < 50000 K. In the temperature ranges
Teff ∼ 25000 K, there is a jump in wind efficiency due to the recombination of FeIV ions into FeIII,
which is more efficient to amplify line-driven winds. To bridge this intermediate Teff gap, Belczynski
et al. (2010) propose a modification to the equations from Vink et al. (2001), that is also used by
Rodriguez et al. (2016) and implemented in COSMIC. They are expressed as follows:

– If 12500 K < Teff < 25000 K:

log ṀVK = αVK · log Z

Z⊙
− 6.68 + 2.21 log

L/L⊙
105

− 1.339 log
M/M⊙

30
(8.16)

−1.601 log
v∞/vesc

2
+ 1.07 log

Teff
2 · 104 M⊙ · yr−1 ,

where the ratio between the wind velocity at infinity and the wind escape velocity is v∞/vesc =
1.3.

– If 25000 K < Teff < 50000 K:

log ṀVK = αVK · log Z

Z⊙
− 6.697 + 2.194 log

L/L⊙
105

− 1.313 log
M/M⊙

30
(8.17)

−1.226 log
v∞/vesc

2
+ 0.933 log

Teff
4 · 104 − 10.92

(
log

Teff
4 · 104

)2

M⊙ · yr−1 ,

where v∞/vesc = 2.6.

The effective temperature Teff (see Eq. 3.5) is defined in this case as

Teff = 1000×
(
1130× L/L⊙

(R/R⊙)2

)1/4

K . (8.18)

The value of αVK is described in Eqs. 8.21 and 8.24, and depends on the chosen model for the
metallicity-dependence of stellar winds.



136 CHAPTER 8. POPULATION SYNTHESIS WITH COSMIC

These winds are efficient for stars with ZAMS masses MZAMS ≳ 3 M⊙ which are initially in the
correct range of effective temperature.

The most luminous stars, called Luminous Blue Variables (LBVs) experience eruptive mass
ejection events that can eject up to a solar mass of material per event (Humphreys & Davidson,
1994). Additional mass loss is therefore assumed in COSMIC for these stars, under the condition

that L
L⊙

> 6 × 105 and R
R⊙

(
L
L⊙

)1/2
> 105 (Humphreys & Davidson, 1994). The mass loss rate is

then defined as

ṀLBV = 1.5 · 10−4

(
Z

Z⊙

)αLBV

M⊙ · yr−1 . (8.19)

We note that this expression is an adaptation of that proposed by Humphreys & Davidson (1994)
and originally used by Hurley et al. (2000). I discuss the value of αLBV in Eqs. 8.21 and 8.24

For naked Helium stars, i.e. Naked Helium Star, Main Sequence (He-MS), Naked Helium Star,
Hertzsprung Gap (He-HG), Naked Helium Star, Giant Branch (He-GB); Wolf-Rayet (WR)-like stel-
lar winds are applied. The model uses the mass-loss rate originally proposed by Hamann et al.
(1995) based on a fit to the observed mass-loss rates for WR stars. However, the exact rates are
very uncertain, and other subsequent studies including the effect of wind clumpiness have concluded
that the estimation by Hamann et al. (1995) may be overestimated by a factor of ∼ 10. Following
results obtained from numerical simulations in Vink & de Koter (2005), WR winds are computed
depending on metallicity and luminosity. The scaling parameter and the shape of the formula are
provided by Yoon & Langer (2005), and COSMIC uses the expression proposed by Belczynski et al.
(2010):

ṀWR = 10−13

(
L

L⊙

)1.5( Z

Z⊙

)αWR

M⊙ · yr−1 . (8.20)

Note that this expression is different from that of BSE, proposed by Hurley et al. (2000), where
ṀWR = (1 − µ) × 10−13(L/L⊙)

3/2 M⊙ · yr−1. It is possible to use this expression in COSMIC by
applying windflag = 0 and specifying the parameter hewind = 1 − µ. This parameter is inactive
for the standard model windflag = 3. αWR is presented in Eqs. 8.21 and 8.24.

Dependence on Metallicity

In some of the cases listed before, the impact of metallicity is taken into account in the expression
of stellar winds, using a scaling index α. The values obtained in the original studies are:





αVK = 0.85 for ṀVK in Eqs. 8.16 and 8.17

αLBV = 0 for ṀLBV in Eq. 8.19

αWR = 0.86 for ṀWR in Eq. 8.20

(8.21)

With these values, LBV winds do not depend on metallicity and have a constant rate, as discussed
by Belczynski et al. (2010); though this assumption is quite uncertain. In fact, more recent studies
have shown that the metallicity-dependency of stellar winds can be affected by the Eddington factor
Γe, which is defined, for a fully ionized plasma as (see e.g. Gräfener et al. 2011)

Γe =
L

LEdd
=

χe

4πGc

L

M
, (8.22)

where LEdd is the Eddington luminosity (Eddington, 1921), χe is the electron Thomson scattering
opacity. Gräfener et al. (2011) provide an equivalent expression of Γe that is used in COSMIC:

log Γe = min

(
0; − 4.813 + log (1 +XH) + log

L

L⊙
− log

M

M⊙

)
, (8.23)
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where XH is the hydrogen mass fraction at the surface, appearing through χe. The values of XH for
the different stellar types are given in Tab. 8.2.

Stellar Type XH

MS 0.7
HG 0.6
FGB 0.5
CHeB 0.4

EAGB, TPAGB 0.2
He-MS, He-HG, He-GB 0.0

Tab. 8.2: Value of XH for the different stellar types. For more evolved stars, the hydrogen mass fraction at
the surface decreases. Note that these values are assumed here to be independent of metallicity.

Gräfener & Hamann (2008) showed that mass loss rates increase with the Eddington factor Γe,
thanks to detailed WR winds numerical simulations. Vink et al. (2011) also exhibited this behaviour
in an independent study. This prompted Tang et al. (2014) to propose a fit to the evolution of α
with Γe that was found by Gräfener & Hamann (2008):

αVK = αLBV = αWR = α =

{
0.85 if Γe < 2/3

2.45− 2.4Γe if 2/3 ≤ Γe ≤ 1
(8.24)

In this expression, the mass-loss rate dependence on metallicity decreases with Γe: for more intense
winds, the influence of metallicity becomes weaker (see also Giacobbo et al. 2018).

With the parameter eddlimflag, it is possible either to activate an Eddington-limited metallicity
dependence of stellar winds, as in Eq. 8.24 (eddlimflag = 1); or to fix constant scaling indices as
in Eq. 8.21 (eddlimflag = 0).

Mass accretion onto the companion

In the binary system, part of the mass lost through winds by one of the stars may be accreted by
the companion, which will gain mass. The average accretion rate over an orbit is assumed to follow
the Bondi & Hoyle (1944) mechanism. The derivation of this value follows the method described in
Boffin & Jorissen (1988), and assumes that the timescale of mass transfer is longer than the orbital
period and that the winds are spherically symmetric and supersonic. The average accretion rate on
the companion star over one orbital period

〈
Ṁc,acc

〉
is then given by

〈
Ṁc,acc

〉
=

−1√
1− e2

(
GMc

vwind

)2 αwind

a2
1

[1 + (vorb/vwind)2]
3/2

Ṁd,wind , (8.25)

where a is the orbital separation of the binary, e its eccentricity, Ṁd,wind the mass loss rate of the
donor star (assumed to be constant over one orbital period), Mc the mass of the companion star
and vorb the orbital velocity of a binary system whose circular orbit has the same orbital period as
the binary’s. vwind is the wind velocity, presented in Eq. 8.27, and αwind is a scaling factor of order
unity (see below).

For highly eccentric orbits, Eq. 8.25 diverges, so to prevent the secondary from accreting more
mass than what is ejected by the primary, it is imposed that

∣∣∣Ṁc,acc

∣∣∣ ≤ 0.8×
∣∣∣Ṁd,wind

∣∣∣ . (8.26)

The parameter αwind allows for a scaling of the accretion rate, and is typically set to αwind = 3/2
using the parameter acc2 in COSMIC. This matches exactly the derivation of Bondi & Hoyle (1944)
and is compatible with the lower limits found by Boffin & Jorissen (1988).
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Finally, the wind velocity vwind is assumed to be proportional to the escape velocity at the stellar
surface by Hurley et al. (2002):

v2wind = 2βwindG
Md

Rd
, (8.27)

where Md is the mass of the donor star and Rd its radius. A new scaling parameter is used in
Eq. 8.27: βwind. Following Belczynski et al. (2008), the value of βwind depends on the stellar type
and the stellar mass. It is defined as follows:

– For stars on the MS,

βwind =





0.5 if Md ≤ 1.4M⊙
0.5 + 7× Md−1.4

120−1.4 if 1.4M⊙ ≤Md ≤ 120M⊙
7 if Md ≥ 120M⊙

(8.28)

– For evolved stars (HG, FGB, CHeB, EAGB, TPAGB),

βwind = 0.125 (8.29)

– For naked Helium stars (He-MS, He-HG, He-GB),

βwind =





0.125 if Md ≤ 10M⊙
0.125 + 7× Md−10

120−10 if 10M⊙ ≤Md ≤ 120M⊙
7 if Md ≥ 120M⊙

(8.30)

More massive stars therefore have higher-speed winds than their low-mass counterparts, and the
wind velocity is interpolated in-between. All evolved stars are assumed to have low-velocity winds.
The standard approach in COSMIC is to use this description using beta = −1, but it is also possible
to mimic the behaviour of BSE by supplying a value of βwind that will be the same for all stellar
types, typically 0.125 as suggested by Hurley et al. (2002).

Finally, mass losses by winds in binary systems carry some specific angular momentum from
the donor. Upon accretion, it is not obvious that all the angular momentum carried by the wind
is transferred to the secondary. In fact, 3-dimensional hydrodynamical simulations as conducted by
Ruffert (1999) already hinted that the fraction of angular momentum transferred is between 0 and
0.7. To account for this uncertainty, a new parameter µwind is introduced in the equation of angular
momentum transfer, which is defined as

J̇d =
2

3
Ṁd,windhd +

2

3
µwindṀc,acchc , (8.31)

where J̇d is the variation of spin of the donor star, hd and hc are the specific angular momenta of
the donor and companion star, respectively. µwind is provided in COSMIC using the parameter xi
and is typically set to µwind = 0.5.

8.2.2 Roche Lobe Overflow

When the orbit of the binary shrinks, or when stellar evolution causes one or the other of the
stars to expand, they may fill their Roche Lobe and transfer material from their outer envelope to
the companion via the Lagrange point L1. When mass transfer is stable, that is when the mass
accretion rate is higher than the mass loss rate, this process is called Roche Lobe Overflow (RLOF).
Otherwise, it leads to a runaway envelope expansion of the donor until it fully engulfs the companion,
in a so-called Common Envelope (CE). Through this section, I refer to the star that fills its Roche
lobe and loses mass as the donor, and to that which receives material as the companion. Note
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that the donor is not necessarily the primary star, defined as the initially more massive of the two
at ZAMS, because of potential previous phases of mass transfers during the binary evolution.

The Roche radius of a star, shown below, has been determined by Eggleton (1983), who refined
within errors ≲ 1% a first approximate by Paczyński (1971). It corresponds to the radius of a sphere
of the same volume as that enclosed by the last stable equipotential passing through L1 (see also
Tout et al. 1997):

RL

a
=

0.49q2/3

0.6q2/3 + ln (1 + q1/3)
, (8.32)

where q =M2/M1 and a is the orbit semi-major axis. I show a graphical representation of Eq. 8.32
on the left side of Fig. 8.2. The equipotentials in the frame in co-rotation with the orbital motion
are shown on the right side of Fig. 8.2. To find the Roche radius of the companion, replace q in
Eq. 8.32 by q′ =M1/M2. As stressed in Hurley et al. (2002), this formula is only valid for a system
whose orbit has circularized, i.e. e = 0. In most cases, because of tidal effects affecting the stellar
envelope, this hypothesis is verified. When it is not, total circularization is assumed at the onset of
RLOF.
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Fig. 8.2: Left: Roche radius as a function of the mass ratio (Eq. 8.32). Right: Roche equipotentials in
the frame in co-rotation with the orbital motion, for a system with q = 3. The two black dots represent the
positions of the center of masses, and the cross between these points is the center of mass of the system. The
other crosses represent the Lagrange points, except L1, which is located at the intersection of the innermost
equipotential.

Once RLOF starts, the stability of the process is governed by two quantities: (1) the reaction
of the donor radius to mass loss; (2) the reaction of the Roche radius of the donor to mass loss. In
fact, the accreting companion also reacts upon accreting mass, but this response is not accounted
for in the simple method described hereafter. Following Webbink (1985), we therefore define

ζ∗ ≡
∂ logR

∂ logM
, (8.33)

the derivative of the donor radius with respect to its mass and

ζL ≡ ∂ logRL

∂ logM
, (8.34)
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the derivative of the Roche radius of the donor with respect to its mass (see also Paczyński &
Sienkiewicz 1972). When ζ∗ ≥ ζL, mass transfer is stable: the Roche radius increases faster than
the stellar radius as the donor loses mass. When ζ∗ < ζL, mass transfer is unstable: the stellar
radius increases faster than the Roche radius, allowing for more mass being transferred in a runaway
process. Note that these quantities are negative.

In fact, upon mass loss, two equilibria are disturbed in the donor star: hydrostatic equilib-
rium and thermal equilibrium (see Sec. 3.1). The two timescales on which the star will react are
however very different. A new hydrostatic equilibrium can be reached on the dynamical timescale
(Eq. 3.1), which is typically much shorter than the Kevin-Helmholtz timescale for thermal readjust-
ment (Eq. 3.2). Therefore, the first quantity to consider is the adiabatic response of the star to mass
loss, that is encompassed in the derivative of its radius with respect to the mass, only accounting
for adiabatic variations:

ζad ≡
(
∂ logR

∂ logM

)

ad

. (8.35)

The criterion for mass transfer stability can therefore be rewritten as ζad ≥ ζL. If this criterion is
met, the star shrinks below its Roche radius on the dynamical timescale. It then tries to reach the
new thermal equilibrium imposed by its new mass, on the Kevin-Helmholtz timescale, after which
it has reached its equilibrium radius. We therefore define the radius derivative with respect to the
mass, only accounting for thermal transfers,

ζeq ≡
(
∂ logR

∂ logM

)

eq

. (8.36)

Because ζad ≫ ζeq, depending on the ordering between ζL, ζad and ζeq, three types of mass
transfers can take place4:

– If ζL ≤ ζeq: Stable mass transfer. The stellar radius increases more slowly than the
Roche radius upon mass loss. The process is self-regulating, until the star fills its Roche lobe
again later during its evolution, either on a nuclear timescale, or on the timescale of angular
momentum loss leading to the orbit shrinkage. Hurley et al. (2002) refer to this type of mass
transfer as nuclear mass transfer.

– If ζeq < ζL < ζad: Thermal mass transfer. As the star fills its Roche lobe, its radius
shrinks compared to the Roche radius on a dynamical timescale, allowing to reach hydrostatic
equilibrium. However, on the thermal timescale, the star reaches its new thermal equilibrium
and fills its Roche lobe again. Mass is therefore transferred on the thermal timescale, but the
process is still dynamically stable. This is an intermediate state with a self-regulated mass
flow from the donor which is never at thermal equilibrium, and can occur only in evolutionary
phases of expanding envelopes.

– If ζad ≤ ζL: Dynamically unstable mass transfer. In this scenario, as soon as the star
fills its Roche lobe, its radius expansion rate is higher than that of the Roche radius. This
leads to a phase of Common Envelope (CE).

In the literature, radiative and convective envelopes are often distinguished in the discussions
about mass transfer stability. Typically, stars with hotter photospheres of Tph ≳ 9000 K have
radiative envelopes. Upon mass loss, these stellar envelopes shrink rapidly and the conditions for
mass transfer stability are more easily attained. Conversely, stars with cooler photospheres of
Tph ≲ 9000 K have convective envelopes. They either expand or keep a constant radius when
losing mass. They are thus more prone to be donors for unstable mass transfer events. Typically,
stars with deep convective envelopes are the red giants and supergiants. We stress here that these

4This discussion is based on the course on binary evolution by O. Pols, available at https://www.astro.ru.nl/∼
onnop/education/binaries_utrecht_notes/

https://www.astro.ru.nl/~onnop/education/binaries_utrecht_notes/
https://www.astro.ru.nl/~onnop/education/binaries_utrecht_notes/
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descriptions are much more simplistic than what real stellar structures can be, in particular when
accounting for effects like rotation and magnetic fields. They must therefore be taken with caution
but provide a good estimate of the behaviour of envelopes with mass loss.

In practice, the stability of mass transfer is determined simply using a critical mass ratio qcrit.
If q = Mdon/Mcomp > qcrit, mass transfer is dynamically unstable and a CE follows.
qcrit is defined such that ζad = ζL (Hurley et al., 2002), where ζL is a function of q using Eq. 8.32.
If mass transfer is conservative (i.e. total mass and angular momentum are conserved), Tout et al.
(1997) found that

ζL ≃ 2.13q − 1.67 . (8.37)

Then, using mass-radius models for the different stellar types, it is possible to estimate ζad, which
leads to an explicit expression for qcrit. One estimate using fits to detailed stellar models of red
giants is provided in Hurley et al. (2002):

qcrit =
1

2.13

[
1.67− x+ 2

(
Mc,don

Mdon

)5
]
, (8.38)

where x ≃ 0.3 is typically defined such that R ∝ M−x but varies as a function of stellar compo-
sition. Another estimation using condensed polytropes (Hjellming & Webbink, 1987) was provided
by Webbink (1988):

qcrit = 0.362 +

[
3

(
1− Mc,don

Mdon

)]−1

. (8.39)

This parameter is of prime importance as it characterises the limit between stable and unstable
mass transfers. Several different values of qcrit depending on stellar type can be found in the literature
and are used in the different population synthesis codes. In StarTrack, Belczynski et al. (2008)
employ a similar approach as Hurley et al. (2002) but fix different values for qcrit. In binary_c,
Claeys et al. (2014) also account for the companion’s response to mass increase. Indeed, companion
stars with a radiative envelope will also expand upon accretion, and may also fill their Roche lobe in
turn. The value of qcrit thus depends also on the companion type (see their Tab. 2). More recently,
Neijssel et al. (2019) have used in COMPAS a different set of values for qcrit, in particular assuming
that mass transfers from stripped stars (i.e. Helium stellar cores which lost their Hydrogen envelope)
is always stable. This has been pointed out by several recent works like Tauris et al. (2015). In
this work, the authors also derive analytical expressions for the final separation and the remaining
core mass after the phase of stable mass transfer, in the case where the accreting companion is a NS
or a BH, that I describe in more detail at the end of Sec. 8.2.3. This specific mass transfer mode
is known as case BB mass transfer, the “BB” indicating that both stars have evolved off the main
sequence. The quest to characterise the stability of mass transfer is still ongoing, as updated values
for qcrit have recently been proposed by Temmink et al. (2023), using detailed binary evolution with
MESA.

In Tab. 8.3, I report the different values of qcrit assumed in these different approaches, and that
can be selected in COSMIC using the flag qcflag. The definitions of stellar types can be found in
Tab. 8.1.

8.2.3 Common Envelope

Common Envelope (CE) during binary evolution was first proposed by Paczynski (1976), to
explain the observation of very short-period binaries, like cataclysmic variables, low-mass X-Ray
Binaries (XRBs) and WD binaries. The formation of these systems, which all contain at least one
WD, requires progenitors that expand in red giants during stellar evolution. The initial orbits must
therefore be wide enough to avoid the binary disruption during the giant phase, and a process must
be invoked to reduce the separation drastically: the CE. Nowadays, the detection of BNS and BBH
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qcflag
Stellar Type 0 1 2 3 4 5
MS, M < 0.7M⊙ 0.695 0.695 0.695/1 0.695/1 3 1.717
MS, M > 0.7M⊙ 3 3 1.6/1 1.6/1 3 1.717
HG 4 4 4/4.7619 4/4.7619 3 3.825
FGB Eq. 8.38 Eq. 8.39 Eq. 8.38 /1.15 Eq. 8.39 /1.15 3 Eq. 8.39
CHeB 3 3 3/3 3/3 3 3
EAGB, TPAGB Eq. 8.38 Eq. 8.39 Eq. 8.38 /1.15 Eq. 8.39 /1.15 3 Eq. 8.39
He-MS 3 3 3/3 3/3 1.7 ∞
He-HG 0.784 0.784 4/4.7619 4/4.7619 3.5 ∞
He-GB 0.784 0.784 0.784/1.15 0.784/1.15 3.5 ∞
WD, NS, BH 0.628 0.628 3/0.625 3/0.625 0.628 0.628

Tab. 8.3: Values of qcrit depending on the donor star type. Five different sets of values can be used using
qcflag. If qcflag = 0, the default values of BSE (Hurley et al., 2002) are used. If qcflag = 1, the default
values of BSE (Hurley et al., 2002) are used, using the estimation for qcrit from Webbink 1988 (Eq. 8.39) for
donors on the giant branch. If qcflag = 2, the values from binary_c (Claeys et al., 2014) are used, and qcrit
depends on the companion type. For donors on the giant branch, Eq. 8.38 is used. If qcflag = 3, the values
from binary_c are used, using this time Eq. 8.39 for donors on the giant branch. If qcflag = 4, the values
from StarTrack (Belczynski et al., 2008) are used, except for WDs, NSs and BHs, where the values of BSE
are assumed. If qcflag = 5, values similar to those used in COMPAS (Neijssel et al., 2019) are used. The
mass transfers from stripped stars are always assumed to be dynamically stable. For WDs, NSs and BHs,
the values of BSE are assumed.

mergers is another indicator for this phase of CE: these binaries would not have time to merge within
the Hubble time due to the radiation of Gravitational Waves (GWs) if their initial separation was
that of their progenitors’ radii (see Eq. 1.10).

The phase of CE is probably the most uncertain of all, as a detailed treatment requires complex
hydrodynamical simulations including physical processes with timescales orders of magnitude apart
(see e.g. the review Ivanova et al. 2013). CE is triggered at the onset of unstable mass transfer, as
described in Sec. 8.2.2. At that stage, the evolution of the binary occurs on a very short timescale.
Both stars share their envelopes and their cores spiral in this environment because of dynamical
friction, thus shrinking the orbit. In the mean time, the lost orbital energy of the binary is gradually
transferred to the envelope, which expands in response, and can be partially or totally ejected. When
it is the case, the effects of friction become less intense and the binary is left with the two cores of
the progenitors, brought closer by the process. Note that the objects which are considered to have
a core among the list in Tab. 8.1 are stars on the FGB, CHeB or on the AGB, He-GB, NSs and
BHs, i.e. evolved stars or remnants (except WDs). As I discuss later, when one of the objects does
not have a clear core, it can be destroyed instantaneously during the CE phase. In this scenario,
CE therefore only occurs between an evolved, giant star and either another evolved star, or a stellar
remnant.

A simplified treatment to determine the outcome of CE evolution is used in COSMIC, following
the αλ formalism, which relies on a simple energy budget argument, as discussed below and originally
proposed by Webbink (1984). Another formalism can be used, and was introduced by Nelemans
et al. (2000), this time using a similar approach based on the loss of angular momentum during the
spiral-in phase of the CE. It is referred to as the γ formalism, but I will not discuss it more here, as
it is not included in COSMIC.

A fraction αCE of the orbital energy is assumed to be lost when the donor core and the companion
spiral in the CE. This energy is injected in the envelope and will affect its binding energy to the
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core, by expanding it and possibly ejecting its outer parts:

∆Ebind = αCE∆Eorb . (8.40)

Higher values of αCE increase the likelihood of envelope ejection, while lower values favour core
mergers during the CE phase, because the spiral-in phase can last longer. By definition, 0 ≤ αCE ≤ 1,
but values of αCE > 1 are also discussed in the literature (Fragos et al., 2019; Santoliquido et al.,
2021). In particular, αCE can be greater than 1 if some other energy source can contribute to the
envelope expansion. The exact value of αCE is, as of now, extremely uncertain. There is also a
priori no reason for it to be universal, regardless of stellar types and structures, or even during the
entire CE phase.

The other ingredient required to compute analytically the outcome of CE evolution is the binding
energy of the envelope to the donor core Ebind. It is parametrized as follows:

Ebind = −GMdonMenv,don

λRdon
, (8.41)

where Mdon is the total mass of the donor star, Rdon its radius and Menv,don the mass of its en-
velope. The parameter λ can be understood as the ratio between the approximate value given by
−GMMenv/R and the true binding energy that should be computed as

Etrue
bind = −

∫ M

Mc

Gm

R(m)
dm, (8.42)

where Mc is the mass of the core of the donor star. λ is also a measure of the stiffness of the mass-
radius relation: lower values of λ correspond to stellar structures with a higher concentration of mass
towards the center. Typically, λ is of order unity. Note that in the literature, several variations of
this formulation are proposed, e.g. usingMdon instead ofMenv,don, and that caution must be taken in
the exact interpretation of αCE and λ when comparing the results of different studies. In COSMIC,
λ can be set to a fixed value for all stellar types. Another possibility is to use tabulated values
from fitting formulae depending on stellar types and the envelope mass, as described in the PhD
thesis of Izzard (2004), which are based on simplified numerical simulations of stellar evolution and
structure (Eggleton 1971, Pols et al. 1995). αCE and λ are two model ingredients used by COSMIC,
that are given by the parameters alpha1 and lambdaf, respectively. Setting lambdaf = 0 activates
the stellar type-dependent expression of λ. The expressions used in COSMIC are detailed in the
Appendix A of Claeys et al. (2014), and range between 0.25 and 0.75 for stars on the HG, between 1
and 2 for stars in the CHeB phase or on the FGB or the AGB, and λ = 0.5 for Helium stars. In our
simulations, we use the variable definition of λ depending on stellar types, i.e. lambdaf = 0. In this
case again, the parameters αCE and λ are assumed to be universal, but some studies have pointed
out that they may themselves be related to the orbital properties and the component masses at the
beginning of the CE phase (see for example Davis et al. 2012).

In the literature, different prescriptions are taken for the calculation of the orbital energy Eorb.
Two can be selected with COSMIC, using the parameter ceflag:

Eorb = −1

2

GMdonMcomp

a
, (8.43)

using the total masses of the donor Mdon and of the companion Mcomp including the stellar envelopes
as in de Kool (1990); or

Eorb = −1

2

GMc,donMc,comp

a
, (8.44)

using the core masses noted with the subscript c, like in Hurley et al. (2002). In this second case,
Mc,comp =Mcomp if the companion star has no core-envelope separation (e.g. a main sequence star).
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Note that in this case, it is important to add the binding energy of the envelope of the companion
(if a core-envelope boundary exists) to the total binding energy in Eq. 8.41, as in Eq. 69 in Hurley
et al. (2002). We typically use ceflag = 1 in our simulations, therefore computing the orbital energy
with the total masses.

Assuming that the envelope is entirely ejected at the end of the CE phase, Ebind,f = 0 and that
the mass of the companion (or its core when following Hurley et al. 2002) is unaffected by CE, it is
therefore possible to solve for the final separation af using Eqs. 8.40, 8.41 and 8.43 or 8.44:

Eorb,f = Eorb,i +
Ebind,i

αCE
. (8.45)

In this expression, because of the envelope ejection, the final orbital energy Eorb,f is now computed
using the two naked cores of the progenitor stars. Given the very short timescale of the CE phase,
it is assumed that no accretion on either of the cores occurs in the process. Also, this step is
numerically treated as instantaneous. When a binary enters a CE phase, its final properties are
immediately inferred, in particular the naked core masses, and the final separation, using Eqs. 8.43
and 8.45.

The final separation af and the masses of the two remnants can then be used to compute their
Roche radii RL, using Eq. 8.32. If one of the remnants fills its Roche lobe, then it is assumed that
there has been coalescence of the cores during the CE phase. It is also possible to enforce automatic
mergers if CE occurs with a companion without clear core-envelope boundary (a MS star, a star
on the HG, a He-MS or He-HG, or a WD), using the parameter cemergeflag. In this case, the
entire companion is incorporated in the envelope of the donor and is simply destroyed. It cannot
leave a remnant. Belczynski et al. (2008) argue that this is the most physically-motivated choice.
In our work, we have explored both of these options and found that they play a significant role in
the existence of some evolutionary channels (see Chapter 9). For the study presented in Chapter 9,
we assume that companions are destroyed during CE when they do not have a core.

As introduced at the end of Sec. 8.2.2, in the case where the donor star is a stripped star and
the accretor a NS or a BH, Tauris et al. (2015) have studied the phase of mass transfer in detail.
In practice, it is possible to use the fitting formulae proposed in Tauris et al. (2015) to infer the
final separation and the core mass in this case, using the flag cehestarflag. In this case, instead
of using the expressions derived in the CE phase above, the final core mass of the donor Mc,don,f

depends only on the initial donor mass Mdon,i and the initial orbital separation Porb,i:

Mc,don,f =Mdon,i

(
1

400Porb,i
+ 0.49

)
−
(
0.016

Porb,i
− 0.106

)
; (8.46)

and the mass of Helium left in the envelope is before the SN of the stripped star is

Menv,f =





0.18P 0.45
orb,i

(
lnM4

c,don,f − 1.05
)

if 0.06 ≤ Porb,i ≤ 2 days

Mc,don,f

(
lnP−0.2

orb,i + 1
)
+ lnP 0.5

orb,i − 1.5 if Porb,i > 2 days
. (8.47)

Combining these equations, it is straightforward to deduce Menv,f and thus af using the expressions
above. As case BB mass transfer is a robust feature of binary stellar evolution in the context of
BNS formation, choosing to activate this option with cehestarflag impacts the properties of the
compact object binaries.

8.2.4 Supernova Kicks

At the end of their evolution, stars explode and produce SNe, which play a major role in the
evolution of binary systems, as their asymmetries give rise to natal kicks which are likely to unbind
the binary. Depending on the progenitor masses, these SNe can involve different physical processes
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that differ from the core-collapse introduced in Sec. 3.1, such as electron capture or pair instability.
These SNe therefore have different properties, as we will see in this section.

During the SN, the stellar core collapses and produces a compact remnant: WD, NS or BH.
Most of the progenitor mass in the outer layers is ejected in the process. This has a key consequence
on the binary orbit. The instantaneous loss of mass by the system modifies the orbital properties
of the binary and shifts its center of mass, in many cases unbinding the binary. For more details
on how the binary is affected by the loss of mass, refer to the Appendix A1 in Hurley et al. (2002)
which details these calculations.

In addition, because SNe ejecta are not perfectly spherically symmetric (see e.g. Janka & Mueller
1994; Burrows & Hayes 1996; Wongwathanarat et al. 2015), it is expected that the remnant of the
exploding star should be given a natal kick from the conservation of angular momentum, which
may also contribute to the disruption of the binary. Anisotropies in the neutrino emission may also
contribute to the natal kicks of NSs and BHs (see e.g. Woosley 1987; Tamborra et al. 2014).

Natal kicks: Observations

Observational constraints on the typical values of the natal kicks of NSs are mostly based on the
proper motion of young pulsars, which are believed to represent well the kick received at formation
because their dynamics has not yet been too affected by their environment and the Galactic potential.
By studying the proper motions of 233 Galactic pulsars using either pulsar timing methods or
interferometry, and restricting the focus on the 73 youngest which were formed less than 3 Myr ago,
Hobbs et al. (2005) found that their natal kicks are well reproduced by a Maxwellian distribution:

P (vk) =

√
2

π

v2k
σ3k

exp

(
− v2k
2σ2k

)
, (8.48)

with a dispersion σk = 265 km · s−1. In COSMIC, this natal kick distribution is assumed for all
Core-Collapse Supernova (CCSN) remnants, and σk can be provided by the user under the label
sigma, and is typically set to the value found by Hobbs et al. (2005).

However, some other studies have suggested that a single Maxwellian may not be the most
accurate representation of pulsar natal kicks. In a more recent study, Verbunt et al. (2017) used Very
Long Baseline Interferometry (VLBI) observations of 19 pulsars younger than 10 Myr to constrain
their proper motions. They find that a distribution with two Maxwellians at lower and higher
velocities (σk,low = 130 km · s−1 and σk,high = 520 km · s−1) better fits the observed proper motions,
which could hint to two different formation mechanisms (see the paragraph on reduced kicks). Other
works also indicate the presence of two populations of pulsar velocities, and can be found in e.g.
Giacobbo & Mapelli (2020).

These studies focus on observations of single pulsars. One additional source of uncertainty comes
for SNe occurring in binary systems. It is indeed possible that due to tidal interactions with the
companion, the successive SNe have different properties than those of single stars, in particular due
to modified ejecta spatial distributions. This could affect the natal kicks of NSs and BHs in binary
systems.

Eq. 8.48 also assumes that kick intensities are independent of their orientation. In fact, because of
stellar rotation and of binarity, their orientation may be preferentially oriented in some directions.
To study these effects in a systematic way, it is possible to manually specify the values for kick
intensity and orientations with the parameter natal_kick_array, or to restrain the kick orientation
to a certain polar angle with polar_kick_angle. We do not explore these possibilities in this work.

Natal kicks: Analytical models

Given all these uncertainties, a variety of models have been proposed to describe analytically the
properties of NS and BH natal kicks, and many studies in the literature have discussed their impact
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on the observed population of merging BNSs, NSBHs and BBHs.
Giacobbo & Mapelli (2020) propose a correction to the Maxwellian distribution found by Hobbs

et al. (2005), by modulating the intensity of the natal kick depending on the mass mej ejected during
the SN and on the remnant mass mrem. Therefore, if vk,H05 is a kick velocity randomly chosen in
the Maxwellian distribution (Eq. 8.48) with σk = 265 km · s−1, it will be modified following

vk = vk,H05
mej

⟨mej⟩
⟨mNS⟩
mrem

, (8.49)

where ⟨mej⟩ = 9M⊙ is the average ejecta mass and ⟨mNS⟩ = 1.2M⊙ is the average NS mass. The
kicks are therefore reduced for more massive remnants and lower ejected masses, and the binary is
more likely to survive the SN.

Another prescription explored by Giacobbo & Mapelli (2020) is to only account for the ejected
mass, so that

vk = vk,H05
mej

⟨mej⟩
. (8.50)

Alternatively, by using detailed single star and binary evolution using BPASS (Eldridge et al.,
2017; Stanway & Eldridge, 2018), Bray & Eldridge (2016) derive another expression for NSs’ natal
kicks that reproduces the observed proper motions studied by Hobbs et al. (2005):

vk = α

(
mej

mrem

)
+ β , (8.51)

where α = 70 km · s−1 and β = 120 km · s−1.
Those four options (proposed by Hobbs et al. 2005, Giacobbo & Mapelli 2020 and Bray &

Eldridge 2016) can be explored in COSMIC using the flag kickflag.

Reduced natal kicks

In some cases, it has been hypothesized that SNe may generate lower natal kicks due to weaker
explosion energies, which could explain the bimodal proper motion distributions found by e.g. Bray
& Eldridge (2016). The most standard way that a single star may produce a NS or a BH is through
CCSN (introduced in Sec. 3.1), where the most massive stars form a growing core of iron at the end
of all nuclear fusions cycles, that ultimately exceeds the Chandrasekhar mass and collapses. The
energy output of CCSNe and multi-scale turbulence allow for high ejecta velocities, large asymmetries
and therefore, high kick velocities (see e.g. results using hydrodynamical simulations of CCSNe by
Wongwathanarat et al. 2013 or neutrino-driven CCSNe by Janka 2017).

In parallel, another type of SN has been proposed as early as 1980 (Miyaji et al., 1980): Electron-
Capture Supernova (ECSN). Ivanova et al. (2008) studied the population of NSs formed via ECSN in
globular clusters and provide a review of this process (see their Sec. 2.1.2), that can be summarized
as follows. If a degenerate Oxygen-Neon-Magnesium (ONeMg) core reaches a critical mass MECSN =
1.38M⊙ (Nomoto 1984, 1987), the electrons in this core are captured by 24Mg and 20Ne before the
next fusion cycle producing iron. Therefore, the degeneracy pressure of the electrons drops and
the support of the core against gravity cannot be maintained, leading to a collapse. The difference
with a CCSN is that the explosion energy is much lower for an ECSN, as shown in numerical
simulations (e.g. Kitaura et al. 2006; Dessart et al. 2006). Consequently, the Standing Accretion
Shock Instability (SASI, Foglizzo 2002) – which is at the origin of the asymmetries in CCSNe and
leads to high natal kicks (e.g. Blondin & Mezzacappa 2007) – fails to develop, and the resulting
kicks are much smaller (typically more than 10 times smaller, according to Ivanova et al. 2008).

In theory, there are 3 ways ECSNe can occur:
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– Single stars with initial masses of 7− 10M⊙ can develop degenerate ONeMg cores. For more
massive stars with M ≳ 10M⊙, oxygen, neon and magnesium can undergo nuclear fusion in
non-degenerate conditions to produce an iron core, and for less massive stars, the ONeMg
core cannot form in the first place. For stars in binary systems, with mass transfer episodes,
this mass range can be significantly increased. It has been found that the key condition for a
degenerate ONeMg core to develop is the He core mass at the start of the AGB. However, the
range of He core masses that lead to ECSNe events is still uncertain. Typical values that can be
found in the literature are 1.6−2.25M⊙ (Hurley et al., 2002); 1.4−2.5M⊙ (Podsiadlowski et al.,
2004); 1.85 − 2.25M⊙ (Belczynski et al., 2008); 2 − 2.5M⊙ (Andrews et al., 2015). COSMIC
allows to manually indicate this mass range with the parameters ecsn and ecsn_mlow.

– A degenerate ONeMg WD in a binary system can accrete CO or ONe material from its
companion until it reaches MECSN (e.g. Nomoto & Kondo 1991, Saio & Nomoto 2004, Dessart
et al. 2006). This type of event is called Accretion-Induced Collapse (AIC). Low kicks in case
of AIC events can be enabled in COSMIC using the flag aic. I will discuss in Sec. 9.3.3 binary
systems that include an AIC. As I also highlight in Sec. 9.5, an evolutionary track for the
formation of BNSs which includes an AIC may be dominant at high redshifts.

– Finally, the merger of two WDs can theoretically also generate an ECSN.

In the formation pathways of BNS and NSBH in the isolated binary scenario, ECSN can occur in
the first two cases (the merger of two WDs does not produce a new compact object binary). These
cases in majority lead to the production of NSs, hence ECSNe are not expected to occur during the
evolution of BBHs progenitors. AIC also appears in some formation channels of BNSs as will be
discussed in Chapter 7. As most population synthesis models tend to overestimate the predicted
BBH merger rate compared to the BNS rate that is observed, the existence of reduced kicks for
some of the NS progenitors may be the condition to reconcile these quantities, by allowing more
BNS systems to form.

During binary evolution, episodes of mass transfers can occur, in particular as one of the stars
reaches the AGB. In such cases, it can happen that the star is stripped of its hydrogen envelope,
either through RLOF or CE, as also introduced in Sec. 3.1. When that happens, the helium stellar
core is left naked, and these stars are often referred to as stripped stars/cores, or naked helium
stars/cores. Typically, their masses are roughly ∼ 1.5M⊙ (Tauris et al. 2013, 2015). All fusion
cycles can occur in the core of stripped stars, depending on their mass. They can therefore explode
in SNe. Because the mass of material ejected in such events is much lower than in classical CCSNe,
it is also expected that the natal kicks resulting from such SNe are also reduced. Stripped stars
exploding in SNe are usually referred to as Ultra-Stripped Supernovae (USSNe). Using the flag ussn
in COSMIC, it is also possible to sample reduced kicks in the case of such events.

For all the scenarios mentioned here, the parameter sigmadiv in COSMIC allows to sample kicks
on a Maxwellian distribution with a (common and unique) reduced dispersion, that is typically set
to σk,low = 20 km · s−1. This is the value that is used in our simulations.

Natal kick modulation for BHs

Natal kicks received by BHs are much less constrained observationally than those of NSs (see
e.g. Wong et al. 2014; Giacobbo & Mapelli 2020 and references therein). Different theoretical
studies have indicated that BH natal kicks may follow different distributions than NS natal kicks.
In particular, Fryer et al. (2012) studied the mass and velocity distributions of BHs using semi-
analytical descriptions of the SNe. They specifically highlight two extreme regimes: the rapid and
delayed regimes, characterised by the delay of shock revival. At the onset of the CCSN, the iron
core collapses, leading to electron capture onto the iron nuclei, thus removing the force induced
by the electron degeneracy pressure that counteracted the gravitational force. The collapse of the
iron core thus occurs in a few hundreds of milliseconds. It halts when the compression is high
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enough that nuclear forces provide a new pressure-induced force to balance gravity. At that stage,
neutron degeneracy pressure also has a similar effect and a so-called proto-NS is formed. Because
the collapse of the core stops abruptly, infalling material bounces on the proto-NS and a shock
propagates outwards. It then stalls when most of its energy is lost. Between the proto-NS and the
region where the shock stalls, several instabilities appear (e.g. Rayleigh-Taylor instability, SASI)
and can be used to convert the neutrino flux coming from the proto-NS into kinetic energy, that
is in turn used to revive the shock. If this energy overcomes that of infalling stellar material, the
envelope is entirely ejected and the SN is successful. In the rapid scenario, shock revival occurs in
less than 250 ms after the bounce, whereas in the delayed scenario, it can take much longer.

During the phase of shock stalling and revival, some material may fall back onto the proto-NS,
thus increasing the mass of the remnant (no matter if it is a NS or a BH). Fryer et al. (2012) provide
fitting formulae for the mass fraction of stellar envelope that falls back onto the compact remnant,
ffb in the rapid and delayed scenarios. Because this fraction of mass is not ejected during the SN,
it is expected that the kicks are more damped as ffb increases. Fryer et al. (2012) modulate the BH
natal kicks using the simple approximation

vk = (1− ffb)× vk,H05 . (8.52)

Another suggested option is that the kick intensities simply scale down proportionally to the BH
mass:

vk =
mmax,NS

mBH
× vk,H05 , (8.53)

where mmax,NS is the maximal NS mass, that I discuss in Sec. 8.2.5. In theory, ffb can also vary
with mass. In particular, the most massive stars are expected to collapse directly into BHs without
a transient proto-NS phase. In this case, the entire envelope is expected to fall back into the BH,
ffb = 1 and the BH is given no kick upon formation. Fallback also modifies the mass of the remnant,
as discussed in Sec. 8.2.5.

In COSMIC, if kickflag is set such that the kicks are sampled following Hobbs et al. (2005),
it is possible to scale them down using Eq. 8.52 or Eq. 8.53; with the flag bhflag. It is also
possible to assume that BHs are given no natal kicks at formation, or that they simply follow Hobbs
et al. (2005), again using bhflag. Additionally, it is possible to manually correct the Maxwellian
dispersion σk by a constant fraction for BH remnants, using the parameter bhsigmafrac.

8.2.5 Miscellaneous

Remnant masses

At the end of stellar evolution, the mass of the remnant formed after a SN is calculated. In the
original version of BSE, the mass of the NS or BH remnant is given by Eq. 92 in Hurley et al. (2000):

Mrem

M⊙
= 1.17 + 0.09

Mc

M⊙
, (8.54)

where Mc is the carbon-oxygen core mass of the progenitor right before SN. As identified by Bel-
czynski et al. (2002), this prescription leads to very small remnant masses, especially for BHs, even
when the ZAMS mass of the progenitor is very high. They instead proposed another expression of
the remnant mass that depends on both the mass of carbon-oxygen MCO and the mass of iron-nickel
MFeNi in the core:

Mrem =





MFeNi if MCO ≤ 5 M⊙
MFeNi + ffb (M −MFeNi) if 5 M⊙ ≤MCO ≤ 7.6 M⊙

M if MCO ≥ 7.6 M⊙

. (8.55)
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In this expression, the amount of fallback material from the envelope increases with the core mass,
and for the most massive stars, the remnant BH contains all the pre-SN material. In a revision in
Belczynski et al. (2008), the authors update the expression ofMFeNi as a function ofMCO, included in
Eq. 8.55. Note that these three prescriptions were initially suggested only for progenitors with solar
metallicity, and that their usage for sub-solar metallicity SNe is highly uncertain. As introduced in
Sec. 8.2.4, Fryer et al. (2012) described the rapid and delayed mechanisms for SN explosions which
impact the amount of material falling back onto the remnant and therefore, its final mass. At solar
metallicity, this difference is minor.

These different models for the determination of the remnant mass can be used in COSMIC, using
the flag remnantflag. They are crucial in the determination of the mass spectrum of the population
of BBH. In this thesis, I focus on BNSs where the mass of the NSs is still poorly understood
today. However, given constraints on the NS stability, the mass range covered by NSs is reduced to
1 M⊙ ≲ MNS ≲ 3 M⊙ (depending on the equation of state), with most simulations producing NSs
with masses ∼ 2.2 M⊙. Given the uncertainties in NS masses in link with the progenitor properties,
we choose not to study in depth the statistics of NS masses when analysing our results and typically
use the delayed prescription of remnant masses.

In addition, it has been proposed that there exist two mass gaps where compact objects cannot
form:

– The lower mass gap, 2 ≲ M/M⊙ ≲ 5 at the limit between the maximum NS mass possible
for a given equation of state, and a potential lower limit for BH masses (see e.g. Bailyn et al.
1998; Özel et al. 2010; Fryer et al. 2012). Already, the detection of some NSs with masses
within this mass gap hinted that it may not exist in reality (de Sá et al. 2022, see also the
review de Sá et al. 2023). The recent GW observation of GW 190814 (Abbott et al., 2020c)
and other GW events during O3 with a component in the lower mass gap further challenged
this model (Farah et al., 2022; Ye & Fishbach, 2022). Concerning the range of remnant mass
2 ≲ M/M⊙ ≲ 5, the question is now more to understand what is the remnant, rather than
if a remnant forms. Indeed, some numerical simulations have suggested that in this range
of remnant mass, there is no clear transition from NSs to BHs but rather a discontinuous
alternation between both types. In population synthesis models, this effect is not accounted
for yet, which is an important approximation. In COSMIC, the parameter mxns sets the
maximum mass for NSs Mmax,NS, above which all remnants are assumed to be BHs. Typically,
Mmax,NS = 3 M⊙.

– The upper mass gap, 60 ≲ MBH/M⊙ ≲ 120 is the range where Pair Instability Supernova
(PISN) and pulsational PISN SNe can occur. The higher and lower limits of this mass gap
are still poorly constrained (see Woosley & Heger 2021 and references therein). This mass
gap has been explored with numerical simulations of SNe and is more robust than the lower
mass gap. In this mass range, during the collapse of the progenitor, gamma-ray photon
interaction produces electron-positron pairs (see also Sec. 5.4.7). This immediately increases
the temperature and the pressure in the collapsing star, allowing for more material to undergo
nuclear fusion, in a runaway process that leads to a thermonuclear explosion, totally destroying
the progenitor: this is the PISN. For slightly lower-mass progenitors, a new equilibrium can
be reached at the ignition of additional nuclear fusion and the star simply expels parts of its
enveloppe. When it collapses again, the process repeats, and the star gradually loses its mass
in pulses, until it finally collapses when its mass is lower than the upper mass gap: this is
the pulsational PISN (Woosley, 2017). At lower masses, progenitors undergo usual CCSN,
while above the upper mass gap, photo-disintegration prevents the surge of pressure and the
progenitor promptly collapses as a BH. As a result, it is expected that no BHs can form directly
in the range of mass of the upper mass gap. As discussed in Chapter 7, the observation of GWs
from some systems with one component in the upper mass gap suggests that at least part of
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the population of merging BBHs is formed in dynamically active regions where they can grow
in mass after their formation. In COSMIC, several prescriptions can be used to determine
whether a star is in the upper mass gap, and if it will undergo a pulsational PISN, in which
case the remnant mass is also affected. These prescriptions are activated with the flag pisn
and described in detail in Breivik et al. (2020), but obviously do not affect the properties of
the BNS systems that we study.

A note on metallicity

Stellar metallicity is defined as the mass fraction of metals in the star composition, where we
name metals all elements besides hydrogen and helium.

As discussed multiple times throughout this chapter, metallicity plays a significant role in shaping
the products of stellar evolution in binaries. The impact of metallicity on the evolutionary tracks
of BNS progenitors will be discussed in Chapter 9. As of now, COSMIC can only evolve systems
whose metallicity is above Zmin = 10−4. Below this value, some assumptions fail and it is thought
that the description of stellar evolution differs.

In this context, an important parameter is the exact value of solar metallicity Z⊙, as most
relations introducing a metallicity-dependence are scaled with respect to solar metallicity. However
the exact determination of this value requires to understand in detail the composition of the Sun.
Anders & Grevesse (1989) have originally inferred that Z⊙ = 0.02 using models of solar compositions
calibrated to abundance observations (they therefore inferred the bulk metallicity). In a more recent
work, Asplund et al. (2009) have revised this value to Z⊙ = 0.014, this time calibrating their results
on observations from the outer convective region. In all studies prior to these updates, the default
value for solar metallicity was Z⊙ = 0.02. In COSMIC and most recent works, Z⊙ = 0.014. Z⊙ is a
parameter of COSMIC parsed via zsun.

Evolution sampling

Depending on the stellar type, three parameters in COSMIC define which time step to use for
each iteration of the binary evolution (and thus also single star evolution). They are defined as the
ratio between the desired time step and the estimated time spent by the star in that evolutionary
stage. The parameter pts1 sets the sampling for evolution on the MS; pts2 the sampling for stars
on the giant branch (FGB, CHeB, EAGB, TPAGB, He-GB); and pts3 the sampling for stars on the
HG, He-MSs and He-HG. As highlighted in Banerjee et al. (2020), care must be taken when setting
these parameters. Too large time steps will indeed introduce unphysical deviations to the actual
stellar tracks computed for single star evolution, while too small time steps will lead to needlessly
long computation times. As can be seen in their Fig. 5, some spikes in the remnant masses appear
at low metallicities and high ZAMS masses, when using the default values suggested in Hurley et al.
(2000). They suggest to use pts1 = 0.001, pts2 = 0.01 and pts3 = 0.02 to optimise accuracy and
computation time, which is a factor 50 increase in time sampling for MS stars compared to Hurley
et al. (2000). These values are used by default in COSMIC. For BNS progenitors, it is possible to
reduce the sampling, as the accuracy remains good even at the lowest metallicities. This allows for
a quicker computing speed.
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8.3 Summary of COSMIC Parameters

In this section, I summarize the different flags and parameters used in COSMIC and reference
where they are first described and introduced. I provide the reference values we use in our standard
model which will be used in Chapter 9. The version of COSMIC used throughout this work is
v3.4.05. In the following tables, I use the convention that the reference values for flags are noted as
integers, and the values for physical parameters (usually directly used in an equation) are specified
as decimal numbers. When a parameter is not defined in an equation, I provide the link to its first
occurrence in the chapter.

Zero-Age Main Sequence (ZAMS) properties (Sec. 8.1)

Parameter Value Defined in Description
sampling_method independent Sec. 8.1 Select if the initial parameters at ZAMS

are drawn independently
or following Moe & Di Stefano (2017)

primary_model kroupa01 Eqs. 8.1 – 8.3 Model of primary mass distribution
porb_model sana12 Sec. 8.1 Model of initial separations
ecc_model sana12 Sec. 8.1 Model of eccenctricity distribution

qmin −1 Sec. 8.1 Minimum mass ratioa

m2_min – Sec. 8.1 Minimum secondary massb

binfrac_model 0.5 Sec. 8.1 Fraction of stars in binary systems

Tab. 8.4: Parameters for the initial sampling of the population of stellar progenitors at ZAMS. aqmin= −1
sets the variable minimal mass ratio depending on the mass of the primary discussed in Sec. 8.1. bqmin and
m2_min cannot be used simultaneously.

Wind flags (Sec. 8.2.1)

Parameter Value Defined in Description
windflag 3 Sec. 8.2.1 Select the model for wind mass loss for each star

neta 0.5 Eq. 8.12 η: Kudritzki & Reimers (1978) mass-loss coefficient
bwind 0.0 Eq. 8.13 BW: Binary-enhanced mass loss parameter.
hewind 0.5 Sec. 8.2.1 (1− µ): Naked helium star mass loss parameter

eddlimflag 0 Eqs. 8.21 – 8.24 Adjust or not metallicity dependence
for stars near the Eddington limit

acc2 1.5 Eq. 8.25 αwind: Bondi & Hoyle (1944) wind accretion factor
beta −1 Eqs. 8.27 – 8.30 βwind: Wind velocity factor
xi 0.5 Eq. 8.31 µwind: Angular momentum transfer

Tab. 8.5: Parameters and flags related to the treatment of stellar winds. The first 5 parameters are used in
single-star wind description, whereas the 3 last parameters are used in the description of the wind interaction
with the secondary. hewind is active only if windflag = 0 (BSE wind description). With beta = −1, Eq.
8.30 is used.

5Available on https://github.com/COSMIC-POPSYNTH/COSMIC/tree/v3.4.0. See the documentation on
https://cosmic-popsynth.github.io/.

https://github.com/COSMIC-POPSYNTH/COSMIC/tree/v3.4.0
https://cosmic-popsynth.github.io/


152 CHAPTER 8. POPULATION SYNTHESIS WITH COSMIC

Roche Lobe Overflow (RLOF) and Common Envelope (CE) (Sec. 8.2.2 and 8.2.3)

Parameter Value Defined in Description
qcflag 5 Tab. 8.3 Select the model to determine the critical mass ratios

between stable and unstable mass transfers
qcrit_array a – User-input critical mass ratios

alpha1 1.0 Eq. 8.40 αCE: CE efficiency parameter
lambdaf 0 Eq. 8.41 λ: Binding energy factor for CE evolutionb

ceflag 1 Eqs. 8.43 – 8.44 Compute the orbital energy with total or core masses
cekickflag 2 – Use post- or pre-CE values of mass and separation

if a SN occurs during CE
cemergeflag 1 Sec. 8.2.3 Determine whether stars that begin a CE

without a distinct core-envelope boundary
automatically lead to merger in a CE

cehestarflag 0 Eqs. 8.46 – 8.47 Use or not the fitting formulae from
Tauris et al. (2015) during RLOF from a stripped star

Tab. 8.6: Parameters and flags related to the treatment of mass transfers and CE. aqcrit_array can be used
to enter user-specified critical mass ratios for each stellar type. It is a table with 16 elements corresponding
to the stellar types described in Tab. 8.1. blambdaf= 0 sets the stellar-type dependent values of Claeys et al.
(2014).

Supernova (SN) kicks (Sec. 8.2.4)

Parameter Value Defined in Description
kickflag 0 Eqs. 8.48 – 8.51 Set the particular natal kick prescription to use
sigma 265.0 Eq. 8.48 σk: Dispersion for the Maxwellian

distribution of natal kicks
bhflag 1 Eqs. 8.52 – 8.53 Sets the model of SN kicks for BHs

bhsigmafrac 1.0 Sec. 8.2.4 Scale down σ for BHs by this factor
polar_kick_angle 90 Sec. 8.2.4 Opening angle of the SN kick relative

to the pole of the exploding star
natal_kick_array a Sec. 8.2.4 User-input values for the SN natal kick

sigmadiv −20.0 Sec. 8.2.4 Set the modified ECSN kick strength
ecsn 2.25 Sec. 8.2.4 Maximum helium star mass for ECSN

ecsn_mlow 1.6 Sec. 8.2.4 Minimum helium star mass for ECSN
aic 1 Sec. 8.2.4 Reduce kicks for AIC
ussn 1 Sec. 8.2.4 Reduce kicks for USSNe

Tab. 8.7: Parameters and flags related to the treatment of SN kicks. The first 6 parameters are used
for standard CCSN kicks, while the last 5 parameters are related to the use of reduced kicks. sigmadiv,
bhflag, bhsigmafrac, aic and ussn are only active when kickflag = 0. anatal_kick_array is a 2 × 5
array containing user-specified values for the kick parameters (vk, co-lateral polar angle, azimuthal angle,
mean anomaly, random seed) for the primary and the secondary star.
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Remnant masses

Parameter Value Defined in Description
pisn −2 Sec. 8.2.5 Model for the PISN progenitor core mass range

remnantflag 3 Eqs. 8.54 – 8.55 Remnant mass prescription used for NSs and BHs
mxns 3.0 Sec. 8.2.5 – 8.53 Maximum mass for NSs / Minimum mass for BHs

rembar_massloss 0.5 – Correction factor to the baryonic mass of
the remnant due to the energy loss in neutrinos

Tab. 8.8: Parameters and flags related to the treatment of remnant masses.

Solar metallicity

Parameter Value Defined in Description
zsun 0.014 Sec. 8.2.5 Value of solar metallicity

Tab. 8.9: Parameter for solar metallicity.

Sampling

Parameter Value Defined in Description
pts1 0.001 Sec. 8.2.5 Relative time step for MS stars,
pts2 0.01 Sec. 8.2.5 for FGB, CHeB, EAGB, TPAGB, He-GB stars,
pts3 0.02 Sec. 8.2.5 for HG, He-MSs and He-HG stars

Tab. 8.10: Parameters defining the sampling discretization. They represent the time step for each iteration,
relative to the estimated lifetime of the star in its given evolutionary stage.
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Other parameters not discussed here

Parameter Value Description
bhspinflag 0 Prescription for BH spin at formation
bhspinmag 0.0 BH spin value or upper limit of the uniform distrib. of BH spins
grflag 1 Activate orbit evolution from the emission of GWs
eddfac 1.0 Eddington limit factor for mass transfer
gamma −2 Angular momentum prescriptions for mass lost during RLOF

at super-Eddington rates
don_lim −1 Model for the rate of mass loss through RLOF
acc_lim −1 Limit the amount of mass accreted during RLOF
tflag 1 Activate tidal circularization

ST_tide 1 Use Belczynski et al. (2008) for tides prescription
fprimc_array a Control the scaling factor for convective tides

ifflag 0 Activate initial-final WD mass relation
wdflag 1 Model for the WD cooling law
epsnov 0.001 Fraction of accreted matter retained in a nova eruption

bdecayfac 1 Model for accretion-induced field decay of pulsars
bconst 3000 Parameter for magnetic field decay timescale for pulsars

ck 1000 Other parameter for magnetic field decay timescale for pulsars
rejuv_fac 1.0 Mixing factor in MS star collision
rejuvflag 0 Model to use for the mixing in MS star collision

bhms_coll_flag 0 Allow stars colliding with BH to not be destroyed if Mstar > MBH

htpmb 1 Model for magnetic breaking
ST_cr 1 Model for convective vs. radiative boundaries

Tab. 8.11: bhspinflag and bhspinmag tackle the remnant spins; grflag the orbital decay by emission
of GWs; eddfac, gamma, don_lim and acc_lim the properties of stable mass transfer; tflag, ST_tide and
fprimc_array the effects of tides on the components of the binary; ifflag, wdflag and epsnov are related to
WDs; bdecayfac, bconst and ck treat the physics of pulsars; rejuv_fac, rejuvflag and bhms_coll_flag
are mixing variables; htpmb a model selection for magnetic breaking; and ST_cr selects the model for the
limit between convective and radiative envelopes. afprimc_array is an array with 16 elements corresponding
to the scale factors for each stellar type.
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We use COSMIC (Breivik et al. 2020, see Chapter 8) to study the properties of Binary Neu-
tron Star (BNS) mergers across cosmic times. In this chapter, I briefly summarize our choices of
model parameters in Sec. 9.1, before presenting our method to separate the population in several
evolutionary tracks (Sec. 9.2), that I describe in more detail in Sec. 9.3. In Sec. 9.4, I discuss the
physical properties of the BNS progenitors at Zero-Age Main Sequence (ZAMS) and of the BNS
systems upon formation. Sec. 9.5 describes our analysis of the merger rate variation with redshift.
Finally, I discuss the astrophysical consequences of this work in Sec. 9.6. We specifically study the
sub-population of short delay times binaries (see also Sec. 6.4) and the corresponding evolutionary
tracks, and show how this population may exist at high redshift. The results presented hereafter will
soon be submitted in Pellouin et al. (2023), in prep.. In Sec. 9.5.2, I also present the results from
Publication III (Appendix E.3, Lehoucq et al. 2023) where the simulated population of BNSs is
used to compute the stochastic Gravitational Wave (GW) background.

It is a priori impossible to determine which is the evolutionary track that will be followed by
the binary solely based on the initial masses, separation, eccentricity and metallicity, which also
motivates our choice to rely on population synthesis for this study.

Throughout this section, I will sometimes refer to the indicators used in COSMIC for the stellar
types and the evolutionary stages that mark the binary history. The stellar types were defined in
Tab. 8.1, and the evolutionary stages are defined in Tab. 9.1.

Indicator Evolutionary State
1 Initial state
2 Change of stellar type
3 Beginning of a phase of Roche Lobe Overflow (RLOF)
4 End of a phase of RLOF
5 Contact between the 2 stars
6 Coalescence
7 Beginning of a phase of Common Envelope (CE)
8 End of a phase of CE
9 No remnant leftover
10 Maximum evolution time reached
11 Binary disruption
12 Beginning of a symbiotic phase
13 End of a symbiotic phase
14 Blue straggler
15 Supernova (SN) of the primary
16 SN of the secondary

Tab. 9.1: evol_type indicators used in COSMIC. They mark the key evolutionary stages of the binary
evolution at which data is saved.

9.1 Binary Stellar Evolution Modelling with COSMIC

9.1.1 Model Parameters

For this study, we rely on the physical models included in COSMIC. We choose to set the values
of the parameters and flags to those reported in Tabs. 8.4 – 8.11. Note that for some of them, this
does not correspond to the default values for the version of COSMIC used for this study, v.3.4.0. I
describe our most important choices in the following paragraphs.

We initialize the population of binaries assuming a primary mass distribution following Kroupa
(2001), and sample the initial separations and eccentricities following the distributions of Sana et al.
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(2012), as defined in Sec. 8.1. We therefore assume that these three quantities are independent. We
also assume a binary fraction of 50%, though this quantity does not affect the results of population
synthesis directly and can be modified later (see Eq. 9.6 and Sec. 9.5).

We use the default parameters for the treatment of winds, following the mass-loss rate formulae
summarized in Eqs. 8.7 – 8.10 and in Sec. 8.2.1. In particular, we do not include Eddington-limited
winds from 8.24 as discussed in Giacobbo et al. (2018). This can be added in a later comparative
study.

During the phase of CE, we fix αCE = 1 and use the stellar type-dependent values of λ as
discussed in Sec. 8.2.3 and Claeys et al. (2014). For this study, we assume that mass transfer from
stripped stars is always dynamically stable, i.e. a critical mass ratio between stable and unstable
mass transfer qcrit = +∞ in these cases, as also assumed in COMPAS (Neijssel et al., 2019). We
explored other options for the value of qcflag which selects the choice of values for qcrit depending
on the stellar types. Some of the results are presented in Sec. 9.4.3. Finally, we assume that
companions without a clear core-envelope boundary entering a phase of CE are instantly destroyed
(Belczynski et al., 2008). As discussed in Sec. 9.4.3, this removes some evolutionary tracks in the
total population of BNSs.

We sample SN kicks following the Maxwellian distribution (Eq. 8.48) with σk = 265 km · s−1

(Hobbs et al., 2005); and with an isotropic distribution of orientations. However, for Ultra-Stripped
Supernovae (USSNe), Electron-Capture Supernovae (ECSNe) and the Accretion-Induced Collapse
(AIC) of a White Dwarf (WD) into a Neutron Star (NS), we assume that the kick velocities are
much reduced and instead use σk, low = 20 km · s−1 (see Sec. 8.2.4 for more details).

We model the remnant mass assuming the rapid scenario (Fryer et al., 2012), which naturally
introduces a mass gap between NSs and Black Holes (BHs). For comparison, we also explored the
delayed scenario, as shown in Sec. 9.4.3.

Finally, the solar metallicity is assumed to be Z⊙ = 0.014 (Asplund et al., 2009), and all other
quantities that do not impact the properties of the BNS systems that we follow are set to their
standard values (see Tab. 8.11).

The goal of this study is not to perform a systematic sampling of the possible parameter values;
but rather to focus on one physically-motivated model with standard values and focus – for this
model – on the evolutionary tracks that lead to the formation of BNSs.

9.1.2 Sampling Protocol

We create a grid of metallicities ranging from Z = 9.5 × 10−5 (6.8 × 10−3Z⊙, the minimum
metallicity allowed in BSE (Hurley et al., 2002) and thus in COSMIC) to 0.028 (2Z⊙). In practice,
this last metallicity bin is not used in our calculation of the merger rate (see Sec. 9.5), and the
details of stellar evolution at super-solar metallicities are more uncertain; but we keep this bin for
our study of Binary Stellar Evolution (BSE). The metallicity grid we use is thus 0.000095; 0.00014;
0.00021; 0.0003; 0.00044; 0.00065; 0.00095; 0.0014; 0.0021; 0.003; 0.0044; 0.0065; 0.0095; 0.014(;
0.028), i.e. 14 (15) metallicity values.

For each of these metallicities, we sample and evolve 9.55× 109 binaries using the model param-
eters described in Sec. 9.1. We do not use the match feature of COSMIC that automatically stops
the sampling once the properties of the BNS masses and/or separations and/or eccentricities have
converged to a stable distribution (for a more complete description, see Breivik et al. 2020). While
this feature is useful to ensure the properties of the final sample of BNSs are statistically robust, it
makes the direct comparison between populations at several metallicities more complex. In our case,
we decide to use a single random seed across all metallicities, meaning that the initial population is
the same for all metallicities. For a given binary, the stochastic processes such as SN kick intensity
and orientations are also seeded, which means that a direct comparison between individual binary
systems across the metallicity bins is possible. A potential downside of our approach is that in some
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metallicity bins, the total number of BNS systems may be quite low (∼ 104) and thus the studied
distributions slightly biased by the random seed. For a more accurate simulation, the random seed
should also be varied across metallicities, but this is not expected to impact the results provided the
BNS sample is large enough.

We store the information of all binaries that produce BNS systems that remain gravitationally
bound (i.e. successful BNS formation). Some of them have initial orbital properties (separation and
eccentricity) that prevent them from merging within the Hubble time (see Chapter 7). We mark
them as non-merging systems and remove them from our study. Note however that this population of
non-merging binaries is expected to contribute to the population of BNSs observed in the Milky Way
for example (see Sec. 3.2). It could therefore be possible to use the complete sample in a future joint
study between the merging BNS population and the Galactic population, as discussed in Chapter 10.
Additionally, when studying these long-delay time systems, we find that the evolutionary tracks that
lead to their formation can be different than those producing shorter-separation binaries. This is
thus of interest in the context of the study of binary stellar evolution, as I also discuss below.

9.2 Evolutionary Sequences Classification Method

tphys mass_1 mass_2 kstar_1 kstar_2 sep ecc evol_type
0.00 8.49 7.69 1 1 223.59 0.38 1
33.48 8.48 7.69 2 1 223.65 0.38 2
33.56 8.48 7.69 2 1 137.87 0.00 3
33.60 6.94 9.23 3 1 138.62 0.00 2
33.60 5.76 10.41 4 1 156.87 0.00 2
33.81 1.90 14.27 4 1 725.27 0.00 4
33.99 1.87 14.29 7 1 723.45 0.00 2
38.71 1.87 14.29 8 1 723.81 0.00 2
39.19 1.87 14.29 9 1 723.89 0.00 2
39.20 1.87 14.29 9 1 721.10 0.00 3
39.27 1.83 14.32 9 1 741.81 0.00 15
39.27 1.19 14.32 13 1 2658.22 0.72 2
39.27 1.19 14.32 13 1 2658.22 0.72 4
41.82 1.19 14.32 13 2 2657.28 0.72 2
41.86 1.19 14.32 13 4 2657.36 0.72 2
43.32 1.19 14.20 13 4 737.33 0.00 3
43.32 1.19 14.20 13 4 737.33 0.00 7
43.32 1.19 5.20 13 7 2.49 0.00 8
43.32 1.19 5.20 13 7 2.49 0.00 4
44.36 1.19 5.15 13 8 2.43 0.00 2
44.42 1.19 5.14 13 8 2.41 0.00 3
44.43 1.19 5.13 13 8 2.40 0.00 16
44.43 1.19 1.46 13 13 4.16 0.43 2
44.43 1.19 1.46 13 13 4.16 0.43 4

5018.03 1.19 1.46 13 13 0.00 0.00 3
5018.03 1.87 2.66 15 14 0.00 -1.00 6
13700.00 0.00 2.66 15 14 0.00 -1.00 10

Tab. 9.2: Stored data for a given binary, in the bpp table. I show here all rows (i.e. all events in the binary
evolution where data is saved) but restrict to only a few columns. tphys is the time of evolution of the
binary (in Myrs); mass_1 and mass_2 are respectively the primary and secondary masses (in solar masses);
kstar_1 and kstar_2 are their stellar types across the binary evolution (see Tab. 8.1). sep is the binary
orbital separation (in solar radii), ecc the orbital eccentricity, and evol_type is a flag indicating the event
occurring at that time (see Tab. 9.1).
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How to define an evolutionary track is a quite tricky question. To classify the evolution history
of binaries, we need to rely on human analysis and on an understanding of the processes involved at
the different stages of each binary’s evolution: stellar types, mass transfer events, SN types, ... This
has been done by several authors in the context of Binary Black Hole (BBH) and Neutron Star –
Black Hole binary (NSBH) systems (see e.g. Vigna-Gómez et al. 2018; Neijssel et al. 2019; Bavera
et al. 2021; Broekgaarden et al. 2021, 2022; Iorio et al. 2023). How to convert this method into an
automatic, numerical analysis of the systems that make a population? For each simulation at a given
metallicity, we store the information on only the binaries that produce gravitationally-bound BNS
systems (at that stage they can have delay times greater than the Hubble time, see Sec. 9.1). The
information stored contains all the stellar properties and binary properties at key stages of stellar
evolution: whenever one of the stars evolves to a new stellar type; when a phase of mass transfer
starts or stops; at the onset of CE; before and after a SN event, and more generally any of the events
listed in Tab. 9.1. This is stored in a single table for all systems, that COSMIC names bpp. I give
an example of some properties stored for a given system in Tab. 9.2.
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Fig. 9.1: Example of the number of BNS systems for each sequence of stellar types of the primary (rows) and
of the secondary (columns), at Z = 0.014. The combination of primary and secondary evolutionary sequences
creates 58 evolutionary tracks, but 95% systems are found in 11 of them. The sequences of numbers on the
y axis and on the x axis are the series of stellar types (see Tab. 8.1) for the primary and the secondary,
respectively.

Numerically, we first need to identify evolutionary sequences, i.e. to group systems which have
similar sequences of events using the information from Tab. 9.2. One way to define evolutionary
sequences is to group binaries based on their sequence of evol_type (see Tab. 9.1). That way,
the same categories will group systems with exactly the same sequence of events in the binary life.
However, such a method leads to a relatively large number of evolutionary sequences that are in fact



160 CHAPTER 9. THE EVOLUTIONARY TRACKS OF MERGING BNSS

extremely close. For example, with this classification if the beginning of a phase of mass transfer
and a change of stellar type are reversed, we define another evolutionary track, while both physical
situations may be extremely similar.
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Fig. 9.2: Same as Fig. 9.1, but only showing systems with ∆tdelay < tHubble.

We instead use another method to define evolutionary sequences: the sequence of different stellar
types for both the primary and the secondary. This reduces a lot the amount of evolutionary
sequences, as can be seen in Fig. 9.1. This method however does not guarantee a priori that systems
with the same evolutionary sequence have similar binary evolution history. A single evolutionary
sequence could in principle contain binaries with a single phase of CE, and some others with two CE
events; or some systems where the SN of the primary happens while the secondary is on the Main
Sequence (MS) and others where the secondary has already evolved. In short, the combination of
the two individual sequences of stellar types does not inform us of the details of the binary evolution.
However, as I discuss in Sec. 9.3, we verified that for all the evolutionary sequences defined with
this method, the details of binary stellar evolution are indeed very similar. We therefore decide
to use that classification method as a first step. In Fig. 9.1, I show the number of systems for
each combination of primary and secondary stellar type sequences found at solar metallicity, before
filtering out the systems with large delay times greater than tHubble. We find that in this case the
11 most represented evolutionary sequences make up to 95% of the population of BNSs. The same
population is shown in Fig. 9.2, this time only showing the systems that merge within tHubble. It
can clearly be seen that some evolutionary sequences are almost entirely filtered out (e.g. in the
top left corner), because they produce high-separation BNSs. We do not analyse in particular these
evolutionary sequences but leave that to a future study of the Galactic population. Note finally that
the dominant evolutionary sequences are not necessarily the same at all metallicities (see Sec. 9.4.2).
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We therefore repeat the same process over the populations at different metallicities to exhibit all
dominant sequences. In the next section, I discuss how we merge the evolutionary sequences in
evolutionary tracks.

9.3 Evolutionary Tracks

We extracted the 13 evolutionary sequences (as defined in Sec. 9.2) that make up most of the
population of BNSs across metallicities, and analysed each of them individually. We confirmed that
for each sequence, all systems indeed have a similar evolution history, even if in most cases the
sequences of evol_types can be diverse (mostly due to some exchanges of the orders of events in
the binary history). More interestingly, we confirmed that these 13 evolutionary tracks can in fact
be grouped in only three categories with different binary histories, that I describe in more detail in
the next sections.

9.3.1 “Standard” Evolution

The first evolutionary track is the most standard one, and is similar to that described in Sec. 7.1.
It also corresponds to Channel I in Vigna-Gómez et al. (2018); Neijssel et al. (2019); Broekgaarden
et al. (2021); Iorio et al. (2023), and was already discussed in multiple articles in the past (e.g.
van den Heuvel & De Loore, 1973; Tauris & van den Heuvel, 2006; Belczynski et al., 2018) as
the dominant evolutionary track to produce BBHs. It contains systems with the following two
evolutionary sequences: 1- 1_2_3_4_7_8_9_13 / 2- 1_2_4_7_8_13 and 1- 1_2_4_5_6_13 / 2-
1_2_4_7_8_9_13 (see Tab. 8.1). The former concerns higher metallicity systems, while the latter
concerns lower metallicities.

I describe here a representative example of this evolutionary track. Figures in the text correspond
to this example, for which I also show the evolution of the properties in Fig. 9.3. Initially, the binary
has an unequal mass ratio (in this example, q ≃ 0.9 is quite on the high end of the distribution
shown in Fig. 9.19), such that the evolution timescale of the primary is shorter than that of the
secondary.

When the primary leaves the MS (after ∼ 33 Myr), it grows in radius and loses a significant
amount of its mass (∼ 6.5 M⊙) during a phase of stable mass transfer. This mass is transferred to
the secondary. This phase lasts for ≲ 1 Myr. The primary is left without envelope as a Naked Helium
Star, Main Sequence (He-MS), until it again evolves into a Naked Helium Star, Hertzsprung Gap
(He-HG) after ∼ 5 Myr. At that stage, a brief episode of mass transfer is triggered and the primary
explodes in a SN. Given the progenitor mass at the moment of the explosion, the remnant formed
is a NS. In this example, after the SN the separation of both stars increases (to ∼ 2500 R⊙), as well
as the orbital eccentricity (e ∼ 0.7). The secondary in turn evolves after a short time (2 Myr) given
the mass gained during the first episode of mass transfer. When helium fusion in the core ignites,
the secondary enters the giant phase and CE starts ∼ 2 Myr later, due to the prior eccentricity of
the orbit. At the end of the CE phase, the secondary is stripped of its envelope and the orbital
separation is reduced to ∼ 2.5R⊙, while friction during the CE circularizes the orbit. Because of
the short orbital separation, a continuous mass transfer from the stripped star onto the NS occurs
(case BB mass transfer, see Sec. 8.2.2 and Tauris et al. 2015). Shortly after, the secondary explodes
in a USSN and forms the second NS of the system. Because of the reduced NS kick, the system is
given a new initial orbital separation (∼ 4R⊙) and eccentricity (e ≃ 0.4) but has increased chances
of survival. This system eventually merges due to the radiation of GWs after ∼ 5 Gyr. A schematic
representation of the key phases presented here is shown in Fig. 9.4.
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Fig. 9.3: Evolution of a binary system of the “standard” evolutionary track forming a BNS at Z = 0.00044.
The top color bars show the evolution of stellar types of the primary and the secondary during the binary
evolution. On the left-hand side column, from top to bottom, I show the evolution of stellar radii, masses
and effective temperatures of the 2 stars. On the right-hand side I show the evolution of mass accretion rates
of the stars, and of the orbital period and orbital separation of the system. Quantities are shown in blue for
the primary and in orange for the secondary. Black lines are the orbital properties of the system.
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Fig. 9.4: Schematic representation of the key phases of the “standard” evolutionary track. Main sequence
stars and hydrogen envelopes are shown in blue, helium cores and naked helium stars are shown in orange,
while NSs are shown in black.
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This standard process therefore features a phase of CE between a giant and a NS, and a later
phase of mass transfer between the stripped star and the NS (case BB mass transfer, Tauris et al.
2015). As will be discussed in Sec. 9.4.2, it however does not produce as many systems as the
other evolutionary tracks with our choice of model parameters, in particular at high metallicities,
though it is believed to be the major evolutionary track for BBH formation as mentioned in the first
paragraph.

In fact, with our model, two other evolutionary tracks instead dominate the contributions to the
merger rate history.

9.3.2 Equal-mass binaries

At all metallicities, many BNS systems are produced from the evolution of binary systems whose
ZAMS stellar masses were almost equal (q ≃ 1). In the example shown in Fig. 9.5, M1 = 13.44M⊙
and M2 = 13.21M⊙, i.e. q = 0.98. The separation is initially of ∼ 2900R⊙ and the eccentricity
e ≃ 0.69. Both stars evolve on similar timescales and both are in their Core Helium Burning (CHeB)
phase after 16.44 Myr. Due to the expansion of both stellar envelopes, and to the primary’s slightly
higher mass and thus radius, a phase of stable mass transfer is initiated, leading to the circularization
of the orbit and therefore to the reduction of the separation. Both stars enter in contact and a joint
phase of CE occurs, where the two helium cores orbit within the common envelope. After the
envelope ejection, the helium cores have a separation of ∼ 8.7R⊙, and most of the mass has been
lost by the binary. The primary is slightly more massive than the secondary, and therefore evolves
first and explodes in an USSN. Then the secondary evolves, stable mass transfer onto the NS follows
(case BB mass transfer), until the secondary explodes in an USSN. A schematic representation of
the key phases presented here is shown in Fig. 9.6.

Several variations of the example described above and shown in Fig. 9.5 can be found within
this evolutionary track, and correspond to 9 evolutionary sequences, but they all share the same
distinctive feature of this evolutionary track: a quasi-equal initial mass ratio, leading to a synchro-
nized evolution of both stars and a phase of CE with the 2 stars on their giant phase. Variations
depend on the exact stellar types at the moment of the CE (CHeB or Early Asymptotic Giant
Branch (EAGB)) and the stellar types of the remaining helium cores at the end of CE. In the cases
where the primary is on the EAGB at the onset of CE, the remaining helium cores after CE are
already on the Hertzsprung Gap (HG). A second source of variation is the nature of the stellar type
of the naked helium stars at the moments of the SNe. Final variations are found depending on the
metallicities, but again, share the same distinct features of this evolutionary track. Note that binary
systems in this track typically evolve on a faster timescale than the others, due to the joint evolution
of the primary and the secondary. The time between binary formation at ZAMS and BNS formation
is typically ∆tevol ∼ 20 Myr.

This evolutionary track is also discussed in the literature, for example in Vigna-Gómez et al.
(2018) where it is labelled Channel II; Neijssel et al. (2019) where it is labelled Channel III and
Broekgaarden et al. (2021); Iorio et al. (2023) where it is labelled Channel IV. This evolutionary
track was also discussed in various contexts by e.g. Brown (1995); Bethe & Brown (1998); Dewi
et al. (2006); Justham et al. (2011); Hwang et al. (2015). Note that the existence of this evolutionary
track is more subject to our choice of model parameters than the others. Indeed, because we impose
qcrit = +∞ for mass transfers from stripped stars, this evolutionary track only features one phase of
CE. With other choices of parameters, there would be additional variations with 1 or 2 additional
phases of CE with the helium cores, increasing the amount of systems with mergers before the BNS
formation. I discuss this in Sec. 9.4.3.
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Fig. 9.5: Evolution of a binary system on the “equal-mass” evolutionary track forming a BNS at Z = 0.0065.
The top color bars show the evolution of stellar types of the primary and the secondary during the binary
evolution. On the left-hand side column, from top to bottom, I show the evolution of stellar radii, masses
and effective temperatures of the 2 stars. On the right-hand side I show the evolution of mass accretion rates
of the stars, and of the orbital period and orbital separation of the system. Quantities are shown in blue for
the primary and in orange for the secondary. Black lines are the orbital properties of the system.
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Fig. 9.6: Schematic representation of the key phases of the “equal-mass” evolutionary track. Main sequence
stars and hydrogen envelopes are shown in blue, helium cores and naked helium stars are shown in orange,
while NSs are shown in black.
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We note that the works by Neijssel et al. (2019); Broekgaarden et al. (2021); Iorio et al. (2023)
discuss an evolutionary track with only stable mass transfers, which we do not find in our work. In
these articles, the authors focus on the populations of BBHs and NSBHs where, due to the higher
progenitor masses, transfers of mass can last longer and therefore shrink the orbit significantly.
Additionally, because of the higher remnant masses, systems with higher initial separations have
a lower probability to be disrupted by either of the SNe: this enables the possibility of detached
binaries with only stable mass transfers that still produce compact object remnants that remain
gravitationally bound.

9.3.3 Accretion-Induced Collapse

The final evolutionary track found with this model features the AIC of a WD into a NS. It corre-
sponds to two different evolutionary sequences: 1- 1_2_3_4_7_8_9_12_13 / 2- 1_2_4_7_8_9_13
and 1- 1_2_4_7_8_9_12_13 / 2- 1_2_4_7_8_9_13. The latter is dominant at the lowest redshifts
and differs from the former only by one element: the primary does not enter the First Giant Branch
(FGB). The physical properties of both sequences are however similar. I show an example of such
a system in Fig. 9.7. In this evolutionary track, the initial mass ratio can reach much lower values
0.5 ≲ q < 1. In this example, q ≃ 0.48. The initial mass of the secondary can be lower than the
typical mass of NS progenitors (here M2 = 4.06 M⊙), due to the first phase of mass transfer.
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Fig. 9.7: Evolution of a binary system on the “AIC” evolutionary track forming a BNS at Z = 0.00044.
The top color bars show the evolution of stellar types of the primary and the secondary during the binary
evolution. On the left-hand side column, from top to bottom, I show the evolution of stellar radii, masses
and effective temperatures of the 2 stars. On the right-hand side I show the evolution of mass accretion rates
of the stars, and of the orbital period and orbital separation of the system. Quantities are shown in blue for
the primary and in orange for the secondary. Black lines are the orbital properties of the system.
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In this evolutionary track, the primary evolves first from the MS after 34 Myr. When it reaches
the HG, a phase of stable mass transfer starts, reducing the orbital separation and circularizing
the orbit. During this event of mass transfer, the primary evolves and loses more mass to the
companion. Because the mass transfer is not entirely conservative (some mass is lost by the binary),
the separation increases again, until the primary has lost its entire hydrogen envelope and becomes
a helium star. All these events occur on timescales ≲ 0.1 Myr. At that point, the secondary has a
mass that can be higher than the initial primary mass. The primary helium star evolves (here in
∼ 6 Myr), and a new phase of mass loss can occur. When the primary enters the Naked Helium
Star, Giant Branch (He-GB), the remaining core mass is therefore much lower than in the other
scenarios (here 1.36 M⊙). At the moment of the SN, the primary collapses into an oxygen-neon
WD. As all the mass of the helium core forms the WD, no natal kick is imparted to the WD.
The orbit thus remains circular. In turn, the (now massive) secondary leaves the MS and evolves,
roughly 20 Myr later. When it reaches the HG, a phase of CE is triggered, with the WD. After
the envelope ejection, the orbital separation is reduced to an extremely low value (here 1.3 R⊙).
Throughout the evolution of the helium star, stable mass transfer occurs and gradually increases
the mass of the WD. When it reaches the Chandrasekhar mass (Chandrasekhar, 1931) by accretion,
the WD collapses and forms a NS of 1.24M⊙ (this value is unique for all systems by construction in
COSMIC but would nevertheless be expected to have a low dispersion). Just after, the secondary
in turn collapses into a NS thanks to the mass gained during the first phase of mass transfer. The
BNS system formed that way has an extremely short initial separation and merges in typically a few
tens of Myr (see Sec. 9.4). A schematic representation of the key phases presented here is shown in
Fig. 9.8.
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RLOF of secondary SN of secondary

NSNS

RLOF of primary

envelope ejection

ONe WD MS Star

envelope ejection

ONe WD
ONe WD He Star

envelope ejection

ONe WD

AIC of primary

NS

Fig. 9.8: Schematic representation of the key phases of the “AIC” evolutionary track. Main sequence stars
and hydrogen envelopes are shown in blue, helium cores and naked helium stars are shown in orange, oxygen-
neon cores and oxygen-neon WDs are shown in yellow, while NSs are shown in black.

This evolutionary track has not been discussed much in the literature in the context of the
population of merging BNSs, except in Wang & Liu (2020), where the authors show in particular
the limited parameter space (Porb, M1, M2) within which this process can occur. The AIC of a WD
by accretion from a companion is discussed in a more general context in e.g. Meng et al. (2009);
Wang & Han (2010). As I show in Sec. 9.5 – with our choice of model – it dominates to the merging
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population at low metallicity.

9.4 Population Properties

We now study the properties of the evolutionary tracks defined in Sec. 9.3 in more detail, from
a statistical perspective. In Sec. 9.4.1, I show results at given metallicity values and across the
evolutionary tracks, while in Sec. 9.4.2, I evaluate the impact of metallicity on each evolutionary
track. In the following discussion, we will use 3 different important durations of the binary evolution:

– The evolution time, ∆tevol, is the time interval between the ZAMS and the BNS formation.
In other words, ∆tevol represents the time of evolution of the stellar progenitors, up until the
formation of the BNS.

– The merger time, ∆tGW, is the time delay between the formation of the BNS and its merger
due to the emission of GWs discussed in Sec. 1.2, and computed from Eqs. 1.8 – 1.9.

– The delay time, ∆tdelay is the total time between the ZAMS and the merger of the BNS
system:

∆tdelay ≡ ∆tevol +∆tGW . (9.1)

9.4.1 Properties of the Evolutionary Tracks

In this section, I discuss the relative contributions of each of the evolutionary tracks presented in
Sec. 9.3 to the population of BNSs at given metallicities. First, we look at the properties of the stellar
progenitors to those systems at different metallicities. In Figs. 9.9 – 9.11, I show the distributions of
initial binary properties at ZAMS, for the population of binaries forming BNSs which merge within
the Hubble time.

Note that the systems of higher metallicities are more likely to form at lower redshift (see
Eq. 9.6 and Sec. 9.5), in which case the tail of the population with the longest merger times does
not contribute to the total population of BNSs which merged through cosmic time until today, even
if their merger time is lower than the Hubble time. We decide to filter the entire population based
on ∆tdelay < tHubble to simplify our comparative studies, but the exact shapes of the distributions of
delay times are accounted for in our calculation of the merger rate (see Sec. 9.5), and do not include
systems where t(zZAMS) + ∆tdelay > tHubble, where t(zZAMS) is the time at which the progenitor
binary is formed.

When looking at the relative contributions of each evolutionary track at given metallicities, we
see that they divide the progenitor properties in different sections: AIC usually occurs for shorter-
separation binaries, while the track with equal mass ratios is usually found for more massive pro-
genitors with larger separations. The initial eccentricity is not a relevant parameter to identify these
tracks.

We also notice that the relative contributions of each of the evolutionary tracks to the total pop-
ulation varies with metallicity, as we will also see in Sec. 9.5. AIC is dominant at lower metallicities
(see Fig. 9.9), while the equal-mass ratio evolutionary track dominates at higher metallicities (see
Fig. 9.11). This in turn affects the merger rate density evolution with redshift (see Sec. 9.5). Note
also that the initial eccentricity of the system does not impact in specific ways the chances of BNS
formation, and also not the evolutionary tracks. We retrieve the sampled eccentricity distribution
of Sana et al. (2012) shown in Fig. 8.1. The equal mass ratio evolutionary track contributes to a
significant peak in the distributions of q at q ≃ 1 (by definition).
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Fig. 9.9: Distribution of the properties of the population of BNS progenitors, at their formation (ZAMS)
and at metallicity Z = 9.5×10−5. We only show the progenitors of BNS systems whose delay time ∆tdelay <
tHubble. In blue, we show the standard evolutionary track (Sec. 9.3.1); in green the evolutionary track with
equal-mass progenitors (Sec. 9.3.2); and in orange the AIC evolutionary track (Sec. 9.3.3). In black, we show
the total population. From left to right, top to bottom, the five panels show the distributions of (1) primary
masses; (2) secondary masses; (3) initial orbital separations; (4) initial orbital eccentricities; (5) initial mass
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Fig. 9.10: Same as Fig. 9.9 at Z = 9.5× 10−4.
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Fig. 9.11: Same as Fig. 9.9 at Z = 1.4 × 10−2. Note here the change of scale for M1 and M2 which span
higher masses than at lower metallicities due to stellar winds.

We now look at the properties of the BNS systems at their formation, i.e. right after the
secondary SN. I show some of the distributions of properties for four parameters at the instant of
BNS formation (separation, ∆tevol, ∆tGW and ∆tdelay) in Figs. 9.12 – 9.14. In this work, we do not
discuss the distributions of NS masses given the uncertainties on their determination in COSMIC,
as discussed in Sec. 8.2.5.

One clear property observable on the distribution of delay times is that, for individual metal-
licities, it does not follow the distribution which scales as 1/t as often assumed in the literature
(e.g. Chruslinska et al. 2018). In fact, depending on the metallicity and on which evolutionary
track is dominant, the distribution of delay times can be flat (see Fig. 9.14) or extremely peaked
(see Fig. 9.12). We study more in depth the evolution of the binary properties with metallicity
in Sec. 9.4.2, but already highlight here that a significant fraction of binaries has a delay time
dominated by the stellar evolution timescale, with extremely short merger times.

Another observation is that the different evolutionary tracks are well distinguished by the pro-
genitor binary evolution time ∆tevol. Progenitors with equal mass ratios evolve more rapidly due to
their initially higher masses (see e.g. Figs. 9.9 and 9.12), BNSs formed via the standard evolutionary
track have slightly longer formation times, while the longest formation times are required for the
AIC evolutionary track, mostly due to the smaller total mass in the system.

In Fig. 9.15, I show the joint distributions of the formation and merger times for the three
evolutionary tracks. This joint representation allows to better understand the separation between
the BNS properties at their formation for the 3 evolutionary tracks. The standard evolutionary
track has long evolution times, but not the longest, and a distribution of merger times that ranges
between < 1 Myr and tHubble. The equal-mass ratio evolutionary track has short evolution times
and long merger times, while the AIC evolutionary track has the longest evolution times and short
merger times.
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Fig. 9.12: Distribution of the properties of the population of BNS, at their formation, i.e. right after
the secondary SN, and at metallicity Z = 9.5 × 10−5. We only show the BNS systems whose delay time
∆tdelay < tHubble. In blue, we show the standard evolutionary track (Sec. 9.3.1); in green the evolutionary
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Fig. 9.13: Same as Fig. 9.12 at Z = 9.5× 10−4.
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Fig. 9.14: Same as Fig. 9.12 at Z = 1.4× 10−2.
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We see that each evolutionary track leads to specific BNS properties. However, metallicity
strongly impacts the population of BNSs that can be produced, as I discuss next.
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9.4.2 Impact of Metallicity on the Evolutionary Tracks

Let us now discuss the impact of metallicity on each of the evolutionary tracks. I show in
Figs. 9.16 – 9.18 the properties of the progenitor stars for the three evolutionary tracks, across
metallicities.

A first trend that is observed for the three evolutionary track is a global decline of the total
number of BNSs formed as metallicity increases. At first order, this is explained by the gradual
increase of stellar winds intensities with metallicity, leading to increased mass losses by the binary.
As a result, higher-metallicity systems forming BNSs have higher ZAMS masses than their lower-
metallicity counterparts. Because the distribution of primary masses scales as M−2.3 (Eq. 8.3,
Kroupa 2001), there are fewer systems in the correct mass range at higher metallicities.
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Fig. 9.16: Distribution of the properties of the population of BNS progenitors, at their formation (ZAMS)
and at different metallicities for the standard evolutionary track. We only show the progenitors of BNS
systems whose delay time ∆tdelay < tHubble. Each color represents the population at one of the sampled
metallicity values. From left to right, top to bottom, the five panels show the distributions of (1) primary
masses; (2) secondary masses; (3) initial orbital separations; (4) initial orbital eccentricities; (5) initial mass
ratios.

In Fig. 9.16, we see that the initial properties of the progenitor binaries transition from lower-mass
progenitors with a broad distribution of mass ratios at the two lowest metallicities, to more equal
and higher masses. This is the transition between the two evolutionary sequences that constitute
the standard evolutionary track (see Sec. 9.3.1).

By definition, we retrieve the very peaked distribution of mass ratios q ≳ 0.94 for the equal-mass
ratio evolutionary track (Fig. 9.17). The initial binary properties do not show any particular trend
with metallicity.
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Fig. 9.17: Same as Fig. 9.16 for the equal-mass ratio evolutionary track. Note that the ranges of the
distributions are different than in Fig. 9.16.
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Fig. 9.18: Same as Fig. 9.16 for the AIC evolutionary track. Note that the ranges of the distributions
are different than in Figs. 9.16 and 9.17.

For the AIC evolutionary track, there is a more complex evolution of the initial binary properties
with metallicity. We observe in Fig. 9.18 that the primary mass increases with metallicity until it
stalls around 8M⊙. We studied this in detail and found that, at a given metallicity, if M1 is too high,
the primary directly collapses into a NS and if M1 is too low, it collapses into a carbon-oxygen WD.
The range of progenitor masses to oxygen-neon WDs that can later experience AIC is therefore
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narrow. When metallicity increases, the mass lost by the primary before its core collapses also
increases, thus requiring higher initial masses M1 to produce oxygen-neon WDs. The reason this
trend stops is again due to the transition between the two evolutionary sequences that compose the
AIC evolutionary track (see Sec. 9.3.3). At these higher metallicities, it is this time the secondary
whose mass M2 gradually increases with metallicity. The reason is again related to the mass losses
from stellar winds: the secondary initial mass must be higher at higher metallicities. We will see in
Sec. 9.5 that the transition between the two evolutionary sequences produces a visible feature with
two peaks in the merger rate evolution in Fig. 9.22.

As the progenitor masses required for the AIC evolutionary track to appear gradually increase
with metallicity, the number of such systems therefore decreases (see again Eq. 8.3, Kroupa 2001).
Combined with the very restrictive mass range of the progenitors of oxygen-neon WDs, this progres-
sively reduces the contribution of the AIC evolutionary track to the total as metallicity increases.

I now show the evolution of the BNS properties with metallicity, for the three evolutionary tracks
in Figs. 9.19 – 9.21.
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Fig. 9.19: Distribution of the properties of the population of BNS, at their formation, i.e. right after the
secondary SN for the standard evolutionary track. We only show the BNS systems whose delay time
∆tdelay < tHubble. Each color represents the population at one of the sampled metallicity values. From left
to right, top to bottom, the five panels show the distributions of (1) orbital separations; (2) formation times;
(3) merger times; (4) delay times, as defined in Sec. 9.4.

One major difference between the AIC evolutionary track and the other two is the distribution of
merger times. In the AIC evolutionary track, the separation after the SN of the secondary is always
extremely reduced after the phase of CE with the WD. After the final phases of mass transfer from
the helium companion onto the WD that lead to its AIC, and the USSN of the secondary, the
separation still remains extremely short in most cases, leading to a merger in typically ≲ 10 Myr.
This property does not evolve with redshift. The standard evolutionary track has much longer
merger times at low metallicities, while for the equal-mass evolutionary track, the merger time tends
to increase with metallicity.

A final trend that we observe is the general decrease in the number of successful BNS formation
as metallicity increases. This is mostly due to the increased stellar wind intensities which lead
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to higher progenitor masses, further in the tail of the initial mass function distribution (Eq. 8.3,
Kroupa 2001). This effect is combined with the evolution of Star Formation Rate Density (SFRD)
with redshift in the determination of the merger rate that I describe in Sec. 9.5. Note also that the
amount of successful BNS formation among the total population is extremely small: typically one
system in 104 − 106 produces a BNS which merges within tHubble.
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Fig. 9.20: Same as Fig. 9.19 for the equal-mass ratio evolutionary track.
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Fig. 9.21: Same as Fig. 9.19 for the AIC evolutionary track.
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9.4.3 Other Possible Model Choices

During the course of this work, we explored different models for some phases of binary evolution.
In particular, we looked into different values for the critical mass ratios qcrit, using qcflag (see
Sec. 8.2.2 and Tab. 8.3). We find that this flag has a key consequence in the evolution of binaries we
observe. When setting qcflag= 1 or 2, the mass transfers from helium stars are often dynamically
unstable and lead to a new phase of CE, while in the model presented here (qcflag= 5) they are
always dynamically stable. Our choice of model therefore leads to evolutionary tracks with only one
CE phase, while the other have two, even sometimes three CE events.

In our model, we assume that stars are entirely disrupted during CE if the companion has no core-
envelope boundary (cemergeflag= 1). We also made some tests by allowing such binaries to survive
CE (cemergeflag= 0), and found that this typically adds a few additional evolutionary sequences
to the total. In particular, in this alternative scenario, there is an additional AIC evolutionary
sequence: 1- 1_2_3_4_7_8_9_12_13 / 2- 1_2_7_8_9_13, which dominates the population at high
metallicities. In this case, a CE occurs when the primary has already formed a WD and the secondary
is on the HG.

We also explored different prescriptions for the remnant masses with remnantflag, but did not
find it to impact the evolutionary tracks as much as the previous parameters. This was expected
given that this flag does not affect stellar evolution.

More generally, these comparisons showed that the model selection for some specific phases of
binary stellar evolution impacts the evolutionary tracks that are represented in the population of
BNS and their relative contribution. We therefore highlight that the results presented in the next
section are potentially sensitive to the choice of model. Interestingly, this means that if these results
can be compared to observations, they could constrain our understanding of the co-evolution of stars
in binary systems.

9.5 Evolution of the Merger Rate with Redshift

9.5.1 Computing the Merger Rate Density

The method presented in this section is based on Publication III (Appendix E.3, Lehoucq
et al. 2023). The formulae presented below are underlying all results about the predicted merger
rates found in the literature. I present them here in the context of the study of evolutionary tracks,
to link all notations self-consistently. They were applied in Lehoucq et al. (2023) (Appendix E.3) to
the stochastic GW background, that I discuss below.

From the observations of BNSs – be they Galactic systems or systems detected by GWs at their
merger –, it is not possible to know the metallicity of the progenitors. The populations of BNSs
obtained with COSMIC across metallicities can therefore not be observationally probed directly. We
need one final step to include the results of these simulations in the computation of an observable
quantity: the BNS merger rate as a function of redshift or equivalently cosmic time, Rmerg(t), see
Eq. 9.6. Redshift and time are related by the relation

dt

dz
=

H−1
0

(1 + z)
√

Ωm(1 + z)3 +ΩΛ

, (9.2)

where H0 = 68 km · s−1 ·Mpc−1 is the Hubble constant, ΩΛ = 0.69 is the fraction of dark energy in
the total Universe energy density and Ωm = 0.31 is the fraction of energy in matter (dark matter
and baryonic matter). We also define the useful quantities Ωb = 0.045 the baryonic fraction of
energy density and h0 = 0.68 the reduced Hubble constant (dimensionless). We assume here the
cosmological values of Planck Collaboration et al. (2020).

To compute the merger rate based on the results of our simulations, three ingredients are needed:
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– The Star Formation History (SFH). The total number or mass of stars formed at any
given redshift. Its determination has been the focus of several studies, and remains quite
uncertain, especially at the highest redshifts. Much detail on the different approaches for its
determination can be found in Madau & Dickinson (2014). Most works find a SFRD peaking at
z ≈ 2, but the exact form of its evolution is more uncertain. In this study, we use the functional
form first introduced by Springel & Hernquist (2003) using hydrodynamical simulations:

ψ(z) = ν
a exp [b(z − zm)]

a− b+ b exp [a(z − zm)]
. (9.3)

We set the values of the functional parameters following Vangioni et al. (2015), where they
use the population of star-forming galaxies to characterise SFH. With this approach, they
determine ν = 0.178M⊙ ·Mpc−3 ·yr−1, the amplitude of the peak of SFH; zm = 2, the redshift
of the peak of SFH and a = 2.37, b = 1.80, where a is connected to the star formation rate
density slope at z < zm and b− a to the slope for z > zm. Due to the current uncertainties in
our understanding of the details of SFH, this ingredient adds another source of uncertainty in
our predictions.

– The metallicity-redshift relation and its dispersion. The products of binary evolution
are affected by metallicity, as we have discussed extensively through the previous chapters
and in the previous sections. At the same time, the Universe is progressively enriched in
chemical elements from the evolution and explosions of stars through cosmic time. The average
metallicity of the Universe is therefore expected to increase as the redshift decreases. As
discussed in Lehoucq et al. (2023), we use the formula proposed by Belczynski et al. (2016):

Z(z) =
y(1−R)

ρb

∫ zmax

z

100.5 ψ(z′)

H0(1 + z′)
√
Ωm(1 + z′)3 +ΩΛ

dz′ , (9.4)

where, as defined in Belczynski et al. (2016), R = 0.27 is the return fraction (the mass fraction
of each generation of stars that is ejected back into the interstellar medium); y = 0.019 is the
net metal yield (the mass of new metals created and ejected into the interstellar medium by
each generation of stars per unit mass locked in stars); and ρb = 2.77 ·1011Ωbh0 M⊙ ·Mpc−3 is
the baryon density. The integration of the SFRD over the higher redshifts, weighed by the net
metal yield in Eq. 9.4 determines the chemical enrichment at a given redshift z. With these
values, the average metallicity at the peak of SFH is Z(z = 2) = 4.5× 10−3.
At a given redshift, the metallicity content can have a very high dispersion, due to non-
homogeneous mixing in galaxies, different galactic types with more or less star formation, etc.
The exact environment at the location of star formation can vary dramatically, even at a given
redshift. Thus this dispersion, which is not yet constrained, influences the environments of
stellar formation. For simplicity, we follow Santoliquido et al. (2021) and adopt a log-normal
distribution of metallicities around the average metallicity at a given redshift:

P (Z|z) = 1√
2πσ2

exp

(
−(log (Z/Z⊙)− log (Z(z)/Z⊙))

2

2σ2

)
, (9.5)

with σ = 0.2. The evolution of SFRD is quite well constrained by observations, but the
metallicity-redshift relation is much more uncertain (see e.g. Madau & Dickinson 2014 and
references therein). We do not discuss here the impact of our choices on the results uncertain-
ties, which are already heavily influenced by the uncertainties on binary stellar evolution.

– The distribution of delay times and fraction of successful BNS formation. These two
last elements are directly taken from the results of our simulations with COSMIC. Using the
simulated populations at all metallicities, we determine the probability density P (∆tdelay|Z),
and in practice compute the merger rate density presented in Eq. 9.6 by randomly selecting
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systems from the samples of binaries produced with COSMIC. The quantity α(Z) is the fraction
of stellar mass that contributes to the population of BNSs at a given metallicity. This is also
available from the simulations, since we know the total mass sampled from the Initial Mass
Function (IMF), the fraction of binaries (here 0.5) and the total mass of stars producing BNSs.

With these three ingredients, we can compute the BNS merger rate (note that this formula is
general to any type of merging binaries with a distribution of delay times, evolution with redshift
and metallicity):

Rmerg(t) =

∫ Zmax

Zmin

∫ tdelay,max

tdelay,min

α(Z)ψ(t−∆tdelay)P (∆tdelay|Z)P (Z|t−∆tdelay) d∆tdelay dZ , (9.6)

where we used Eq. 9.2 to change the redshift variable to time. The results obtained using these
formulae will be discussed in Secs. 9.5.3 and 9.6, but I will first show the application of the same
formalism to the computation of the stochastic GW background.

9.5.2 The Stochastic Gravitational Wave Background from Binary Neutron Star
Mergers

Before resuming our study of the evolutionary tracks of BNS progenitors in the next sections, I
discuss here how the population of BNSs simulated with the method presented in Sec. 9.1 and the
expression of the merger rate density (Eq. 9.6) have been used to derive the contribution of BNSs
to the stochastic GW background.

GW interferometers are indeed able to detect individual merger events, as described in Sec. 1.2,
but they also see at all times the background signal resulting from the incoherent superposition of
the signals from unresolved sources, such as Core-Collapse Supernovae (CCSNe), rotating NSs and
compact object binary mergers at high redshift. This is known as the astrophysical stochastic GW
background. There is also a cosmological stochastic GW background that could be produced by e.g.
cosmological inflation, cosmic strings, primordial BHs, and first order phase transitions in the early
Universe. More details on the stochastic GW background can be found in the reviews by Regimbau
(2011); Christensen (2019); Renzini et al. (2022).

In Publication III (Appendix E.3, Lehoucq et al. 2023), we use populations of compact ob-
jects simulated with COSMIC to estimate the intensity of the stochastic GW background in the
observing bands of current and future GW interferometers, in particular LIGO/Virgo and the Laser
Interferometer Space Antenna (LISA, Amaro-Seoane et al. 2023). The population of BBHs used was
described in Srinivasan et al. (2023), and the population of BNSs is the one described in this chapter.
This article mostly discusses BBHs, since they are the dominant contributor to the stochastic GW
background in the local Universe and BNSs are subdominant. The stochastic GW background from
compact binary mergers suffers from large uncertainties, mainly due to the underlying uncertainties
in binary stellar evolution in COSMIC, but our results indicate that some binary stellar evolution
parameters which introduce a large merger rate may already be ruled out by the non-detection of the
stochastic GW background in O3. As I discuss in Chapter 10, a direct follow-up of this work is to
explore the astrophysical stochastic GW background for Einstein Telescope (Maggiore et al., 2020;
Branchesi et al., 2023) and Cosmic Explorer (Evans et al., 2021) which is expected to be dominated
by BNS mergers.

This work shows how simulated populations of BNSs with COSMIC can be used in different
contexts. I now come back to the discussion on the evolutionary tracks.
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9.5.3 Results for the Binary Neutron Star Merger Rate

The confirmed observation of two BNS mergers during the first three observing runs of the GW
interferometers (see Chapter 3) has provided a broad constraint on the local merger rate, i.e. at
z ≃ 0: Rmerg(z = 0) = 10− 1700 Gpc−3 · yr−1 (The LIGO Scientific Collaboration et al., 2021b).
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Fig. 9.22: Evolution of the merger rate (in Mpc−3 · yr−1) with redshift. We show the total rate in black,
and the relative contributions of each evolutionary track: in blue, we show the standard evolutionary track
(Sec. 9.3.1); in green the evolutionary track with equal-mass progenitors (Sec. 9.3.2); and in orange the AIC
evolutionary track (Sec. 9.3.3). The relative contribution of each track to the merging population varies
with redshift, with the AIC track prominent at high redshifts, and the equal-mass ratio track dominant at
low redshifts. The grey box represents the constraint on the merger rate in the local Universe after the O3
observing run of LIGO/Virgo: Rmerg(z = 0) = 10 − 1700 Gpc−3 · yr−1 (The LIGO Scientific Collaboration
et al., 2021b). While this value is inferred at z = 0 given the observing range of BNS mergers for GW
interferometers (≲ 100 Mpc), we stretch the grey box up to z = 0.3 for visualisation purposes.

I present in Fig. 9.22 the resulting merger rate for the model discussed throughout the chapter,
along with the constraint on the local merger rate from The LIGO Scientific Collaboration et al.
(2021b). Our model is compatible with the observed local merger rate constraint. We focus on
the contributions from each of the three evolutionary tracks. First, the standard evolutionary track
contributes to a very small fraction of the merger rate. This result is in tension with other previous
works focusing on BBHs, e.g. van den Heuvel & De Loore (1973); Tauris & van den Heuvel (2006);
Belczynski et al. (2018); Vigna-Gómez et al. (2018); Neijssel et al. (2019); Broekgaarden et al. (2021);
Iorio et al. (2023).

We mostly note that the evolutionary track dominating the population of merging binaries
changes with redshift: at higher redshift, most mergers are produced by BNS systems formed via the
AIC evolutionary track, while at lower redshift, the population we see merging in the local Universe
is mostly formed by initially equal-mass stars.

The two peaks in the merger rate contribution from the AIC evolutionary track originate from
the two evolutionary sequences that contribute to this track: one at low metallicities and the other
at higher metallicities. This gap may simply be a numerical effect due to the treatment of stellar
types in the model.
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Because most merging systems at high redshift form via the AIC evolutionary track, they have
very short merger times ∆tGW. The merger rate density shown in Fig. 9.22 is therefore shaped by
the SFRD.

Finally, we stress that the total merger rate evolution is quite smooth and hides the diversity of
progenitor evolutionary tracks that make up the BNS population. This work shows that this value
alone is not enough to model the chemical enrichment of galaxies, as I discuss in the next Sec. 9.6.

9.6 Astrophysical Consequences: a Population of Short Delay Times

As shown in Fig. 9.22, our model predicts an evolution of the dominant evolutionary track with
redshift. Therefore, the population observed merging today in the local Universe is different than
the population of mergers at higher redshift, that could contribute to the early chemical enrichment
of galaxies. In particular, the distribution of delay times of the population of BNSs that merge in
the local Universe contains many systems whose delay times are of orders of Gyrs (see Fig. 9.20),
while the merging binaries at higher redshift have much shorter delay times (see Fig. 9.21). Such an
evolution of the distribution of delay times with redshift is not often included in analytical models
and may play a role in the Universe’s chemical enrichment.

Additionally, as shown in Fig. 9.22 most mergers at high redshift occur from the AIC evolutionary
track. In this evolutionary track, the first star first collapses into a WD, without CCSN. Therefore,
the chemical enrichment in products of nuclear fusion is impossible, as the final fusion products such
as iron are not synthesized by the primary. As a consequence, if we assume that the typical yield
is the same for the entire population, this evolutionary track leads to 2 times less enrichment in
nuclear fusion products (in particular iron) than the standard or the equal-mass track.

I discussed in Sec. 3.4 the observation that some low-metallicity stars ([Fe/H] ≲ −3) have
a significant excess of r -process elements, usually probed by the Europium abundance: ([Eu/Fe]
≳ 1.5). Our results are naturally compatible with this observation. As the AIC evolutionary track
dominates at low metallicities, the BNS mergers typically occur close to star-formation sites due
to the low migration time ∆tGW of these systems shown in Sec. 9.4.1. Some molecular clouds
where star formation is still ongoing can therefore be enriched by these systems with short ∆tdelay.
Because they also naturally eject less products of nuclear fusion due to the intermediate collapse
of the primary into a WD, the environment is prone to r -process enrichment, sometimes without a
significant enrichment in iron. This can thus explain the observed abundance ratios.

The efficiency of BNS production is extremely low, as discussed previously. This phenomenon is
therefore also expected to be quite rare among the stellar population. This is therefore in accordance
with the second observational constraint: there is a large scatter in r -process elements abundances
in low-metallicity stars. In this scenario, some sites of stellar formation host a BNS merger, while
others do not. This naturally leads to a large scatter in r -process element abundances, assuming
they are formed only in BNS mergers (see Sec. 3.4 for the discussion on energetic CCSNe).

Another observation discussed in Sec. 3.4 is the distribution of offsets of short Gamma-Ray
Bursts (GRBs) in their host galaxy. It shows a large scattering, with some short GRBs close to the
galactic centers, and other with large offsets. Identifying short GRBs to BNS mergers, this can be
explained with a large scatter in delay times ∆tdelay, but requires the presence of a population of
short delay time binaries. This is again addressed by our model, since the AIC evolutionary track
produces systems with short merger times ∆tGW ≲ 100 Myr.

Interestingly, I discussed in Sec. 6.4 this population with short delay times, which is expected
to be associated to more luminous GRB afterglows at Very High Energy (VHE) as they occur in
higher external density environments. The two approaches discussed in this thesis therefore show
complementary results on this yet elusive population.

Because most systems found with this model have very short merger times, the merger rate
density peaks at z ∼ 1.7, roughly at the time of the peak of SFH. While current GW detectors are
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only sensitive to mergers occurring in the local Universe, third-generation instruments like Einstein
Telescope and Cosmic Explorer are expected to be sensitive to BNS mergers up to z ∼ 2. They
can therefore help probing the evolution of the merger rate density with redshift and inform on
the underlying processes of BNS formation. A merger rate density which closely follows the SFRD
would for example indicate a population of BNS with short delay times. Combined with future VHE
instruments such as the CTAO, they could therefore be ideal tools to study the evolutionary tracks
of BNS progenitors, providing additional tests for our predictions.
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10.1 Main Results of this Doctoral Thesis

The detection of the first joint Gravitational Wave (GW) and electromagnetic transient GW 170817
has marked the passage in a new era for multi-messenger astronomy with GWs and the study of the
transient sky. This detection has confirmed many of the theoretical expectations for the associated
outflows and electromagnetic counterparts associated to Binary Neutron Star (BNS) mergers. A
Gamma-Ray Burst (GRB) was detected ∼ 1.7 s after the GW-inferred merger time, though its weak
intrinsic luminosity and the jet viewing angle indicate a potentially different emitting process than
in cosmological short GRBs, like the shock breakout out of the kilonova ejecta. An optical thermal
kilonova was detected for ∼ 30 days. It was powered by the energy deposition from the radioactive
decay of unstable heavy elements produced by the r -process in this neutron-rich ejecta. A highly-
relativistic jet was launched and the acceleration of electrons at the external shock induced by the
jet deceleration powered a non-thermal transient, the GRB afterglow. It has been detected for more
than four years, from radio to X-rays. Combined with the GW signal, these observations constitute
one of the most exquisite multi-messenger observational data set for a single event. They helped
refining many of the models proposed thus far, while confirming the predictions on the associated
signals. The GRB afterglow of GW 170817 stood out due to its late-time peak and slow rise, which
– combined with Very Long Baseline Interferometry (VLBI) observations – were the most significant
signatures of an off-axis observation of a laterally-structured jet. The afterglow of GW 170817 was
also observed at Very High Energy (VHE) (hν ∼ 1 TeV) by H.E.S.S. but only a flux upper limit
was derived. On the other hand, a few long GRB afterglows have been detected at VHE in the
past years (e.g. GRB 190114C and GRB 221009A) and have revived the need for afterglow models
including a VHE component.

GW 170817 was detected in the context of the sequence of observing runs by the GW interfer-
ometers. The gradual sensitivity improvements between the first and third observing runs (O1, O2
and O3) have allowed to detect an increasing number of compact object mergers: BNS, Neutron
Star – Black Hole binary (NSBH) and Binary Black Hole (BBH). After O3, two BNS mergers were
confidently reported: GW 170817 and GW 190425, but ∼ 100 BBH mergers were already detected.
With the fourth observing run starting at the time of writing, more detections await and therefore
a more precise understanding of the local population of merging binaries is expected. Several works
already model the population of compact objects mergers with different approaches. One of these
approaches relies on population synthesis models, which allow to follow the simplified evolution of bi-
nary systems with short computation times. Using those, it is possible to generate mock populations
of compact objects with various physical parameters, and to compare them with observations.

In this doctoral thesis, I therefore studied BNS mergers from two perspectives. I first used the
detection of GW 170817 to propose a refined model of the afterglow emission which helps better
characterising individual detections. I developed a new realistic numerical afterglow code valid from
radio to VHE that includes the lessons learnt from GW 170817 and VHE afterglows. Second, I
used population synthesis tools to study the population of merging BNSs detected with GWs. I
specifically focused on the evolution of their progenitors: binary systems of massive stars.

Concerning GRB afterglows (Part II), I developed a semi-analytical model with a computationally-
efficient numerical implementation allowing data fitting using Bayesian statistics as in afterglowpy
(Ryan et al., 2020), with a specific focus on the treatment of the jet lateral structure and dynamics
(Gill & Granot, 2018) and the radiation at VHE (Nakar et al., 2009). Firstly, multi-messenger
detections of BNS mergers including a GW signal and the detection of the afterglow are currently
limited to the local Universe due to the sensitivity limitations of current GW interferometers. Joint
detections are thus likely to feature off-axis viewing angles, and accounting for the lateral structure is
therefore necessary in a general case to model off-axis GRB afterglows, and specifically to reproduce
the slow rise-time of the afterglow of GW 170817. Secondly, motivated by recent detections of long
GRB afterglows at VHE, I extended the radiative model to account for Synchrotron Self-Compton
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(SSC) diffusions of synchrotron photons on the seed electron population. This model accounts for
the two regimes of diffusion, Thomson and Klein-Nishina (KN), which can also introduce modifica-
tions on the synchrotron radiation spectrum, as introduced in Nakar et al. (2009). I presented this
model in detail in Chapter 5.

Using this afterglow model, I studied GW 170817 (Publication I, submitted, Appendix E.1,
Pellouin & Daigne 2023), which was also observed at VHE by H.E.S.S., leading to an upper limit ob-
tained around the peak (∼ 130 days); and GRB 221009A (Publication II, published, Appendix E.2,
Kann et al. 2023), the brightest GRB ever observed, to analyse the early near-infrared to X-rays
observations in the context of the follow-up campaign of the GRANDMA collaboration. In Publi-
cation I (Appendix E.1), we used our model in a Bayesian framework to fit the observational data,
restricting the focus to the afterglow signal only (i.e. not including constraints from the GW detec-
tion or VLBI observations). We found parameter values allowing for a precise fit of the synchrotron
component of the spectrum, and also retrieved parameter correlations already discussed in the lit-
erature. The predicted VHE emission is however more uncertain given the absence of observational
constraints, and the predicted fluxes range between 3 and 2 orders of magnitude below the H.E.S.S.
upper limit. This is mostly due to a high viewing angle, and a low external density which leads to a
strong KN attenuation as discussed in Chapter 6. We therefore studied the conditions under which
the afterglow of GW 170817 would have been detectable with H.E.S.S. or future instruments like the
CTAO (Cherenkov Telescope Array Consortium et al., 2019). We found that a smaller viewing angle
or a higher external medium density increase the observed flux at the peak, while decreasing the
peak time. They impact the VHE signal in different ways, as the viewing angle is a geometrical effect
which does not affect the intrinsic emission and modifies the synchrotron and the SSC component
in the same way. Conversely, higher external medium densities modify the jet dynamics and the
radiative regimes. They also introduce variations in the synchrotron-to-SSC flux ratio. The effect
of the density is however capped by the increasing efficiency of pair production at higher densities,
which halts the flux increase. A consequence of this study is that mergers in higher density envi-
ronments are more likely to be detected at VHE, as already suggested in the synchrotron regime by
Duque et al. (2020), with the advantage of a better model parameter inference with VHE detections.
Interestingly, mergers occurring in high-density environments could therefore trace a population of
BNSs with short merger times. As discussed in Secs. 3.4 and 6.4, other indirect evidence such as
the distribution of offsets of short GRBs in their host galaxy or r -process element abundances in
low-metallicity stars suggest the existence of such a short-merger time population.

In Part III, I studied this population of short merger time binaries from a different angle (Pel-
louin et al. 2023, in prep.). BNSs are expected to be formed by the joint evolution of two massive
progenitors in a binary system, as presented in Chapter 7. I used COSMIC (Breivik et al., 2020),
a population synthesis model (see Sec. 7.3). Population synthesis allows to follow the evolution of
binary systems using analytical prescriptions for the phases of single star evolution like stellar winds
or Supernova (SN); and for the effects related to binarity, like mass transfers and Common Enve-
lope (CE). Many uncertainties arise from these analytical descriptions, as presented and discussed
throughout Chapter 8. We decided to use a set of physically-motivated parameters and focus on the
evolutionary tracks that lead to successful BNS formation. We defined three dominant evolutionary
tracks in Sec. 9.3: a standard evolution with asymmetric binaries and a phase of CE when the pri-
mary star has already collapsed in a Neutron Star (NS); a track from equal-mass ratio progenitors
with a phase of CE when both stars evolve on the giant branch; and a track where the primary
first collapses in an oxygen-neon White Dwarf (WD), which later collapses into a NS due to the
accretion of material from its companion, in an Accretion-Induced Collapse (AIC). We studied each
evolutionary track individually and in particular showed that the AIC evolutionary track produces
short-separation BNSs which merge in timescales ∼ 10 Myr (see Sec. 9.4). The relative contribu-
tions of each evolutionary track evolve with cosmic time. The AIC track dominates the mergers at
high redshifts (z ≳ 3), while the evolutionary track with equal-mass progenitors and longer delay



188 CHAPTER 10. CONCLUSION AND PERSPECTIVES

times dominates the population at lower redshift (z ≲ 3), as discussed in Sec. 9.5. This result has
important consequences on the history of chemical enrichment of the Universe, since the AIC evo-
lutionary channel allows the production of r -process elements from BNS mergers, while only one of
the progenitors undergoes a Core-Collapse Supernova (CCSN). This could provide an explanation
for the population of Galactic stars observed with high abundances of r -process elements and low
abundances of the products of stellar evolution, such as iron (see Sec. 6.4). Interestingly, these sys-
tems would also be more likely to have a stronger VHE emission in their GRB afterglow, as discussed
in Part II. The simulated population of BNSs was also used in Publication III (Appendix E.3,
Lehoucq et al. 2023) to characterise the stochastic GW background from the population of BNSs.

Overall, this work provides a joint view on both individual BNS mergers that will be detected
in the future, and on the global population of merging BNSs, which will also be better constrained
by future observing runs of the current GW interferometers and the next generation of detectors,
such as the Einstein Telescope (Maggiore et al., 2020; Branchesi et al., 2023) and Cosmic Explorer
(Evans et al., 2021). I discuss future follow-ups of this doctoral work in Sec. 10.2.

10.2 Perspectives for Future Studies

The work presented in this doctoral thesis paves the way to multiple future studies in a dynamic
and rich observational context. I discuss hereafter some future projects. Some are direct follow-ups
of the work presented here, some more median-term activities that could be conducted by future
members of our group at IAP or more generally the community.

GRB 221009A: a New Afterglow Analysis using LHAASO Data at Very High
Energy

I presented in Sec. 4.2 the observations of GRB 221009A and the results of the preliminary
analysis of the synchrotron component of the afterglow based on early near-infrared to X-ray ob-
servations described in Publication II (Appendix E.2, Kann et al. 2023). Its afterglow was also
monitored extensively at all wavelengths from radio to X-rays, and features some puzzling elements.
The absence of detected signature of a jet break in X-ray observations up to ∼ 55 days indicates
that the jet was probably very narrow with a shallow lateral structure in energy, as reported by
O’Connor et al. (2023) and also discussed in Gill & Granot (2023). It has also been pointed out by
Laskar et al. (2023) that the early-time afterglow emission features potential signatures of a reverse
shock emission. As shown in Sec. 4.2, our first estimates also favoured either an extremely narrow
jet or conversely a jet with very large opening angle, which faces an energy budget crisis, as also
discussed in O’Connor et al. (2023). The radio observations were published by Laskar et al. (2023)
too late to be taken into account in our preliminary analysis, and bring new important constraints.
In addition, at that time, VHE observations by LHAASO were not yet released, but have since
been published in LHAASO Collaboration et al. (2023). In particular, ∼ 64000 VHE photons were
detected, and the flux peaked at the time of the peak of the prompt GRB. In this discovery article,
the authors also indicate that a narrow jet may be needed to reproduce these observations. So far, it
has not been attempted to fit GRB 221009A’s afterglow with a structured jet model while including
this VHE detection. These elements are incentives to perform a new analysis of the afterglow of
GRB 221009A from a laterally-structured jet, this from radio to VHE.

Towards Even More Realistic Afterglow Models

Several aspects of the GRB afterglow modelling have been discussed, in particular in Chapter 5
(jet dynamics, jet structure, assumptions for the microphysics, ...). Currently, several physical
aspects are not accounted for in our model, which will provide insights into future GRB afterglow
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studies. This will be done along two main axes, related to the radiative processes and to the
dynamics.

Many GRB afterglows are observed in radio. In this frequency range, synchrotron self-absorption
can reduce the radiated flux and modify the spectral profile with an additional break. Another
future development of the model therefore consists in including the treatment of synchrotron self-
absorption at low energy that I described in Sec. 5.4.9. In the most detailed approach, synchrotron
self-absorption can in principle modify the low-frequency afterglow emission and impact the SSC
component. In a more simple approach, the effect of synchrotron self-absorption can be modelled
with a similar treatment as for pair production.

It would also be very useful to assess the accuracy of our model in all the different regimes
presented in Appendix A. Bošnjak et al. (2009) have presented a detailed radiative model in the
context of the GRB prompt emission, where the evolution of electrons and photons is solved numer-
ically including synchrotron radiation and SSC radiation in both Thomson and KN regimes, and
synchrotron self-absorption and pair production. It can be used with arbitrary microphysical pa-
rameters spanning the different diffusion regimes for a detailed comparison. In particular, it appears
that some of the regimes described in Appendix A feature several breaks that may not be clearly
distinguishable in a detailed treatment of the radiative processes. Such a study could also lead to a
refined method to determine the spectral profiles described in Sec. 5.4.6, and to better calibrate our
prescription while still only using a semi-analytical treatment.

The treatment of the radiation in the slow cooling regime can also be improved. Indeed, we
currently make the assumption that the accelerated electrons at the shock all radiate their energy
on a dynamical timescale (see Sec. 5.4.3). While this is true in the fast cooling regime, where the
radiative timescale is shorter than the dynamical timescale for all electrons (γm > γc), in the slow
cooling regime the low-energy electrons can still contribute to the total population of accelerated
electrons at the next time step and therefore alter the spectral profile. A refined treatment of the
radiation in the slow cooling regime would therefore require to follow the successive populations of
accelerated electrons at each time step and add up their individual contributions. This has already
been introduced in Beloborodov (2005); Uhm et al. (2012); Hascoët et al. (2012a).

The reverse shock (see Sec. 5.2) is expected to contribute to the early-time light curve of some
GRB afterglows, mostly in optical and radio, and may be at the origin of some of the diversity of
early afterglows. The contribution of the reverse shock can be added to our model with ease, as our
numerical implementation separates the computation of the dynamics of the shock from the emission
in the comoving frame of each shocked region, and the final equal-arrival-time surfaces integration.
The reverse shock dynamics can be modelled in several ways. In a first version, the reverse shock
dynamics can be derived analytically, as shown in Sari & Piran (1999); Kobayashi (2000) and
therefore implemented similarly as has already been done for the forward shock dynamics. More
sophisticated methods are needed to take into account a possible radial structure of the ejecta,
such as the mechanical model by Uhm & Beloborodov (2007) or the ballistic model by Genet et al.
(2007). This approach has for instance been used by Uhm et al. (2012); Hascoët et al. (2014) to study
the possible contribution of long-lived reverse shocks to plateaus or flares in early X-ray afterglows
(Nousek et al., 2006). Another possible origin for the features observed in the early X-ray afterglow
is the lateral structure from jets viewed slightly off-axis (Beniamini & Nakar, 2019; Beniamini et al.,
2020a). These last two propositions can be tested with our model with the addition of the reverse
shock, in a more statistical way by analysing several GRBs with X-ray plateaus.

A still open problem concerns the late-time evolution of the afterglow, and in particular the
lateral expansion which impacts the jet dynamics in the mildly-relativistic regime (see Sec. 5.1). In
this context, the afterglow of GW 170817 is still detected more than four years after the merger,
making it one of the afterglows monitored for the longest time. Including the jet lateral expansion
in our afterglow model would allow to discuss late-time properties of GRB afterglows. As discussed
in Granot & Piran (2012), several prescriptions have been proposed in the past. In afterglowpy,
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Ryan et al. (2020) use the description of Duffell & Laskar (2018), which is an extension to the models
proposed in Rhoads (1999) and Granot & Piran (2012), calibrated on hydrodynamical simulations.

Another development may be relevant for the early afterglow of the brightest bursts. Beloborodov
(2002) suggested that the gamma-ray photons emitted during the prompt phase can produce pairs
in the ambient medium, setting it in a radial outward motion by momentum conservation. The
forward shock would therefore propagate in a moving pair-enriched external medium. The net effect
is a lower static-equivalent medium density, leading to a slower deceleration and therefore a longer
coasting phase. This also implies that the typical Lorentz factor of accelerated electrons is lower
as the dissipated energy is shared in a larger number of leptons. This could have an observable
signature at early times in the optical (synchrotron) and the GeV (SSC) range (Beloborodov, 2005;
Beloborodov et al., 2014; Vurm et al., 2014). This effect could also be tested with our model.

Finally, our model can be extended quite naturally to compute afterglow images and polarisation,
in a similar way as proposed in Gill & Granot (2018). Images in particular can be used to track
the centroid proper motion for VLBI observations of nearby off-axis afterglows, which is another
interesting aspect of off-axis observations of structured jets: they provide much better constraints
on the ratio θv/θc. Nakar & Piran (2021) describe an analytic estimate of this ratio depending on
the width of the peak of the light curves. In a recent study, Govreen-Segal & Nakar (2023) show
that the quantity θv − θc can be constrained by the VLBI measurement of the proper motion of
the centroid of the emitting region. An analytical estimate of the centroid proper motion can be
included in our afterglow simulations, to model self-consistently both the afterglow light curves at
several wavelengths and the VLBI constraints, as already done in the case of GW 170817 with other
afterglow models by Mooley et al. (2018a, 2022); Ghirlanda et al. (2019). The equations describing
the centroid displacement are closely related to several quantities already used in the calculation of
the flux, and would therefore fit well in our model.

While the some proposed additions and tests are more exploratory, the inclusion of the reverse
shock and synchrotron self-absorption will be required to analyse more VHE GRB afterglows in the
future, as I discuss next.

Leveraging the Current and Future Diversity of Gamma-Ray Burst Afterglow
Observations from Radio to Very High Energy

The sample of GRB afterglows detected at VHE is currently growing. Following the study of
GRB 221009A mentioned above, we could analyse the other bursts detected at VHE. The other
bursts notably include GRB 190829A (H. E. S. S. Collaboration et al., 2021), a low-luminosity
GRB; and GRB 190114C (MAGIC Collaboration et al., 2019a), that I presented in Sec. 4.2 and
which benefits from a remarkable multi-wavelength coverage. Most of these bursts have also been
observed in radio, and several studies point towards a contribution of the reverse shock (see e.g.
Salafia et al. 2022b; MAGIC Collaboration et al. 2019b). This justifies the priority developments
of our model that I listed before. In the case of GRB 1900114C, the model proposed by MAGIC
Collaboration et al. (2019b) suggests the evolution of some microphysical parameters during the
propagation. This study is based on the independent modelling of the afterglow spectra at different
times but such an effect could be implemented in our model for the whole dynamical evolution.

In coming years, the sample of GRB afterglows with a VHE component should increase. Indeed,
the CTAO (Cherenkov Telescope Array Consortium et al., 2019) will detect such afterglows with
an increased sensitivity. We therefore expect to improve our understanding of VHE emission in
GRB afterglows. Specifically, lifting some parameter degeneracies thanks to VHE observations (see
Sec. 6.2.4) would help refining our understanding of the typical value of ζ, the fraction of electrons
that are accelerated at the shock which is degenerate with other parameters such as ϵe in the syn-
chrotron regime. This could be a step to better understand the details of particle acceleration in
ultra-relativistic shocks and the associated radiative processes at VHE. Our model could in particular
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help better constraining the VHE emission of accelerated electrons to then better constrain alterna-
tive contributions. Indeed, as presented in Sec. 4.2, some authors suggest that the VHE component
may instead be produced by shock-accelerated hadrons: protons and photons interact to produce
pions, which in turn decay to radiate at VHE (Asano & Mészáros, 2012); or the highest-energy
protons radiate in the gamma-ray range by synchrotron, as suggested by Totani (1998). Leptonic
and hadronic models are discussed in detail in Kumar & Zhang (2015). Evidence for a hadronic
component in GRB afterglows would also make them good candidates for future transient neutrino
detections with e.g. IceCube (see e.g. Murase & Bartos 2019).

Future GRB afterglow detections will also be made with the upcoming the Space Variable Object
Monitor (SVOM) mission (Paul et al., 2011; Wei et al., 2016), to which the group at IAP is associated.
Compared to Swift, SVOM aims at building a smaller sample of GRBs where most of the events are
well characterised (prompt, afterglow and redshift). One important scientific objective is to have two
thirds of bursts with an associated redshift, compared to one third with Swift. This will be achieved
by the combination of the on-board instruments and slewing capabilities, the anti-solar pointing of
the satellite allowing a fast ground-based follow-up, and a network of ground-based telescopes. In
addition, the low-energy threshold (4 keV) of the X-ray instrument (ECLAIRs) will allow SVOM to
explore the diversity of the GRB population in the local Universe, including soft or low-luminosity
events (Arcier et al., 2020). In this context, our model could be used to perform a homogeneous
analysis of these bursts and therefore better understand the intrinsic diversity of the relativistic jets
associated to these events.

Finally, future multi-messenger BNS detections will of course remain events of utmost interest,
and detailed modelling of the afterglow will be necessary to extract all the physical constraints.
Such detections could become much more frequent with the third generation of gravitational in-
terferometers: see, for example, the prospects offered by the Einstein Telescope in Ronchini et al.
(2022).

Searching for Orphan Afterglows

With future optical instruments such as the Vera C. Rubin observatory (Ivezić et al., 2019), some
GRB afterglows from off-axis jets could be detected in optical without any association to a GRB.
They are known as orphan afterglows (see Sec. 4.1, Metzger & Berger 2012). Finding these specific
transients among the millions of alerts per night from the Legacy Survey of Space and Time (LSST)
is challenging, and statistical tools are being developed as part of the Fink broker to conduct this
real-time analysis (Möller et al., 2021), including researchers at IAP. The numerical implementation
of our model is computationally efficient, and we can use it to create a bank of light curves with
varying parameters. With this bank of afterglow light curves, it is possible to grade the nightly
transients depending on how well their properties fit with those of simulated GRB afterglows, either
directly by using the light curves bank, or indirectly by using machine learning-based tools trained
on the light curves bank. Such a template bank could also be used by follow-up collaborations
such as GRANDMA to characterise orphan afterglow candidates identified by the Vera C. Rubin
Observatory.

These future projects will mainly be possible thanks to the new instruments that will probe the
transient sky. They will help better understand the physics of GRBs. With population synthesis,
we can already follow the approach discussed in Chapter 9 to study the population of BNSs in the
context of improved statistics of GW detections.

Connecting the Galactic Population of Binary Neutron Stars to the Merging
Extragalactic Population

It is unclear whether the population of BNSs that we observe with GW interferometers and the
population of Galactic BNSs have the same properties, and if they form via the same evolutionary
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tracks. We can use straight-forwardly our methods for evolutionary track identification (Sec. 9.3)
to probe the Galactic population of BNSs. This time, instead of filtering out systems with delay
times ∆tdelay < tHubble to study merging binaries, we instead only keep the systems which have not
merged. From a preliminary study, we find that properties of their progenitors may be different
than those of the merging population. Vigna-Gómez et al. (2018) conduct a similar study but do
not follow the evolution with redshift, and thus do not discuss the AIC evolutionary track. We do
not expect it to contribute to the population of Galactic binaries as it produces systems with short
merger times, mostly at high redshift. Interestingly, no AIC event has ever been detected so far (but
there is some indirect evidence for their existence, see Wang & Liu 2020), which is expected given
the relatively low amount of ejected material, leading to a faint transient, but could also be due to
a low intrinsic event rate at high redshift. Our model can provide insights on the expected rate in
the Milky Way.

In Publication III (Appendix E.3, Lehoucq et al. 2023), we explored the stochastic GW back-
ground from compact object mergers for current GW interferometers LIGO/Virgo. Third-generation
interferometers such as the Einstein Telescope (ET, Maggiore et al. 2020; Branchesi et al. 2023) in
Europe and the Cosmic Explorer (CE, Evans et al. 2021) in the U.S.A. are expected to detect in-
dividually BBH mergers up to z ∼ 20 in the most favourable cases (Maggiore et al., 2020; Evans
et al., 2021). Conversely, the sensitivity to BNS mergers is expected to be up to z ∼ 2, thus leav-
ing unresolved sources. Therefore, while the astrophysical stochastic GW background for current
instruments is expected to be dominated by merging BBHs, BNSs will be the dominant contributor
for third-generation instruments. The contribution to the stochastic GW background from compact
objects mergers has already been studied for BBHs using extrapolations of the local merger rate and
mass distribution inferred by the LIGO/Virgo interferometers (see e.g. Abbott et al. 2016; Jenkins
et al. 2018); or analytical prescriptions with a particular focus on the BBH formation channel and
the effect of metallicity (e.g. Dvorkin et al. 2016; Cusin et al. 2019); or using population synthe-
sis (e.g. Périgois et al. 2021, 2022). However, due to the much less constraining information on
the population of BNSs, there is currently less focus on the contribution of merging BNSs to the
stochastic GW background. A natural follow-up of the work presented in Publication III (Ap-
pendix E.3, Lehoucq et al. 2023) is therefore to conduct a similar study for the third generation GW
interferometers.

Improving Binary Neutron Stars Population Models with More Gravitational
Wave Detections

In addition to ET and CE mentioned earlier, in the coming years, the Laser Interferometer Space
Antenna (LISA, Amaro-Seoane et al. 2023) might also detect the GW signal from BNS systems.
Given that it is sensitive at lower sensitivity frequencies (∼ mHz) than current interferometers
(∼ 10 Hz), it will detect BNS systems with wider separations before merger. However, due to
the lower amplitude of the signal at larger separations, it will only be sensitive to systems located
at short distances from the Earth. This would bridge the gap between the population of Galactic
binaries and the population of merging binaries and potentially inform on their differences (see e.g.
Korol & Safarzadeh 2021).

Recently, the second BNS merger detected by the LIGO/Virgo interferometers, GW 190425
(Abbott et al., 2020a) had a total mass ∼ 3.4 M⊙ (see Sec. 3.3). This is at odds with the Galactic
NSs detected electromagnetically (see Sec. 3.2), which are less massive (Farrow et al., 2019; Zhang
et al., 2019). While it cannot be ruled out that one of the components of this binary is a Black
Hole (BH), this would also challenge the models of BH formation which do not predict formation in
such mass ranges. If we instead assume that both components of GW 190425 are NSs, such a mass
discrepancy could imply that the formation mechanisms of NSs in binaries may differ than those of
single NSs. For example, the first NS formed in BNS systems could experience more accretion during
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its lifetime than a typical single NSs due to mass transfers from the secondary, thus gaining higher
masses. Either way, we can expect a lot of progress in the future concerning the description of NS
masses in binary systems, which is currently also extremely uncertain (see Sec. 8.2.5). Interestingly,
as discussed by Korol & Safarzadeh (2021), LISA could also be used to find such systems.

At the time of writing, the fourth GW observing run, O4, is just starting and is expected to add
new detections of BNS mergers to the current sample. In the longer-term future, ET and CE will
bridge the gap between the electromagnetic detection range of GRBs and their afterglows and the
GW detection range of merging BNSs, up to z ∼ 2. This will therefore complete our understanding
of the population of GRB afterglows between cosmological on-axis, and local off-axis detections.
With third generation GW detectors, it will also be possible to probe the evolution of the BNS
merger rate with redshift, up to z ∼ 2. This will put much tighter constraints on the parameters of
population synthesis models, in particular those describing the CE phase and SNe kicks, which are
currently still extremely uncertain (dozens of studies on these parameters have been conducted in
the past years, see e.g. Iorio et al. 2023). With these detections, we can also expect to constrain the
underlying evolutionary tracks, and the putative population of short merger time BNSs, as I discuss
is the next paragraph.

Further Exploring Short Merger Time Binaries

In a recent study, Dvorkin et al. (2021) propose analytical prescriptions to describe the r -process
enrichment of galaxies across cosmic times. In this work, the authors assume that a given fraction
of binaries form BNSs, and set a distribution of delay times P (t) ∝ 1/t (e.g. Safarzadeh & Berger
2019). We could use instead the results from our simulations with COSMIC to obtain more realistic
populations of BNSs, and derive predictions for r -process enrichment. In particular, given the
evolution of the dominant evolutionary tracks with redshift, we can address in more detail the
question of the scatter in the observed distribution of [Eu/Fe] at low metallicities discussed in
Sec. 6.4. Another approach is to use numerical simulations of galaxies to model the distribution and
properties of their stellar content, and use the results of these simulations as initial conditions for
the distributions of stellar binaries in COSMIC and prescriptions for the Star Formation History
(SFH) (see e.g. van de Voort et al. 2015).

Finally, a detailed modelling of galaxy evolution combined with population synthesis can be used
to describe the properties of the host galaxies of BNS mergers, as well as the distribution of offsets
using the distribution of SN kicks and the galactic gravitational potential. This can in principle be
used to better characterise the host galaxies of BNS mergers and be compared with the statistical
properties of short GRB hosts and offset distributions. The question of the host galaxy properties
has already been studied in the case of BBHs by e.g. Lamberts et al. (2016); Srinivasan et al. (2023)
and for BNSs by e.g. Artale et al. (2020); Chu et al. (2022). Interestingly, this can provide statistical
tools to optimise the follow-up strategy of GW detections. Depending on the volume of the error
box, several hundreds or thousands of candidate host galaxies can be compatible with the location of
the event. It is therefore essential to prioritize some of them for the follow-up campaign to maximize
the chances of finding a kilonova transient, that may only be detectable for a few nights. Such tools
can therefore be used to classify the best host candidates for a galaxy-targeted follow-up search, as
also discussed in Nugent et al. (2022).

In conclusion, this doctoral work is well embedded in the current landscape of multi-messenger
astrophysics and can seed many more studies, as discussed in this chapter.
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10.3 General Conclusion

The doctoral work presented in this manuscript was motivated by the detection of the BNS
merger GW 170817, which was a major breakthrough for multi-messenger astrophysics; and by
the successive GW interferometers observing runs which start to unveil the population of compact
object binaries, in particular since the third observing run in 2019. I described these foundations
in Part I of this manuscript. Among the many directions that this thesis could have taken, we
chose two distinct, but complementary ones. In Part II, I presented an afterglow model including a
refined semi-analytical treatment of several physical properties that are vital to analyse new features
of GRB afterglows: their VHE emission and the lateral structure of the decelerating jet, possibly
viewed off-axis. I applied this model to predict the VHE emission of GW 170817, and studied the
conditions required to observe similar events in the future. It became clear that mergers in higher
density environments are good candidates for intense VHE radiation. Interestingly, such mergers
in high density environments are also potential tracers of a population of short-merger time BNSs.
I detailed in Part III a study of the evolutionary tracks of BNS progenitors using COSMIC, a
population synthesis model. This complementary approach showed that there is a class of short-
merger time binaries, dominant at high redshift, where the BNS is formed after the AIC of a WD
into a NS. While being more likely to be detected at VHE, such a population of short merger times
binaries also helps understanding the chaotic history of the chemical enrichment of the Universe.
During this doctoral thesis, I realised that we are only at the beginning of the multi-messenger
astrophysics era, and that the future will be paved with many more discoveries, especially given
the large diversity of upcoming dedicated instruments, as I discussed in Part IV. Exciting times are
ahead!
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Appendix A

Radiative Regimes and Corresponding
Electron Distributions

In this appendix, I describe the different spectral cases corresponding to the different possible
orderings between the characteristic frequencies defined in Sec. 5.4.6.

The Inverse Compton (IC) cooling impacts the distribution of electrons if max (γc; γ̃p) < γ < γ0
(Eq. 5.117). As γ̂ = γ3self/γ

2 (Eq. 5.68), all possibles cases regarding the radiative regime and the
distribution of electrons can be identified in the (γself ; γ0) plane shown in Fig. A.1.

As an electron of Lorentz factor γ can upscatter its own synchrotron photon only if γ ≤ γ̂, i.e.
γ ≤ γself , the x-axis quantifies the importance of the Klein-Nishina (KN) suppression: the lower
γself (left side of the diagram), the more electrons are affected by KN effects. The y-axis quantifies
the importance of IC cooling: the IC power of all electrons with γ > γ0 is negligible compared to
the synchrotron power. Therefore, the lower γ0 (bottom of the diagram), the more electrons have a
negligible IC cooling.

We list in Tab. A.1 (fast cooling) and A.3 (slow cooling) all theses cases and provide the cor-
responding self-consistent solution (breaks and slopes) for the normalized distribution of electrons
f(x) (Eq. 5.88) and the normalized Compton parameter h(x) (Eq. 5.114), as obtained following the
detailed method described in Nakar et al. (2009). The break corresponding to the peak of the syn-
chrotron spectrum is highlighted in red. We also provide in each case the expression of γ0 obtained
from the relation Y (γc) = h(xc)/h(x0) (Eq. 5.119), as needed in the iterative procedure to determine
Y (γc): see Sec. 5.4.6.

The distribution of electrons is unaffected by the Synchrotron Self-Compton (SSC) cooling when
γ0 < γc or γc < γ0 < γ̂m,c. These two regions are shaded in orange and blue in Fig. A.1. When
γ0 < γ̂m,c (cases F1 and S1), the IC cooling is negligible for all electrons and γ0 is undefined. The
solution is provided by the pure synchrotron case (Sec. 5.4.4). When γ̂m,c < γ0 < γc (cases F2 to F5
and S2 to S6), the normalized electron distribution f(x) is also the same as in the pure synchrotron
case but γ0 is defined and its expression depends on the considered regime.
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Fig. A.1: Definition of all possible cases for the radiative regime and the distribution of electrons in the
plane γ0 vs γself . The Lorentz factors γm and γc are indicated by red and green solid lines either in the fast
cooling regime with γm > γc (top) or in the slow cooling regime with γm < γc (bottom). The black solid
line in the top panel corresponds to γ0 = γself . The two Lorentz factors γ̂m (red) and γ̂c (green) are plotted
in dashed lines. In some regions, additional Lorentz factors relevant to identify the radiative regime are also
plotted: γ̃m (red dotted line) and γ̃c (green dotted line). The regions where there is no impact of the SSC
cooling on the distribution of electrons are shaded in orange (γ̂m,c < γ0 < γc) and blue (γ0 < γ̂m,c). This
diagram allows to identify all possible orderings of γ0, γm, γc, γ̂m, γ̂m defining all possible radiative regimes:
see the text in Appendix A. The corresponding limits for γself are indicated by vertical black dashed lines.
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Case F1
breaks γc γm γ̂m γ̂c

f slopes | 2 | p+ 1

h slopes 0 | 1/2 | 4/3

γ0 undefined

Case F2
breaks γ̂m γ0 γc γm γ̂c

f slopes | 2 | p+ 1

h slopes 0 | 1/2 | 4/3

γ0 = γcY
2
c

Case F3
breaks γ̂m γ0 γc γ̂c γm

f slopes | 2 | p+ 1

h slopes 0 | 1/2 | 4/3

γ0 = γcY
2
c

Case F4
breaks γ̂m γ0 γ̂c γc γm

f slopes | 2 | p+ 1

h slopes 0 | 1/2 | 4/3
γ0 = γ

8/3
c γ̂c

−5/3Y 2
c

Case F5
breaks γ̂m γ̂c γ0 γc γm

f slopes | 2 | p+ 1

h slopes 0 | 1/2 | 4/3
γ0 = γcY

3/4
c

Case F6
breaks γ̂m γ̂0 γ̂c γc γ0 γm

f slopes | 2/3 | 2 | p+ 1

h slopes 0 | 1/2 | 7/6 | 4/3
γ0 = γcY

3/4
c

Case F7
breaks γ̂0 γ̂m γ̂c γc γm γ0

f slopes | 2/3 | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | 7/6 | 4/3
γ0 = γcY

3/4
c

Case F8
breaks γ̂m γc γ0 γ̂0 γ̂c γm

f slopes | 3/2 | 2 | p+ 1

h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F9
breaks γ̂m γc γ̂0 γ0 ̂̂γ0 γ̂c γm

f slopes | 3/2 | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 3/4 | 4/3
γ0 = γ

1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F10
breaks γ̂m γ̂0 γc γ0 γ̂c γm

f slopes | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 4/3

γ0 = γcYc

Case F11
breaks γ̂m γ̂0 ̂̂γc γc γ̂c γ0 γm

f slopes | 1 | 2/3 | 2 | p+ 1

h slopes 0 | 1/2 | 7/6 | 1 | 4/3
γ0 = γ

3/4
c γ̂c

1/4Y
3/4
c

Case F12
breaks γ̂0 γ̂m ̂̂γc γc γ̂c γm γ0

f slopes | 1 | 2/3 | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | 7/6 | 1 | 4/3
γ0 = γ

3/4
c γ̂c

1/4Y
3/4
c

Case F13
breaks γ̂m γc γ0 γ̂0 γm γ̂c

f slopes | 3/2 | 2 | p+ 1

h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F14
breaks γ̂m γc γ0 γm γ̂0 γ̂c

f slopes | 3/2 | 2 | p+ 1

h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F15
breaks γ̂m γc γ̂0 γ0 ̂̂γ0 γm γ̂c

f slopes | 3/2 | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 3/4 | 4/3
γ0 = γ

1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F16
breaks γ̂m γc γ̂0 γ0 γm ̂̂γ0 γ̂c

f slopes | 3/2 | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 3/4 | 4/3
γ0 = γ

1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F17
breaks γ̂m γ̂0 γc γ0 γm γ̂c

f slopes | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 4/3

γ0 = γcYc

Case F18
breaks γ̂0 γ̂m γc γm γ0 γ̂c

f slopes | 1 | p | p+ 1

h slopes 0 | (3− p)/2 | 1 | 4/3

γ0 = γcYc

Case F19
breaks γ̂0 ̂̂γc γ̂m γc γm γ̂c γ0

f slopes | 1 | p | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | (3− p)/2 | 1 | 4/3
γ0 = γ

3/4
c γ̂c

1/4Y
3/4
c

Tab. A.1: Fast cooling: list of all possible radiative regimes and corresponding electron distri-
bution. For each case, the first row of the table gives the list of breaks appearing either in the normalized
electron distribution f(x), i.e. the list of xi, or in the normalized Compton parameter h(x), i.e. list of
relevant x̂i, as well as all other necessary characteristic Lorentz factors to fully define the case in agreement
with Fig. A.1 (blue). The break corresponding to the peak of the synchrotron spectrum is highlighted in red.
The second and third rows give the slopes −d ln f/d lnx and −d ln g/d lnx for each branch. Finally, the last
column gives the expression of γ0. Cases F24 and F25 require a specific treatment: see text.
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Case F20
breaks γc γ̂m γ0 γ̂0 γm ̂̂γm γ̂c

f slopes | 2 | 3/2 | 2 | p+ 1

h slopes 0 | 1/2 | 3/4 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F21
breaks γc γ̂m γ0 γm γ̂0 ̂̂γm γ̂c

f slopes | 2 | 3/2 | 2 | p+ 1

h slopes 0 | 1/2 | 3/4 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F22
breaks γc γ̂m γ̂0 γ0 ̂̂γ0 γm ̂̂γm γ̂c

f slopes | 2 | 3/2 | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 3/4 | 1/2 | 4/3

γ0 = γ̂m
1/2γ̂0

1/2Yc = γ̂m
1/4γ

3/4
selfY

1/2
c

Case F23
breaks γc γ̂m γ̂0 γ0 γm ̂̂γ0 ̂̂γm γ̂c

f slopes | 2 | 3/2 | 1 | 2 | p+ 1

h slopes 0 | 1/2 | 1 | 3/4 | 1/2 | 4/3

γ0 = γ̂m
1/2γ̂0

1/2Yc = γ̂m
1/4γ

3/4
selfY

1/2
c

Case F26
breaks γc γm γ̂m γ0 γ̂c

f slopes | 2 | p+ 1 | p+ 1/2 | p+ 1

h slopes 0 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F27
breaks γc γm γ̂m γ̂c γ0

f slopes | 2 | p+ 1 | p+ 1/2 | p− 1/3 | p+ 1

h slopes 0 | 1/2 | 4/3
γ0 = γ̂m

3/8γ̂c
5/8Y

3/4
c

Tab. A.2: Tab. A.1, continued.

In fast cooling regime, cases F24 and F25 require a specific treatment, as a large number of
breaks can appear in the distribution (see Sec. 3.2 in Nakar et al. 2009). There are multiple possible
subcases, depending on the number of breaks, that can be found iteratively. We only list below the

first subcases of case F24 with breaks at ̂̂γm, ̂̂γ0 and ̂̂̂γm.

– If γm < γ0 < min
(
γ̃c; ̂̂γm

)
< γ̂c:

γc γ̂0 γ̂m γm γ0 ̂̂γm ̂̂γ0 γ̂c
f | 2 | (p+ 1)/2 | 1 | p | p+ 1

h 0 | (3− p)/2 | 1 | (5− p)/4 | 1/2 | 4/3

– If γm < γ̃c < γ0 < ̂̂γm < γ̂c:
γ̂0 γc γ̂m γm γ0 ̂̂γm γ̂c

f | (p+ 1)/2 | 1 | p | p+ 1

h 0 | (3− p)/2 | 1 | (5− p)/4 | 4/3

– If γm < γ̃c < ̂̂γm < γ0 < γ̂c:

For p < 13/5 = 2.6:

γ̂0
̂̂̂
γm γc γ̂m γm ̂̂γm γ0 γ̂c

f | (p+ 1)/2 | 1 | p | (5p− 1)/4 | p+ 1

h 0 | (13-5p)/8 | (3− p)/2 | 1 | (5− p)/4 | 4/3

For p > 13/5 = 2.6:
̂̂̂
γm γc γ̂m γm ̂̂γm γ0 γ̂c

f | (p+ 1)/2 | 1 | p | (5p− 1)/4 | p+ 1

h 0 | (3− p)/2 | 1 | (5− p)/4 | 4/3

– etc.

The other subcases of F24 and F25 include even more breaks at
̂̂̂
γ̂m, etc. These new breaks

are gradually closer and closer, and therefore have a limited signature on the spectral shape. In
addition, these extreme radiative cases correspond to physical conditions unlikely to be found in
GRB afterglows.
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Case S1
breaks γm γc γ̂c γ̂m

f slopes | p | p+ 1

h slopes 0 | (3− p)/2 | 4/3

γ0 undefined

Case S2
breaks γm γ̂c γ0 γc γ̂m

f slopes | 2 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S3
breaks γ̂c γ0 γm γ0 γc γ̂m

f slopes | 2 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S4
breaks γ̂c γ0 γm γ0 γ̂m γc

f slopes | 2 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γ

8/(9−3p)
c γ̂m

(1−3p)/(9−3p)Y
2/(3−p)
c

Case S5
breaks γ̂c γm γ̂m γ0 γc

f slopes | p | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γcY

3/4
c

Case S6
breaks γ̂c γ0 γ̂m γm γc

f slopes | p | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γ

8/(9−3p)
c γ̂m

(1−3p)/(9−3p)Y
2/(3−p)
c

Case S7
breaks γ̂c γ̂m γ0 γm γ0 γc

f slopes | p | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γcY

3/4
c

Case S8
breaks γ̂0 γ̂c γ̂m γm γc γ0

f slopes | p | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | (3− p)/2 | 4/3
γ0 = γcY

3/4
c

Case S9
breaks γ̂0 γ̂c γm γ̂m γc γ0

f slopes | p | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | (3− p)/2 | 4/3
γ0 = γcY

3/4
c

Case S10
(p < 7/3)

breaks γ̂0 γ̂c γm γc γ0 γ̂m
f slopes | p | (3p− 1)/2 | p+ 1

h slopes 0 | (7− 3p)/4 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S10
(p > 7/3)

breaks γ̂0 γ̂c γm γc γ0 γ̂m
f slopes | p | (3p− 1)/2 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S11
(p < 7/3)

breaks γ̂0 ̂̂γm γ̂c γm γc γ̂m γ0
f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8γ

(9−3p)/8
c Y

3/4
c

Case S11
(p > 7/3)

breaks γ̂0 ̂̂γm γ̂c γm γc γ̂m γ0
f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1

h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8γ

(9−3p)/8
c Y

3/4
c

Case S12
(p < 7/3)

breaks γm γ̂0 γ̂c γc γ0 γ̂m
f breaks | p | (3p− 1)/2 | p+ 1

h breaks 0 | (7− 3p)/4 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S12
(p > 7/3)

breaks γm γ̂0 γ̂c γc γ0 γ̂m
f breaks | p | (3p− 1)/2 | p+ 1

h breaks 0 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S13
(p < 7/3)

breaks γ̂0 γm γ̂c γc γ0 γ̂m
f xlope | p | (3p− 1)/2 | p+ 1

h slope 0 | (7− 3p)/4 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S13
(p > 7/3)

breaks γ̂0 γm γ̂c γc γ0 γ̂m
f xlope | p | (3p− 1)/2 | p+ 1

h slope 0 | (3− p)/2 | 4/3
γ0 = γcY

2/(3−p)
c

Case S14
(p < 7/3)

breaks γ̂0 ̂̂γm γm γ̂c γc γ̂m γ0
f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1

h slopes 0 | (10− 3p)/6 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8γ

(9−3p)/8
c Y

3/4
c

Case S14
(p > 7/3)

breaks γ̂0 ̂̂γm γm γ̂c γc γ̂m γ0
f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1

h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8γ

(9−3p)/8
c Y

3/4
c

Case S15
breaks γm γc γ̂c γ0 γ̂m

f slopes | p | p+ 1 | (3p− 1)/2 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γ̂cY

2/(3−p)
c

Case S16
breaks γm γc γ̂c γ̂m γ0

f slopes | p | p+ 1 | (3p− 1)/2 | p− 1/3 | p+ 1

h slopes 0 | (3− p)/2 | 4/3
γ0 = γ̂m

(3p−1)/8γ̂c
(9−3p)/8Y

3/4
c

Tab. A.3: Slow cooling: list of all possible radiative regimes and corresponding electron distri-
bution. Same convention as in Tab. A.1.
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Appendix B

Comparison between our Afterglow
Model and the Model of Gill & Granot
(2018)

I discuss in Sec. 5.6 how our afterglow model compares to other works in the literature, in
particular the model by Gill & Granot (2018). In this appendix, I describe the difference of notation
convention between our model and that in Gill & Granot (2018), and show in Fig. B.1 that our
choices of normalization lead to the same results. In this comparison, we assume only synchrotron
radiation at the shock and do not include Synchrotron Self-Compton (SSC) diffusions that are not
accounted for in Gill & Granot (2018).

As mentioned above, our dynamics is exactly the same as that proposed by Gill & Granot (2018),
but our notations slightly differ. We define ϵ0(θ) as the total energy per unit solid angle at a latitude
θ (i.e. the sum of the rest mass energy of the ejected material and its kinetic energy), while Gill &
Granot (2018) use ϵ̃0(θ) the kinetic energy of the ejected material. Both quantities are linked by

ϵ̃0(θ) =
Γ0(θ)− 1

Γ0(θ)
ϵ0(θ) , (B.1)

leading to the slightly different expressions for the deceleration radius Rdec(θ). We define in Eq. 5.28

Rdec(θ) =
(
(3−s)ϵ0(θ)
AΓ2

0(θ)c
2

)1/(3−s)
, while in Gill & Granot (2018),

R̃dec(θ) =

(
(3− s)ϵ̃0(θ)

A
(
Γ2
0(θ)− 1

)
c2

)1/(3−s)

. (B.2)

Both expressions are therefore linked by

R̃dec(θ) =

(
Γ0(θ)

Γ0(θ) + 1

) 1
3−s

Rdec(θ) , (B.3)

leading to the different values for the normalized swept-up mass, related by

m̃ =

(
R

R̃dec(θ)

)3−s
=

Γ0(θ) + 1

Γ0(θ)
m. (B.4)

Both our model and those in Panaitescu & Kumar (2000) and Gill & Granot (2018) rely on the
same expression for the energy conservation as expressed in Eq. 5.22 to determine the evolution of
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Γ(θ;R). However, while our expression of Γ(θ;R) is defined in Eq. 5.29, and can also be found in
Panaitescu & Kumar (2000), Gill & Granot (2018) instead define Γ(θ;R) by

Γ(θ;R) =
Γ0(θ) + 1

2m̃(θ;R)
×


−1 +

√
1 + 4

Γ0(θ)

Γ0(θ) + 1
m̃(θ;R) + 4

(
m̃(θ;R)

Γ0(θ) + 1

)2

 . (B.5)

With all the relations defined above, we therefore retrieve the same expression for Γ(θ;R). There
is therefore a difference in terminology between our models, but it does not affect the definitions
of Γ(θ;R) used in the calculations of the dynamics of the jet. In addition, we note that all these
definitions coincide in the ultra-relativistic when Γ0(θ) ≫ 1.

Regarding the radiative emission by synchrotron, the values used in Gill & Granot (2018) in our
notations are given by

KPmax = 0.88
32

3π

p− 1

3p− 1
, (B.6)

Kν =
3π

8
, (B.7)

KP = 0.88× 4
p− 1

3p− 1
, (B.8)

as reported in Tab. 5.1. These values are based on a normalization of the synchrotron peak amplitude
and peak frequency for the instantaneous emission of a power-law distribution of radiating electrons,
that gives the correct asymptotes at low and high frequencies, as shown on Fig. 4 of Granot et al.
(1999). These values are also used in Sari & Esin (2001) with p = 2.2. We also use these values in
our model, though a possible improvement would be to calibrate them to more detailed radiative
numerical simulations like the one developed in Bošnjak et al. (2009) for the Gamma-Ray Burst
(GRB) prompt emission.

With these choices, our model reproduces exactly the afterglow light curves presented in Fig. 4
of Gill & Granot (2018) with the correct normalization, in the case where no SSC diffusions are
accounted for, as shown in Fig.B.1.
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Fig. B.1: Radio, optical and X-ray light curves for a power-law jet with the lateral profile from Gill &
Granot (2018) also shown in Sec. 5.1, with a = 4.5 and b = 2.5. The other parameters are shown on the
bottom right corner of the right-hand side panel. Left: light curves obtained with our model; Right: figure
taken from Gill & Granot (2018).
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Appendix C

Derivation of the Observed Flux from a
Distant Source with Relativistic Motion

In this appendix, I present the mathematical derivation of Eqs. 5.141 and 5.145, corresponding
to the flux observed by a distant observer from a radiating source in relativistic motion. This
calculation is an adaptation of that presented in Woods & Loeb (1999).

Some geometry

 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

Fig. C.1: Coordinates and notations used
in the calculations of the observed flux.

Let the source be located at a distance D from a distant observer. We focus here on the radiation
of some emitting region located at a distance r from the source such that r ≪ D, with spherical
coordinates (r;ψ;ϕ), moving at a velocity βc. Let α be the angle between the emitting region and
the observer, separated by a distance L. This setup is represented in Fig. C.1. Using the condition
r ≪ D we get

L ≈ D − r cosψ , (C.1)

cosα ≈ 1− 1

2

( r
D

)2
sin2 ψ , (C.2)

sinα ≈ r

D
sinψ , (C.3)

cos(α+ ψ) ≈ cosψ − r

D
sin2 ψ . (C.4)

Using these relations, we can derive the expression for the change of coordinates from the observer
frame (L;α;ϕ) to the source frame (r;ψ;ϕ):

dLdα dϕ =

∣∣∣∣∣
∂L
∂r

∂L
∂ψ

∂α
∂r

∂α
∂ψ

∣∣∣∣∣ dr dψ dϕ (C.5)

≃ 1

|cosα|
r

D
dr dψ dϕ (C.6)
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Observed flux

We compute the flux at an observed frequency νobs: we assume that there is no absorption or
diffusion, so that the radiative transfer equation can be written

dIνobs
ds

= −ανobs Iνobs + jνobs = jνobs . (C.7)

We integrate Eq. C.7 and get the received specific intensity at L = 0 at a given time t̃obs:

Iνobs
(
L = 0, α, ϕ; t̃obs

)
=

∫ 0

−∞
dL jνobs

(
L,α, ϕ; t = t̃obs −

L

c

)
. (C.8)

Then, the flux is given by

Fνobs
(
t̃obs
)
=

∫
Iνobs

(
L = 0, α, ϕ; t̃obs

)
cosα dΩ (C.9)

Given that the solid angle associated to direction (α, ϕ) is dΩ = sinαdα dϕ,

Fνobs
(
t̃obs
)

=

∫ π/2

0
dα sinα

∫ 2π

0
dϕ Iνobs

(
L = 0, α, ϕ; t̃obs

)
cosα

=

∫ 0

−∞
dL

∫ π/2

0
dα sinα

∫ 2π

0
dϕ jνobs

(
L,α, ϕ; t = t̃obs −

L

c

)
cosα

≈ 1

D2

∫ ∞

0
dr r2

∫ π/2

0
dψ

∫ 2π

0
dϕ sinψ jνobs

(
r, ψ, ϕ; t = t̃obs +

r

c
cosψ − D

c

)
,(C.10)

where we made use of the geometrical relations defined previously. For simplicity, it is useful to set
a new origin for the observer time:

tobs = t̃obs −
D

c
. (C.11)

We now finally need to convert the emissivity jνobs from the observer frame to emissivity j′ν′ the
comoving frame. We define the Doppler factor

D =
1

Γ (1− β cos (α+ ψ))
≈ 1

Γ (1− β cosψ)
. (C.12)

The quantities jν/ν2 and Iν/ν3 are Lorentz invariants and therefore transform such that

jνobs = D2 × j′ν′ , (C.13)
νobs = D × ν ′ . (C.14)

Finally, if the observer is at cosmological distance, the effect of redshift must be included. If we
write DL the luminosity distance and express

νzobs =
νobs
1 + z

=
Dν ′
1 + z

, (C.15)

tzobs = (1 + z)tobs , (C.16)

we finally get the expression for the observed flux density given in Eq. 5.141:

Fνzobs (t
z
obs) =

1 + z

4πD2
L

∫ ∞

0
dr

∫ π

0
dψ

∫ 2π

0
dϕ r2 sinψ

[
D2 4πj′

ν′=
(1+z)νz

obs
D

(
r, ψ, ϕ; t =

tzobs
1 + z

+
r

c
cosψ

)]
.

(C.17)
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Other expression of the observed flux

To link the definition of the observed flux from Eq. 5.141 to the quantities defined during
the process of our model definition, we express j′ν′ , the emissivity in the comoving frame, in
erg · s−1 ·Hz−1 · cm−3 · sr−1 as a function of Ne, the number of shock-accelerated electrons per unit
solid angle in electron · sr−1 (Eq. 5.148) and p′ν′ the radiated power per electron per unit frequency
in erg · s−1 ·Hz−1 · electron−1. We make the thin shell approximation, assuming that the radiating
electrons are located at the shock front on an infinitesimal layer. At any comoving time t, the shock
front is located at a radius R(t) and has a Lorentz factor Γ(t). The volume of the emitting region
in the comoving frame is therefore V ′ = 4πR2(t)∆′(t) where the comoving infinitesimal layer is
∆′(t) = Γ(t)∆(t) = Γ(t)

δ(r−R(t)) . Therefore,

V ′ = ×4πR2(t)× Γ(t)

δ (r −R(t))
. (C.18)

Note that δ (r −R(t)) has units of cm−1. It follows that

Fνzobs (t
z
obs) =

1 + z

4πD2
L

∫ ∞

0
dr

∫ π

0
dψ

∫ 2π

0
dϕ r2 sinψ (C.19)

×
[
D2 4π

1

Γ(t)
× 1

4πR2(t)
× δ (r −R(t))×Ne(R(t))p

′
ν′

(
t =

tzobs
1 + z

+
r

c
cosψ

)]
.

The comoving time t, observer time tzobs and angle where the radiation originates ψ are related by

t =
tzobs
1 + z

+
r

c
cosψ , (C.20)

or if we use t as our free variable:

cos (ψ(tzobs; t)) =
c

R(t)

(
t− tzobs

1 + z

)
. (C.21)

It follows that the Doppler factor D is only a function of t:

D(tzobs; t) =
1

Γ(t)
(
1− β(t) cos

(
ψ(tzobs; t)

)) . (C.22)

From these relations, we can express

dt = β(t) cosψ dt +
R(t)

c
d cosψ

d cosψ =
1− β(t) cosψ

R(t)/c
dt

=
c

R(t)

1

Γ(t)D(tzobs; t)
dt (C.23)

In addition, calculus with the Dirac δ function implies that
∫ +∞

−∞
f(x)δ(g(x)) =

∑

xi,g(xi)=0

f(xi)

|g′(xi)|
(C.24)

Here we solve g(r) = r−R(t) = 0 : r = R(t). We note that g(r) = r−R
(
t =

tzobs
1+z +

r
c cosψ

)
. Then

g′(r) = 1− dR

dt

dt

dr
= 1− β

(
t =

tzobs
1 + z

+
r

c
cosψ

)
c× 1

c
cosψ

g′(r) = 1− β(t) cosψ =
1

Γ(t)D(tzobs; t)
with t =

tzobs
1 + z

+
r

c
cosψ . (C.25)
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Fig. C.2: Left: Geometry of one component in a structured jet, defined by its minimum and maximum
opening angles θmin,i and θmax,i. Right: Same setup, this time seen from a plane perpendicular to the line
of sight. The intersections of this plane with the off-axis inner and outer cones are circles. Depending on the
viewing angle θv, three different positions of the line-of-sight with respect to the geometry of the component
are possible, leading to three different expressions of ψmin,i (see Eq. C.28).

Therefore, changing the variable ψ in cosψ and solving r = R(t), we get rid of the integral over r
and obtain:

Fνzobs (t
z
obs) =

1 + z

4πD2
L

∫ 1

−1
d cosψ

∫ 2π

0
dϕ (C.26)

×
[
D2(tzobs; t)

1

Γ(t)
× Γ(t)D(tzobs; t)×Ne(R(t))p

′
ν′(t)

]

t=
tz
obs
1+z

+ r
c
cosψ

.

Now, changing the integral over ψ into an integral over t, we get

F
(i)
νzobs

(tzobs) =
1 + z

4πD2
L

∫ t
(i)
max(t

z
obs)

t
(i)
min(t

z
obs)

dt

∫ 2π

0
dϕ (C.27)

×
[

c

Γ(t)R(t)
D2(tzobs; t)Ne(R(t))p

′
ν′(t)

]

t=
tz
obs
1+z

+ r
c
cosψ

.

In the context of a structured jet seen off-axis and whose geometry is represented in Fig. C.2 (left),
its lateral structure is discretized numerically. The limits of the integral t(i)min(t

z
obs) and t

(i)
max(tzobs)

are defined by the condition that ψi (tzobs; t) under the integral can intersect the emitting region
(otherwise the flux is 0), i.e. ψmin,i ≤ ψi (t

z
obs; t) ≤ ψmax,i, where using the illustration in Fig. C.2

(right),

ψmin,i =





θmin,i − θv if θv ≤ θmin,i

0 if θmin,i ≤ θv ≤ θmax,i

θv − θmax,i if θmax,i ≤ θv ≤ π/2
, (C.28)

and
ψmax,i = θv + θmax,i , (C.29)

i.e.
t− Ri(t)

c
cos (ψmax,i) ≤

tzobs
1 + z

≤ t− Ri(t)

c
cos (ψmin,i) . (C.30)

In the limit of an expanding sphere, this condition becomes

t− Ri(t)

c
≤ tzobs

1 + z
≤ t+

Ri(t)

c
. (C.31)



231

Finally, we can simplify once more the expression of F zνobs by analytically evaluating the integral
over ϕ. We use the exact analytical calculation of the geometrical term ∆ϕi defined by ∆ϕi(θv;ψ) =∫ 2π
0 dϕfi(θv;ψ;ϕ), where fi(θv;ψ;ϕ) = 1 if the direction (ψ;ϕ) is contained in the component i (core

jet or ring) and 0 otherwise. The analytical expression of ∆ϕ(θv;ψ) is provided in Appendix D.
With this final element, we obtain the expression of Eq. 5.145:

F
(i)
νzobs

(tzobs) =
1 + z

4πD2
L

t
(i)
max(t

z
obs)∫

t
(i)
min(t

z
obs)

dt

[
c

2Γ(t)R(t)

∆ϕi (θv;ψi(t
z
obs; t))

2π
D2(tzobs; t) 4πNe(R(t))p

′
ν′(t)

]

t=
tz
obs
1+z

+ r
c
cosψ

.

(C.32)



232 APPENDIX C. FLUX FROM A DISTANT SOURCE WITH RELATIVISTIC MOTION



Appendix D

Intersection Between a Component of the
Lateral Structure and the Line of Sight

In this appendix, I show the expressions of the geometrical term ∆ϕi(θv;ψ) (Eq. 5.145), which is
defined as ∆ϕi(θv;ψ) =

∫ 2π
0 dϕfi(θv;ψ;ϕ), where fi(θv;ψ;ϕ) = 1 if the direction (ψ;ϕ) is contained

in the component i (core jet or ring) and 0 otherwise. In the case of a cone, these expressions reduce
to those derived in Woods & Loeb (1999). In our numerical model, these expressions allow to save
one integration variable, ϕ, in the process of the calculation of the observed flux, and are therefore
an important element speeding up computation time. I represent graphically the expression of
∆ϕi(θv;ψ) in all possible cases in Fig. D.1.

• If 0 ≤ θmax,i ≤ 3θmin,i:

– If 0 ≤ θv ≤ θmax,i−θmin,i

2 :

∆ϕi(θv;ψ) = 2





arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− 0 if θmin = θmin,i − θv ≤ ψ ≤ θmin,i + θv

π − 0 if θmin,i + θv ≤ ψ ≤ θmax,i − θv

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmax,i − θv ≤ ψ ≤ θmax = θmax,i + θv

(D.1)

– If
θmax,i−θmin,i

2 ≤ θv ≤ θmin,i:

∆ϕi(θv;ψ) = 2





arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− 0 if θmin = θmin,i − θv ≤ ψ ≤ θmax,i − θv

arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− arccos

(
cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmax,i − θv ≤ ψ ≤ θmin,i + θv

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmin,i + θv ≤ ψ ≤ θmax = θmax,i + θv

(D.2)
– If θmin,i ≤ θv ≤ θmin,i+θmax,i

2 :

∆ϕi(θv;ψ) = 2





π − 0 if θmin = 0 ≤ θ ≤ θv − θmin,i

arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− 0 if θv − θmin,i ≤ ψ ≤ θmax,i − θv

arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− arccos

(
cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmax,i − θv ≤ ψ ≤ θv + θmin,i

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θv + θmin,i ≤ ψ ≤ θmax = θmax,i + θv

(D.3)
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– If
θmin,i+θmax,i

2 ≤ θv ≤ θmax,i:

∆ϕi(θv;ψ) = 2





π − 0 θmin = 0 ≤ ψ ≤ θmax,i − θv

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
θmax,i − θv ≤ ψ ≤ θv − θmin,i
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(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− arccos
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cos θv cosψ−cos θmax,i

sin θv sinψ

)
θv − θmin,i ≤ ψ ≤ θv + θmin,i

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
θv + θmin,i ≤ ψ ≤ θmax = θmax,i + θv

(D.4)
– If θmax,i ≤ θv ≤ π

2 :

∆ϕi(θv;ψ) = 2





π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmin = θv − θmax,i ≤ ψ ≤ θv − θmin,i

arccos
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cos θv cosψ−cos θmin,i

sin θv sinψ

)
− arccos

(
cos θv cosψ−cos θmax,i

sin θv sinψ

)
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π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θv + θmin,i ≤ ψ ≤ θmax = θmax,i + θv

(D.5)

• If 3θmin,i ≤ θmax,i ≤ π
2 :

– If 0 ≤ θv ≤ θmin,i:

∆ϕi(θv;ψ) = 2





arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
− 0 if θmin = θmin,i − θv ≤ ψ ≤ θv + θmin,i

π − 0 if θv + θmin,i ≤ ψ ≤ θmax,i − θv

π − arccos
(

cos θv cosψ−cos θmax,i

sin θv sinψ

)
if θmax,i − θv ≤ ψ ≤ θmax = θmax,i + θv

(D.6)

– If θmin,i ≤ θv ≤ θmax,i−θmin,i
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∆ϕi(θv;ψ) = 2





π − 0 if θmin = 0 ≤ ψ ≤ θv − θmin,i

arccos
(

cos θv cosψ−cos θmin,i

sin θv sinψ

)
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cos θv cosψ−cos θmax,i

sin θv sinψ

)
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(D.7)
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(D.8)
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(D.9)
– If θmax,i ≤ θv ≤ π
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Fig. D.1: Graphical representation of ∆ϕi(θv;ψ) in all the different cases. In the top panel, 0 ≤ θmax,i ≤
3θmin,i, corresponding to the first 6 subcases. In the bottom panel, 0 ≤ 3θmin,i ≤ θmax,i, corresponding to
the last 6 subcases. The values of θv, θmax,i and θmax,i are shown on the figures.
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Appendix E

Publications

The doctoral work presented in this manuscript is associated with three publications, added in
this appendix.

– Publication I, Pellouin & Daigne (2023), submitted (Ap. E.1), of which I am the lead author,
presents the afterglow model described in Chapter 5 and the results on the Very High Energy
(VHE) emission of GW 170817 and on post-merger afterglows at VHE more generally, that
are presented in Chapter 6.

– Publication II, Kann et al. (2023) (Ap. E.2) includes the analysis of the early optical and
X-ray observations of GRB 221009A in the context of the follow-up campaign of this burst,
discussed in Chapter 4. I am part of the group that defined the interpretation strategy, I carried
the Markov Chain Monte Carlo (MCMC) exploration using my model and discussed the results
together with colleagues carrying a similar exploration with afterglowpy. I prepared Tab. 4,
Figs. 9 and 10 and contributed to write Sec. 3.4.2 and the conclusions.

– Publication III, Lehoucq et al. (2023) (Ap. E.3) discusses the stochastic Gravitational Wave
(GW) background from compact objects binaries including Binary Neutron Stars (BNSs), as
presented in Sec. 9.5.2. I am one of the co-authors of this article and in particular provided
the simulation results used to determine the stochastic GW background from BNSs using the
simulations with COSMIC discussed throughout Chapter 9.

– Finally, I am currently starting to write a fourth publication, Pellouin et al. (2023), to present
the results on the evolutionary tracks discussed in Chapter 9.

E.1 Publication I

E.2 Publication II

E.3 Publication III
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ABSTRACT

We present a complete numerical model of the afterglow of a laterally-structured relativistic ejecta from radio to very
high energy (VHE). This includes a self-consistent calculation of the synchrotron radiation, with its maximum frequency,
and of Synchrotron Self-Compton (SSC) scatterings taking into account the Klein-Nishina regime. The attenuation due
to pair production is also included. This model is computationally-efficient, allowing for multi-wavelength data fitting.
We use it to fit the afterglow of GW 170817 and predict its VHE emission. We find that the SSC flux at the peak
was much dimmer than the upper limit from H.E.S.S. observations around the peak. However, we show that either
a smaller viewing angle or a larger external density would make similar events detectable in the future at VHE, even
above 100 Mpc with the sensitivity of the CTA. Large external densities are expected in the case of fast mergers, but
the existence of a formation channel for such binary neutron stars is still uncertain. We highlight that VHE afterglow
detections would help probing efficiently such systems.

Key words. (Stars:) Gamma-ray burst: general – (Stars:) Gamma-ray burst: individual: GW170817 – Radiation mech-
anisms: non-thermal – Shock waves – Stars: neutron – Stars: binaries

1. Introduction

The first detection of gravitational waves (GW) from a
Binary Neutron Star (BNS) merger, GW 170817 (Abbott
et al. 2017a), was followed by several electromagnetic coun-
terparts (Abbott et al. 2017b and references therein). A
short Gamma-Ray Burst (GRB), GRB 170817A, was de-
tected ∼ 1.7 s after the GW signal (Goldstein et al. 2017;
Savchenko et al. 2017); a fast-decaying thermal transient
in the visible/infrared range, the kilonova, was observed
for ∼ 10 days after the merger (see e.g. Villar et al. 2017;
Tanvir et al. 2017; Cowperthwaite et al. 2017); and a non-
thermal afterglow was observed from radio to X-rays for
more than three years (see e.g. Balasubramanian et al. 2021;
Troja et al. 2020; Hajela et al. 2019). Among the many ad-
vances made possible by this exceptional multi-messenger
event, GW 170817/GRB 170817A is in particular the first
direct association between a BNS merger and a short GRB
and has helped to better understand the relativistic ejec-
tion associated with such events. Indeed, the study of the
relativistic ejecta benefited not only from an exceptional
multi-wavelength follow-up, but also from observing condi-
tions very different from those for other short GRBs: a much
smaller distance (GW 170817 was hosted in NGC 4993 at
∼ 40 Mpc, Palmese et al. 2017; Cantiello et al. 2018) and
a significantly off-axis observation (32+10

−13± 1.7 deg derived
from the GW signal using the accurate localization and dis-
tance of NGC 4993, Finstad et al. 2018).

The prompt short GRB is puzzling: it is extremely weak
despite the short distance, but its peak energy is above
150 keV (Goldstein et al. 2017). It is very unlikely that it
is produced by internal dissipation in the ultra-relativistic

core jet like in other GRBs at cosmological distance (Mat-
sumoto et al. 2019). GRB 170817A was rather emitted in
mildly-relativistic/mildly-energetic material on the line-of-
sight: a promising mechanism is the shock-breakout emis-
sion when the relativistic core jet emerges from the kilonova
ejecta (Bromberg et al. 2018; Gottlieb et al. 2018).

The interpretation of the afterglow is better under-
stood. The slow rise of the light curve until its peak af-
ter ∼ 120 − 160 days hints towards the off-axis observa-
tion of a decelerating jet surrounded by a lateral structure
(see e.g. D’Avanzo et al. 2018), possibly inherited from the
early interaction with the kilonova ejecta also invoked for
the weak prompt emission (Gottlieb et al. 2018). The pres-
ence of a relativistic ejecta seen off-axis is confirmed by
the compactness of the source and its apparent superlumi-
nal motion measured by Very Long Baseline Interferome-
try (VLBI) imagery (Mooley et al. 2018; Ghirlanda et al.
2019; Mooley et al. 2022). The light curve rise is dominated
by the lateral structure of the relativistic ejecta, while its
peak and decay are dominated by the deceleration of the
ultra-relativistic core jet, which requires a kinetic energy
comparable to usual values found in short GRBs (see e.g.
Ghirlanda et al. 2019).

Such a lateral structure may be a common feature in
GRBs due to the early propagation of the relativistic ejecta
through the infalling envelope of the stellar progenitor (long
GRBs) or the post-merger ejecta responsible for the kilo-
nova emission (short GRBs) (Bromberg et al. 2011). Possi-
ble signatures of such a lateral structure in GRBs at cosmo-
logical distance viewed slightly off-axis have been recently
discussed, for instance to explain the complex phenomenol-
ogy observed in the early afterglow (Beniamini et al. 2020a;
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Oganesyan et al. 2020; Ascenzi et al. 2020; Duque et al.
2022) or the non-standard decay of the afterglow of the ex-
tremely bright GRB 221009A (O’Connor et al. 2023; Gill
& Granot 2023). Accounting for the lateral structure of the
jet in afterglow models has thus become necessary not only
for GW 170817 but for other cosmic GRBs as well.

Most models of The off-axis afterglow of GW 170817
only consider synchrotron emission and are therefore lim-
ited to the spectral range of observations, from radio to
X-rays. However, upper limits on the flux at very high
energy (VHE) were obtained by H.E.S.S. at two epochs,
a few days after the merger (Abdalla et al. 2017) and
around its peak (Abdalla et al. 2020). Less constrain-
ing upper limits were also obtained by HAWC at early
times (Galván et al. 2019) and MAGIC around the af-
terglow peak (Salafia et al. 2022a). Discussing the con-
straints associated to these upper limits requires to in-
clude the Synchrotron Self-Compton (SSC) emission in af-
terglow models, i.e. the Inverse Compton (IC) scatterings of
the synchrotron photons by the relativistic electrons emit-
ting them. Indeed, recent detections of the VHE afterglow
of several long GRBs1 by H.E.S.S. (GRB 180720B, Ab-
dalla et al. 2019; GRB 190829A, H. E. S. S. Collaboration
et al. 2021), MAGIC (GRB 190114C, MAGIC Collabo-
ration et al. 2019a,b; GRB 201216C, Blanch et al. 2020)
and LHAASO (GRB 221009A, LHAASO Collaboration
2023) are challenging pure synchrotron afterglow models
(see however H. E. S. S. Collaboration et al. 2021) and sug-
gests the dominant contribution of a new emission process
at VHE (see the discussion of possible processes at VHE
by Gill & Granot 2022), most probably SSC emission, as
suggested for instance by the modelling of the afterglows of
GRB 190114C (MAGIC Collaboration et al. 2019b; Wang
et al. 2019; Derishev & Piran 2021), GRB 190829A (Salafia
et al. 2022b) or GRB 221009A (Sato et al. 2023).

While SSC emission can be efficiently computed analyt-
ically in the Thomson regime (Panaitescu & Kumar 2000;
Sari & Esin 2001), several studies have pointed out the
importance to also account for the Klein-Nishina (KN) at-
tenuation at high-energy (see e.g. Nakar et al. 2009; Murase
et al. 2011; Beniamini et al. 2015; Jacovich et al. 2021; Ya-
masaki & Piran 2022). In the KN regime, the IC power
of an electron strongly depends on its Lorentz factor. This
affects the cooling of the electron distribution and there-
fore also impacts the synchrotron spectrum (Derishev et al.
2001; Nakar et al. 2009; Bošnjak et al. 2009), which can sig-
nificantly differ from the standard prediction given by Sari
et al. (1998) for the pure synchrotron case.

Motivated by these recent advances in GRB afterglow
studies, we propose in this paper a fully consistent model
of GRB afterglow emission from a decelerating laterally-
structured jet where electrons accelerated at the external
forward shock radiate at all wavelengths by synchrotron
emission and SSC diffusion. The treatment of SSC in the
KN regime follows the approach proposed by Nakar et al.
(2009), extended to account for the maximum Lorentz fac-
tor of accelerated electrons, and the attenation at high-
energy due to pair creation. The numerical implementation
of the model is optimized to be computationnaly-efficient.
This allows to use Bayesian statistics for parameter infer-

1 Candidate VHE photons are associated at a lower level of
confidence with several other bursts by MAGIC, including the
short GRB 160821B (Acciari et al. 2021).

ence. We then apply this model to the multi-wavelength
observations of the afterglow of GW 170817 to understand
the physical constraints brought by the H.E.S.S. upper lim-
its and to discuss if the detection of post-merger VHE af-
terglows may become possible in the future, especially in
the coming era of the Cerenkov Telescope Array (CTA, see
Cherenkov Telescope Array Consortium et al. 2019).

The model and its assumptions is detailed in Section 2
and then tested and compared to other afterglow models
in Section 3. In Section 4 we show the results obtained
when fitting GW 170817’s afterglow. We discuss the pre-
dicted VHE emission in light of the H.E.S.S. upper limit.
We study the conditions for future post-merger detections
of VHE afterglows in Section 5 and highlight that VHE
emission is favored by a larger external density compared
to GW 170817, which may help probing the population of
fast-merging binaries, if it exists. Our conclusions are sum-
marized in Section 6.

2. Modelling the VHE afterglow of structured jets

Our aim is to model the GRB afterglow at all wavelengths
from radio bands to the TeV range. We limit ourselves to
the contribution of the forward external shock propagat-
ing in the external medium and leave to a future work the
extension of the model to include the reverse shock con-
tribution at early times. Motivated by the observations of
GW 170817, we rather focus here on two other aspects: the
lateral structure of the jet and the detailed calculation of
the inverse Compton spectral component, taking into ac-
count Klein-Nishina effects.

In this Section we describe our model: assumptions for
the structure of the initial relativistic outflow (§ 2.1), dy-
namics of its deceleration (§ 2.2), assumptions for the ac-
celeration of electrons and the amplification of the mag-
netic field at the shock front (§ 2.3), detailed calculation of
the emission in the comoving frame of the shocked exter-
nal medium (including synchrotron and inverse Compton
components, § 2.4) and finally integration over equal-arrival
time surfaces to compute the observed flux in the observer
frame (light curves and spectra) (§ 2.5). Our numerical im-
plementation of this model optimizes the computation time
(typically a few seconds to compute light curves and/or
spectra at different frequencies on a laptop) so that we can
explore the parameter space with a Bayesian approach for
data fitting, as described in Section 4. In the following, in
case of ambiguity, a physical quantity q is written q without
a prime in the fixed source frame, and q′ with a prime in
the comoving frame of the emitting material.

2.1. Relativistic outflow: geometry and structure

We consider a laterally-structured jet. The initial energy
per solid angle ε0(θ) and the initial Lorentz factor Γ0(θ) de-
crease with θ, the angle from the jet axis. We define θc as the
opening angle of the core, i.e. the ultra-relativistic/ultra-
energetic central part of the jet. We then express

ε0(θ) = εc0 × fa
(
θ

θc

)
(1)

and

Γ0(θ) = 1 + (Γc
0 − 1)× gb

(
θ

θc

)
, (2)
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where εc0 is the initial energy per solid angle and Γc
0 is the

initial Lorentz factor, both on the jet axis (θ = 0). fa and
gb are the normalized profiles for the energy and Lorentz
factor in the lateral structure.

Different lateral structures have been suggested in the
literature, following the photometric and VLBI observa-
tions of GW 170817’s GRB afterglow. In this paper, we
model this afterglow assuming the power-law structure used
by Duque et al. (2019):

fa (x) =

{
1 if x < 1
x−a if x ≥ 1

, (3)

gb (x) =

{
1 if x < 1
x−b if x ≥ 1

. (4)

This prescription allows a direct comparison with a top-
hat jet (fa(x) = gb(x) = 1 for x ≤ 1 and 0 otherwise).
For comparison with other studies (see Section 3), we also
considered the following possible structures:

– Power-law jet from Gill & Granot (2018): fa(x) = X−a

and gb(x) = X−b, with X =
√

1 + x2.
– Power-law jet as defined in afterglowpy, from Ryan

et al. (2020): fa (x) =
(√

1 + x2/a
)−a

. The model used
in afterglowpy is limited to the self-similar evolution
of the jet, which is independent of the initial value of
the Lorentz factor. Therefore gb is not specified in this
case.

– Gaussian jet from Gill & Granot (2018): fa(x) =

gb(x) = max
(
e−x

2/2 ; e−x
2
max/2

)
, where xmax =

θmax/θc and θmax is defined as the angle where
β0,min (θmax) = 0.01 (by default) or any other specific
value. We note that Ryan et al. (2020) use a similar
parametrization of the lateral structure for Gaussian
jets in afterglowpy, with θmax = 90 deg.

The initial total energy of the jet and of its core are
given by

E0 = 2

∫ π/2

0

ε0(θ) 2π sin θ dθ , (5)

Ec
0 = 2

∫ θc

0

ε0(θ) 2π sin θ dθ . (6)

The factor 2 accounts for the counter-jet. The usual
isotropic-equivalent energy of the core jet equals

Ec
0,iso =

Ec
0

1− cos θc
. (7)

For the power-law structure considered here (Equation (3)),
we have Ec

0 = 4πεc0 (1− cos θc) and Ec
0,iso = 4πεc0.

We do not consider in this paper a possible radial struc-
ture of the outflow that may also very well be present due
to the variability of the central engine. This radial struc-
ture may be at least partially smoothed out during the early
propagation, e.g. via internal shocks (Kobayashi et al. 1997;
Daigne & Mochkovitch 1998, 2000) and should have more
impact on the reverse shock (see e.g. Uhm & Beloborodov
2007; Genet et al. 2007), not included in the present version
of the model. Therefore Ec

0,iso, Γc
0, θc, a and b (or β0,min for

the Gaussian jet) are the only four free parameters needed

to fully describe the initial structure of the jet before the
deceleration starts.

In our numerical implementation of the model, we sup-
press the lateral structure above the maximum angle θmax.
This angle is taken as the maximum between θε, defined
as the angle up to which a fraction (1 − ε) of the jet en-
ergy is contained, and the viewing angle θv (see § 2.5). We
therefore solve for θε the equation

(1− ε)E0 = 2

∫ θε

0

ε0(θ) 2π sin θ dθ . (8)

We use ε = 0.01 in the following. Ryan et al. (2020) in-
troduce a similar parameter θW, to minimize computation
time. Taking θmax = max (θε; θv) allows to keep a precise
calculation at early times even for very large viewing angles.

In practice, the lateral structure is discretized in N + 1
components, i = 0 being the core jet and i = 1 → N be-
ing rings at increasing angles in the lateral structure. Each
component is defined by θmin,i ≤ θ ≤ θmax,i with θmin,0 = 0
and θmax,0 = θc for the core jet and θmin,i = θmax,i−1 for i =
1 → N and θmax,N = θmax. Each component is treated in-
dependently with fixed limits in latitude (no lateral spread-
ing). The dynamics is computed such that Ri(t) = R(θi; t)
and Γi(t) = Γ(θi; t), where R(θ, t) and Γ(θ, t) are given by
the solution for the dynamics of the deceleration discussed
below, and where θi = (θmin,i + θmax,i)/2 for i ≥ 1 and
θ0 = 0. We define the successive θmin,i and θmax,i such that
each component carries an equal amount of energy (except
for the core, i = 0), though a linear increase can also be
chosen. Finally, we typically choose a discretization com-
prised of N = 15 components, that we find to be a good
compromise between model accuracy and computational ef-
ficiency.

2.2. Dynamics of the deceleration

The structured outflow decelerates in an external medium,
with an assumed density profile as a function of radius R:

ρext(R) =
A

Rs
, (9)

with s = 0 for a constant-density external medium as
considered in the following to model the afterglow of
GW 170817. In this case we write A = nextmp with next the
external medium density. We focus on the dynamics of the
shocked external medium at the forward shock. It is com-
puted assuming that (i) the dynamics of each ring of mate-
rial at angle θ is independent of other angles; (ii) the lateral
expansion of the outflow is negligible. These two assump-
tions are questionable at late times, close to the transition
to the Newtonian regime (Rhoads 1997).

The Lorentz factor Γ(θ;R) of the shocked material at
angle θ and radius R is computed in a simplified way, using
energy conservation (see e.g. Panaitescu & Kumar 2000;
Gill & Granot 2018):

Γ(θ;R) =
Γ0(θ)

2m(θ;R)
×


−1 +

√
1 + 4m(θ;R) + 4

(
m(θ;R)

Γ0(θ)

)2

 , (10)
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where

m(θ;R) =
Mext(R)

Mej(θ)/Γ0(θ)
=

(
R

Rdec(θ)

)3−s
, (11)

with Mext(R) =
∫ R

0
ρext(R)R2dR the swept-up mass per

unit solid angle and Mej(θ) = ε0(θ)/Γ0(θ)c2 the ejected
mass per unit solid angle. The deceleration radius of the
material at angle θ is defined by

Rdec(θ) =

(
(3− s)ε0(θ)

AΓ2
0(θ)c2

)1/(3−s)
. (12)

For a power-law structure as defined by Equations (3–4),
the deceleration radius scales as Rdec(θ) ∝ θ

2b−a
3−s . Best fit

models of the afterglow of GW 170817 usually have 2b > a
so that the deceleration radius is larger at high latitude (see
§ 4.2). More generally, Beniamini et al. (2020b) derived the
conditions for the observed afterglow light curve to have a
single peak, as in the case of GW 170817. For an off-axis
observation with a large viewing angle, these conditions are
Γc

0θc > 1; 2b > a/(4− s) (i.e. 8b > a for a uniform external
medium); b > − ln Γc

0/ ln θc; and θv > θc (Γc
0θc)

1
b−1 .

This description allows us to characterize the early-time
dynamics in the coasting phase R � Rdec(θ) where the
Lorentz factor remains constant. It branches continuously
to the relativistic self-similar evolution (Blandford & Mc-

Kee 1976) for Rdec(θ) � R � RN(θ) = Γ
2

3−s
0 (θ)Rdec(θ),

and finally to the Sedov-Taylor phase (Sedov 1946; Taylor
1950) in the non-relativistic regime for R � RN(θ). For
R � Rdec(θ), the self-similar evolution becomes indepen-
dent of the value of the initial Lorentz factor Γ0(θ).

Once the Lorentz factor Γ(θ;R) and the velocity

β(θ;R) =

√
Γ2(θ;R)−1

Γ(θ;R) are known, the corresponding time
t in the source frame is given by

t(θ;R) =

∫ R

0

dr

β(θ; r)c
. (13)

This leads to the solution R(θ, t) and Γ(θ, t) used for the
dynamics of each component of the structured jet.

The physical conditions in the shocked medium are eas-
ily deduced from the shock jump conditions in the strong
shock regime (Blandford & McKee 1976). In the comoving
frame, the mass density equals

ρ∗(θ;R) = (4Γ(θ;R) + 3) ρext(R) (14)

and the internal energy per unit mass is given by

ε∗(θ;R) = (Γ(θ;R)− 1) c2 . (15)

We assume here an adiabatic index of 4/3, valid as long as
ε∗ � c2. Finally, the timescale of the adiabatic cooling of
the shocked region due to the spherical expansion is given
in the comoving frame by

t′dyn(θ;R) =
R

Γ(θ;R)β(θ;R) c
=

R

c
√

Γ2(θ;R)− 1
. (16)

2.3. Accelerated electrons and amplified magnetic field

We consider a shocked region where the physical condi-
tions in the comoving frame are given by the mass den-
sity ρ∗, internal energy per unit mass ε∗, and dynamical
timescale t′dyn (i.e. characteristic timescale of the adiabatic
cooling due to the spherical expansion), and we assume that
the emission is produced by non-thermal shock-accelerated
electrons, that radiate in a local turbulent magnetic field
amplified at the shock. In practice, we consider only the
forward external shock so that in this study, ρ∗, ε∗ and t′dyn

are given by equations (14-16).
We use the following standard parametrization of the

microphysics at the shock: (i) a fraction εB of the internal
energy is injected in the magnetic field, i.e.

uB =
B′2

8π
= εB ρ∗ε∗ , (17)

leading to

B′ =
√

8πεBρ∗ε∗ ; (18)

(ii) a fraction εe of the internal energy is injected into non-
thermal electrons, that represent a fraction ζ of all available
electrons. Their number density (cm−3) and energy density
(erg · cm−3) in the comoving frame are therefore given re-
spectively by

nacc
e = ζ

ρ∗
mp

(19)

and

ue = εe ρ∗ε∗ . (20)

Assuming a power-law distribution at injection, with an
index −p and 2 < p < 3, this leads to the following distri-
bution of accelerated electrons (cm−3):

n(γ) = (p− 1)
nacc

e

γm

(
γ

γm

)−p
for γm ≤ γ ≤ γmax , (21)

where the minimum Lorentz factor at injection equals

γm =
p− 2

p− 1

εe
ζ

mp

me

ε∗
c2
. (22)

As discussed later, taking into account a realistic es-
timate of the maximum Lorentz factor γmax up to which
electrons can be accelerated at the shock is important to
discuss the GeV-TeV afterglow emission. This was not in-
cluded in the study by Nakar et al. (2009) on which our cal-
culation of the emission is based. Equations (21–22) above
are obtained by assuming that the maximum Lorentz fac-
tor γmax is much larger than γm. This is fully justified as
we have typically γmax/γm > 106 in the best fit models of
GW 170817 at the peak (Section 4). The maximum electron
Lorentz factor γmax is evaluated by imposing that the accel-
eration timescale remains always shorter than the radiative
and the dynamical timescales, i.e.

t′acc(γ) ≤ min
(
t′rad(γ); t′dyn

)
. (23)

The acceleration timescale is written as a function of
the Larmor time R′L/c following Bohm’s scaling,

t′acc(γ) = Kacc
R′L(γ)

c
= Kacc

γmec

eB′
, (24)
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Reference KP Kν KPmax

Sari et al. (1998) 1 1 1
Panaitescu & Kumar (2000) 0.30 0.78 0.39
Sari & Esin (2001); Gill & Granot (2018) 3.52 p−1

3p−1 3π/8 0.88 32
3π

p−1
3p−1

' 0.745 for p = 2.16 ' 1.178 ' 0.633 for p = 2.16
Table 1. Values of the dimensionless parameters KP ; Kν and KPmax for different afterglow models used in each reference.

where Kacc ≥ 1 is a dimensionless factor. In practice,
electrons at γmax are usually fast cooling and the maxi-
mum electron Lorentz factor is determined by the radiative
timescale, t′rad(γ). Its evaluation is non-trivial when inverse
Compton scatterings are taken into account (see § 2.4). The
resulting detailed calculation of γmax is explained in Ap-
pendix A. In the following, we assume Kacc = 1. Our value
of γmax should therefore be considered as an upper limit for
the true value of the maximum electron Lorentz factor.

2.4. Emissivity in the comoving frame

Our calculation of the emission from non-thermal electrons
is mostly taken from Nakar et al. (2009). The population
of electrons cools down by adiabatic cooling, synchrotron
radiation and via Synchrotron Self-Compton (SSC) scatter-
ings. As we are interested in the VHE afterglow emission,
we include in § 2.4.7 the attenuation due to pair produc-
tion, without including the emission of secondary leptons.
As we focus in this paper on the afterglow of GW 170817
where the radio observations do not show any evidence for
absorption, we do not include in the present version of the
model the effect of synchrotron self-absorption. In this sub-
section, all quantities are written in the comoving frame of
the considered shocked region. We therefore omit the prime
to simplify the notations.

2.4.1. Synchrotron and IC radiation for a single electron

Synchrotron radiation. The synchrotron power of a single
electron (erg · s−1) is given by

P syn(γ) = K1B
2γ2 , (25)

with K1 = KP
σTc
6π and KP a dimensionless parameter, and

its synchrotron frequency equals

νsyn(γ) = K2Bγ
2 , (26)

with K2 = Kν
e

2πmec
and Kν a dimensionless parameter.

The dimensionless parameters KP and Kν depend on the
assumptions made on the pitch angle of electrons relative
to the magnetic field lines and different values are found in
afterglow models, as listed in Table 1. By default, we use
the same values as Gill & Granot (2018), taken from Granot
et al. (1999) where they were obtained by fitting the broken-
power law approximation of the synchrotron power of a
power-law distribution of electrons to the exact calculation.

The corresponding synchrotron power at frequency ν
(erg · s−1 ·Hz−1) is given by

P syn
ν (γ) = PmaxΦ

(
ν

νsyn(γ)

)
, (27)

with

Pmax =
P syn(γ)

νsyn(γ)
=
K1

K2
B = KPmax

σTmec
2

3e
B , (28)

KPmax
= KP /Kν and

∫∞
0

Φ(x)dx = 1. In practice we adopt
a simplified shape Φ(x) = 4

3x
1/3 for x ≤ 1 and 0 otherwise.

Inverse Compton scatterings. The spectral number density
of seed photons is nsyn

ν (cm−3 ·Hz−1), assumed to result
only from the synchrotron radiation of the electrons on
which they also scatter (SSC). The IC power of an elec-
tron (erg · s−1) is then given by

P SSC(γ) =

∫ ∞

0

dν nsyn
ν σTfKN(w)c

4

3
γ2gKN(w)hν , (29)

where w = γhν/mec
2; and fKN and gKN are the KN cor-

rections to the cross-section and to the mean energy of the
scattered photon. In the Thomson regime (w � 1), the
cross section is σT and the mean energy of scattered pho-
tons is 4

3γ
2hν for a seed synchrotron photon of frequency

ν, so that fKN = gKN = 1 for w � 1. For simplicity, we
do not write explicitly in Equation (29) the dependency on
the angle between the upscattered photon and the scatter-
ing electron which is discussed in Nakar et al. (2009). We
assume an isotropic seed radiation field. We only account
for single IC scatterings as the effects of multiple scatterings
are expected to be negligible since the afterglow is produced
in the optically thin regime. The Compton parameter is de-
fined by

Y (γ) =
P SSC(γ)

P syn(γ)
. (30)

This Compton parameter is constant only if all SSC scat-
terings occur in the Thomson regime. Here we take into
account the KN regime, hence the dependence to the elec-
tron Lorentz factor. This affects not only the SSC emission
but also the synchrotron component. Following Nakar et al.
(2009) and keeping the same notations, we simplify the IC
cross-section by assuming that scatterings are entirely sup-
pressed in the KN regime: fKN(w) = 0 for w ≥ 1. Then, a
synchrotron photon produced by an electron with Lorentz
factor γ can only be upscattered by electrons with Lorentz
factors below a certain limit γ̂ to remain in the Thomson
regime, i.e.

γ̂ =
mec

2

hνsyn(γ)
∝ γ−2 . (31)

Note that γ̂ is a decreasing function of γ: if the energy of the
synchrotron photon is higher, the maximum energy of any
electron on which it could be upscattered in the Thomson
regime must be lower. In an equivalent way, electrons with
Lorentz factor γ will only scatter photons below the energy

hν̃ = mec
2/γ . (32)
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Then it is also convenient to define γ̃ as νsyn(γ̃) = ν̃, i.e.

γ̃ =
√
γmec2/hνsyn(γ) ∝ γ−1/2 . (33)

Electrons with a Lorentz factor γ can only scatter syn-
chrotron photons produced by electrons with Lorentz fac-
tors below γ̃. The Lorentz factor γself is defined by

γself = γ̂self = γ̃self =

(
mec

2

hK2B

)1/3

. (34)

The definition of ν̃ allows to simplify the expression of
the SSC power given by Equation (29):

P SSC(γ) =
4

3
σTc γ

2

∫ ν̃

0

dν usyn
ν , (35)

with usyn
ν = nsyn

ν × hν the energy density of the seed syn-
chrotron photons (erg · cm−3 ·Hz−1). Then

Y (γ) =
1

KP

∫ ν̃
0

dν usyn
ν

uB
. (36)

Assuming a strict suppression in the KN regime leads to
a simple expression for the SSC power at frequency ν
(erg · s−1 ·Hz−1) for a single electron of Lorentz factor γ:

P SSC
ν (γ) = σTc u

syn

νseed=ν/( 4
3γ

2)
(37)

if hν ≤ 4
3γmec

2 and 0 otherwise.

2.4.2. Radiative regime of a single electron

Following Sari et al. (1998), the first expected break in the
electron distribution occurs at the critical electron Lorentz
factor γc, defined by the condition trad(γ) = tdyn, so that
high-energy electrons with γ � γc are radiatively efficient
(fast cooling), and low-energy electrons with γ � γc are
mainly cooling via the adiabatic expansion and are radia-
tively inefficient (slow cooling). The radiative timescale is
given by

trad(γ) =
γmec

2

Psyn(γ) + PSSC(γ)
=

mec
2

[1 + Y (γ)]K1B2γ
. (38)

Then, computing self-consistently γc requires to solve the
equation

γc [1 + Y (γc)] = γsyn
c =

mec
2

K1B2 tdyn
, (39)

where γsyn
c is the value of the critical Lorentz factor ob-

tained when only taking into account the synchrotron radi-
ation. Our procedure to compute γc and Y (γc) in the most
general case where the SSC cooling impacts the electron
distribution is discussed below in § 2.4.6.

2.4.3. Electron distribution and associated emission

Electron distribution. Following Nakar et al. (2009), we
compute the time-averaged distribution of electrons n̄(γ)
over the dynamical timescale tdyn by keeping only the dom-
inant term for the electron cooling: the instantaneous power
of an electron is either dominated by the synchrotron and

SSC radiation (1 + Y (γ))P syn(γ) for γ > γc or the adia-
batic cooling γ mec

2/tdyn if γ < γc. This leads to

n̄(γ) =
nacc

e

1 + Y (γ)

γsyn
c

γ2
m

×
{

(γ/γm)
−2

if γc < γ < γm

(γ/γm)
−(p+1)

if γm < γ < γmax

(40)

in fast cooling regime (γm > γc) and

n̄(γ) = nacc
e

γsyn
c

γ2
m

(
γc

γm

)−(p+1)

×
{

(γ/γc)
−p
/ (1 + Y (γc)) if γm < γ < γc

(γ/γc)
−(p+1)

/ (1 + Y (γ)) if γc < γ < γmax

(41)

in slow cooling regime (γm < γc). We define γm,c =
max (γm; γc) and γc,m = min (γm; γc) so that γm,c = γm and
γc,m = γc in fast cooling and γm,c = γc and γc,m = γm in
slow cooling. The minimum electron Lorentz factor is there-
fore γmin = γc,m. We define the corresponding synchrotron
frequencies νm,c = νsyn(γm,c) and νc,m = νsyn(γc,m). We
also always keep only the dominant term in the radiated
power, i.e. 1 + Y (γ) ' 1 if Y (γ) < 1 and Y (γ) otherwise.
As described in details in Nakar et al. (2009), the resulting
distribution shows several breaks in addition to γm and γc:
a break is expected at γ0 such that Y (γ0) = 1 and several
additional breaks are possible and must be identified in an
iterative way, as described in § 2.4.6.

Following Sari et al. (1998) and Nakar et al. (2009), we
approximate n̄(γ) and the associated synchrotron spectrum
by broken power-laws to allow for a semi-analytical calcula-
tion. Electrons Lorentz factors are normalized by γm,c, i.e.
x = γ/γm,c, and photon frequencies by νm,c, i.e. y = ν/νm,c.
Hence the normalized synchrotron frequency of an electron
with normalized Lorentz factor x is y = x2. In the following
the notations introduced for characteristic electron Lorentz
factors or photon frequencies are implicitly conserved for
the normalized quantities. For instance xself = γself/γm,c,
x̂ = γ̂/γm,c = x3

self/x
2, ν̃ = ν̃/νm,c = x̃2, etc.

Normalized electron distribution. The electron distribution
is given by

n̄(γ) =
1

I0

nacc
e

γm,c
f(x) , (42)

where f(x) is the normalized broken power-law electron
distribution with N breaks and power-law segments:

f(x) =





x−p1 if x1 ≤ x ≤ x2

xp2−p12 x−p2 if x2 ≤ x ≤ x3

xp2−p12 xp3−p23 x−p3 if x2 ≤ x ≤ x3

...
...

xp2−p12 xp3−p23 · · · xpN−pN−1

N x−pN if xN ≤ x ≤ xN+1

(43)

with x1 = γmin/γm,c and xN+1 = γmax/γm,c. The dimen-
sionless integral I0 is given by

I0 =

∫ xN+1

x1

f(x) dx , (44)

to conserve the number of electrons:
∫ γmax

γmin
n̄(γ) dγ = nacc

e .
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Normalized synchrotron spectrum. The synchrotron
power per electron and per unit frequency psyn

ν
(erg · s−1 ·Hz−1 · electron−1) averaged over the time
scale tdyn is deduced from Equation (27) using the sim-
plified shape for Φ. This leads to a broken power-law
synchrotron spectrum:

psyn
ν =

1

nacc
e

∫ γmax

γmin

dγ n̄(γ)P syn
ν (γ) (45)

=
γ2

m,cmec
2

γsyn
c νm,c tdyn

× 4

3
y1/3

∫ xN+1

max (x1;y1/2)
dx

f(x)

x2/3

' 1

I0

I2
J0

γ2
m,cmec

2

γsyn
c νm,c tdyn

× g(y) , (46)

where the normalized broken power-law spectral shape is
obtained by keeping the dominant term in the integral of
f(x)/x2/3, i.e.

g(y)=





x
1
3−p1
1 y

1
3 if y< x2

1

y−
p1−1

2 if x2
1 <y< x2

2

xp2−p12 y−
p2−1

2 if x2
2 <y< x2

3

xp2−p12 xp3−p23 y−
p3−1

2 if x2
3 <y< x2

4
...

...
xp2−p12 xp3−p23 · · · xpN−pN−1

N y−
pN−1

2 if x2
N <y< x2

N+1

(47)

The dimensionless factors I2 and J0 are defined by

I2 =

∫ xN+1

x1

dxx2 f(x) (48)

J0 =

∫ x2
N+1

0

dy g(y) , (49)

to ensure that the total synchrotron power per electron
(erg · s−1 · electron−1) is conserved:

psyn =

∫ ∞

0

dν psyn
ν =

I2
I0

γ2
m,cmec

2

γsyn
c tdyn

=
1

nacc
e

∫ γmax

γmin

dγ n̄(γ)P syn(γ) . (50)

Finally we define νp as the peak frequency of the syn-
chrotron spectrum, i.e. the frequency ν where ν2psyn

ν is
maximum. This peak frequency corresponds to synchrotron
photons emitted by electrons at Lorentz factor γp, i.e.
νp = νsyn(γp). We note ip the corresponding index of
the break in the normalized distributions: xp = xip and
yp = yip = x2

p.

Normalized SSC spectrum. The SSC power per electron and
per unit frequency pSSC

ν (erg · s−1 ·Hz−1 · electron−1) emit-
ted over the timescale tdyn is deduced from Equation (37)
with

usyn
ν = nacc

e psyn
ν tdyn . (51)

This leads to

pSSC
ν =

1

nacc
e

∫ γmax

γmin

dγ n̄(γ)P SSC
ν (γ) (52)

' 1

I0

I2
J0

τT
I0

γ2
m,cmec

2

γsyn
c νm,c tdyn

×G(y) , (53)

where τT = nacc
e σT ctdyn is the Thomson optical depth and

where the normalized spectral shape is given by

G(y) =

∫ xN+1

max

(
x1; 34

hνm,c

γm,cmec2
y

) dx f(x) g

(
yseed =

3

4

y

γ2
m,cx

2

)
.

(54)

The cutoff at xKN = γKN/γm,c with γKN = 3
4

hν
mec2

is a
direct consequence of the strict suppression assumed in the
KN regime: the VHE flux due to the scatterings occurring
in the KN regime are neglected. Yamasaki & Piran (2022)
introduce a factor fKN in their calculations to compensate
this approximation, which we do not include here. The KN
regime affects the high energy part of the emitted spectrum:
above a photon energy hν = 4

3γminmec
2, we have γKN >

γmin and the SSC emission is reduced. The SSC emission
is even entirely suppressed (G(y) = 0) at very high photon
energy hν > 4

3γmaxmec
2 corresponding to γKN > γmax.

In practice, G(y) is computed exactly in our numerical
implementation. Note also that J0 ' 2I2 when only the
leading term is kept in the integrals. However all dimen-
sionless factors I0, I2 and J0 are also computed exactly in
our numerical implementation, which ensures the continu-
ity of the electron distribution and emitted spectrum at the
transition from the fast to the slow cooling regime, as well
as between the different possible cases in both regimes (see
§ 2.4.6).

2.4.4. The pure synchrotron case

The standard pure synchrotron case where the SSC emis-
sion is neglected (Y (γ) = 0 for all electrons) is fully de-
scribed in Sari et al. (1998). We have γc = γsyn

c in this
case. In the fast cooling regime (γm > γc), the normalized
distributions are given by

f(x) =

{
x−2 if x1 < x < x2

xp−1
2 x−(p+1) if x2 < x < x3

, (55)

g(y) =





x
−5/3
1 y1/3 if y < x2

1

y−1/2 if x2
1 < y < x2

2

xp−1
2 y−p/2 if x2

2 < y < x2
3

, (56)

with x1 = γc/γm, x2 = 1 and x3 = γmax/γm. In the slow
cooling regime (γm < γc), they are given by

f(x) =

{
x−p if x1 < x < x2

x2 x
−(p+1) if x2 < x < x3

, (57)

g(y) =





x
1/3−p
1 y1/3 if y < x2

1

y−(p−1)/2 if x2
1 < y < x2

2

x2 y
−p/2 if x2

2 < y < x2
3

, (58)

with x1 = γm/γc, x2 = 1 and x3 = γmax/γc. Calculations
using this prescription are labeled as "no SSC" in the fol-
lowing.

2.4.5. The SSC case in Thomson regime

If the KN regime is neglected, all IC scatterings occur in
Thomson regime and the Compton parameter is the same
for all electrons: Y (γ) = Y no KN = cst. The correspond-
ing solution is given by Sari & Esin (2001): the normal-
ized distributions f(x) and g(y) are the same as in the
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pure synchrotron case above, but the value of the crit-
ical Lorentz factor γc is decreased due to the IC cool-
ing, γc = γsyn

c /
(
1 + Y no KN

)
. Using Equations (36), (46)

and (51), we get

Y no KN
(
1 + Y no KN

)
=

1

KP

p− 2

p− 1

εe
εB

γm,c

γc,m

I2
I0
. (59)

As I2/I0 is a function of γc/γm = γsyn
c /γm/(1 + Y no KN),

this is an implicit equation to be solved numerically to ob-
tain Y no KN and γc. The limits for

(
1 + Y no KN

)
Y no KN are

1
KP

εe
εB

for γm � γc and 1
KP

εe
εB

1
3−p

(
γm
γsyn
c

)p−2

for γm � γc.
Calculations using this prescription are labeled as "SSC
(Thomson)" in the following.

2.4.6. Self-consistent calculation of the electron distribution
and the Compton parameter in the general case

Normalized Compton parameter. In the general case where
the KN suppression at high energy is included, the Comp-
ton parameter Y (γ) is a decreasing function of the electron
Lorentz factor. From Equations (36), (46) and (51), we get

Y (γ) (1 + Y (γc)) =
1

KP

p− 2

p− 1

εe
εB

γm,c

γc,m

I2
I0

1

J0

∫ ỹ

0

dy g(y) .

(60)

Note that for low Lorentz factors γ, ν̃ becomes very large so
that, for ν̃ > νsyn(γmax), we recover the Thomson regime,
where the right-hand side of Equation (60) is formally the
same as in Equation (59), even if the integrals I0 and I2 can
be different if the normalized electron distribution f(x) is
different. As described in Nakar et al. (2009), when keeping
only the leading term in the integral of g(y), the correspond-
ing scaling law for the Compton parameter is Y (γ) = cst if
ν̃ is above the peak frequency νp and Y (γ) ∝ γ−

3−p̃
2 oth-

erwise, where p̃ is the slope of electron distribution in the
power-law segment of the electron distribution including γ̃.
This leads us to introduce a normalized Compton parame-
ter defined by

Y (γ) (1 + Y (γc)) =
1

KP

p− 2

p− 1

εe
εB

γm,c

γc,m

I2
I0
h(x) , (61)

where h(x) follows this scaling and is normalized so that
Equation (61) has the exact limit in the Thomson regime.
This leads to

h(x)=





1 if x< x̂p

x̂
3−pip−1

2
p x−

3−pip−1

2 if x̂p <x< x̂ip−1

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 x−

3−pip−2

2 if x̂ip−1 <x< x̂ip−2

...
...

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 · · ·

· · · x̂
p2−p1

2
2 x−

3−p1
2 if x̂2 <x < x̂1

x̂
3−pip−1

2
p x̂

pip−1−pip−2

2
ip−1 · · ·

· · · x̂
p2−p1

2
2 x̂

p1
2 − 1

6
1 x−4/3 if x> x̂1

.

(62)

We recall that ip is the index of the break corresponding to
the peak frequency of the synchrotron spectrum. In most
cases (see Appendix B) we have ip = 2, leading to

h(x) =





1 if x < x̂2

x̂
3−p1

2
2 x−

3−p1
2 if x̂2 < x < x̂1

x̂
3−p2

2
2 x̂

p1
2 − 1

6
1 x−4/3 if x > x̂1

. (63)

Self-consistent solution for the normalized electron distribu-
tion. Following Nakar et al. (2009), we define2 γ0 by
Y (γ0) = 1 and assume 1 + Y (γ) = Y (γ) for γ < γ0 and
1 otherwise. From Equations (40) and (41), this shows that
the IC cooling will only affect the electron distribution in
the interval

max (γc; γ̂p) < γ < γ0 . (64)

Therefore the solution is entirely determined by the order-
ings of γm, γc, γ0, γ̂m and γ̂c. All possible cases and the
corresponding solutions are listed in Appendix B. In some
cases, subcases are introduced as breaks can appear at γ̂0,
̂̂γm, ̂̂γc, etc. All the most relevant cases for GRB afterglows
are already described in Nakar et al. (2009) along with the
detailed method to obtain the corresponding solution for
the electron distribution. For completeness, we list in Ap-
pendix B the additional cases allowing to fully describe the
parameter space, even in regions unlikely to be explored in
GRBs.

Calculation of the critical Lorentz factor γc. From Equa-
tion (61), we get the following equation for Y (γc):

Y (γc) =





A γm
γsyn
c

I2
I0
h(xc) if γm > γc

A
γsyn
c

γm
I2
I0
h(xc) if γm < γc andY (γc) < 1

(
A
γsyn
c

γm
I2
I0
h(xc)

)1/3

if γm < γc andY (γc) > 1

(65)

where A = 1
KP

p−2
p−1

εe
εB

is a constant as the microphysics
parameter εB, εe and p are assumed to be constant during
the forward shock propagation. Note that xc = 1 in the
slow cooling regime γm < γc. A second useful relation is
obtained from Equation (61) and the definition of γ0:

Y (γc) =
Y (γc)

Y (γ0)
=
h(xc)

h(x0)
. (66)

This leads to an iterative procedure to compute Y (γc), and
deduce γc

γc =

{
γsyn

c if Y (γc) < 1
γsyn

c /Y (γc) if Y (γc) > 1
. (67)

We start by assuming Y (γc) = Y no KN as defined in § 2.4.5
and then iterate as follows:

1. Compute γc from Equation (67).

2 As Y (γ) is a decreasing function with a constant first segment,
if Y (γ) < 1 for γ < max (γc; γ̂p), then Y (γ) < 1 for all values of
γ and γ0 is therefore undefined. In these cases, we retrieve the
"no SSC" solution.
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2. Knowing γm, γc, γself , scan the different possible cases
for the ordering of γm, γc, γ0, γ̂m and γ̂c (and additional
characteristic Lorentz factors for some cases) as listed in
Appendix B and compute γ0 from Equation (66), which
can be analytically inverted as provided for each case
in Appendix B. We stop the scan of the possible cases
when the ordering of all characteristic Lorentz factors
including the obtained value of γ0 is the correct one.

3. Having identified the correct case and therefore knowing
the expression of f(x), compute the integrals I0 and I2.

4. Compute an updated value of Y (γc) from Equation (65).
5. Start a new iteration at step 1 until convergence.

We stop the procedure when the relative variation of γc in
an iteration falls below εtol. We use εtol = 10−4, which is
reached in most cases in less than 20 iterations. In the con-
text of a full afterglow light curve calculation, as we expect
Y to vary smoothly during the jet propagation, we use the
value of Y (γc) obtained at the previous step of the dynam-
ics instead of Y no KN to start the iterative procedure. Then
we usually reach a convergence in only a few iterations.

Final calculation of the emission in the comoving frame. The
procedure described in the previous paragraph allows not
only to compute γc but also to identify the relevant case
for the distribution of electrons and the Compton parame-
ter (as listed in Appendix B). Therefore the functions f(x),
g(x) and h(x) are known, and the function G(x) can be
computed. Using Equations (46) and (53), this finally allows
to compute at any frequency psyn

ν and pSSC
ν , the synchrotron

and SSC powers per electron and per unit frequency aver-
aged over the timescale tdyn.

2.4.7. Pair production

At VHE, pair production γγ −→ e+e− can start to con-
tribute to the SSC flux depletion. We account for this mech-
anism by a simplified treatment, assuming an isotropic dis-
tribution of the low-energy seed photons, as for the SSC
calculation, and approximating the cross section for pair
production by a Dirac function at twice the threshold of the
interaction. Then, VHE photons of frequency ν can produce
pairs by interacting with low-energy photons at frequency
νseed = 2

(
mec

2
)2
/
(
h2ν
)
and the characteristic timescale

of this interaction is given by

tγγ(ν) =
h

σTc

[
u
νseed=2

(mec2)2

h2ν

]−1

, (68)

with uν = usyn
ν + uSSC

ν = nacc
e

(
psyn
ν + pSSC

ν

)
tdyn, leading to

tγγ(ν) =
h

τT

[(
psyn
νseed

+ pSSC
νseed

)
νseed=2

(mec2)2

h2ν

]−1

. (69)

For very high frequencies ν, the seed photons for pair pro-
duction have a low frequency and psyn

νseed
+ pSSC

νseed
' psyn

νseed
.

The total emitted power per electron pν = psyn
ν + pSSC

ν is
then corrected by a factor tγγ(ν)

tdyn

(
1− e−tdyn/tγγ(ν)

)
, which

in practice only attenuates the SSC component at high fre-
quency where tγγ(ν)� tdyn.

The implementation of the model allows to select the
level of approximation for the SSC emission (synchrotron
only, Thomson or full calculation) and to include or not the
attenuation due to the pair production.

 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.
 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

 r ✓ � ✓v l.o.s. jet axis obs.

Fig. 1. Coordinates and notations used in the expression of the
observed flux.

2.5. Observed flux

Once the emissivity in the comoving frame is known (§ 2.4),
the flux measured by a distant observer with a viewing an-
gle θv is computed by an integration over equal-arrival time
surfaces, taking into account relativistic Doppler boosting
and relativistic beaming, as well as the effect of cosmolog-
ical redshift. This leads to the following expression of the
observer frame flux density (erg·s−1 ·cm−2 ·Hz−1) measured
at time tzobs and frequency νzobs(Woods & Loeb 1999):

Fνzobs
(tzobs) =

1 + z

4πD2
L

∫ ∞

0

dr

∫ π

0

dψ

∫ 2π

0

dφ r2 sinψ (70)

×
[
D2(r, ψ, t) 4πj′ν′ (r, ψ, φ, t)

]
t=

tz
obs
1+z + r

c cosψ
,

where we use spherical coordinates (r;ψ;φ) with the polar
axis equal to the line-of-sight, ψ and φ the colatitude and
longitude, and the jet axis in the direction (ψ = θv, φ = 0)
(see Figure 1), and where z and DL are the redshift and
the luminosity distance of the source. Note that the angle
ψ differs from θ used in § 2.2 which is measured from the jet
axis. The time t (source frame) and frequency ν′ (comoving
frame) are given by

t =
tzobs

1 + z
+
r

c
cosψ (71)

ν′ = (1 + z)
νzobs

D (r, ψ, t)
. (72)

The Doppler factor is expressed as

D(r, ψ, t) =
1

Γ(r, ψ, t) (1− β(r, ψ, t) cosψ)
(73)

and j′ν′ is the emissivity (erg · cm−3 · s−1 ·Hz−1 · sr−1) in
the comoving frame.

In practice, following the discretization of the jet struc-
ture described in § 2.1, the observer frame flux density
Fνzobs

(tzobs) is computed as Fνzobs
(tzobs) =

∑N
i=0 F

(i)
νzobs

(tzobs),

where F
(i)
νzobs

(tzobs) are the contributions of the core jet
(i = 0) and lateral rings (i = 1 → N). To compute each
contribution, the thin shell approximation allows to reduce
the double integral over r and ψ in Equation (70) to a sim-
ple integral over r, or equivalently over ψ or t. In addition,
to improve the computation time, the remaining integral
on φ is computed analytically. This leads to

F
(i)
νzobs

(tzobs) =
1 + z

4πD2
L

t(i)max(tzobs)∫

t
(i)
min(tzobs)

cdt

2Γi(t)Ri(t)

∆φi (θv;ψi(t
z
obs; t))

2π

×D2
i (tzobs; t) [4πNe (Ri(t))] p

′(i)
ν′ (t) , (74)
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full dynamics

self-similar regime

afterglowpy

full dynamics

self-similar regime

afterglowpy

Fig. 2. Synthetic afterglow light curves of a top-hat jet viewed
on-axis, in the synchrotron-only radiation regime. Solid lines
show the results obtained using our model with full dynam-
ics treatment (using Equation 10), while dotted lines follow
the self-similar solution at all times. Dashed lines are obtained
with afterglowpy without lateral expansion. The fluxes are
computed in radio at 3 GHz (black), in optical in r -band at
5.06×1014 Hz (blue) and in X-rays at 1 keV (red). The parame-
ters used for this figure are E0,iso = 1052 erg, θc = 4 deg, next =
10−3 cm−3, εe = 10−1, εB = 10−1, p = 2.2, DL = 100 Mpc.

where

cos (ψi(t
z
obs; t)) = c

t− tzobs

1+z

Ri(t)
, (75)

Di(tzobs; t) =
1

Γi(t) (1− βi(t) cosψi(tzobs; t))
, (76)

Ne(r) = ζMext(r)/mp is the number of shock-accelerated
electrons per unit solid angle, and p′(i)ν′ (t) is the power per
unit frequency and per electron in the comoving frame com-
puted in § 2.4 and evaluated at time t and comoving fre-
quency ν′ = (1 + z)νzobs/Di (tzobs; t).

The limits of the integral t(i)min(tzobs) and t
(i)
max(tzobs) are

defined by the condition ψmin,i ≤ ψi (tzobs; t) ≤ ψmax,i,
where

ψmin,i =

{
θmin,i − θv if θv ≤ θmin,i

0 if θmin,i ≤ θv ≤ θmax,i

θv − θmax,i if θmax,i ≤ θv ≤ π/2
, (77)

and ψmax,i = θv + θmax,i, i.e.

t−Ri(t)
c

cos (ψmax,i) ≤
tzobs

1 + z
≤ t−Ri(t)

c
cos (ψmin,i) . (78)

Finally, we use the exact analytical calculation of
the geometrical term ∆φi defined by ∆φi(θv;ψ) =∫ 2π

0
dφfi(θv;ψ;φ), where fi(θv;ψ;φ) = 1 if the direction

(ψ;φ) is contained in the component i (core jet or ring)
and 0 otherwise.

3. Comparison with other afterglow models

We now compare the results obtained with our model to
two other models of the afterglow of a structured jet: the
model presented in Gill & Granot (2018) and afterglowpy,

a public Python module to calculate GRB afterglow light
curves and spectra, based on Ryan et al. (2020).

The first comparison is straightforward: with our de-
fault values of the normalization coefficients Kν and KP,
the assumptions (dynamics, microphysics, radiation, cal-
culation of observed quantities) of our model in the pure
synchrotron case are exactly the same as in Gill & Granot
(2018). We checked that we reproduce exactly the different
cases in their Figure 4.

The case of afterglowpy requires a more detailed com-
parison as there are differences in the some treatments of
the afterglow physics:
(1) Early dynamics: In afterglowpy, even the early-time
dynamics is computed assuming the self-similar Blandford
& McKee regime, i.e. Γ(t; θ) ∝ E(θ)1/2n

1/2
0 t−3/2 (see §2.1

in Ryan et al. 2020), whereas we include the coasting phase
with Γ ∼ cst before a smooth transition towards the self-
similar regime at the deceleration radius, as described in
§2.2. Figure 2 compares for a typical set of parameters the
afterglow light curves from a top-hat jet viewed on-axis in
radio, optical and X-rays obtained with our model (solid
line), afterglowpy (dashed line) and our model where the
dynamics has been forced to be in the self-similar regime
at all times (dotted line). This allows to check that both
models with the same self-similar dynamics agree well, ex-
cept for the flux normalization as discussed below, and
that the model with the full dynamics converge progres-
sively towards the same solution: following the peak at
the deceleration radius (at ∼ 10−2 days in this example),
the light curve obtained with the full dynamics smoothly
converges towards the self-similar solution, and both light
curves are identical at late times (typically after the jet
break at ∼ 2 days in this example). On the other hand,
the self-similar approximation strongly over-estimates the
fluxes until the deceleration radius and the full dynamics
should always be included when considering early obser-
vations. In the case of GW 170817 discussed in the next
section, the earliest detection by Chandra was obtained 9
days after the merger, by which time the core jet dynamics
has reached the self-similar regime.
(2) Late dynamics: contrary to afterglowpy, the present
version of our model does not include lateral expansion of
the ejecta. When comparing with afterglowpy, we there-
fore deactivate this option in the latter, which leads to the
excellent late-time agreement seen in Figure 2. The impact
of the lateral spreading is expected to be very limited as
long as the core jet is relativistic (see e.g. Woods & Loeb
1999; Granot & Piran 2012; van Eerten & MacFadyen 2012;
Duffell & Laskar 2018), so that we stop the jet propagation
when the core Lorentz factor reaches Γ = 2 in the sim-
ulations of GW 170817’s afterglow discussed in the next
section. In addition, we exclude observations after 400 days
from the data set used for the afterglow fitting, which cor-
responds to Γ & 3−4 for the core jet in our best fit models.
(3) Flux normalization: afterglowpy relies on a scaling to
boxfit (van Eerten et al. 2012), while in our model, this
normalization is derived from analytical approximations de-
tailed in Section 2. This leads to the difference of normal-
ization seen in Figure 2 when comparing afterglowpy with
our model where the same self-similar dynamics is forced.
The flux ratio varies between 1 and 5 at all wavelengths.
When exploring a broad parameter space, varying the an-
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gle, energy injection, microphysical parameters, we checked
that the flux ratio never exceeds 5.

To conclude this comparison, we note that afterglowpy
and our model (in pure synchrotron mode) have been used
by Kann et al. (2023) for two independent Bayesian infer-
ences of the parameters of the afterglow of GRB 221009A
using the same set of early observational data and con-
verged towards very similar solutions.

4. The VHE afterglow of GW 170817

In this Section, we present the results obtained by fitting
the observations of the GRB afterglow of GW 170817, using
Bayesian analysis.

4.1. Observational data

In its numerical implementation, our model allows for si-
multaneous, multi-wavelength modelling. We use 94 data
points, from radio to X-rays between 9.2 and 380 days3, as
compiled and reprocessed homogeneously by Makhathini
et al. (2021). We also include 5 constraining early-time
upper limits also reported in Makhathini et al. (2021), as
shown in Table 2. Early-time constraints are useful to re-
strict the posterior models to those with a single peak in
flux density, as discussed in § 2.2. All these flux measure-
ments and upper limits are fitted simultaneously.

The likelihood that we use for our study is based on a
modified χ2 calculation to account for the upper limits:

lnL = −1

2


∑

i

(mi − di)2

σ2
i

+
∑

j

(max {uj ;mj} − uj)2

σ2
j


,

(79)

where the first sum concerns observational data (subscripts
i) while the second sum concerns upper limits (subscripts
j). The quantities mi and mj are the model flux densities
at each observing time and frequency of the observational
data set; di is the flux density value of a detection; σi its
associated uncertainty; uj is a flux upper limit presented
in Table 2; and σj is an equivalent uncertainty that we ar-
bitrarily define as σj = 0.2uj , which roughly corresponds
to the typical uncertainties for the detections. Adding this
element accommodates for some models whose predictions
are slightly above the reported upper limit. Note that the
quantity max{uj ;mj} in the second term implies that it
3 Data points can be accessed on
github.com/kmooley/GW170817/

Time Frequency Instrument Upper limit
0.57 9.7× 109 VLA 144
0.70 1.2× 1018 NuSTAR 7.3× 10−4

1.44 1.0× 1010 VLA 13.8
2.40 2.41× 1017 Chandra 2.3× 10−4

3.35 3× 109 VLA 19
Table 2. Early-time upper limits used in the afterglow fitting.
Times are given in days, frequencies in Hz, and upper limits in
µJy. These flux upper limits are selected as the most constrain-
ing among all the early observations listed in the compilation by
Makhathini et al. (2021).

behaves as a penalty added only for predicted fluxes mj

above the observed upper limits. Another option would be
to force the likelihood to diverge as soon as one of the mod-
eled fluxes is above the corresponding upper limit.

In this study, we choose not to include late-time obser-
vations after 400 days in the fits. Indeed, we expect jet
lateral spreading to play a role at late times, when the
shock front reaches Lorentz factors Γ . 3, by which point
our model cannot accurately describe the jet dynamics. In
addition, other emission sites (e.g. the kilonova afterglow,
Nakar & Piran 2011) could also contribute to the observed
flux at late times. Including the latest observations (Ha-
jela et al. 2022) which were not included in the compila-
tion by Makhathini et al. (2021) is also difficult: late-time
data in X-rays consists of only a few photons and a cor-
rect modelling in this case should be expressed in photon
counts and account for the instrumental response and low-
statistics effects. The result of such an analysis is currently
unclear, with an uncertain late rebrightening (Hajela et al.
2022): see discussion in Troja et al. (2022). Interpreting the
late evolution of GW 170817’s afterglow seems to require a
dedicated study, and we therefore exclude this phase from
the analysis presented here. Finally, we do not include the
H.E.S.S. upper limit at the peak (Abdalla et al. 2020) as it
does constrain the fit (see § 4.4).

4.2. Results from the afterglow fitting

We perform a Bayesian analysis on the GW 170817 after-
glow data using the Markov Chain Monte Carlo (MCMC)
algorithm of the Python suite emcee (Foreman-Mackey
et al. 2013, 2019). We run three separate fits where the as-
sumptions for the radiative processes in the shocked region
differ:

1. "no SSC": emission is only produced by synchrotron
radiation, as described in Sari et al. (1998) and § 2.4.4;

2. "SSC (Thomson)": SSC is taken into account assum-
ing that all scatterings occur in Thomson regime, as
described in Sari & Esin (2001) and § 2.4.5;

3. "SSC (with KN)": SSC is taken into account including
the KN regime, as described in Nakar et al. (2009) and
§ 2.4.6.

The priors used for these three fits are identical and pre-
sented in Table 3. We use (log-)uniform priors over large
intervals in order to remain as agnostic as possible. Their
bounds are shown in Table 3. Additional constraints on the

Parameter Bounds Type
Ec

0,iso (erg) 1050 − 1056 log-uniform
θc (deg) 0.5− 10 uniform
θv (deg) 0− 50 uniform

next (cm−3) 10−6 − 100 log-uniform
εB 10−6 − 1 log-uniform
εe 10−4 − 1 log-uniform
ζ 10−4 − 1 log-uniform
p 2.1− 2.4 uniform
a 0.1− 7 uniform
Γc

0 101 − 103 log-uniform
b 0− 6 uniform

Table 3. Free parameters of the MCMC, their prior bounds and
shape.
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Fig. 3. Comparison of the marginalized posterior distributions for the three fits of the afterglow of GW 170817 presented in
Section 4, which differ only by the treatment of the radiative processes: "no SSC" in blue; "SSC (Thomson)" in green; "SSC
(with KN)" in orange. The first two rows show the inferred distributions of the model’s free parameters. The last row shows the
distributions of several quantities derived from these parameters: true energy of the jet E0 (see Equation 5), ratio θv/θc, and four
quantities used in the conditions for single-peaked light curves from Beniamini et al. (2020b) and described in § 2.2, log (θcΓc

0),
8b/a, −b log θc

log Γc
0
and (b− 1) log (θv/θc)

log (Γc
0θc)

.

viewing angle can be obtained by combining the GW sig-
nal and the accurate distance and localization of the host
galaxy (Finstad et al. 2018), or by combining the afterglow
photometry and VLBI imagery (Govreen-Segal & Nakar
2023), and the density of the external medium can be con-
strained from direct observation of the host galaxy (Hal-
linan et al. 2017; Hajela et al. 2019). We do not include
them to focus on constraints obtained from the afterglow
modeling only.

For each of the three fits, we initialize 50 chains and run
10000 iterations per chain. After studying the convergence
speed, we remove the first 2000 iterations for each chain and
show the posterior distributions for the remaining 400000
samples of parameters.

We present the marginalized posterior distribution of
the free parameters for the three fits in Figure 3, comple-
mented by Figure C.1 in appendix, which shows the corre-
sponding joint and marginalized posterior distributions at
3σ credibility ("corner plot"). We also show in Figure 3 the
distribution of some derived quantities, the true initial ki-
netic energy of the ejecta E0 as deduced from equation (5),
the ratio of the viewing angle over the opening angle of
the core jet θv/θc and the four conditions for single-peaked
light curves described by Beniamini et al. (2020b) and in
§ 2.2. The three fits lead to similar distributions across the
parameter space, with a few exceptions discussed in § 4.3.
The median parameter values as well as their 90% credible
intervals are reported in Table 4. We finally show in Ta-
ble 5 the median values of the derived quantities shown in
Figure 3.

Free Model
Parameter no SSC SSC (Thomson) SSC (KN)

logEc
0,iso [erg] 53.70+1.21

−1.15 54.11+1.14
−1.30 53.70+1.12

−1.32

θc [◦] 1.77+1.12
−0.89 1.85+1.28

−0.82 2.07+0.83
−0.82

θv [◦] 21.81+7.69
−7.02 17.16+2.50

−2.35 22.67+5.94
−5.58

log next [cm−3] −1.09+1.09
−1.28 −1.61+1.08

−1.23 −1.03+1.03
−1.14

log εB −4.09+1.36
−1.01 −4.43+1.39

−1.54 −4.08+1.19
−0.97

log εe −2.73+0.99
−1.27 −2.97+1.13

−1.03 −2.81+1.15
−1.13

log ζ −0.68+0.68
−1.05 −0.96+0.96

−0.96 −0.81+0.81
−1.07

p 2.14+0.02
−0.02 2.14+0.01

−0.01 2.14+0.01
−0.02

a 3.14+0.30
−0.29 3.34+0.66

−0.50 3.19+0.30
−0.27

log Γc
0 2.68+0.32

−0.53 2.62+0.38
−0.49 2.64+0.36

−0.51

b 2.13+0.84
−0.78 2.20+1.07

−0.97 2.24+0.79
−0.80

Table 4. Median posterior values for the free parameters of
the three fits of the afterglow of GW 170817 presented in § 4.2.
Uncertainties reported are the 90 % credible intervals of each
parameter’s posterior distribution.

The detailed joint posterior distributions for the "SSC
(with KN)" model where emission is produced by syn-
chrotron radiation and SSC diffusions in both Thomson and
KN regimes are shown in Figure 4. In this Figure, which
is representative of the results obtained with the three fits,
we observe typical correlations between some of the after-
glow parameters, like θc and θv, Ec

0,iso and next, or εe and
εB. Some other parameters are anti-correlated, like Ec

0,iso
and εB, or next and εB. Such degeneracies in the model
parameters are expected when only the synchrotron com-
ponent is observed (see e.g. Aksulu et al. 2022). In the case
of GW 170817, the afterglow light curves can in first ap-
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Fig. 4. Posterior joint and marginalized distributions of the model’s free parameters, Ec
0,iso, θc, θv, next, εB, εe, ζ, p a, Γc

0, b, for the
"SSC (with KN)" fit of the afterglow of GW 170817 presented in Section 4 which includes SSC diffusions in both Thomson and KN
regimes. The priors are all uniform or log-uniform and are shown in Table 3. Fitted data includes all points until tmax = 400 days,
as well as 5 early-time upper limits (see Section 4.1). The colored contours correspond to the 1σ, 2σ and 3σ confidence intervals
for each parameter.

proximation be described by five quantities – its peak time,
peak flux, rising and decreasing phase temporal slopes and
spectral slope – which does not allow to constrain all the
free parameters listed in Table 3.

As a post-processing step, we re-sample 20000 light
curves at several observing frequencies (3 GHz, 1 keV and
1 TeV) and spectra at several observing times (20 days,
110 days, 400 days), where the set of parameters is di-
rectly drawn from the posterior sample, for each of the

three fits. At each observing time (for the light curves)
or at each frequency (for the spectra), we then determine
the 68% and 97.5% credible intervals for the distribution
of predicted flux densities, that we use to draw confidence
contours around the median value of the light curves and
spectra. Because the posterior samples are similar between
the three models, we show only the results for the most
realistic case ("SSC (with KN)" model) in Figures 5 and 6
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Fig. 5. Posterior distribution of the radio light curves at
νobs = 3 GHz for the "SSC (with KN)" fit of the afterglow
of GW 170817. Solid lines represent the median value at each
observing time, dark contours the 68% confidence interval and
light contours the 97.5% confidence interval. Late-time observa-
tions not used in the fit are shown in blue.

(radio and VHE light curve), and in Figure 7 (spectrum at
110 days, close to the peak).

4.3. Discussion: inferred parameters

As seen in Figure 5, the afterglow of GW 170817 is very well
fitted by the model. The model predicts accurately the flux
at all times, with a very small dispersion. The dispersion of
the predicted flux is of course larger at very early or very
late times where we do not include any data point in the
fit. The same quality of the model prediction is observed
in the spectrum on Figure 7. The frequency νm,obs is below
the data points at the lowest frequency, with some disper-
sion in absence of observational constraints. The critical
frequency νc,obs is found to be in X-rays, at the frequency
of the highest frequency data points.

The inferred values of most model parameters (Figure 3
and Table 4) are very similar to the results obtained in
previous studies modelling the same afterglow with the syn-
chrotron radiation from a decelerating structured jet (Troja
et al. 2019; Lamb et al. 2019; Ghirlanda et al. 2019; Ryan
et al. 2020), with some exceptions, due to different priors.

Derived quantity Model
no SSC SSC (Thomson) SSC (KN)

logE0 [erg] 51.95+1.05
−1.13 52.41+1.04

−1.22 52.07+1.01
−1.19

θv/θc 11.95+5.29
−4.54 9.84+2.80

−2.59 11.19+3.58
−3.45

log
(
Ec

0,iso/next

)
[erg · cm3] 54.90+1.08

−1.18 55.77+0.42
−0.43 54.79+0.86

−0.85

log (θcΓc
0) 1.15+0.48

−0.58 1.12+0.43
−0.54 1.17+0.44

−0.61

8b/a 5.40+1.81
−2.05 5.36+1.95

−1.94 5.54+1.91
−1.96

−b log θc/ log Γc
0 1.21+0.23

−0.25 1.29+0.27
−0.28 1.22+0.25

−0.22

(b− 1) log (θv/θc)/ log (Γc
0θc) 1.09+0.38

−0.38 1.10+0.39
−0.39 1.10+0.40

−0.34

Table 5. Median posterior values for several derived quantities
for the three fits of the afterglow of GW 170817 presented in
§ 4.2. Uncertainties reported are the 90 % credible intervals of
each quantity’s posterior distribution. The four last rows corre-
spond to the quantities appearing in the conditions for single
peak light curves (§2.2).
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Fig. 6. Posterior distribution of the VHE light curves at
hνobs = 1 TeV for the "SSC (with KN)" fit of the afterglow
of GW 170817. Same conventions as in Figure 5. Note that this
is a prediction of the model, with no observational constraint
included in the fit.

A first difference concerns the viewing and core jet opening
angles θv and θc. Even if the values inferred by the "SSC
(with KN)" fit are comparable with values found in previ-
ous studies, the corresponding ratio θv/θc ∼ 11 (Table 5)
is on the higher end of the other predictions. Nakar & Pi-
ran (2021) give a compilation of these predictions and show
that afterglow light curves can only constrain this ratio and
not the two parameters independently, which is confirmed
by the strong correlation observed in Figure 4. This differ-
ence is probably due to the flat and broad priors we use for
these two parameters, whereas most previous studies use
much stricter priors based on an external constraint, either
on the viewing angle derived from GW data using the value
of the Hubble constant from Planck (as in Troja et al. 2019;
Ryan et al. 2020) or a constraint on the viewing angle and
the core jet using VLBI imagery (as in Ghirlanda et al.
2019; Lamb et al. 2019). The marginalized distributions of
θv and θc show that a restricted region of the parameter
space has been explored by the MCMC chains for these
parameters, as is also visible on Figure C.1.

When comparing with the results of Ryan et al. (2020),
where the assumptions are the closest to those of our "no
SSC" fit and where the light curves are computed using
afterglowpy with which we compared our model in Sec-
tion 3, we also find that our predicted values for Ec

0,iso and
next are about one order of magnitude higher. From Fig-
ure 4, it appears that it is also an effect of our different pri-
ors for the angles. However we observe the expected strong
correlation between these two parameters and the inferred
ratio Ec

0,iso/next ∼ 1055 erg · cm−3 (Table 5) is close to the
value obtained by Ryan et al. (2020). Using similar priors
for the angles, or including a constraint on the external
density from the observation of the host galaxy (Hallinan
et al. 2017; Hajela et al. 2019) would then reduce the in-
ferred values for these two parameters. We discuss below
the fact that detections in the VHE range would help to
break this degeneracy and allow for a more precise deter-
mination of the energy and external density independently
of such external constraints.
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Fig. 7. Posterior distribution of the afterglow spectrum around
its peak (tobs = 110 days) for the "SSC (with KN)" fit of the af-
terglow of GW 170817. Data points show the multi-wavelength
observations at tobs ± 4 days. The upper limit from H.E.S.S.
is also indicated (Abdalla et al. 2020). The low-energy com-
ponent (solid line) is produced by synchrotron radiation, while
the high-energy emission (dashed line) is powered by SSC diffu-
sions. Thick lines represent the median value at each observing
frequency, dark contours the 68% confidence interval and light
contours the 97.5% confidence interval. Some instrument observ-
ing spectral ranges are shown in colors.

The inferred values for the microphysics parameters εB
and p are very close to those obtained in previous stud-
ies. The value of εe is slightly lower, but we also find that
the median value for the fraction of accelerated electrons
is ∼ 0.15, whereas this parameter is not included in past
studies. Both parameters are strongly correlated, as seen in
Figure 4. Overall, the values of these microphysics parame-
ters, including ζ, are in a good agreement with the current
understanding of the plasma physics at work in relativistic
collisionless shocks (see e.g. Sironi et al. 2015) and compa-
rable to values obtained for cosmological short GRBs by
Fong et al. (2015). The inferred value ζ < 1 leads to the
question of a possible contribution to the radiation of the
remaining thermal electrons (see e.g. Warren et al. 2022).
Assuming ζ = 1 as in previous studies is relevant in the
case of GW 170817 as the observed emission is dominated
by the synchrotron radiation, and the cooling break νc,obs

is not detected. However these microphysics parameter im-
pact the synchrotron and SSC components in different man-
ners, as discussed below, and must therefore be considered
to predict the VHE emission.

As shown in the second row of Figure 3 and in Table 5,
the inferred values of the parameters describing the initial
lateral structure of the ejecta are in good agreement with
the conditions established in Beniamini et al. (2020b) and
listed in §2.2 to get a single peak light curve: note that in
practice, double peak light curves are not excluded a priori
in our MCMC, but are disfavored thanks to the inclusion
of early upper limits (Table 2). Finally, we note that the
initial distribution of the Lorentz factor (Γc

0 and b) is not
well constrained, which was expected as most of the ob-
served emission is produced in the self-similar stage of the
deceleration. A correlation is observed between Γc

0 and b.
This can be explained by the fact that the lateral struc-
ture is required to reproduce the early-time slow rise of the

Parameter "Moderate" "Optimistic"
Ec

0,iso [erg] 4.12× 1052 5.07× 1052

θc [◦] 1.75 1.31
θv [◦] 21.25 24.40

next [cm−3] 4.25× 10−3 1.52× 10−2

εB 1.61× 10−3 4.79× 10−4

εe 1.87× 10−2 3.54× 10−2

ζ 1 3.57× 10−1

p 2.139 2.149
a 2.98 2.95
Γc

0 184 164
b 2.01 1.34

Table 6. Reference cases: both sets of parameters are in the
97.5% confidence interval of the distributions inferred by the
"SSC (with KN)" fit of the afterglow of GW 170817. They differ
by the predicted VHE flux, which is either close to the median
("Moderate" case) or at the higher end of the confidence interval
("Optimistic" case).

light curve (Nakar & Piran 2018). Specifically, some mate-
rial needs to have lower initial Lorentz factors to overcome
effects of Doppler boosting out of the line of sight. With
a higher core Γc

0, a steeper decrease in Γ0(θ) is required
for material at a given latitude θ to have a sufficiently low
initial Lorentz factor that the observed slow rise can be
reproduced, leading to higher values of b.

4.4. Discussion: the predicted VHE emission of GW 170817

We now discuss the predicted VHE emission of the after-
glow of GW 170817. The predicted light curve at 1 TeV is
plotted in Figure 6 and the VHE component of the spec-
trum at the peak of the light curve is shown in Figure 7,
where is also indicated the upper limit obtained by H.E.S.S.
(Abdalla et al. 2020). It appears that (i) the synchrotron
emission extends at most up to the GeV range (due to the
synchrotron burnoff limit, see Appendix A) and the VHE
emission is then entirely due to the SSC process; (ii) even
taking into account the dispersion, the predicted flux at 1
TeV is at least two orders of magnitude below the upper
limit of 3.2 × 10−13 erg · s−1 · cm−2 obtained around the
peak by H.E.S.S. (Abdalla et al. 2020), which is therefore
not constraining. It is also clear when comparing Figures 5
and 6 that the dispersion of the predicted VHE flux is much
larger than for the synchrotron component which is well
constrained by the observations from radio to X-rays. This
is also shown in the distribution of the predicted peak flux
and peak time in radio and at 1 TeV in Figure 8. Note
that the VHE light curve peaks a few days before the light
curves from radio to X-rays, due to a different evolution of
the synchrotron and SSC components. This result is due
to the fact that the dependency of the SSC component on
the model parameters is complex and very different from
the dependencies of the synchrotron component identified
by Sari et al. (1998). This also highlights the interest of
detecting the VHE emission for the inference of model pa-
rameters, as some of the degeneracies visible in Figure 4
would be broken.

In the afterglow of GW 170817, the synchrotron spec-
trum is in slow cooling, with a spectral peak determined
by the critical Lorentz factor γc. If IC scatterings occurred
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Fig. 8. Posterior distributions of the VHE peak flux density
(top) and the radio (dashed grey line) and VHE (solid black
line) peak times (bottom) for the "SSC (with KN)" fit of the
afterglow of GW 170817.

in Thomson regime, the peak of the SSC component would
be due to the diffusion of photons at νc by the electrons at
γc (Sari & Esin 2001), and this peak should be intense as
εe � εB (see Equation 59). However, the predicted VHE
emission is actually very weak because of a strong KN
attenuation. To illustrate this effect, we select in Table 6
two reference sets of parameters, taken from the posterior
sample. They are respectively in the 68% and 97.5% confi-
dence intervals for the "SSC (with KN)" fit and fit perfectly
well the observed light curves. The first set of parameters
("Moderate") corresponds to a predicted VHE flux which
is close to the mean, whereas the second set of parame-
ters ("Optimistic") corresponds to a predicted VHE flux
on the highest end of the confidence interval: see the two
predicted VHE light curves and peak spectra in Figure 9.
In both cases, we selected sets of parameters having a low
density, and therefore a low energy (see discussion in § 4.3).

Figure 10 shows for these two reference cases the evo-
lution of Y (γc) and γc/γ̂c for the core jet, computing the
SSC emission either by assuming that all scatterings are
in Thomson regime like in the "SSC (Thomson)" fit, or by
including the KN attenuation like in the "SSC (with KN)"
fit. The figure shows that, in the full calculation, γc/γ̂c � 1
during the whole evolution, so that the scatterings of pho-
tons at νc by electrons at γc are strongly reduced by the
KN regime. The Compton parameter Y (γc) then remains
very low. This confirms the origin of the weak VHE emis-
sion in the afterglow of GW 170817. In this regime of weak
SSC emission, the synchrotron component is unaffected by
the IC cooling, γc ' γsyn

c , and this explains why the re-
sults of the "no SSC" and "SSC (with KN)" fits are so
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Fig. 9. VHE light curve at hνobs = 1 TeV (top) and spectrum
around the peak at tobs = 110 days (bottom) for the "Moderate"
(in blue) and "Optimistic" (in red) references cases (see Table 6).
Both predict similar fluxes in the synchrotron range due to the
observational constraints, but differ in the SSC regime. The up-
per limit from H.E.S.S. is indicated for comparison (Abdalla
et al. 2020).

close (Table 4). On the other hand, Figure 10 also shows
that Y no KN overestimates Y (γc) in this case, leading to
Y (γc) > 1. The critical Lorentz factor is therefore given
by γc ' γsyn

c /Y (γc), which leads to an overestimation of
γsyn

c in the MCMC to maintain the cooling break above the
X-ray measurements (increased E0,iso and lower εB). This
explains the observed difference between the values of the
model parameters inferred in the "SSC (Thomson)" and
"SSC (with KN)" fits in Table 4. The value of γc/γ̂c � 1 in
this case (green curves in the top panel of Figure 10) proves
that the Thomson regime is not justified.

As the upper limit of H.E.S.S. was obtained close to
the predicted peak with an already long exposure time of
53.9 hours (Abdalla et al. 2020), our prediction shows that
it was unfortunately impossible to detect the VHE after-
glow of GW 170817 with instruments currently available.
We discuss in the next section the conditions that would
make a post merger afterglow detectable at VHE in the fu-
ture, especially in the context of the increased sensitivity
expected with the CTA.
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Fig. 10. Evolution of γc/γ̂c (top) and of the Compton parame-
ter at γc , Y (γc) (bottom) in the core jet. These quantities are
plotted as a function of the observer time for the "Moderate"
(solid line) and "Optimistic" (dashed line) references cases (see
Table 6) in the "SSC (Thomson)" case (green) and in the "SSC
(with KN)" case (orange).

5. Detectability of post-merger afterglows at VHE
and prospects for the CTA

Even if the VHE afterglow of GW 170817 was not de-
tectable, deeper observations of similar events can be ex-
pected in the future, in particular with the Cerenkov Tele-
scope Array (CTA, Cherenkov Telescope Array Consortium
et al. 2019). The off-axis afterglow phase is of particular
interest because after a few days, full-night observations
can be conducted without a significant intrinsic source flux
variability over the observation time. We investigate in this
section the conditions that would make such an event de-
tectable by current instruments and the upcoming CTA.
For this study, we assume a CTA detection sensitivity at
1 TeV about 6 times better than that of H.E.S.S., as ex-
pected from Cherenkov Telescope Array Consortium et al.
(2019). For an exposure time of ∼ 50 hours as for the
H.E.S.S. deep observations of GW 170817 (Abdalla et al.
2020), this leads to a detection sensitivity at 1 TeV of
5× 10−14 erg · s−1 · cm−2.

A geometrical effect such as a lower viewing angle nat-
urally increases the peak of the observed flux, and has a
similar effect on the synchrotron and SSC components. In
Figure 11, we show for the "Moderate" reference case the
light curves (top) and spectra at the time of the 1 TeV emis-
sion peak (bottom), for gradually decreasing viewing an-
gles. The 1 TeV light curves peak at earlier times when the
viewing angle decreases, and the peak flux reaches higher
values. As expected, the relative flux increase at the time
of peak is similar for the synchrotron and the SSC com-
ponents (Figure 11, bottom) and all light curves follow a
similar long-term evolution, when the entire jet emission
becomes visible to the off-axis observer. For the "Moder-
ate" (resp. "Optimistic") reference case (Table 6), we find
that a ratio θv/θc . 3 (resp. θv/θc . 6 would have made the
afterglow of GW 170817 detectable by H.E.S.S., provided
the conditions had allowed for a very early deep observa-
tion. With the CTA, the VHE emission could have been
detected up to θv/θc ' 4 (resp. θv/θc ' 8). In such a sce-
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Fig. 11. Light curves at 1 TeV (top panel) and spectra at light
curve peak (bottom panel) of the "Moderate" reference case
(see Table 6) for varying viewing angles. The case fitting the
afterglow of GW 170817 corresponds to θv/θc = 12.17. The peak
times at which spectra are calculated are (in the ordering of the
legend) 123, 73, 39, 17, 4.7, 1.4 and 0.06 days. The dotted line
in the top panel coresponds to the assumed CTA sensitivity in
Sec. 5.

nario, the emission peaks at ∼ 5 days (resp. 13 days). This
opens up interesting perspectives, even if the expected de-
tection rate of nearby events at small viewing angles is low
(see e.g. Duque et al. 2019; Mochkovitch et al. 2021).

Under some conditions, the predicted VHE emission
could also be intrinsically brighter. As discussed in § 4.4, the
VHE afterglow of GW 170817 is weak because of a strong
KN attenuation (γc/γ̂c � 1). The regime for the diffusions
of photons at νc by electrons at γc is affected by several
parameters (Nakar 2007). When the diffusions occur in the
Thomson regime, the predicted scaling in the core jet is

γc

γ̂c
∝ 1

(1 + Yc)3

1

ε
5/2
B n

3/2
ext ε

c
0

. (80)

Therefore, the Thomson regime is favored by a high mag-
netic field, a high density or a high kinetic energy. As εB is
determined by plasma instabilities at the ultra-relativistic
shock (Sironi et al. 2015), it should not vary much from
an afterglow to another. On the other hand, the external
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density and the kinetic energy may differ between mergers.
We focus here on the effect of the external density, which
is slightly stronger. Figure 12 shows the evolution of the
afterglow emission for the "Moderate" reference case when
next increases up to ∼ 10 cm−3, all other parameters be-
ing kept constant. A higher external density leads to an
earlier peak time at higher luminosities but affects differ-
ently the synchrotron and the SSC flux: as expected the
SSC process becomes more efficient and the relative SSC-to-
synchrotron ratio increases. The transition from the weak
SSC emission due to a strong KN attenuation described in
§ 4.4 to a more efficient case in Thomson regime occurs in
this reference case above next ∼ 1 cm−3. This corresponds
to the radiative regime S15 in Appendix B, with spectral
breaks at νm < νc < ν̂c < ν0. This effect can clearly be
observed on the bottom panel of Figure 12, showing the
observed spectrum at the peak emission. At the largest ex-
ternal densities, the increase of the VHE flux stalls for two
reasons. Firstly, the strong SSC emission starts to affect
significantly the synchrotron spectrum, which features two
peaks (visible on the bottom panel of Figure 12). The cool-
ing frequency νc at the peak also decreases, shifting the
SSC peak to lower frequencies so that the flux at 1 TeV
does not increase as significantly as the SSC peak flux. A
second limitation, dominant at the highest densities, comes
from the pair production.

Even taking into account these limitations, a higher ex-
ternal density clearly favors a brighter VHE emission, even
if both the "Moderate" and "Optimistic" reference cases re-
main undetectable by H.E.S.S. or the CTA at the reference
viewing angle. We conclude that post-merger VHE after-
glows should become detectable in the future only under
several favourable conditions, e.g. a higher external density
and a slightly lower viewing angle. For instance, the "Mod-
erate" (resp. "Optimistic") reference case with an external
density next = 1 cm−3 and a viewing angle θv/θc = 6 should
be detectable by the CTA up to a distance of ∼ 90 Mpc
(resp. ∼ 400 Mpc). Note however that two additional effects
should be included in the "Optimistic" case and may reduce
this maximum distance: (i) at 400 Mpc, the attenuation by
the extragalactic background light is not negligible anymore
at 1 TeV, Domínguez et al. 2011; (ii) in this case, the VHE
afterglow peaks very early (∼ 1 day). This would require
an early follow-up which will necessarily be less deep due
to a limited exposure time. It remains that detections with
the CTA above 100 Mpc are possible in the "Optimistic"
case. As some parameters that are naturally degenerate in
an afterglow fit including only synchrotron radiation, such
as next and εB, have different effects on the SSC emission,
such VHE detections would therefore better constrain the
parameter space and allow for a better understanding of the
physical conditions in the post-merger relativistic ejecta.

Another direct consequence of the impact of next on SSC
emission is that short GRB afterglows detected at VHE
are more likely to originate from mergers occurring in a
denser environment. Such VHE detections could therefore
be unique probes to high-density media at the location of
BNS mergers, which are sought clues for short merger time
binaries. Fast mergers are indeed expected to occur close
to their formation sites, where the external medium density
is expected to be higher (see e.g. the discussion in Duque
et al. 2020). Population synthesis studies have shown that
the yet poorly-constrained phase of common envelope dur-
ing binary stellar evolution can lead to the production of

BNS with very short initial separations that merge rapidly,
as discussed by e.g. Dominik et al. (2012). Favorable kick
intensities and orientations during the supernovae could
also tend to shrink the initial orbital separation and in-
crease the orbital eccentricity for part of the BNS popula-
tion (Kalogera 1996). Observationally, the projected offset
distribution of BNS mergers in their host galaxy seems to
feature a tail below 1 half-light radius for ∼ 20% of sys-
tems (Fong & Berger 2013; Berger 2014). These observa-
tions suffer from several observational biases like afterglow
detection, host galaxy association and projection effects,
probably leading to sample incompleteness, but give ev-
idence for a population of fast mergers. If BNS mergers
are the dominant site for r -process nucleosynthesis (see e.g.
Lattimer & Schramm 1974; Goriely et al. 2011; Just et al.
2015; Côté et al. 2017), another more indirect evidence is
provided by the observed large scatter of [Eu/Fe] abun-
dances in extremely metal-poor stars (see the compilation
by Suda et al. 2008), which requires fast mergers allowing
the production of r -process elements when the environment
is still extremely metal-poor (see e.g. Vangioni et al. 2016;
Côté et al. 2019; Dvorkin et al. 2021). It has already been
suggested by Duque et al. (2020) that multi-messenger ob-
servations of BNS including the detection of the afterglow
will be biased in favor of high-density environment, thus
allowing to probe this potential population of fast mergers.
We show here that future VHE afterglow detections either
following the GW detection of a BNS merger, or the detec-
tion short GRB, can also directly probe this population.

6. Conclusion

We developed a detailed model of the afterglow of a
laterally-structured jet from radio the VHE. Emission is
produced in the shocked external medium behind the for-
ward external shock and the dynamics does not include the
late lateral expansion of the ejecta. Such effects, as well as
the contribution of the reverse shock, will be implemented
in the future. The main challenge addressed in this paper is
the self-consistent calculation of the synchrotron and SSC
emission while accounting for the two different IC regimes:
Thomson and Klein-Nishina (KN). We based our approach
on the method proposed by Nakar et al. (2009), extended
to include additional effects: the maximum electron Lorentz
factor γmax is also computed self-consistently, leading to
a realistic estimate of the high-energy cutoff of the syn-
chrotron component, and the attenuation at high-energy
due to pair production is also included. The values of γc

and Y (γc), as well as the spectral regimes are determined
numerically. Synchrotron self-absorption, that is relevant
at low radio frequencies has not been included yet. The
implementation of the model is computationally-efficient,
allowing for afterglow fitting.

We used this model to fit the multi-wavelength after-
glow of GW 170817, including radio to X-ray observations
up to 400 days and five early-time upper limits. We inferred
the model parameters using three different assumptions for
the emission: pure synchrotron, synchrotron and SSC as-
suming that all scatterings occur in Thomson regime, and
self-consistent synchrotron and SSC calculation taking into
account the KN regime. We obtain excellent fits in the three
cases, with similar constraints on the parameters for the
pure synchrotron case and the full calculation with SSC in
KN regimes, whereas the case where all scatterings are as-
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Fig. 12. Light curves at 1 TeV (top panel) and spectra at light
curve peak (bottom panel) of the "Moderate" reference case
(see Table 6) for varying external medium densities next. The
case fitting the afterglow of GW 170817 corresponds to next =
4.25 × 10−3 cm−3. Each line is labeled with the multiplication
factor applied to the reference next. The peak times at which
spectra are calculated are 123, 60, 26, 12 and 0.55 days. The
dotted line in the top panel coresponds to the assumed CTA
sensitivity in Sec. 5.

sumed to be in the Thomson regime deviates significantly.
The SSC emission in the afterglow of GW 170817 is indeed
weak due to a strong KN attenuation, which confirms the
need to include the self-consistent calculation of the SSC
emission in the KN regime in afterglow models. The pre-
dicted VHE flux at the peak has a large dispersion but
remains about two orders of magnitude below the upper
limit obtained around the peak by H.E.S.S. This shows
that the VHE afterglow of GW 170817 was undetectable
by current instruments, but that future detections of simi-
lar events would break some degeneracies among the model
parameters and allow better constraints on the physics of
the relativistic ejecta.

We then studied how such post-merger VHE afterglows
may become detectable in the future, in the context of the
improved sensitivity of the CTA. Beyond the evident effect
of a less off-axis viewing angle, we show that the efficiency
of the SSC emission becomes larger in external media with

higher densities than GW 170817. For instance, a similar
ultra-relativistic jet in a medium of density ∼ 1 cm−3 and
seen slightly less off-axis than GW 170817 may become de-
tectable by the CTA at 100-400 Mpc.

This bias of VHE afterglow detections in favor of high-
density environments offers a new probe of a possible pop-
ulation of fast mergers. With a short merger time, a merger
should indeed occur in more central, and denser, regions of
its host galaxy. Thus, future detections of such VHE after-
glows would not only advance our physical understanding
of relativistic jets produced after a BNS merger, but also
constrain the physics of the evolution of massive binary
systems.
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Appendix A: Maximum electron Lorentz factor and
synchrotron burnoff limit

The maximum Lorentz factor γmax of accelerated electrons
is defined in Section 2.3 and is reached when the accelera-
tion timescale becomes longer than the cooling timescale,
i.e.

tacc(γmax) = min(trad(γmax); tdyn) , (A.1)

where the dynamical timescale tdyn and the acceleration
timescale tacc are defined by Equations (16) and (24). From
Equations (38–39), the radiative timescale trad is given by

trad(γ) =
tdyn

1 + Y (γ)

γsyn
c

γ
. (A.2)

Equation (A.1) can then be rewritten

min

[
1;

γsyn
c

γmax(1 + Y (γmax))

]
= K̃γmax , (A.3)

with

K̃ = Kacc
mec

eBtdyn
. (A.4)

Then γmax is the solution of

γ2
max[1 + Y (γmax)] =

γsyn
c

K̃
(A.5)

except in unlikely cases where electrons at γmax are slow
cooling (γmax < γc), that lead to γmax = 1/K̃.

In the present version of the model, we assume
γmax � γm so that the calculation of γc and the identifi-
cation of the radiative regime and associated normalized
electron distribution f(x) and Compton parameter h(x) is
independent of γmax (see § 2.4.6). Therefore the maximum
Lorentz factor is determined once this radiative regime is
identified. We follow an iterative procedure where the seg-
ments of h(x) are explored successively starting from the
last segment x > x̂1 (highest Lorentz factors):

1. We check if there is a solution of Equation (A.5) in this
segment, with the usual approximation for 1 + Y , i.e.

γsyn
c

K̃
=

{
γ2

max if Y (γmax) < 1
γ2

maxY (γmax) if Y (γmax) > 1
, (A.6)

where Y (γmax) is computed from Equation (61), which
leads to

Y (γmax) =





A γm
γsyn
c

I2
I0
h(xmax) if γm > γc

A
γsyn
c

γm
I2
I0
h(xmax) if γm < γc

andY (γmax) < 1(
A
γsyn
c

γm
I2
I0
h(xmax)

)1/3

if γm < γc

andY (γmax) > 1

.

(A.7)

The pre-factor A is the same as in Equation (65).
2. If there is a solution in the considered segment, we stop

the iterative procedure and keep the following value for
the maximum electron Lorentz factor:
– the solution γmax found in the segment if γmax > γc

(fast cooling);

– the solution γmax = 1/K̃ otherwise (slow cooling).
3. If there is no solution in the considered segment:

– If the next segment is still at least partially in fast
cooling regime (i.e. the upper bound is above γc),
we start a new iteration at step 1. using this new
segment;

– otherwise we stop the iterative procedure and keep
for γmax the slow cooling solution γmax = 1/K̃.

In most cases, the maximum electron Lorentz factor
is large enough to be in fast cooling regime (γmax > γc

so that trad(γmax) < tdyn) with a negligible IC cooling
(Y (γmax) < 1). In this case, the maximum Lorentz factor

γmax =

√
γsyn

c /K̃ leads to the usual synchrotron burnoff
limit (see e.g. Piran & Nakar 2010) for the high-frequency
cutoff of the synchrotron spectrum in the comoving frame
hνmax = hνsyn(γmax) = K2Bγ

syn
c /K̃:

hνmax =
1

KPmax

3he2

σTmec
Kacc

=
160 MeV

KPmax
Kacc

. (A.8)

For the best-fit parameters of the afterglow of GW 170817
presented in Section 4, the Lorentz factor of the core jet at
tpeak is Γ ' 10. The limit is thus expected at ∼ 1 GeV in
the observer frame, as seen in Figure 7.

Appendix B: Radiative regimes and corresponding
electron distributions

The IC cooling impacts the distribution of electrons if
max (γc; γ̃p) < γ < γ0 (Equation (64)). As γ̂ = γ3

self/γ
2,

all possibles cases regarding the radiative regime and the
distribution of electrons can be identified in the (γself ; γ0)
plane shown in Figure B.1. As an electron of Lorentz factor
γ can upscatter its own synchrotron photon only if γ ≤ γ̂,
i.e. γ ≤ γself , the x-axis quantifies the importance of the KN
suppression: the lower γself (left side of the diagram), the
more electrons are affected by KN effects. The y-axis quan-
tifies the importance of IC cooling: the IC power of all elec-
trons with γ > γ0 is negligible compared to the synchrotron
power. Therefore, the lower γ0 (bottom of the diagram),
the more electrons have a negligible IC cooling. We list in
Tables B.1 (fast cooling) and B.2 (slow cooling) all theses
cases and provide the corresponding self-consistent solution
(breaks and slopes) for the normalized distribution of elec-
trons f(x) (Equation (43)) and the normalized Compton
parameter h(x) (Equation (61)), as obtained following the
detailed method described in Nakar et al. (2009). The break
corresponding to the peak of the synchrotron spectrum is
highlighted in red. We also provide in each case the expres-
sion of γ0 obtained from the relation Y (γc) = h(xc)/h(x0)
(Equation (66)), as needed in the iterative procedure to
determine Y (γc): see § 2.4.6.

The distribution of electrons is unaffected by the SSC
cooling when γ0 < γc or γc < γ0 < γ̂m,c. These two regions
are shaded in orange and blue in Figure B.1. When γ0 <
γ̂m,c (cases F1 and S1), the IC cooling is negligible for all
electrons and γ0 is undefined. The solution is provided by
the pure synchrotron case (§2.4.4). When γ̂m,c < γ0 < γc

(cases F2 to F5 and S2 to S6), the normalized electron
distribution f(x) is also the same as in the pure synchrotron
case but γ0 is defined and its expression depends on the
considered regime.
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Fig. B.1. Definition of all possible cases for the radiative regime and the distribution of electrons in the plane γ0 vs γself . The
Lorentz factors γm and γc are indicated by red and green solid lines either in the fast cooling regime with γm > γc (left) or in the
slow cooling regime with γm < γc (right). The black solid line in the left panel corresponds to γ0 = γself . The two Lorentz factors
γ̂m (red) and γ̂c (green) are plotted in dashed lines. In some regions, additional Lorentz factors relevant to identify the radiative
regime are also plotted: γ̃m (red dotted line) and γ̃c (green dotted line). The regions where there is no impact of the SSC cooling
on the distribution of electrons are shaded in orange (γ̂m,c < γ0 < γc) and blue (γ0 < γ̂m,c). This diagram allows to identify all
possible orderings of γ0, γm, γc, γ̂m, γ̂m defining all possible radiative regimes: see appendix B. The corresponding limits for γself

are indicated by vertical black dashed lines.

In fast cooling regime, cases F24 and F25 require a spe-
cific treatment, as a large number of breaks can appear in
the distribution (see section 3.2 in Nakar et al. 2009). There
are multiple possible subcases, depending on the number of
breaks, that can be found iteratively. We only list below the

first subcases of case F24 with breaks at ̂̂γm, ̂̂γ0 and ̂̂̂γm.
– If γm < γ0 < min

(
γ̃c; ̂̂γm

)
< γ̂c:

γc γ̂0 γ̂m γm γ0
̂̂γm

̂̂γ0 γ̂c

f | 2 | (p+ 1)/2 | 1 | p | p+ 1
h 0 | (3− p)/2 | 1 | (5− p)/4 | 1/2 | 4/3

– If γm < γ̃c < γ0 < ̂̂γm < γ̂c:
γ̂0 γc γ̂m γm γ0

̂̂γm γ̂c

f | (p+ 1)/2 | 1 | p | p+ 1
h 0 | (3− p)/2 | 1 | (5− p)/4 | 4/3

– If γm < γ̃c < ̂̂γm < γ0 < γ̂c:
For p < 13/5 = 2.6:

γ̂0
̂̂̂
γm γc γ̂m γm

̂̂γm γ0 γ̂c

f | (p+ 1)/2 | 1 | p | (5p− 1)/4 | p+ 1
h 0 | (13-5p)/8 | (3− p)/2 | 1 | (5− p)/4 | 4/3

For p > 13/5 = 2.6:
̂̂̂
γm γc γ̂m γm

̂̂γm γ0 γ̂c

f | (p+ 1)/2 | 1 | p | (5p− 1)/4 | p+ 1
h 0 | (3− p)/2 | 1 | (5− p)/4 | 4/3

– etc. The other subcases of F24 and F25 include even more

breaks at
̂̂̂
γ̂m, etc. These new breaks are gradually closer

and closer, and therefore have a limited signature on the
spectral shape. In addition, these extreme radiative cases
correspond to physical conditions unlikely to be found in
GRB afterglows.

Appendix C: Posterior distributions of the three
fits of the afterglow of GW 170817

Figure C.1 give the posterior joint and marginalized dis-
tributions of the model parameters for the three fits of the
multi-wavelength afterglow of GW 170817 described in Sec-
tion 4. The three fits use the same observational constraints

and the same priors on the free parameters, and differ only
by the radiative treatment: synchrotron only ("no SSC"),
synchrotron and SSC assuming that all IC scatterings occur
in Thomson regime ("SSC (Thomson)"), and self-consistent
calculation of synchrotron and SSC processes taking into
account the KN attenuation ("SSC (with KN)"). It appears
clearly that the "no SSC" and "SSC (with KN)" fits lead
to similar results, whereas the parameters inferred by the
"SSC (Thomson)" fit are slighltly different (see also Ta-
ble 4). This especially true for the viewing and core jet
opening angles, but also for the kinetic energy and the ex-
ternal density. Note the correlations between these quanti-
ties. This difference is due to the fact that the SSC com-
ponent in the afterglow of GW 170817 is very weak due to
the KN attenuation, and is therefore overestimated in the
"SSC (Thomson)" case: see discussion in § 4.3.
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Case F1
breaks γc γm γ̂m γ̂c

f slopes | 2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 undefined

Case F2
breaks γ̂m γ0 γc γm γ̂c

f slopes | 2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γcY
2
c

Case F3
breaks γ̂m γ0 γc γ̂c γm

f slopes | 2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γcY
2
c

Case F4
breaks γ̂m γ0 γ̂c γc γm

f slopes | 2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γ
8/3
c γ̂c

−5/3Y 2
c

Case F5
breaks γ̂m γ̂c γ0 γc γm

f slopes | 2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γcY
3/4
c

Case F6
breaks γ̂m γ̂0 γ̂c γc γ0 γm

f slopes | 2/3 | 2 | p+ 1
h slopes 0 | 1/2 | 7/6 | 4/3

γ0 = γcY
3/4
c

Case F7
breaks γ̂0 γ̂m γ̂c γc γm γ0

f slopes | 2/3 | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | 7/6 | 4/3

γ0 = γcY
3/4
c

Case F8
breaks γ̂m γc γ0 γ̂0 γ̂c γm

f slopes | 3/2 | 2 | p+ 1
h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F9
breaks γ̂m γc γ̂0 γ0

̂̂γ0 γ̂c γm

f slopes | 3/2 | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 3/4 | 4/3

γ0 = γ
1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F10
breaks γ̂m γ̂0 γc γ0 γ̂c γm

f slopes | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 4/3

γ0 = γcYc

Case F11
breaks γ̂m γ̂0

̂̂γc γc γ̂c γ0 γm

f slopes | 1 | 2/3 | 2 | p+ 1
h slopes 0 | 1/2 | 7/6 | 1 | 4/3

γ0 = γ
3/4
c γ̂c

1/4Y
3/4
c

Case F12
breaks γ̂0 γ̂m

̂̂γc γc γ̂c γm γ0

f slopes | 1 | 2/3 | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | 7/6 | 1 | 4/3

γ0 = γ
3/4
c γ̂c

1/4Y
3/4
c

Case F13
breaks γ̂m γc γ0 γ̂0 γm γ̂c

f slopes | 3/2 | 2 | p+ 1
h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F14
breaks γ̂m γc γ0 γm γ̂0 γ̂c

f slopes | 3/2 | 2 | p+ 1
h slopes 0 | 1/2 | 3/4 | 4/3

γ0 = γcY
2
c

Case F15
breaks γ̂m γc γ̂0 γ0

̂̂γ0 γm γ̂c

f slopes | 3/2 | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 3/4 | 4/3

γ0 = γ
1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F16
breaks γ̂m γc γ̂0 γ0 γm

̂̂γ0 γ̂c

f slopes | 3/2 | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 3/4 | 4/3

γ0 = γ
1/2
c γ̂0

1/2Yc = γ
1/4
c γ

3/4
selfY

1/2
c

Case F17
breaks γ̂m γ̂0 γc γ0 γm γ̂c

f slopes | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 4/3

γ0 = γcYc

Case F18
breaks γ̂0 γ̂m γc γm γ0 γ̂c

f slopes | 1 | p | p+ 1
h slopes 0 | (3− p)/2 | 1 | 4/3

γ0 = γcYc

Case F19
breaks γ̂0

̂̂γc γ̂m γc γm γ̂c γ0

f slopes | 1 | p | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | (3− p)/2 | 1 | 4/3

γ0 = γ
3/4
c γ̂c

1/4Y
3/4
c

Case F20
breaks γc γ̂m γ0 γ̂0 γm

̂̂γm γ̂c

f slopes | 2 | 3/2 | 2 | p+ 1
h slopes 0 | 1/2 | 3/4 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F21
breaks γc γ̂m γ0 γm γ̂0

̂̂γm γ̂c

f slopes | 2 | 3/2 | 2 | p+ 1
h slopes 0 | 1/2 | 3/4 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F22
breaks γc γ̂m γ̂0 γ0

̂̂γ0 γm
̂̂γm γ̂c

f slopes | 2 | 3/2 | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 3/4 | 1/2 | 4/3

γ0 = γ̂m
1/2
γ̂0

1/2Yc = γ̂m
1/4
γ

3/4
selfY

1/2
c

Case F23
breaks γc γ̂m γ̂0 γ0 γm

̂̂γ0
̂̂γm γ̂c

f slopes | 2 | 3/2 | 1 | 2 | p+ 1
h slopes 0 | 1/2 | 1 | 3/4 | 1/2 | 4/3

γ0 = γ̂m
1/2
γ̂0

1/2Yc = γ̂m
1/4
γ

3/4
selfY

1/2
c

Case F26
breaks γc γm γ̂m γ0 γ̂c

f slopes | 2 | p+ 1 | p+ 1/2 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γ̂mY
2
c

Case F27
breaks γc γm γ̂m γ̂c γ0

f slopes | 2 | p+ 1 | p+ 1/2 | p− 1/3 | p+ 1
h slopes 0 | 1/2 | 4/3

γ0 = γ̂m
3/8
γ̂c

5/8Y
3/4
c

Table B.1. Fast cooling: list of all possible radiative regimes and corresponding electron distribution. For each case,
the first row of the table gives the list of breaks appearing either in the normalized electron distribution f(x), i.e. the list of xi,
or in the normalized Compton parameter h(x), i.e. list of relevant x̂i, as well as all other necessary characteristic Lorentz factors
to fully define the case in agreement with figure B.1 (blue). The break corresponding to the peak of the synchrotron spectrum is
highlighted in red. The second and third rows give the slopes −d ln f/d lnx and −d ln g/d lnx for each branch. Finally, the last
column gives the expression of γ0. Cases F24 and F25 require a specific treatment: see text in appendix B.
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Case S1
breaks γm γc γ̂c γ̂m

f slopes | p | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 undefined

Case S2
breaks γm γ̂c γ0 γc γ̂m

f slopes | 2 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S3
breaks γ̂c γ0 γm γ0 γc γ̂m

f slopes | 2 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S4
breaks γ̂c γ0 γm γ0 γ̂m γc

f slopes | 2 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ
8/(9−3p)
c γ̂m

(1−3p)/(9−3p)
Y

2/(3−p)
c

Case S5
breaks γ̂c γm γ̂m γ0 γc

f slopes | p | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γcY
3/4
c

Case S6
breaks γ̂c γ0 γ̂m γm γc

f slopes | p | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ
8/(9−3p)
c γ̂m

(1−3p)/(9−3p)
Y

2/(3−p)
c

Case S7
breaks γ̂c γ̂m γ0 γm γ0 γc

f slopes | p | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γcY
3/4
c

Case S8
breaks γ̂0 γ̂c γ̂m γm γc γ0

f slopes | p | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | (3− p)/2 | 4/3

γ0 = γcY
3/4
c

Case S9
breaks γ̂0 γ̂c γm γ̂m γc γ0

f slopes | p | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | (3− p)/2 | 4/3

γ0 = γcY
3/4
c

Case S10
(p < 7/3)

breaks γ̂0 γ̂c γm γc γ0 γ̂m

f slopes | p | (3p− 1)/2 | p+ 1
h slopes 0 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S10
(p > 7/3)

breaks γ̂0 γ̂c γm γc γ0 γ̂m

f slopes | p | (3p− 1)/2 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S11
(p < 7/3)

breaks γ̂0
̂̂γm γ̂c γm γc γ̂m γ0

f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8

γ
(9−3p)/8
c Y

3/4
c

Case S11
(p > 7/3)

breaks γ̂0
̂̂γm γ̂c γm γc γ̂m γ0

f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8

γ
(9−3p)/8
c Y

3/4
c

Case S12
(p < 7/3)

breaks γm γ̂0 γ̂c γc γ0 γ̂m

f breaks | p | (3p− 1)/2 | p+ 1
h breaks 0 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S12
(p > 7/3)

breaks γm γ̂0 γ̂c γc γ0 γ̂m

f breaks | p | (3p− 1)/2 | p+ 1
h breaks 0 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S13
(p < 7/3)

breaks γ̂0 γm γ̂c γc γ0 γ̂m

f xlope | p | (3p− 1)/2 | p+ 1
h slope 0 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S13
(p > 7/3)

breaks γ̂0 γm γ̂c γc γ0 γ̂m

f xlope | p | (3p− 1)/2 | p+ 1
h slope 0 | (3− p)/2 | 4/3

γ0 = γcY
2/(3−p)
c

Case S14
(p < 7/3)

breaks γ̂0
̂̂γm γm γ̂c γc γ̂m γ0

f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1
h slopes 0 | (10− 3p)/6 | (7− 3p)/4 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8

γ
(9−3p)/8
c Y

3/4
c

Case S14
(p > 7/3)

breaks γ̂0
̂̂γm γm γ̂c γc γ̂m γ0

f slopes | p | (3p− 1)/2 | p− 1/3 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8

γ
(9−3p)/8
c Y

3/4
c

Case S15
breaks γm γc γ̂c γ0 γ̂m

f slopes | p | p+ 1 | (3p− 1)/2 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂cY
2/(3−p)
c

Case S16
breaks γm γc γ̂c γ̂m γ0

f slopes | p | p+ 1 | (3p− 1)/2 | p− 1/3 | p+ 1
h slopes 0 | (3− p)/2 | 4/3

γ0 = γ̂m
(3p−1)/8

γ̂c
(9−3p)/8Y

3/4
c

Table B.2. Slow cooling: list of all possible radiative regimes and corresponding electron distribution. Same con-
vention as in table B.1.
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Fig. C.1. Posterior joint and marginalized distributions of the model’s free parameters, Ec
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0, b for
the three fits of the afterglow of GW 170817 presented in section 4, which differ only by the treatment of the radiative processes: in
blue, no SSC diffusions are taken into account ("no SSC"); in green, SSC diffusions are assumed to be only in the Thomson regime
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colored contours correspond to the 3σ confidence intervals for each model and each parameter.
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Abstract

Object GRB 221009A is the brightest gamma-ray burst (GRB) detected in more than 50 yr of study. In this paper,
we present observations in the X-ray and optical domains obtained by the GRANDMA Collaboration and the
Insight Collaboration. We study the optical afterglow with empirical fitting using the GRANDMA+HXMT-LE
data sets augmented with data from the literature up to 60 days. We then model numerically using a Bayesian
approach, and we find that the GRB afterglow, extinguished by a large dust column, is most likely behind a
combination of a large Milky Way dust column and moderate low-metallicity dust in the host galaxy. Using the
GRANDMA+HXMT-LE+XRT data set, we find that the simplest model, where the observed afterglow is
produced by synchrotron radiation at the forward external shock during the deceleration of a top-hat relativistic jet
by a uniform medium, fits the multiwavelength observations only moderately well, with a tension between the
observed temporal and spectral evolution. This tension is confirmed when using the augmented data set. We find
that the consideration of a jet structure (Gaussian or power law), the inclusion of synchrotron self-Compton
emission, or the presence of an underlying supernova do not improve the predictions. Placed in the global context
of GRB optical afterglows, we find that the afterglow of GRB 221009A is luminous but not extraordinarily so,
highlighting that some aspects of this GRB do not deviate from the global known sample despite its extreme
energetics and the peculiar afterglow evolution.

Unified Astronomy Thesaurus concepts: Optical astronomy (1776); Optical telescopes (1174); Interstellar dust
extinction (837); Gamma-ray bursters (1878); Astronomy data modeling (1859)

1. Introduction

Gamma-ray bursts (GRBs) are among the most energetic
phenomena detected in the universe. They release extreme
amounts of energy in soft gamma rays, up to 1 Me assuming
isotropic emission (Kulkarni et al. 1999; Atteia et al. 2017), and
can also be exceedingly luminous in the optical domain
(Akerlof et al. 1999; Boër et al. 2006; Kann et al. 2007;
Racusin et al. 2008; Bloom et al. 2009; Jin et al. 2023).

The GRBs exhibit durations68 from milliseconds up to
several hours (e.g., Thöne et al. 2011; Gendre et al. 2013;
Levan et al. 2014b). They have been historically divided

(Mazets et al. 1981; Kouveliotou et al. 1993) into two classes
based on their duration and spectral hardness.
So-called “short/hard GRBs” have durations of a few

seconds or less and a harder spectrum with respect to their
isotropic energy release (e.g., Minaev & Pozanenko 2020; Agüí
Fernández et al. 2023). They have been linked to gravitational
waves (Abbott et al. 2017a, 2017b, 2017c; Goldstein et al.
2017), and their progenitors are supposed to be mainly
coalescing compact objects such as binary neutron stars or
neutron star–black hole binary systems (for reviews, see
Nakar 2007; Berger 2014). The general short/hard paradigm
has been called into question, especially with the long-duration
event GRB 211211A (Rastinejad et al. 2022; Troja et al. 2022;
Yang et al. 2022), which has been claimed to be associated
with kilonova emission, a hallmark of compact binary mergers.
Conversely, so-called “long/soft GRBs” generally have dura-

tions greater than a few seconds and a softer spectrum, and their
origin is most likely related to the core collapse of rapidly rotating
massive stars (Woosley 1993; Mösta et al. 2015). Similar to the
case of short GRBs, the long/soft paradigm has been called into
question by GRB 200826A, a subsecond GRB clearly associated

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

68 Usually measured as T90, denoting the time span during which 90% of the
emission, from 5% to 95%, is accumulated. The T90 durations are detector-
dependent and can include gamma-ray tail emission in bright bursts.
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with supernova (SN) emission (Zhang et al. 2021; Ahumada et al.
2021; Rossi et al. 2022). For reviews of long GRBs and their
connection to stripped-envelope SN explosions, see Gehrels et al.
(2009), Hjorth & Bloom (2012), and Cano et al. (2017).

The luminosity of GRB afterglows (in the X-ray to optical/near-
infrared, NIR, energy range) is moderately correlated with the
isotropic prompt emission (mostly gamma-ray) energy release Eiso
(Gehrels et al. 2008; Nysewander et al. 2009; Kann et al.
2010, 2011), so very luminous GRBs usually have more luminous
afterglows, and of course, a low distance also implies a brighter
afterglow that can be more easily followed up. A combination of
these two features therefore usually yields the richest data sets for
any electromagnetic study. Two examples of such well-studied,
nearby bright GRBs are GRBs 030329 and 130427A. The first
occurred at z= 0.16867± 0.00001 (Thöne et al. 2007) and is to
this day the GRB afterglow with the most optical/NIR
observations. It yielded data for a wide range of studies of the
prompt emission, afterglow evolution and polarization, and
associated SN 2003dh (Matheson et al. 2003; Stanek et al. 2003;
Hjorth et al. 2003; Greiner et al. 2003; Lipkin et al. 2004;
Vanderspek et al. 2004). The second, GRB 130427A, is the first
known nearby GRB (z= 0.3399± 0.0002; Selsing et al. 2019)
that exhibited an Eiso in the range of “cosmological” GRBs at
z 1. There is also a rich observational data set for this event,
stretching from trigger time to nearly 100 Ms (e.g., Levan et al.
2014a; Melandri et al. 2014; Perley et al. 2014; van der Horst et al.
2014; Vestrand et al. 2014; Ackermann et al. 2014; Maselli et al.
2014; De Pasquale et al. 2016).

In this paper, we report observations by the GRANDMA
collaboration and its partners of the paragon of nearby bright
GRBs, GRB 221009A, by far the brightest GRB observed to date.

On 2022 October 9 at 14:10:17 UT, the Burst Alert
Telescope (BAT; Barthelmy et al. 2005) on board the Neil
Gehrels Swift Observatory satellite (hereafter Swift; Gehrels
et al. 2004) triggered and located a new, X-ray bright transient
denoted as Swift J1913.1+1946 (triggers 1126853 and
1126854; Dichiara et al. 2022a, 2022b). Swift immediately
slewed to the position, and its narrow-field instruments, the
X-Ray Telescope (XRT; Burrows et al. 2005) and the
Ultraviolet/Optical Telescope (UVOT; Roming et al. 2005),
discovered a transient that was very bright in X-rays (>800
count s−1) and moderately bright in the optical (unfiltered
finding chart, white= 16.63± 0.14 mag). The optical detection
was somewhat remarkable, as the transient lies in the Galactic
plane, and extinction along the line of sight is very high,
E(B−V )= 1.32 mag/AV= 4.1 mag (Schlafly & Finkbeiner 2011,
hereafter SF11). It was furthermore reported that the source
was also detected more than 10 minutes earlier by the Gas Slit
Camera of the MAXI X-ray detector on board the International
Space Station (Negoro et al. 2022; Kobayashi et al. 2022;
Williams et al. 2023). Overall, this is in agreement with a new
Galactic transient.

About 6.5 hr after the Swift trigger, it was reported by
Kennea et al. (2022b) that this source might be a GRB, GRB
221009A, as both the Gamma-Ray Burst Monitor (GBM;
Meegan et al. 2009) and the Large Area Telescope (LAT;
Atwood et al. 2009) of the Fermi observatory (GLAST Facility
Science Team et al. 1999) triggered on a GRB69 localized to
the same sky position at 13:16:59.99 UT, which we henceforth

use as trigger time T0. This event turned out to be
extraordinarily bright (Veres et al. 2022)—not just the brightest
event ever detected by GBM, but the brightest ever detected.
The event begins with a moderately bright precursor,

followed by ≈180 s of quiescence before the main phase
starts. The first peak, ≈20 s long, would already place
GRB 221009A among the brightest GRBs ever detected,
exceeding all but a handful of GBM/Konus detections. This
peak is followed by two ultrabright peaks and finally a fourth,
less bright but longer peak that fades into a high-energy
afterglow at ≈600 s. The extreme fluence led to a saturation of
all sensitive gamma-ray detectors, such as Fermi GBM (Lesage
et al. 2022), Fermi LAT (Omodei et al. 2022a, 2022b; Bissaldi
et al. 2022; Pillera et al. 2022), Konus-Wind (Frederiks et al.
2022, 2023), Insight-HXMT/HE (Tan et al. 2022; Ge et al.
2022), AGILE/MCAL+AC (Ursi et al. 2022), and INT-
EGRAL SPI/ACS (Gotz et al. 2022).
This saturation leads to preliminary analyses reporting only

lower limits on the true fluence. INTEGRAL SPI/ACS (Gotz
et al. 2022) analysis found 1.3× 10−2 erg cm−2, Fermi GBM
found (2.912± 0.001)× 10−2 erg cm−2 and peak flux
2385± 3 photons s−1 cm−2 (Lesage et al. 2022), Konus-Wind
reported 5.2× 10−2 erg cm−2 (Frederiks et al. 2022), and Kann
& Agui Fernandez (2022) estimated ≈9× 10−2 erg cm−2.
Even these preliminary estimates show that GRB 221009A
exceeded GRB 130427A in fluence by a factor of at least 10.
Recently, Frederiks et al. (2023) presented the full Konus-Wind
analysis, which yields a fluence more than twice as high as that
derived by Kann & Agui Fernandez (2022), leading to an
isotropic energy release Eiso> 1055 erg, twice as high as the
previous record holder.
Several smaller orbital detectors were not saturated, stem-

ming from size, environment, or off-axis detection, such as
detectors on Insight (the low-energy, LE, telescope and the
particle monitors; Ge et al. 2022), SATech-01/GECAM-C
HEBS (Liu et al. 2022), GRBAlpha (Ripa et al. 2022, 2023),
STPSat-6/SIRI-2 (Mitchell et al. 2022), and SRG/ART-XC
(Lapshov et al. 2022; Frederiks et al. 2023).
Optical spectroscopy of the transient showed it to indeed be

a GRB afterglow, with a redshift z = 0.151 measured in both
absorption and emission (de Ugarte Postigo et al. 2022; Castro-
Tirado et al. 2022; Izzo et al. 2022; Malesani et al. 2023),
making it even closer than GRB 030329. Such an event is
ultrarare; e.g., Atteia (2022) estimated it to occur only once
every half-millennium. Williams et al. (2023), O’Connor et al.
(2023), and Malesani et al. (2023) also discussed the rate of
events, finding estimates of the same order. Using the
significantly higher fluence from Frederiks et al. (2023), Burns
et al. (2023) derived an even more extreme value, finding a
repetition rate of once every ≈10,000 yr, a once-in-all-human-
civilization event.
The GRB showed very strong very high energy (VHE)

emission, with an ≈400 GeV photon detected by Fermi LAT
(Xia et al. 2022a, 2022b), a highly significant detection by
AGILE/GRID (Piano et al. 2022), photons of ≈10 GeV seen
more than 2 weeks after the GRB by DAMPE (Duan et al.
2022), the spectacular detection by LHAASO of thousands of
VHE photons up to 18 TeV (Huang et al. 2022), and potentially
even a 250 TeV photon detected by Carpet-2 (Dzhappuev et al.
2022).
The burst caused a sudden ionospheric disturbance (Schnoor

et al. 2022; Guha & Nicholson 2022; Hayes & Gallagher 2022;

69 The initial GBM trigger notice was distributed, but a problem with
automated data processing prevented any additional real-time classification/
localization messages from being sent to the ground.
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Pal et al. 2023). There were no detected neutrinos associated
with GRB 221009A, however (Ai & Gao 2023; IceCube
Collaboration 2022; KM3NeT Collaboration 2022). The
gravitational-wave detectors were off or not sensitive enough
to achieve any detection (Pannarale 2022).

The Global Rapid Advanced Network for Multi-messenger
Addicts (GRANDMA; Antier et al. 2020a, 2020b; Aivazyan
et al. 2022) is a collaboration of ground-based facilities
dedicated to time-domain astronomy and focused on electro-
magnetic follow-up of gravitational-wave candidates and other
transients, such as GRBs. Its network contains 36 telescopes
from 30 observatories, 42 institutions, and groups from 18
countries.70 The network has access to wide field-of-view
(FoV) telescopes ([FoV] > 1 deg2) located on three continents
and remote and robotic telescopes with narrower FoVs.

Here we present the analysis of the afterglow emission of
GRB 221009A with different model approaches. All results are
obtained using the Fermi GBM trigger time of October 9
13:16:59.99 UT. In Section 2, we present the observational
data we use in the paper, the photometric methods we use, and
a discussion of the extinction selection. In Section 3, we
present our methods to analyze the afterglow light curves using
empirical light-curve fitting and two Bayesian inference
analyses. We then present our results to investigate which
astrophysical scenarios and processes best describe the data. In
Section 4, we present our conclusions.

2. Observational Data

2.1. Swift XRT and HXMT/LE Afterglow Data

The Swift XRT started to observe the field of GRB 221009A
right after BAT triggered on the afterglow, about 56 minutes
after the Fermi/GBM trigger time. The X-ray light curve
(0.3–10 keV) of GRB 221009A was collected from the UK
Swift Science Data Centre71 at the University of Leicester

(Evans et al. 2007, 2009). We made direct use of the Burst
Analyser light curve given in janskys at the 10 keV central
frequencies (Evans et al. 2010). Due to the large number of
data points in the Swift XRT light curve, we could not use it
directly for the Markov Chain Monte Carlo (MCMC) analysis
without overweighting the X-ray data. We therefore con-
structed a synthetic light curve of the Swift XRT data (both at 1
and 10 keV). Assuming a power-law spectrum within the Swift
XRT passband (as found by the Swift spectral analysis72), the
1 keV band is constructed using an extrapolation of the 10 keV
flux density curve at the times when the photon index could be
derived from the Swift burst analyzer hardness ratio analysis.
We separated the observations in both bands into 29 time
windows, fitting a Gaussian to the flux distribution of the
observations in each time window. Its median value and
standard deviation are used as the measure and error of the
synthetic curve. The obtained synthetic light curve is presented
in Figure 1.
The Insight-HXMT/LE X-ray telescope (Zhang et al. 2020)

detected the afterglow emission of GRB 221009A at late times
from about 9.8 hr to 3 days after the Fermi/GBM trigger time,
including two scanning observations (P050124003601 and
P050124003701) and 20 pointing observations ranging from
P051435500101 to P051435500401 with a total good time
interval of 24 ks. The first two points are obtained by the
spectral fitting of two scanning observations. The spectrum is
obtained from the data when the target appears in the FoV.
Unlike the pointing observations, the background is not
obtained by the background model but from a region with no
bright source in the FoV. Moreover, the instrumental response
is calculated with the target track in the FoV and the point-
spread function (PSF) of the Insight-HXMT/LE collimator.
For the pointing observations, we use the Insight-HXMT data
analysis software HXMTDAS v2.0573 to extract the light
curves, spectra, and background following the recommended
procedure of the Insight-HXMT data reduction for HXMT-LE
analysis. For both the scanning and pointing observations, the
spectra of Insight-HXMT/LE in the 1.5–10 keV range are
fitted by an absorbed power law, i.e., tbabs*power in XSPEC.
The HXMT/LE X-ray afterglow is shown in comparison to the
Swift/XRT measurements in Figure 1.
The HXMT/LE flux measurements are not corrected for the

dust echo scattering (see, for example, Negro et al. 2023;
Tiengo et al. 2023; Williams et al. 2023), since Insight-HXMT
is a collimated telescope with a large FoV, e.g., 1°× 4°. It is
thus not possible to easily remove the dust echo scattering flux
contribution. However, to evaluate the apparent flux increase
caused by the dust-scattering echoes, we employed a similar
procedure to the one adopted on the NICER data (Williams
et al. 2023). As the dust scattering only dominates at energies
below 4 keV, we first restricted the energy range to 4–8 keV.
As a mild change of the spectral shape is observed during our
Insight-HXMT observations (Williams et al. 2023), we used
the spectral model of Swift/XRT with a fixed Galactic/
intrinsic NH and photon index (Γ = 1.8) to fit the spectra. For
the first several pointing data, the derived unabsorbed fluxes
above the 1.5–10 keV energy range are then consistent with the
interpolated fluxes of Swift/XRT at the same times, which are
about 10% lower than the uncorrected/dust echo–included

Figure 1. Unabsorbed X-ray light curve of GRB 221009A detected by the
Swift/XRT (given at 10 keV in blue and 1 keV in red) and HXMT/LE
(orange) instruments. The light curves were corrected for Galactic and intrinsic
NH I column density absorption estimated from the late-time Swift/XRT
spectrum analysis (https://www.swift.ac.uk/xrt_spectra/01126853/). In dark
blue and red, we show the synthetic Swift/XRT light curve that we finally used
in our afterglow modeling analysis; see Sections 3.4.2 and 3.4.1.

70 https://grandma.ijclab.in2p3.fr
71 https://www.swift.ac.uk/

72 https://www.swift.ac.uk/xrt_spectra/01126853/
73 http://hxmtweb.ihep.ac.cn/
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fluxes. However, for the last several pointing data, the
combination of the low count rate of the source and the high
background level prevents us from correcting the fluxes caused
by dust-scattering echoes. To keep all HXMT fluxes produced
in the same way, only the uncorrected dust echo scattering
fluxes are given for all of the data of LE. Therefore, these
fluxes are systematically brighter (about 10%) than those
derived from Swift/XRT at early (<0.5 day) times. We also
notice that the flux difference between Insight-HXMT/LE and
Swift/XRT narrows as time goes, which could be due to the
fading of the dust-scattering echoes.

2.2. Optical Observations during the GRB Prompt Emission

We used the images taken from two sites managed by the
Desert Fireball Network (Towner et al. 2020) at Mundrabilla
(lon. = 127°.8486 E, lat. = 31°.8356 S, altitude = 84 m) and at
Raw War Road (lon. = 125°.7503 E, lat. = 29°.7422 S,
altitude = 215 m), Western Australia. The acquisition device
consists of a Nikon D810 (color CFA matrix) set at 3200 ISO
with Samyang 8 mm F/3.5 optics. This provides images
covering the full sky. Images have 27 s exposure times taken
every 30 s for the entire night. At the prompt time, the GRB is
located at elevations of 15° and 17° above the local horizons of
Mundrabilla and Raw War Road, respectively. The sky at
Mundrabilla was partially covered by thin clouds, and there
was bright moonlight. Weather and elevation conditions were
better at Raw War Road. We analyzed the archive images taken
between tGRB− 30 s and tGRB+ 500 s. There is no detection at
the position of the GRB to a limiting magnitude of 3.8 mag in
the green filter (which is roughly compatible with Johnson V )
at Raw War Road. The limits are shallower at Mundrabilla.
Times and magnitudes in the AB system are reported corrected

and uncorrected for extinction in the Appendix. No other
contemporaneous observations have been reported, so to our
knowledge, these are unique.

2.3. Optical Post-GRB Observations

Our first observation of the GRB within GRANDMA was
obtained with the TAROT-Réunion telescope (TRE) at 2022-10-
9T15:34:41 UTC (2:20 hr after T0) thanks to its automated
program following GRBs. Although GRANDMA was not
conducting an observational campaign at the time of the event,
at the request of A. de Ugarte Postigo, the GRANDMA network
was activated to observe about 1 day post-trigger time; at this
point, we provided the network the Swift UVOT coordinates
(Dichiara et al. 2022b). The first target-of-opportunity image
requested by GRANDMA was taken by the 60 cm telescope
from Maidanak ∼90minutes after the notification at 2022-10-
10T14-56-43 UTC (1.08 day after the GBM trigger) with the RC
filter. Our last observations were made by the Canada–France–
Hawaii Telescope (CFHT) equipped with Megacam at 2022-10-
29T06:32 (19 days, 17 hr post-T0). In total, we collected about
80 images (usually consisting of stacks of short exposures) from
15 GRANDMA partner telescopes. In successive order, we
provide here the midtime of the first observation relative to T0 for
each telescope and the filters used during the whole campaign:
D810 (before and during the prompt emission in the V band) at
the Mundrabilla and Raw War Road observatories, TAROT-
Réunion (0.0972 day without filter) near Les Makes Observatory,
UBAI-ST60 (1.0813 days in RC) at Maidanak Observatory, KAO
(1.1368 days in g r i z¢ ¢ ¢ ¢) at Kottamia Observatory, ShAOT60
(1.1465 days in VRC) at Shamakhy Observatory, AZT-8 (1.2274
days in RCIC) at Lisnyky Observatory, HAO (1.2563 days
without filter) at Oukaimenden Observatory, MOSS (1.2722 days

Figure 2. The optical afterglow of GRB 221009A was observed using the g Vr R i I zC C¢ ¢ ¢ ¢ filters and without a filter, with data points shown in the observer frame. The
selected optical GCN data we use are represented by dots, and the GRANDMA data measurements and upper limits are indicated by larger stars and downward-
pointing triangles (see Appendix). The red points within the stars indicate measurements made by professional observers, while black points represent observations
made by KNC observers. Only magnitude measurements with at least a 3σ detection significance are included (the upper limits being given at 5σ significance), with
uncertainty regions shown as shading. The measurements are not corrected for any extinction.
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without filter) at Oukaimenden Observatory, C2PU-Omicron
(1.3077 days in r¢) at Calern Observatory, SNOVA (2.1535 days
without filter) at Nanshan Observatory, T70 (2.2424 days in IC) at
Abastumani Observatory, UBAI-AZT22 (11.1313 days in RC) at
Maidanak Observatory, VIRT (12.4567 days in RCIC) at Etelman
Observatory, and CFHT-Megacam (19.6945 days in g r i z¢ ¢ ¢ ¢) at
Maunakea Observatory. Our preliminary analysis of the
GRANDMA observations was reported by Rajabov et al.
(2022), where we reported observations from UBAI-ST60,
KAO, Lisnyky-AZT-8, MOSS, C2PU-Omicron, and SNOVA.
In general, the sensitivity of the observations at the earliest
epochs was reduced by the full Moon.

In addition to the professional network, GRANDMA
activated its Kilonova-Catcher (KNC) citizen science program
for further observations. Our web portal was used to provide
the coordinates of the Swift UVOT source. Some amateur
astronomers participating in the program observed the source
by their own volition and distributed their own reports to the
astronomical community (Romanov 2022a, 2022b, 2022c;
Broens 2022; Aguerre et al. 2022). They also transferred their
images to our web portal to allow us to perform our own image
reduction and analysis. In total, more than 250 images were
uploaded to our web portal. Here we provide a list of the names
of the telescopes (see Tables 5 and 6 for the images selected for
photometric analysis): a Celestron C11-Edge telescope, iT11
and iT21 iTelescopes, the IRIS 0.68 m telescope, the Celestron
EdgeHD14, the 12″MEADE telescope at the RIT Observatory,
the C11 Dauban MSXD Telescope, the 0.53 m Ritchey–
Chrétien telescope of Montarrenti Observatory, the OME-
GON200F5Newton telescope, a Newton SW 200/1000 tele-
scope, a Newton 250 f/4 telescope, a Celestron 11 ATLAS
telescope, the T-CAT telescope at the Crous des Gats
Observatory, the iT24 iTelescope of the Sierra Remote
Observatory and the 0.61 m Dall–Kirkham telescope of
Burke–Gaffney Observatory, the 0.28 m Mol SCT, the LCO
0.4 m telescope at the McDonald Observatory, a Celestron C11
Millery telescope, and the Planewave CDK-14 telescope at the
Contern Observatory. The observations started 0.25 to ∼6 days
after the trigger time, predominantly in Johnson–Cousins and
Sloan filter sets but also with other filters, such as Lumen or
Bayer sensors.

The GRANDMA observations are listed in Tables 5 and 6
and shown in Figure 2. The former reports the midtime (in ISO
format with post-trigger delay) and extinction-corrected bright-
ness (in AB magnitudes) of the observations, while the latter
includes the uncorrected magnitudes and references to selected
online GCN reports (see public observational reports; indivi-
dual GCNs are cited in the table). The midtime is calculated as
the weighted average of the observation start time and the
number of exposures. The number of exposures is also
provided. Our method for calculating magnitudes is described
in the following section, and images that did not meet our
criteria are labeled as “VETO.” In the Appendix, the reference
catalogs and stars used by external teams for comparison are
also included unless not specified in the GCN reports. When
the information is not provided by the online GCN report, we
mark it as “−.”

2.4. Photometric Methods

We required all GRANDMA images to be preprocessed by
the telescope teams with bias or dark subtraction and flat-
fielding. We reject a few images from amateur astronomers

where these corrections were not performed. Some teams
uploaded their images with their own astrometric calibration,
but for most images, the astrometric calibration is obtained
directly from the Astrometry.net website. Then, two methods
are used to measure the magnitude on the template-subtracted
images (see below): STDPipe and MUPHOTEN. For both of
these methods, we use techniques to blindly search for new
detections within the Swift UVOT error localization (Dichiara
et al. 2022b), but we can also force photometry at the
GRB 221009A afterglow coordinates we fixed to R.A. =
288.2646558, decl. = 19.7733650 (Atri et al. 2022).

STDPipe—The Simple Transient Detection Pipeline STDPipe
(Karpov 2021) is a set of Python libraries aimed at performing
astrometry, photometry, and transient detection tasks on optical
images. To do so, it uses several external algorithms, such as
SEXTRACTOR (Bertin & Arnouts 1996) for the source
extraction, catalog cross-matching tools using the CDS Xmatch
service developed at the Strasbourg Astronomical Observatory
(Boch et al. 2012; Pineau et al. 2020), the HOTPANTS code
(Becker 2015) for image subtraction tasks, and the PHOTU-
TILS74 Astropy package (Bradley et al. 2021) to perform
photometric calibration and measurements. More details about
the STDPipe software architecture can be found in the git
documentation.75 In order to increase the signal-to-noise ratio
(S/N) of some KNC images where the GRB afterglow was
barely visible, we resampled and coadded individual frames
using the SWARP software (Bertin 2010). Our final set of
science images was subtracted with Pan-STARRS DR1 (PS1)
catalog (Chambers et al. 2016) images downloaded from the
CDS HIPS2FITS service (Boch et al. 2020) and rescaled to each
image pixel scale. Forced aperture photometry was then applied
at the GRB afterglow position in the residual images in order to
limit the flux contribution from the very nearby stars. Due to
the heterogeneity of the KNC instruments, we had a wide pixel
scale distribution in our images. Therefore, the aperture radius
was fixed per image to the average FWHM of stars detected at
S/N> 5 by SEXTRACTOR in the image field. Depending on the
photometric system used by KNC astronomers, the photometric
calibration was done with the stars in the image field either
using the native photometric bands (g r i z¢ ¢ ¢ ¢) of the PS1 catalog
or by converting them into the Johnson–Cousins BVRCIC
system using the transformation described by Pancino et al.
(2022). The photometric model for the calibrated magnitudes,
magcal, is defined following the method described in Karpov
(2021),

x y C B Vmag 2.5log ADU ZP , , 1cal 10( ) ( ) ( ) ( )= - + + ´ -

where ADU is the star flux measured by the detector, ZP is the
spatially varying zero-point function, and C is a color-
correction term to take into account the color distribution of
the PS1 calibration stars. The ZP distribution is estimated by
performing an iterative weighted linear least-squares fit to
match the photometric model given in Equation (1) to the
cataloged magnitudes. The 3σ outliers to our photometric
model were iteratively rejected (sigma clipping). The statistical
errors on the ZP distribution were then propagated to the
magnitude errors. Additional systematic errors due to the
magnitude system conversion are also taken into account and
can affect our measured magnitude up to 0.1 mag at maximum,

74 https://github.com/astropy/photutils
75 https://github.com/karpov-sv/stdpipe
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depending on the source brightness. Our KNC photometric
results are shown in Tables 5 and 6. As an illustration, we show
in Figure 3 one of the analyzed KNC images according to the
method described above.

MUPHOTEN—MUPHOTEN76 is a Python-based software
dedicated to the photometry of transients observed by
heterogeneous instruments developed for the analysis of
GRANDMA images (Duverne et al. 2022). Similarly to
STDPipe, it uses Python libraries like PHOTUTILS (Bradley
et al. 2021) and external algorithms like SEXTRACTOR (Bertin
& Arnouts 1996) and HOTPANTS (Becker 2015). The MUPHO-
TEN software was utilized for the analysis of all GRANDMA
images and a portion of the KNC images. We first construct a
template image by mosaicking PS1 archive images and
matching the image FoV, and we use HOTPANTS to subtract
the template from the image. We do this to limit the
contamination from nearby objects in an FoV that is crowded

due to its proximity to the Galactic plane. However, for a
limited number of images, the template subtraction was
unsuccessful due to nonconvergence with HOTPANTS. Never-
theless, these images had adequate resolution to clearly
distinguish the transient from neighboring sources, so they
were retained for further analysis. The background is estimated
using the method of SEXTRACTOR in a mesh of 150× 150
pixels by default (smaller grids were applied for images with
rapidly varying backgrounds). The background and its standard
deviation are interpolated to each pixel of the image and
subtracted to obtain the final result. Sources are detected by
identifying clusters of at least five neighboring pixels that
exceed a threshold of 2σ above the background.
Next, we conducted isophotal photometry on all detected

sources, measuring the flux and its corresponding error
(obtained by integrating the squared flux error, computed by
PHOTUTILS as background variation plus gain-adjusted Poisson
noise, over the same elliptical aperture). The sources were
cross-matched with the PS1 catalog, yielding the PS1
magnitudes of the matched sources in the corresponding filter.
For images taken with Johnson–Cousins filters, we transformed
the PS1 magnitudes to the observed filters using the conversion
equations from Kostov & Bonev (2018). Unfiltered images
were treated as if they were taken with the Cousins RC filter and
were processed using the same conversion equations. We
construct a calibration scale by fitting the instrumental and PS1
magnitudes using a first-order polynomial fit with iterative
clipping of outliers (3σ away from the fit). We then compute
calibrated magnitudes for all detected sources, sort them by
distance to expected transient coordinates, and consider a
source a detection if its coordinates match within 5 pixels. We
also compute the photometric error for each source, adding
contributions from the flux error measured above and the
calibration uncertainties. Due to crowding in the Galactic
plane, we checked for neighboring objects affecting the
automatically computed apertures, reducing them if necessary.
Forced photometry using circular apertures of default radius 1.5
times the average FWHM of stars in the image was performed
at the GRB coordinates in the absence of direct detection. This
was calculated using the PSFEX software (Bertin 2011).
Plotting circular apertures of increasing radius (1–10 pixels)
and their corresponding measured fluxes, we could check
whether the default aperture collected all of the transient flux
and not neighboring sources and manually correct its
coordinates and radius when needed.
Finally, MUPHOTEN assesses the sensitivity of the image

with upper-limit estimations. In MUPHOTEN, upper limits are
computed as global properties of the whole studied image. The
default method outlined in Duverne et al. (2022) calculates the
success rate of recovering PS1 objects based on 0.2 mag
intervals and selects the faintest interval where more than 10%
of the PS1 objects in the FoV are detected in the image. In the
case of images where there is a high detection rate up until the
limit of the Pan-STARRS catalog, an alternative method
defines the upper limit as the magnitude of the faintest source
detected with an S/N > 5.

2.5. Extinction Selection

Unfortunately for optical studies, the brightest GRB ever
detected lies behind significant extinction near the Galactic
plane (b= 4°.32). Following the maps of SF11, the line of sight
at the “reference pixel” lies behind E(B−V ) = 1.32 mag/AV

Figure 3. Top panel: 60 s exposure IC of GRB 221009A taken on the 0.61 m
Dall–Kirkham458 telescope of the Burke–Gaffney Observatory ∼0.5 day after
the Fermi GBM trigger time. Bottom panel: corresponding difference image
using a PS1 template image downloaded from the CDS HIPS2FITS service. The
optical afterglow is well detected in the residual image and cleaned of any
nearby star contribution. The aperture radii (the flux aperture in green and the
background flux annulus in red) used to compute the photometric measurement
are also shown in both images.

76 https://gitlab.in2p3.fr/icare/MUPHOTEN
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= 4.1 mag. However, at Galactic latitudes |b|< 5°, the maps of
Schlegel et al. (1998, which those of SF11 are based on) are
known to be unreliable and may overestimate the extinction
(Popowski et al. 2003, and references therein).

Rowles & Froebrich (2009, hereafter RF09) presented a
method of determining extinction toward the Galactic plane
using NIR color excess determinations based on Two Micron
All Sky Survey (2MASS) observations, following earlier work
from Froebrich et al. (2005) based on stellar counts. Using their
extinction calculator77 and the position of the GRB, we find a
significantly lower extinction using the 100NN (nearest
neighbor; see RF09 for details) result (which has the highest
S/N) of AV= 2.195 mag. Using the classical Milky Way (MW)
extinction curve of Cardelli et al. (1989, hereafter CCM89),
this translates into E(B−V ) = 0.709 mag. The extinction maps
of RF09 show that extinction toward this region of the MW is
smooth and quite homogeneous for several degrees around
(and not high in the context of the potential extinction toward
the MW); the nearest pronounced molecular clouds with
significantly higher extinction lie closer to the plane in the
neighboring constellation Vulpecula, about 5° away. Therefore,
we deem the use of the extinction curve of CCM89 to be valid.

The method of RF09 only extends78 to 2–3 kpc. There is
evidence for additional dust screens at larger distances,
however. Swift XRT observations reveal expanding rings in
the X-rays (Tiengo et al. 2022) arising from scattering on
distant dust curtains. These authors reported the discovery of
nine dust rings and derived the distances, with the most distant
one lying at 3635± 36 pc, potentially already beyond the
detection range of the RF09 method. Observations with IXPE
(Negro et al. 2023) confirm the most distant dust ring found by
Swift at 3.75± 0.0375 kpc and report an even more distant dust
curtain at 14.41± 0.865 kpc. Recently, Vasilopoulos et al.
(2023) reported a detailed analysis of Swift XRT data and also
found evidence for dust out to 15 kpc (see Williams et al. 2023
for further analysis), and XMM-Newton analysis of a total of
20 dust rings presented by Tiengo et al. (2023) detects an even
further dust curtain at ≈18.6 kpc.

The Galactic disk exhibits a warp (e.g., Hou & Han 2014,
and references therein). The map derived by Hou & Han (2014,
their Figure 16) shows that at the Galactic longitude of GRB
221009A (l= 52°.96), H II regions indeed extend up to several
hundred parsecs “above” the Galactic plane. For the Galactic
latitude of GRB 221009A (b= 4°.32), the sight line lies ≈1100
pc above the plane at a distance of 14.4 kpc, beyond the H II
regions mapped by Hou & Han (2014). However, this does not
rule out the existence of cold dust curtains that high above the
Galactic disk, which would contribute extra extinction beyond
the RF09 measurement. We therefore conclude that the true
extinction value along the line of sight to GRB 221009A lies in
the interval of AV= 2.2–4.1 mag and will discuss both extreme
values.

3. Multiwavelength Analysis of the Afterglow

To analyze the afterglow light curve, we use data from
multiple sources: our own GRANDMA and KNC data, selected
GCN data (see Appendix), and data published in Williams et al.
(2023), Shrestha et al. (2023), Laskar et al. (2023),

Levan et al. (2023), and O’Connor et al. (2023). We especially
note that we use the Hubble Space Telescope data from Levan
et al. (2023), where the host-galaxy contribution has been
subtracted using galfit. The NIR observations are taken
from Durbak et al. (2022), D’Avanzo et al. (2022), Huber et al.
(2022), Ferro et al. (2022), and O’Connor et al. (2023), as well
as the James Webb Space Telescope (JWST) MIR F560W data
point (Levan et al. 2023).

3.1. Empirical Light-curve Analysis

With the exception of our shallow upper limits from
Mundrabilla and Raw War Road, no optical observations have
been reported before the Swift trigger.
The first observations, consisting of Swift UVOT data from

Williams et al. (2023) and Laskar et al. (2023) and obtained via
automatic analysis,79 as well as some ground-based observa-
tions (Belkin et al. 2022c; Xu et al. 2022), are found to decay
more steeply than following the observations (see Appendix)
and also lie above the back-extrapolation of those data. This
indicates an extra component in the light curve, potentially the
tail end of a reverse-shock flash. The extreme intensity of the
GRB makes it potentially possible that the early transient was
extremely bright.
Fitting a joint multiband fit to the data, which assumes

achromatic evolution and leaves only the normalization of each
band as an independent parameter, we derive a first decay slope
of αsteep= 1.32± 0.34 (we define Fν∝ t−αν− β), significantly
steeper than the later decay observed in the range ∼0.09 day
< t< 0.59 day but quite shallow for a reverse-shock flash (Sari
& Piran 1999; Kobayashi 2000). As the baseline is short, it is
possible we are seeing the transition from the early steeply
decaying component to the later shallower light-curve decay,
and the decay at even earlier times might have been steeper and
more in accordance with a reverse-shock flash. Extrapolating
this slope backward to the peak of the brightest gamma-ray
flare of the prompt emission, at ≈220 s post-trigger, we find
RAB≈ 11 mag (RAB≈ 7.6 mag when corrected for SF11
extinction). This value is far fainter than our Mundrabilla/Raw
War Road exposures probe. A steeper decay (see as mentioned
earlier in the paragraph) or an additional component directly
associated with the prompt emission cannot be ruled out but
would still be unlikely to be bright enough to be detected by
our shallow all-sky observations.
Data at >0.09 day can be fit with a smoothly broken power

law, with parameters of prebreak slope α1, postbreak slope α2,
break time tb in days, and break smoothness n. The very last
data points at 30 days show a flattening that may result from
the host galaxy becoming dominant; we exclude these data
points from the analysis. We see no direct evidence of an SN
component in the late light curve,80 in agreement with Shrestha
et al. (2023), similar to the case of GRB 030329 (e.g., Kann
et al. 2006), and therefore also do not include such a
component in the fit. A dedicated search will need well-
calibrated late-time data. In general, the data show dispersion,
leading to a large χ2.

77 https://astro.kent.ac.uk/~df/query_input.html
78 Neckel & Klare (1980) gave a value of AV = 3.3 mag along this sight line
out to 3 kpc.

79 https://swift.gsfc.nasa.gov/uvot_tdrss/1126853/index.html
80 Note that data presenting evidence of a photometric SN rise (Belkin et al.
2022a, 2022b) were taken under inclement conditions and are likely the result
of blending with nearby sources and are therefore too bright (A. Pozanenko,
private communication). However, Fulton et al. (2023) assumed an intrinsic
optical decay slope identical to the X-ray slope and interpreted the shallower
decay as a rising luminous SN component.
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This fit results in α1= 0.722± 0.012 and α2= 1.437±
0.003, with ∼tb = 0.6 and a sharp break n= 100 fixed. Note
that the errors of the fitted parameters are only statistical and do
not include the systematic uncertainties (∼10%) due to the
intercalibration of the different photometric bands. Therefore,
they are simply presented for diagnostic purposes. This

steepening was also reported by D’Avanzo et al. (2022), who
found α1≈ 0.8, α2≈ 1.6, and tb≈ 0.98 day based on a
significantly smaller data set. Shrestha et al. (2023) found
α1= 0.64, α2= 1.44 in r¢ and α1= 0.81, α2= 1.46 in i¢,
similar to our result. Williams et al. (2023), using only Swift
UVOT data, found 0.98O1, 0.11

0.05a = -
+ , 1.31O2, 0.05

0.07a = -
+ , and

t 0.255Obreak, 0.127
0.197= -

+ day, in agreement with our results within
2σ. They pointed out that this decay is clearly slower than that
of the X-rays (see below) but very unlikely to be influenced by
a host or SN component.
Swift XRT observations (initially reported in Kennea et al.

2022a; Tohuvavohu et al. 2022, but these reports are based on
the Swift trigger time) as given in the XRT repository (Evans
et al. 2007, 2009) show the light curve81 to have multiple
shallow breaks (see also Williams et al. 2023, who cautioned
that especially during the WT mode observation, the dust-
scattering rings can influence the light curve stemming from the
atypical background around the afterglow PSF), but within the
first ≈10 days, the decay slope is αX≈ 1.5–1.6, similar to but
steeper than our optical result. In their detailed analysis,
Williams et al. (2023) found α1,X= 1.498± 0.004, α2,X=
1.672± 0.008, and t 0.914break,X 0.116

0.127= -
+ day. Insight-HXMT

observations (Ge et al. 2022; see also An et al. 2023)
also yielded a somewhat steeper slope, αX≈ 1.66. NICER
observations also found αX≈ 1.6 (Iwakiri et al. 2022). The
significantly shallower decay phase in the optical (αO≈ 0.83),
as well as the earlier break at tb≈ 0.6 day, are not seen in
X-rays at all. The optical light curve also shows a much
stronger break with ΔαO= 0.617± 0.013 versus ΔαX=
0.174± 0.009.

3.2. Analysis of the Spectral Energy Distribution

The normalizations derived from the joint multiband fit
described in Section 3.1 yield a spectral energy distribution
(SED), a very low resolution “spectrum” of the afterglow that is
nonetheless valuable to study the dust properties along the line
of sight. The fit assumes achromaticity, i.e., no spectral
evolution, and is therefore based on all data involved in the
fit. Except for scaling, the SED is identical at any time point
covered by the fit; the specific values are measured at break
time. While our data do not indicate an obvious spectral
evolution, such a break is hard to constrain due to the challenge
of building an empirical model that describes the data well.
We fit the SED both without extinction (a simple power law)

and with MW and Large (LMC) and Small Magellanic Cloud
(SMC) dust following the parameterization by Pei (1992).
These fits are performed after correction for Galactic extinction,
and we study both the RF09 and SF11 models. The derived
SED shows scatter, especially the z¢ band deviating and being
too faint. The field is not covered by the Sloan Digital Sky
Survey (SDSS; e.g., Almeida et al. 2023, and references
therein); however, many telescopes use filters that are close to
the SDSS system. There are offsets to the Pan-STARRS
system, which was used for calibration in most cases.
Following the Pan-STARRS to SDSS conversion of Tonry
et al. (2012), we find g gPS1 SDSS

¢ - ¢ = −0.26, r rPS1 SDSS¢ - ¢ =
0.02, i i 0.03PS1 SDSS¢ - ¢ = , and z z 0.13PS1 SDSS¢ - ¢ = mag, i.e.,
small changes for r i¢ ¢ but more significant changes to g¢ and z¢.
As we are unable to examine each measurement individually
for more precise color terms, we just apply these offsets to the

Figure 4. Analysis of the SED. Top panel: fit to the uncorrected SED with an
MW extinction model at z = 0, i.e., assuming no additional host-galaxy
extinction. The fit is generally in agreement with the data, with the uvw1 data
point being brighter than the model. Middle panel: fit to the SED after
correcting it for SF11 foreground extinction and shifting it to z = 0.151. The
correction leads to significant scatter, with the uvw1 now being clearly brighter
than any fit, even one without additional host-galaxy extinction. The three
extinction laws cannot be discerned from each other, but the potential bright
uvw1 emission makes the SMC law the preferred one. There is still significant
curvature, which implies additional significant host-galaxy extinction. Bottom
panel: same as the middle panel but with RF09 foreground extinction. The SED
remains very red, and very high host extinction is implied. Again, SMC
extinction leads to the most physical solution, but all dust laws are in conflict
with the bluest Swift UVOT detection.

81 https://www.swift.ac.uk/xrt_live_cat/01126853/
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four data points in the SED, which leads to a marked reduction
in scatter and χ2. However, scatter still remains, with especially
the H band being fainter than the models and the K band being
brighter. The precise light-curve fit leads these normalizations
to have small errors, causing large χ2 values that are not
formally acceptable even for fits that generally model the SEDs
well. The source of this scatter is less easy to understand than
for the light-curve data points themselves; e.g., in the case of
the H and K bands, most data points are from the final analyses
presented in refereed papers (e.g., O’Connor et al. 2023), and
the few GCN points have larger errors and do not disagree with
the fit curves. Furthermore, these data span a long time period,
e.g., from 0.23 to 25.4 days for H and 4.4 to 25.4 days for K.
This would imply that all data from multiple sources are
systematically offset in the same manner. As we have no
immediate solution to this issue, we will continue to work with
these results despite the fits being formally rejected, noting that
the scatter is approximately symmetric around the SED fit
curves and not due to a clear discrepancy between the model fit
and data (as is the case for the fits without extinction, which
disregard the curvature of the SEDs).

3.2.1. Pure MW Extinction

We first study the SED without applying any MW
foreground correction and taking the data at z= 0. The SED
is very steep and shows evidence for curvature (see Figure 4,
top panel). A simple power-law fit yields a spectral slope

β0= 2.758± 0.011. This is clearly not a good model; we find
χ2= 8102 for 13 degrees of freedom (d.o.f.).
Applying MW dust to the SED yields a highly significant

improvement (χ2= 142.8 for 12 d.o.f.; this number of d.o.f. is
identical for all extinction fits), and we derive β= 0.323±
0.086, AV,Gal= 5.202± 0.085 mag (E(B-V )= 1.69± 0.03 mag).
This value exceeds the SF11 correction by over a magnitude
and can indicate one of three things: even the SF11 result does
not encompass the entirety of the MW foreground extinction,
there is additional significant host-galaxy extinction along the
line of sight, or there is a combination of both. The detection of
the Na I doublet at the redshift of the host galaxy (de Ugarte
Postigo et al. 2022; Malesani et al. 2023) indicates that there
must be some amount of host-galaxy extinction. However, we
note that the free fit already yields an intrinsic spectral slope
lying in the typical range found for GRB afterglows,
β∼ 0.2–1.2 (Kann et al. 2010).

3.2.2. SF11 Extinction

We next correct the SED for SF11 MW extinction and study
the pure host extinction at z = 0.151. After this correction, the
spectral slope is obviously much flatter than before
(β0,SF11= 0.750± 0.016, χ2= 207 for 13 d.o.f.); however,
the SED shows remaining significant curvature, as well as
scatter (see Figure 4, middle panel), with the uvw1 band
especially deviating. We caution that this color is derived using
only two r′/RC-band GCN points, which yields additional
uncertainty beyond the fact that it is only a 2σ excess above the

Figure 5. Afterglow light curve of GRB 221009A in the context of a large
sample of GRB afterglows (Kann et al. 2006, 2010, 2011, 2023a, 2023b, in
preparation). These data have been corrected for Galactic extinction along each
individual line of sight and, if possible, for the host-galaxy and SN
contribution. For the GRB 221009A afterglow, we show the result for SF11
Galactic extinction. We highlight the afterglows of two other GRBs, namely,
that of the much less energetic but similarly distant GRB 030329 and that of the
well-studied, ultrabright GRB 130427A, which had been the closest highly
energetic (“cosmological”) GRB so far. Assuming the higher extinction
correction, the afterglow of GRB 221009A is seen to be the brightest that has
ever been detected, even brighter than the afterglow of GRB 030329—
however, by only a small margin.

Figure 6. Same as Figure 5, but now all afterglows are in the z = 1 system.
This means that the afterglow magnitudes have been additionally corrected for
host-galaxy extinction, and all of them have been shifted to z = 1, taking the
individual spectral slopes β and cosmological k-correction into account. We
again highlight the afterglows of the bright nearby GRBs 030329 and 130427
and three solutions for GRB 221009A: the pure MW solution, SF11 MW
extinction, and RF09 MW extinction, along with the respective host-galaxy
solutions. All yield similar brightness, with the SF11 and RF09 results
essentially overlapping (offset by only 0.05 mag), and the afterglow is seen to
be among the more luminous ones detected so far. We note that the late
afterglow of GRB 221009A is not corrected for a potential SN contribution;
therefore, the luminosity may be overestimated.
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background and thus barely a confident detection. If real, the
uvw1-band detection (Williams et al. 2023) coincides with the
2175Å bump feature for LMC and MW dust in the host-galaxy
rest frame, indicating that the host-galaxy extinction law is
most likely similar to SMC dust, which lacks this feature
almost completely. Mathematically, the different results cannot
be distinguished (χ2= 128, 125, and 116 for MW, LMC, and
SMC dust, respectively; see also Williams et al. 2023), but
SMC dust yields the overall most logical result, with an
intrinsic spectral slope very close to the MW-only fit
(βSF11,SMC= 0.234± 0.054) and moderately high additional
host-frame extinction (AV,SF11,SMC= 0.711± 0.070 mag,
E(B−V ) = 0.243± 0.024 mag). In terms of the intrinsic spectral
slope, our results are in good agreement with those of Levan
et al. (2023), who gave several results in the slope range of
β= 0.3–0.4, but especially a broadband fit using JWST and
Gran Telescopio Canarias spectra, as well as NOEMA
submillimeter data that yield β= 0.362. They attributed most
extinction to the MW and found only very small host-galaxy
extinction. Modeling these data together with XRT, they found
evidence for a spectral break between the optical and X-ray
bands but not for a spectral break within the optical/NIR
regime itself. Using only Swift UVOT data, Williams et al.
(2023) derived higher values; correcting for the higher
foreground extinction given by Schlegel et al. (1998) and
using an intrinsic slope of β= 0.7, they found
E(B−V )= 0.51± 0.03 mag for SMC dust.

3.2.3. RF09 Extinction

Finally, for the lowest assumed MW extinction, that
of RF09, we find a combination of “moderately high” MW
extinction and “moderately high” host-galaxy extinction. The
SED after RF09 correction is still very steep (see Figure 4,
bottom panel; we find β0,SF11= 1.754± 0.011, χ2= 2300).
Again, the three dust models yield similar goodness-of-fit
values (χ2= 161, 152, and 123 for MW, LMC, and SMC dust,
respectively), but in this case, the very flat intrinsic spectral
slopes β≈ 0.0–0.1 additionally speak against MW and LMC
dust being the correct solution. The SMC dust results in
βRF09,SMC= 0.233± 0.054, AV,RF09,SMC= 2.364± 0.070 mag.
Even this result is not in agreement with the uvw1 detection,
however.

Overall, while there is no strong evidence for one or another
foreground extinction, the most logical solution is SF11
foreground extinction with additional moderately high SMC
extinction in the host galaxy. High host-galaxy extinction such
as in the RF09 case is also not supported by the relatively small
equivalent width of the Na doublet at the host redshift
(Malesani et al. 2023). In general, given the poor performance
of the fits, it seems like the extinction law is different from the
three canonical functions used above, or the spectrum cannot
be approximated as a power law; however, for the sake of the
analysis, for both foreground-extinction scenarios, we corrected
our data for Galactic and host-galaxy extinction. During this
step, we accounted for the systematic uncertainties of our
extinction estimate in each band, adding them to the
photometric errors. These fully corrected data sets are shown
in the Appendix.

3.3. The Afterglow of GRB 221009A in a Global Context:
Luminous but Not Intrinsically Extraordinary

With knowledge of the intrinsic extinction and the redshift
and using the method first presented in Kann et al. (2006), we
are able to place the optical/NIR afterglow of GRB 221009A
in the context of a large sample of GRB afterglows. The sample
is compiled from Kann et al. (2006, 2010, 2011). These
afterglows have been corrected for individual Galactic fore-
ground extinction, host-galaxy contribution (where known),
and SN contribution at late times (where applicable).
The otherwise as-observed light curves are shown in

Figure 5. We highlight the afterglows of the two exceptional
GRBs mentioned in the Introduction. One is the nearby but
only moderately energetic GRB 030329, whose afterglow (e.g.,
Lipkin et al. 2004; Kann et al. 2006) remains the most well
observed up to the present day and is seen to be brighter than
all other afterglows in the sample at any given time. The other
is the afterglow of the extremely bright GRB 130427A (e.g.,
Perley et al. 2014; Vestrand et al. 2014, Kann et al. 2023a,
2023b, in preparation), also among the brightest observed GRB
afterglows and energetically more similar to GRB 221009A.
The placement of the afterglow of GRB 221009A depends

on the MW foreground-extinction correction. From our three
models, we display the SF11 solution here, which is usually the
standard correction for extinction in other cases. If we used the
MW-only solution, the resultant afterglow would be even
brighter, whereas it would be magnitudes fainter with the RF09
solution, but as pointed out, this solution is unlikely. For SF11,
we see that the observed afterglow is even brighter than that of
GRB 030329 at all times (albeit usually by not more than 1
mag)—potentially, yet another record that GRB 221009A
holds. Williams et al. (2023) reported that the observed
afterglow of GRB 221009A is by far the brightest X-ray
afterglow and the brightest UVOT afterglow (after extinction
correction) ever detected.
A better afterglow comparison can be achieved if we correct

for both the distance (temporally and in terms of luminosity, we
choose to place all afterglows at z= 1 and present them in the
observer frame) and any intrinsic (host-galaxy) extinction. If
the latter value is high, it can hide extremely luminous GRB
afterglows from initially looking extraordinary (e.g., GRB
080607; Perley et al. 2011). The results are shown in Figure 6.
It can now be seen that the afterglow of GRB 130427A is only
of medium brightness, and that of GRB 030329, while brighter,
is also well within the sample of known afterglows. The same
is true for the afterglow of GRB 221009A. The three
foreground-extinction solutions yield similar results now, as
high foreground extinction implies low additional host-galaxy
extinction (MW-only; SF11), while the lower RF09 foreground
extinction is mostly compensated for by necessary high
intrinsic extinction. Indeed, the degeneracy between the
foreground and host-galaxy extinction, which stems from the
very low redshift of the event, leads the completely corrected
light curves for the SF11 and RF09 extinction to almost
overlap; the offset is only 0.05 mag. This motivates us to only
use the SF11 solution for numerical modeling (see
Sections 3.4.1 and 3.4.2). The afterglow of GRB 221009A is
clearly among the more luminous detected so far, but it is not
egregious. Only at late times does the unbroken decay lead it to
become exceptional, but we caution that these observations are
not corrected for host-galaxy and SN contribution and are
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therefore to be taken with caution (see Fulton et al. 2023 for the
potential SN contribution, but see also Shrestha et al. 2023).

Quantitatively, we determine the z= 1 mag of a sample of
170 GRB afterglow light curves, including that of GRB
221009A, where not every afterglow has measurements at the
chosen time (however, the GRB 221009A afterglow does). As
times, we chose 0.07, 0.5, 1, 5, 10, and 20 days. For these
times, the comparison sample encompasses 140, 144, 130, 78,
52, and 34 other afterglows, respectively. We find that the
afterglow of GRB 221009A is brighter than 83.6%, 86.1%,
83.8%, 87.2%, 88.5%, and 85.3% of all other afterglows,
respectively. More generally, it is brighter than 80%–90%,
which supports our claim that it is not exceptional in the way
the prompt emission energetics are. However, it is extra-
ordinary indeed in one aspect. As an example, at 1 day after
trigger (12 hr in the rest frame), there are 20 afterglows found
to be brighter than that of GRB 221009A, but none of these lie
at z< 1.4, and 15 lie at z> 2. In all time slices, the single
afterglow at z< 1 found to be brighter (at 0.5 and 2 days but
not 1 day) is that of GRB 110715A at z = 0.8225 (Sánchez-
Ramírez et al. 2017; Kann et al. 2023a, 2023b, in preparation).

Overall, despite its extreme energetics, the optical/NIR
afterglow of GRB 221009A is not intrinsically extraordinary
compared to the global sample of known afterglows, a
phenomenon also seen for other highly energetic GRBs like
GRB 990123 (Kann et al. 2010). Williams et al. (2023) reached
similar conclusions for both the UVOT and the X-ray
afterglow, and Laskar et al. (2023) showed that this is true as
well for the radio afterglow.

3.4. Properties of the GRB Afterglow from Bayesian Inference

We analyzed our data in the framework of the standard
afterglow model, where the observed emission is dominated by
the synchrotron radiation from shock-accelerated electrons at
the forward external shock due to the deceleration of a
relativistic jet by the ambient medium (assumed here to be
uniform). We explored the allowed parameter space of this
model with a Bayesian approach using the constraints provided
by two distinct data sets. Both data sets include X-ray data from
the Swift/XRT instrument (at 1 and 10 keV), following the
procedure outlined in Section 2.1 and downsampling the data
to avoid our Bayesian inference runs being entirely dominated
by X-ray observations. These data were combined with
HXMT-LE data at 5 keV. We then combine the Swift XRT
and HXMT X-ray data with two different optical data sets. (i)
GRANDMA data points in the optical and NIR (presented in
Sections 2.2 and 2.3) are simply completed in the u band by
early Swift UVOT points. We denote this set as
“GRANDMA.” (ii) We enrich the “GRANDMA” data with
the same observations collected in the literature as already used
in the introduction of Section 3. This full data set has the
advantage of including J, H, K, and F560W in our analysis,
increasing the existing optical data, and extending the
observations up to nearly 60 days. We denote this set as
“Extended.” Both sets are corrected for extinction using
the SF11 assumption for the foreground extinction; see
Section 3.2. We made the choice not to take into account any
radio data, as only a subset was publicly available at the time of
the publication of the article (e.g., data from Laskar et al. 2023
were not yet available). For these two multiwavelength data
sets and both Bayesian inferences presented below, we use the
same parameter space and priors, presented in Table 1, except

for the initial Lorentz factor Γ0, which is needed only in the
second model including the coasting phase. The luminosity
distance to the source is fixed to DL= 742Mpc, corresponding
to a redshift z = 0.151 for a flat cosmology with
H0= 67.7 km s−1Mpc−1 and Ωm= 0.307 (Planck Collaboration
et al. 2016).

3.4.1. Bayesian Inference Using NMMA: Investigation of the Jet
Structure and SN Contribution

As a further framework to interpret GRB 221009A, we use
the Nuclear physics and Multi-Messenger Astronomy frame-
work NMMA (Dietrich et al. 2020; Pang et al. 2022),82 which
allows us to perform joint Bayesian inference of multi-
messenger events containing gravitational waves, kilonovae,
SNe, and GRB afterglows. We have analyzed both the
GRANDMA and Extended data sets with NMMA.
For this work, we follow Kunert et al. (2023) and first

employ the top-hat jet structure (with on-axis assumption and a
free case) with the semianalytic code afterglowpy (van
Eerten et al. 2010; Ryan et al. 2020).83 In this model, the
dynamics of the relativistic ejecta propagating through the
interstellar medium are treated under the thin-shell approx-
imation, and the angular structure is introduced by dissecting
the blast wave into angular elements, each of which is evolved
independently, including lateral expansion. Magnetic field
amplification, electron acceleration, and the synchrotron
emission from the forward shock are treated according to the
analytical prescriptions of Sari et al. (1998). The observed
radiation is computed by performing equal-time arrival surface
integration. It is important to note that the model does not
account for the presence of the reverse shock or the early
coasting phase and does not include inverse Compton radiation.
This limits its applicability to the early afterglow of very
bright GRBs.
While we find a more steeply decaying emission component

at early times, it is unclear whether it can be attributed to the
reverse-shock emission (Laskar et al. 2023).
The advantage of the NMMA framework is the possibility of

comparing different astrophysical scenarios and models in a
straightforward way. As a starting point, we compare different jet
structures. In addition to the top-hat jet, we also employed
Gaussian and power-law jets. The Gaussian jet features an angular
dependence E exp 2 cobs obs

2 2( ) ( ( ))q q qµ - for θobs� θw, with θw
being an additional free parameter. The power-law jet features an
angular dependence E b1 c

b
obs obs

2 2( ) ( ( ) )q q qµ + - for
θobs� θw, with θw and b being additional parameters.
We present our best-fit light curves for the SF11 extinction

with different jet structures assumed in Figure 7, which shows
the GRANDMA data (see Figure 12 in the Appendix for the
Extended data).
We find that the observational data are only moderately well

fit by the model. While the r-band light curve is reasonably
well recovered, the predicted light curves at higher frequencies,
especially in X-rays, cannot reproduce the observed evolution.
We present the corresponding source parameters, namely,

the inclination angle θobs, isotropic energy E0, interstellar
medium density nism, half-opening angle of the jet core coreq ,
and microphysical parameters {p, òe, òB, ζ} (the power-law

82 https://github.com/nuclear-multimessenger-astronomy/nmma
83 The nested sampling algorithm implemented in PYMULTINEST (Buchner 2016)
is used.
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Table 1
NMMA: Parameters and Prior Bounds Employed in Our Bayesian Inferences

Parameter Bounds Prior Top Hat Top Hat On-axis Gaussian Power Law

GRANDMA Extended GRANDMA Extended GRANDMA Extended GRANDMA Extended

Isotropic afterglow energy E0 (erg) [1050, 1058] Log uniform 1054.16 0.45
0.71

-
+

1054.71 0.80
0.91

-
+

10 54.15 0.45
0.52+ -

+
1054.51 0.57

0.52
-
+

1054.62 0.81
1.18

-
+

1055.27 1.10
1.20

-
+

1054.17 0.68
1.15

-
+

1055.13 1.05
1.22

-
+

Ambient medium’s density nism (cm−3) [10−6, 103] Log uniform 102.61 0.70
0.39

-
+

102.60 0.63
0.40

-
+

102.61 0.49
0.39

-
+

102.51 0.51
0.49

-
+

102.27 1.14
0.73

-
+

102.48 0.82
0.52

-
+

10 2.39 1.04
0.61+ -

+
102.51 0.76

0.49
-
+

Energy fraction in electrons òe [10−4, 1] Log uniform 10 0.38 0.70
0.38- -

+
10 0.96 0.81

0.66- -
+

10 0.41 0.47
0.41- -

+
10 0.68 0.51

0.49- -
+

10 0.85 1.09
0.78- -

+
10 1.39 1.08

0.98- -
+

10 0.75 1.07
0.67- -

+
10 1.27 1.09

0.93- -
+

Energy fraction in magnetic field òB [10−9, 1] Log uniform 10 6.54 0.49
0.62- -

+
10 6.59 0.56

0.64- -
+

10 6.56 0.42
0.49- -

+
10 6.83 0.49

0.55- -
+

10 6.46 0.86
1.02- -

+
10 6.71 0.71

0.84- -
+

10 6.50 0.80
0.90- -

+
10 6.69 0.70

0.79- -
+

Electron distribution power-law index p [2, 3] Uniform 2.49 0.04
0.04

-
+ 2.39 0.03

0.03
-
+ 2.52 0.04

0.04
-
+ 2.53 0.03

0.03
-
+ 2.49 0.05

0.04
-
+ 2.40 0.03

0.03
-
+ 2.49 0.04

0.04
-
+ 2.40 0.03

0.03
-
+

Fraction of accelerated electrons ζ [10−4, 1] Log uniform 10 0.63 0.67
0.45- -

+
10 0.39 0.62

0.39- -
+

10 0.44 0.47
0.44- -

+
10 0.47 0.52

0.47- -
+

10 0.85 1.09
0.78- -

+
10 0.52 0.83

0.52- -
+

10 0.75 1.07
0.67- -

+
10 0.47 0.80

0.47- -
+

Viewing angle θobs (deg) [0, 30] Uniform 21.45 5.56
4.79

-
+ 17.14 4.50

4.82
-
+ 0 0 13.98 5.54

5.75
-
+ 12.32 5.04

4.87
-
+ 15.36 6.31

7.33
-
+ 13.19 5.45

5.34
-
+

Jet core’s opening angle coreq (deg) [0.1, 30] Uniform 24.91 5.50
5.09

-
+ 23.68 5.42

6.31
-
+ 28.85 2.37

1.15
-
+ 29.58 0.98

0.42
-
+ 27.65 4.17

2.35
-
+ 27.85 4.02

2.15
-
+ 27.29 4.80

2.71
-
+ 27.56 4.00

2.44
-
+

“Wing” truncation angle θwing (deg) [0.1, 30] Uniform L L 16.65 6.83
6.81

-
+ 17.51 7.19

7.01
-
+ 18.33 7.17

8.99
-
+ 18.70 7.54

7.49
-
+

Power-law structure index b [0.1, 7] Uniform L L L 2.42 2.32
3.62

-
+ 2.64 2.54

3.41
-
+

Angle ratio obs coreq q [1/300, 300] L 0.866 0.06
0.05

-
+ 0.725 0.04

0.04
-
+ 0 0 0.515 0.189

0.212
-
+ 0.454 0.192

0.165
-
+ 0.573 0.232

0.304
-
+ 0.491 0.218

0.180
-
+

Note. We report median posterior values at 90% credibility from simulations that were run with different jet structures using SF11 extinction data for analysis (GRANDMA and Extended); see Section 3.4.1 and
Figures 12 and 13.

13

T
h
e
A
stro

ph
y
sica

l
Jo
u
rn

a
l
L
etters,

948:L
12

(34pp),
2023

M
ay

10
K
ann

et
al.



index of the electron energy distribution, the fraction of energy
in electrons, the fraction of energy in the magnetic field, and
the fraction of electrons accelerated, respectively), using the
four different jet structure models in Figure 8, which uses the
GRANDMA data (seeAppendix for the Extended data); each
simulation uses 2048 live points for the nested sampling. The
full posteriors can be found in Table 1.

Most surprising in our analysis might be the relatively large
jet opening angle (the viewing angle being near the edge but
still within the jet), which might be hard to explain given the
high isotropic energy release of the GRB. For the top hat on-
axis (i.e., θobs= 0), the light curve seems dimmer than expected
for the X-ray data, which drives the analysis to prefer larger
viewing angles. Although a larger viewing is preferred, the
relation of obs coreq q< is clearly observed in the posterior of the
angle ratio obs coreq q (in Table 1), which is attributed to the
absence of the jet break in the present data. We also provide the
log Bayes Factors in Table 2 and the χ2/d.o.f. for these fits in
Table 3.
Finally, following the study of Fulton et al. (2023), we

investigate the possibility of an SN connected to GRB
221009A. For modeling the SN, we use the nugent-hyper
model from sncosmo (Levan et al. 2005) with a shift in the
absolute magnitude, Smax, as the main free parameter. We vary
this free parameter within S 30 mag, 30 magmax [ ]Î - . The
nugent-hyper model is a template constructed from observa-
tions of SN 1998bw (Galama et al. 1998). Within our analysis,
we find that in our runs combining the GRB top-hat jet
afterglow with an SN component, the χ2/d.o.f. are very similar
to the pure top-hat jet model (0.551 and 0.548 for Extended
data and 0.496 and 0.503 for GRANDMA data). Due to the
size of the parameter space, the log Bayes factor prefers the
simpler top-hat jet model, 0.542± 0.140 for the Extended data
and 0.540± 0.136 for the GRANDMA data (see Table 2).
Hence, there is no strong evidence for or against the presence
of an SN contribution consistent with the nugent-hyper model
combined with the models used in our analysis (see, for
instance, Fulton et al. 2023 for another interpretation.

3.4.2. Refining the Physics in the Top-hat Jet Model

The poor quality of the fits obtained in Section 3.4.1 is a
clear indication of tension between the observed temporal and
spectral slopes, as suggested by other authors, e.g., Laskar et al.
(2023), Sato et al. (2023), and O’Connor et al. (2023). We also
note that some of the parameters obtained and presented in
Figures 8 and 13 are at odds with typical GRB afterglow
parameters. Perhaps the most striking is the very large jet
opening angle. It is constrained to 15coreq  °. , while typical

Figure 7. The NMMA observational data (GRANDMA data) and best-fit light
curves of selected filters for the NMMA analysis using the SF11 extinction and
the four employed jet structures. The X-ray bands are shown in microjanskys,
and the rest of the bands are shown in AB magnitude.

Table 2
The log Bayes Factor between Different Models

Extended Data GRANDMA Data

Top hat θobs � 0 vs. θobs = 0 71.26 ± 0.14 30.66 ± 0.13
Top hat vs. Gaussian 4.29 ± 0.14 3.86 ± 0.14
Top hat vs. power law 3.53 ± 0.14 3.19 ± 0.14

Note. For both the Extended and GRANDMA data, the top-hat model without
an on-axis assumption is preferred.

Table 3
The χ2/d.o.f. of Different Models for NMMA

Extended Data GRANDMA Data

Top hat θobs � 0 0.551 0.496
Top hat θobs = 0 0.882 0.972
Gaussian 0.561 0.542
Power law 0.555 0.520
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jets have opening angles core q (2°.5 ± 1°.0) (Wang et al.
2018).

The afterglowpy model, which is used by NMMA despite
already being a refined implementation of the external shock
afterglow model (Ryan et al. 2020), suffers from some
limitations. The dynamics of the jet deceleration is assumed
to be in the self-similar regime at all times, which can lead to
flux overestimates at very early times when the jet is still in the
coasting phase. We also note that synchrotron self-Compton
(SSC) scattering is not accounted for; this could be important in
the case of GRB 221009A, where some very high energy
photons observed may hint toward strong SSC emission.

To further validate the previous analysis, we also model the
afterglow data of GRB 221009A using the afterglow model
from C. Pellouin & F. Daigne (2023, in preparation), which not
only includes synchrotron radiation but also computes the SSC
radiation, taking into account both the Thomson and Klein–
Nishina regimes with a treatment following Nakar et al. (2009).
This model also accounts for the jet lateral structure at any
viewing angle and includes the treatment of the coasting phase
of the jet propagation, which can induce differences at early
times. A detailed description of this afterglow model will be
provided in C. Pellouin & F. Daigne (2023, in preparation).
However, an analysis with the best-fit parameters shows that it

Figure 8. The NMMA posterior distribution (shown are 90% confidence intervals) for our selected data sets when using different jet models of afterglowpy
analyzing the GRANDMA data.
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does not impact the light curves after the first time observed by
Swift XRT, at 3618 s in this case.

We used an MCMC routine to infer the physical parameters
for the afterglow using the data set presented at the beginning
of Section 3.4. When performing the χ2 computation, we
inflate the errors to avoid any overfitting of points with
artificially small errors using max flux error; 0.3 flux{ }´ . We
initialize 100 independent chains and run them over 20,000

iterations; we remove chains that get stuck in a high-χ2 region
of the parameter space, as they are not true solutions.
Our first analysis uses a simplified model, where only

synchrotron radiation powers the afterglow emission, for
comparison with the analysis presented in Section 3.4.1. For
the top-hat jet with a fixed viewing angle θobs= 0°, the
posterior samples converge toward parameter values that are
very similar to those presented in Section 3.4.1 when fitting

Figure 9. Bayesian inference presented in Section 3.4.2. Shown are the predicted light curves for the two classes of parameters reported in Figure 10 and found using a
top-hat model with a fixed observing angle θobs = 0° and assuming only synchrotron radiation. Observing frequencies or energies are shown on top of each panel, and
the fitted observational data are displayed in gray. Blue curves show the model with a low coreq and p ∼ 2. Orange curves show the model with a high coreq .

Table 4
Bayesian Inference Presented in Section 3.4.2: Parameters and Prior Bounds Employed in Our Bayesian Inferences

Parameter Symbol Bounds Prior Posterior

Low coreq High coreq

Isotropic afterglow energy (erg) E0 [1050, 1058] Log uniform 1057.01 1.16
0.99

-
+

1053.58 0.08
0.09

-
+

Opening angle of the core of the jet (deg) coreq [0.1, 30] Uniform 0.39 0.11
0.13

-
+ 28.47 1.18

1.52
-
+

Density of the ambient medium (cm−3) nism [10−6, 103] Log uniform 10 4.23 1.51
1.36- -

+
102.98 0.04

0.02
-
+

Fraction of the energy that generates the magnetic field òB [10−9, 1] Log uniform 10 1.93 1.17
1.39- -

+
10 6.59 0.10

0.11- -
+

Fraction of the energy that accelerates the electrons òe [10−4, 1] Log uniform 10 2.22 1.16
1.33- -

+
10 0.02 0.05

0.02- -
+

Fraction of electrons accelerated at the shock ζ [10−4, 1] Log uniform 10 1.10 1.25
1.10- -

+
10 0.04 0.06

0.04- -
+

Electron population Lorentz factor injection index p [2, 3] Uniform 2.003 0.003
0.005

-
+ 2.43 0.02

0.03
-
+

Initial Lorentz factor Γ0 [101, 103] Log uniform 102.96 0.07
0.04

-
+

102.94 0.11
0.06

-
+

Note. We report median posterior values at 90% credibility from simulations that were run with a top-hat jet structure with a fixed observing angle θobs = 0° assuming
synchrotron radiation. We fit the extended data set presented in Section 3.4. These results are discussed in Section 3.4.2 and Figures 9 and 10.
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both the GRANDMA and extended data. Those values are
listed in Table 4, and the results are presented in Figure 9. Our
analysis with this independent model confirms the relatively
poor quality of the best fit. However, when fitting the extended
data set, another solution emerges in the MCMC posteriors
with this model; this fit has a lower χ2 but still leads to a best fit
of poor quality. Contrary to NMMA using afterglowpy, the
model does not include the lateral expansion of the jet at late
times, which leads to an alternative scenario with an early jet
break with a shallow post–jet break decay slope. This solution
implies a small core jet opening angle coreq  0°.7 and an
electron slope very close to 2. Both solutions to the model
appear on an equal number of MCMC chains (44 each) and
therefore correspond to two local minima for the χ2

distribution, with similar weight. When isolating both solu-
tions, we observe the usual parameter correlations (e.g., E0,iso

and nism or between òB, òe, and ζ). For better readability, we
show in Figure 10 only the marginalized posterior distribution
for the eight free parameters of the model and split the two
classes of models into two colors. In blue, we show margin-
alized posterior distributions for this new model (with a low
coreq and p 2.02), and in orange, we show marginalized
posterior distributions for the model with a large coreq , similar to
what is found in Section 3.4.1. The median values and 90%
confidence intervals are reported in Table 4 for the two models.

We investigate these two types of models and show in
Figure 9 the light curves obtained with the two posterior
samples of parameters. The light curves are computed in three
optical/UV bands (i, 755 nm; r, 622 nm; and u, 389.8 nm) and
three X-ray bands (1 and 10 keV with XRT observations and
5 keV with HXMT observations). All of the fitted observations
are shown in gray.

Using Figure 9, we see that though both classes of models
are able to broadly reproduce the multiwavelength observa-
tions, they both fail to reproduce the observed features
accurately. The models with high coreq , also found with NMMA
and shown in orange, accurately fit the optical but fail to
reproduce the observed X-ray temporal slope. They also feature
a jet break at t∼ 8 days, which is not observed in the data.
Conversely, the models with low coreq , though slightly favored
statistically (χ2= 600 for the latter model, χ2= 950 for the

former with the same d.o.f.), also pose major interpretation
challenges. The temporal decay in X-rays is also not in line
with X-ray observations, and the very high E0 values that are
found (between 1055 and 1058 erg) imply a very low prompt
efficiency, given a prompt energy Eγ,iso∼ 1055 erg (An et al.
2023).
While the true energy in the jet ranges between 1051 and

5× 1053 erg due to the very narrow jet opening angles
0 . 7coreq  , the posterior distribution of the prompt efficiency

peaks at 10−4, which seems very low for most prompt emission
models, especially considering the bright luminosity of the
prompt emission of GRB 221009A. However, this posterior
distribution shows a tail toward larger values, reaching 10−1,
which are more physically plausible. The physical relevance of
this scenario is also questionable regarding the jet dynamics, as
at least a moderate lateral expansion should be expected.
As a final verification, we also computed the predicted light

curves at radio frequencies and compared them with observa-
tions reported in Laskar et al. (2023) and O’Connor et al.
(2023). With both classes of models, our predictions over-
estimate the flux compared to the observations. We therefore
conclude that while these parameters do correspond to the best
fits of the extended data set using a top-hat jet model with a
fixed observing angle θobs= 0° and assuming only synchrotron
radiation, they do not provide satisfactory predictions given
other constraints found in the literature, motivating a deeper
analysis. When accounting for SSC scattering in the model, we
ran the models with a narrow coreq . We also tested models with
a free observing angle and found similar results to those
presented in Section 3.4.1; this model is preferred, but the
typical values found for the parameters are close to those found
with the fixed observation angle. Therefore, our analysis shows
that even in a more realistic description, including the coasting
phase and the SSC radiation, the standard top-hat jet afterglow
model is in tension with the observed data. We note that for
free observing angles, the MCMC chains do not favor a narrow

coreq anymore. Finally, we also study the impact of the jet
structure; our findings are similar to those presented in
Section 3.4.1. We also performed our analysis with only the
GRANDMA data set and found similar values as those found
with NMMA, but in this case, the MCMC chains also do not find

Figure 10. Bayesian inference presented in Section 3.4.2. Shown is a marginalized posterior distribution of the free parameters best fitting the extended data with an
on-axis observation of a top-hat jet radiating via synchrotron only, as presented in Section 3.4.2. In blue, we show marginalized distributions for the model that
features a low coreq and p ∼ 2, not found with NMMA. In orange, we show marginalized distributions for the model with a high coreq , similar to what is found with NMMA.
The median values and 90% confidence intervals can be found in Table 4.
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the very narrow coreq models. We leave to a future study the
investigation of more advanced models regarding, for instance,
the jet structure of the external medium density.

4. Discussion and Conclusion

In this work, the properties of the GRB 221009A afterglow
are studied using a multiwavelength data set presenting data
from optical observations from ground-based telescopes or the
GRANDMA/KNC network and the LE X-ray telescope on
board the Insight-HXMT satellite. The X-ray observations were
made 9.8 hr to 3 days after the trigger time, while the
ultraviolet, optical, and NIR sky was covered from the prompt
emission (shallow limits from all-sky cameras) and then (with
narrow-field instruments) from 2.2 hr after the trigger time to
about 20 days. The GRANDMA network involved more than
30 telescopes, including both professional and amateur
telescopes, and collected more than 200 images for this
GRB. This is one of the few GRB afterglows that has been
observed extensively by amateur astronomers. The measure-
ments with the deepest limiting magnitudes reach m 24.6lim =
mag in the g¢ band with a professional telescope (CFHT) and
m 21.5lim = mag in the V band with an amateur telescope,
demonstrating the potential for citizen contributions to time-
domain astrophysical science. We also collected prompt
observations of the GRB in the optical (between T0 and
T0+500 s) by cameras managed by the Desert Fireball
Network, but no optical flash was detected in the V band
(down to a limiting magnitude of 3.8 mag). We furthermore
collect public data from the XRT telescope on board the Swift
satellite, with the first observation having been taken about 1 hr
after the GRB trigger time. Two specially tuned photometric
pipelines, STDPipe and MUPHOTEN, are used to analyze the
GRB afterglow data. The observations are calibrated using stars
from the PS1 catalog, with slightly different results being
obtained for Johnson–Cousins filters between the two pipe-
lines. For this reason, only a subset of data with good quality
and consistent results has been selected for analysis.

In this paper, we tackle the challenge of determining the
significant extinction correction, as the GRB lies behind the
Galactic plane. To correct for this, we employ two different
techniques. First, we use the SF11 maps, which may
overestimate the extinction. Second, we use the RF09 maps,
which utilize NIR color excess determinations based on
2MASS observations. This method results in a significantly
lower extinction value (but is only valid out to 2–3 kpc)
compared to the SF11 value. Taking into account the existence
of dust at larger distances determined by X-ray measurements
of dust rings (Negro et al. 2023; Williams et al. 2023;
Vasilopoulos et al. 2023), we proceed to discuss the reliability
of these measurements and conduct our follow-up analysis
using both correction methods for comparison.

Empirical analysis of the light curve shows it to be
composed of three power-law sections (steep, shallow, and
steep), with the first section only covered by a short data
baseline. The data after ∼0.1 day show a clear break and a
relatively shallow postbreak slope with no further indication of
a jet break, which would usually lead to a decay slope α 2.
The light-curve analysis yields an SED, which we fit with three
solutions for the foreground/host-galaxy extinction, including
one under the assumption that the entire extinction is
foreground. All extinction models yield viable solutions; in
combination with spectroscopic evidence for small-to-moderate

host-galaxy extinction, we prefer the combination of SF11
foreground correction and about half a magnitude of SMC-type
host-galaxy extinction. Using these values, we are able to
compare the optical afterglow to a global sample and find it to
be luminous but not excessively so, in contrast to the extreme
isotropic energy release of the prompt emission, a result also
found for the X-ray afterglow (Williams et al. 2023).
We analyzed our observations in the framework of the

standard GRB afterglow model; in this model, the observed
flux is dominated by synchrotron radiation from shock-
accelerated electrons at the forward external shock due to the
deceleration of the GRB relativistic jet by the ambient medium
(Sari et al. 1998). We limited our study to the case of a uniform
medium. We performed Bayesian inference using two multi-
wavelength data sets, the first composed of our own
GRANDMA data complemented by X-ray data (Swift XRT
and HXMT-LE) and the second extended with additional
optical and NIR measurements collected from the literature; see
Section 3.4. This Bayesian inference was done using NMMA
(Dietrich et al. 2020; Pang et al. 2022) employing the
semianalytic code afterglowpy for afterglow light-curve
modeling (Ryan et al. 2020) and was complemented with an
independent Bayesian inference based on the model by
C. Pellouin & F. Daigne (2023, in preparation) to test the
impact of more realistic physics for the jet dynamics; this
model accounts for both the early coasting phase and the
emission by including the SSC emission with a full treatment in
the Thomson and Klein–Nishina regimes. We started with the
simplest version of the standard GRB afterglow model, i.e., a
top-hat jet seen exactly on-axis. Both independent pipelines
converged to similar solutions, with a best fit that yields poor
fits to some of the observations. This analysis confirms a
tension between the standard afterglow model and the observed
spectral and temporal evolution, as suggested by Laskar et al.
(2023), based on the closure relations. The smoother transi-
tions, rather than sharp breaks, observed in such a detailed
model only moderately improve the predicted light curves. In
particular, the high-frequency light curves, especially in
X-rays, are not well reproduced, and the late-time radio flux
is overpredicted. In addition, we note that this best fit yields an
unexpectedly large opening angle for such a bright GRB and a
very dense external medium. We explored several additional
effects: free viewing angle, lateral structure of the jet (power
law or Gaussian), early coasting phase, SSC radiation, or
underlying SN component. None of these models that include
more realistic physics leads to better fits. We therefore
conclude that the modeling of the GRB 221009A afterglow
will require going beyond the most standard afterglow model
by, for instance, considering more complex jet structure,
external density, or the contribution of the reverse shock, as
also suggested by Laskar et al. (2023) and O’Connor et al.
(2023).
Object GRB 221009A is an absolutely unique event,

representing not just the nearest extremely energetic GRB but
potentially also the most energetic GRB ever detected. These
two factors combined make it by far the brightest GRB ever
seen, at the very least a once-in-a-lifetime event and probably
even a millennial one. To have such an event occur when we
have a fleet of satellites in space able to detect gamma rays and
the ground- and space-based capabilities to determine the
distance and follow up the afterglow evolution in detail, even
by amateur astronomers, is fortuitous indeed. It is unlikely that
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a chance like this will come again in the coming decades or
even centuries, making this an event to be remembered through
the ages.
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Appendix

In the appendix, Figure 11 displays the optical light curves
of GRB 221009A in various bands, as analyzed in the section
on “Empirical light curve analysis”. These light curves have
been corrected for the SF11 galactic extinction using both
GRANDMA data and common literature sources. Each
empirical light curve is composed by three power-law sections.
To complement this analysis, Figure 12 presents the results of
the NMMA analysis, which utilized the light curves from
Figure 11 and compared the best-fit light curves using different
types of jet structures. Figure 13 shows the physical properties
of the GRB using the data from Figure 11. For additional
context, Table 5 lists all the measurements contributed by the
GRANDMA collaboration that were used in constructing
Figure 11. Moreover, Table 6 provides the results available in
the Gamma-Ray coordination network, augmenting the infor-
mation available in Table 5.

Figure 11. The UVOIR light curve of GRB 221009A (see Section 3.1). The magnitudes, expressed in the Vega system, are corrected for the SF11 galactic extinction.
The break slope is at ∼0.6 day post-GRB trigger time between α1 and α2.
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Figure 12. The NMMA observational data (Extended data) and best-fit light curves of selected filters for the NMMA analysis using the SF11 extinction and the four
employed jet structures. The X-ray bands are shown in microjanskys, and the rest of the bands are shown in AB magnitude. In the optical band, the GRANDMA data
points are shown in orange.
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Figure 13. The NMMA posterior distribution (90% confidence intervals) for our selected data sets when using different jet models of afterglowpy analyzing the
Extended data.

Table 5
Data Used for the Numerical Data Analysis Sections (Sections 3.4.1 and 3.4.2)

Delay Filter SF11 RF09 Observatory
(day) (s) Magnitude Upper Limit Magnitude Upper Limit

0.0423 3.657 × 103 u 10.87 ± 0.15 L 10.65 ± 0.35 L Swift UVOT
0.0457 3.949 × 103 u 11.03 ± 0.30‘ L 10.77 ± 0.44 L Swift UVOT
0.0511 4.416 × 103 u 10.91 ± 0.22 L 10.75 ± 0.39 L Swift UVOT
0.3755 3.244 × 104 u 13.40 ± 0.22 L L L Swift UVOT
0.5751 4.969 × 104 u 13.88 ± 0.30 L L L Swift UVOT
1.1084 9.576 × 104 u 14.25 ± 0.39 L L L Swift UVOT
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Table 5
(Continued)

Delay Filter SF11 RF09 Observatory
(day) (s) Magnitude Upper Limit Magnitude Upper Limit

0.2572 2.222 × 104 B L 11.76 L 11.69 KNC-SCT-0.28

1.1368 9.822 × 104 g¢ 14.81 ± 0.21 L 14.70 ± 0.31 L KAO
19.6945 1.702 × 106 g¢ 18.95 ± 0.22 L 18.84 ± 0.31 L CFHT-Megacam

-0.0010 −90 V L −2.79 L −2.9 Mundrabilla
-0.0007 −60 V L −2.79 L −2.9 Mundrabilla
-0.0003 −30 V L −0.99 L −1.1 Raw War Road
0.0000 0 V L −0.99 L −1.1 Raw War Road
0.0004 30 V L −0.99 L −1.1 Raw War Road
0.0007 60 V L −0.99 L −1.1 Raw War Road
0.0011 90 V L −0.99 L −1.1 Raw War Road
0.0014 120 V L −0.99 L −1.1 Raw War Road
0.0017 150 V L −0.99 L −1.1 Raw War Road
0.0021 180 V L −0.99 L −1.1 Raw War Road
0.0024 210 V L −0.99 L −1.1 Raw War Road
0.0031 270 V L −0.99 L −1.1 Raw War Road
0.0035 300 V L −0.99 L −1.1 Raw War Road
0.0042 360 V L −0.99 L −1.1 Raw War Road
0.0045 390 V L −0.99 L −1.1 Raw War Road
0.2677 2.313 × 104 V 12.60 ± 0.10 L 12.50 ± 0.22 L KNC-SCT-0.28
1.1465 9.906 × 104 V 14.57 ± 0.16 L 14.47 ± 0.26 L ShAO
1.2606 1.089 × 105 V L 13.90 L 13.80 KNC-SCT-0.28

0.0972 8.40 × 103 r ¢ 11.90 ± 0.13 L 11.79 ± 0.21 L TRE
0.0993 8.58 × 103 r ¢ 11.80 ± 0.19 L 11.69 ± 0.25 L TRE
0.0995 8.60 × 103 r ¢ 11.72 ± 0.29 L 11.61 ± 0.33 L TRE
0.1748 1.510 × 104 r ¢ 12.38 ± 0.31 L 12.27 ± 0.35 L TRE
0.1750 1.512 × 104 r ¢ 11.86 ± 0.24 L 11.75 ± 0.29 L TRE
1.1489 9.926 × 104 r ¢ 14.63 ± 0.10 L 14.52 ± 0.19 L KAO
1.3077 1.130 × 105 r ¢ 14.84 ± 0.07 L 14.73 ± 0.18 L C2PU/Omicron
2.3083 1.994 × 105 r ¢ 15.34 ± 0.16 L 15.23 ± 0.23 L KNC-Parent
2.5206 2.178 × 105 r ¢ 15.54 ± 0.13 L 15.43 ± 0.21 L KNC-LCO/McDO-0.4 m
3.2874 2.840 × 105 r ¢ L 14.38 L 14.27 KNC-C11-ATLAS
4.2097 3.637 × 105 r ¢ L 16.18 L 16.07 KAO
10.2667 8.870 × 105 r ¢ 17.74 ± 0.09 L 17.63 ± 0.19 L C2PU/Omicron
19.6965 1.702 × 106 r ¢ 18.67 ± 0.07 L 18.56 ± 0.18 L CFHT/MegaCam

0.2736 2.364 × 104 RC 12.41 ± 0.07 L 12.34 ± 0.18 L KNC-SCT-0.28
1.0813 9.342 × 104 RC 14.36 ± 0.15 L 14.29 ± 0.22 L UBAI-ST60
1.2274 1.060 × 105 RC 14.25 ± 0.10 L 14.18 ± 0.19 L Lisnyky-AZT-8
1.2365 1.068 × 105 RC 14.39 ± 0.10 L 14.32 ± 0.19 L Lisnyky-AZT-8
1.2755 1.102 × 105 RC L 14.30 L 14.23 KNC-SCT-0.28
2.2956 1.983 × 105 RC L 14.91 L 14.84 KNC-SCT-0.28
2.3042 1.991 × 105 RC 15.37 ± 0.10 L 15.30 ± 0.19 L Lisnyky-AZT-8
3.2868 2.840 × 105 RC 16.13 ± 0.12 L 16.06 ± 0.20 L Lisnyky-AZT-8
5.0674 4.378 × 105 RC L 14.61 L 14.54 UBAI-ST60
11.1313 9.617 × 105 RC 18.01 ± 0.19 L 17.94 ± 0.25 L UBAI-AZT22
12.4567 1.076 × 106 RC L 16.02 L 15.95 VIRT

0.5333 4.608 × 104 i¢ 13.20 ± 0.06 L 13.13 ± 0.14 L KNC-BGO
0.5372 4.641 × 104 i¢ 13.21 ± 0.06 L 13.14 ± 0.14 L KNC-BGO
0.5411 4.675 × 104 i¢ 13.24 ± 0.06 L 13.17 ± 0.14 L KNC-BGO
0.5450 4.709 × 104 i¢ 13.30 ± 0.06 L 13.23 ± 0.14 L KNC-BGO
0.5489 4.742 × 104 i¢ 13.34 ± 0.07 L 13.27 ± 0.15 L KNC-BGO
0.5527 4.775 × 104 i¢ 13.33 ± 0.06 L 13.26 ± 0.14 L KNC-BGO
0.5572 4.814 × 104 i¢ 13.42 ± 0.06 L 13.35 ± 0.14 L KNC-BGO
0.5611 4.848 × 104 i¢ 13.40 ± 0.06 L 13.33 ± 0.14 L KNC-BGO
0.5650 4.882 × 104 i¢ 13.37 ± 0.07 L 13.30 ± 0.15 L KNC-BGO
0.5689 4.915 × 104 i¢ 13.23 ± 0.06 L 13.16 ± 0.14 L KNC-BGO
0.5727 4.948 × 104 i¢ 13.40 ± 0.07 L 13.33 ± 0.15 L KNC-BGO
0.5766 4.982 × 104 i¢ 13.54 ± 0.08 L 13.47 ± 0.15 L KNC-BGO
1.1625 1.004 × 105 i¢ 14.63 ± 0.06 L 14.56 ± 0.14 L KAO
1.2255 1.059 × 105 i¢ 14.37 ± 0.10 L 14.30 ± 0.16 L KNC-IRIS
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Table 5
(Continued)

Delay Filter SF11 RF09 Observatory
(day) (s) Magnitude Upper Limit Magnitude Upper Limit

2.5092 2.168 × 105 i¢ 15.40 ± 0.10 L 15.33 ± 0.16 L KNC-BGO
3.5534 3.070 × 105 i¢ 16.46 ± 0.22 L 16.39 ± 0.26 L KNC-BGO
4.2108 3.638 × 105 i¢ 16.69 ± 0.30 L 16.62 ± 0.33 L KAO
19.7097 1.703 × 106 i¢ 18.83 ± 0.06 L 18.76 ± 0.14 L CFHT/MegaCam

0.2887 2.494 × 104 IC 12.40 ± 0.06 L 12.21 ± 0.13 L KNC-SCT-0.28
1.2902 1.115 × 105 IC 14.31 ± 0.14 L 14.12 ± 0.18 L KNC-SCT-0.28
2.3509 2.031 × 105 IC L 14.79 L 14.60 KNC-SCT-0.28
6.3104 5.452 × 105 IC 16.96 ± 0.17 L 16.77 ± 0.21 L Lisnyky-AZT-8
15.4848 1.338 × 106 IC L 16.98 L 16.79 VIRT

1.1745 1.015 × 105 z¢ 14.80 ± 0.07 L 14.70 ± 0.11 L KAO
4.217 3.643 × 105 z¢ 16.73 ± 0.16 L 16.63 ± 0.19 L KAO
13.184 1.139 × 106 z¢ L 18.23 L 18.13 KAO
19.7308 1.705 × 106 z¢ 18.84 ± 0.09 L 18.74 ± 0.12 L CFHT/MegaCam

Delay X-ray Filter Flux Flux Error Observatory
(day) (s) Central Frequency (Jy) (Jy)

0.1644 1.420 × 104 5 keV 3.74 × 10−4 7.49 × 10−5 HXMT/LE
0.3617 3.125 × 104 5 keV 9.32 × 10−5 2.06 × 10−5 HXMT/LE
0.8580 7.413 × 104 5 keV 1.83 × 10−5 3.66 × 10−6 HXMT/LE
0.9896 8.550 × 104 5 keV 1.49 × 10−5 2.99 × 10−6 HXMT/LE
1.1223 9.697 × 104 5 keV 1.23 × 10−5 2.45 × 10−6 HXMT/LE
1.2192 1.053 × 105 5 keV 1.41 × 10−5 5.53 × 10−6 HXMT/LE
1.3864 1.198 × 105 5 keV 7.18 × 10−6 1.44 × 10−6 HXMT/LE
1.5256 1.318 × 105 5 keV 6.17 × 10−6 1.23 × 10−6 HXMT/LE
1.6526 1.428 × 105 5 keV 5.45 × 10−6 1.09 × 10−6 HXMT/LE
1.7844 1.542 × 105 5 keV 4.44 × 10−6 8.87 × 10−7 HXMT/LE
1.9157 1.655 × 105 5 keV 3.91 × 10−6 7.82 × 10−7 HXMT/LE
2.0485 1.770 × 105 5 keV 3.91 × 10−6 8.87 × 10−7 HXMT/LE
2.1473 1.855 × 105 5 keV 2.19 × 10−6 7.59 × 10−7 HXMT/LE
2.4809 2.143 × 105 5 keV 3.73 × 10−6 1.93 × 10−6 HXMT/LE
2.5822 2.231 × 105 5 keV 1.92 × 10−6 3.84 × 10−7 HXMT/LE
2.7138 2.345 × 105 5 keV 3.64 × 10−6 2.62 × 10−6 HXMT/LE
2.8464 2.459 × 105 5 keV 3.73 × 10−6 3.83 × 10−6 HXMT/LE
2.9744 2.570 × 105 5 keV 1.27 × 10−6 8.57 × 10−7 HXMT/LE
0.0419 0.362 × 104 10 keV 1.23 × 10−3 2.51 × 10−4 Swift XRT
0.0486 0.420 × 104 10 keV 8.95 × 10−4 1.88 × 10−4 Swift XRT
0.2529 2.185 × 104 10 keV 7.23 × 10−5 2.14 × 10−5 Swift XRT
0.3018 2.608 × 104 10 keV 5.71 × 10−5 1.64 × 10−5 Swift XRT
0.3701 3.197 × 104 10 keV 3.76 × 10−5 1.10 × 10−5 Swift XRT
0.4365 3.771 × 104 10 keV 3.29 × 10−5 9.87 × 10−6 Swift XRT
0.5145 4.445 × 104 10 keV 2.87 × 10−5 9.62 × 10−6 Swift XRT
0.5698 4.923 × 104 10 keV 1.85 × 10−5 6.31 × 10−6 Swift XRT
0.6348 5.484 × 104 10 keV 1.80 × 10−5 5.48 × 10−6 Swift XRT
0.7026 6.070 × 104 10 keV 1.22 × 10−5 4.97 × 10−6 Swift XRT
0.7808 6.746 × 104 10 keV 1.22 × 10−5 4.72 × 10−6 Swift XRT
0.8481 7.327 × 104 10 keV 1.06 × 10−5 3.63 × 10−6 Swift XRT
1.0395 8.982 × 104 10 keV 8.91 × 10−6 3.54 × 10−6 Swift XRT
1.2431 1.074 × 105 10 keV 7.61 × 10−6 2.45 × 10−6 Swift XRT
1.4247 1.231 × 105 10 keV 5.73 × 10−6 1.91 × 10−6 Swift XRT
1.6254 1.404 × 105 10 keV 3.77 × 10−6 1.48 × 10−6 Swift XRT
1.8796 1.624 × 105 10 keV 3.36 × 10−6 1.17 × 10−6 Swift XRT
2.5980 2.245 × 105 10 keV 2.32 × 10−6 5.38 × 10−7 Swift XRT
2.8842 2.492 × 105 10 keV 1.37 × 10−6 3.63 × 10−7 Swift XRT
3.4783 3.005 × 105 10 keV 1.02 × 10−6 3.60 × 10−7 Swift XRT
4.5403 3.923 × 105 10 keV 7.20 × 10−7 2.87 × 10−7 Swift XRT
5.6807 4.908 × 105 10 keV 4.04 × 10−7 1.46 × 10−7 Swift XRT
7.1565 6.183 × 105 10 keV 2.85 × 10−7 1.28 × 10−7 Swift XRT
9.5104 8.217 × 105 10 keV 1.37 × 10−7 6.70 × 10−8 Swift XRT
13.260 1.146 × 106 10 keV 7.76 × 10−8 2.97 × 10−8 Swift XRT
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Table 5
(Continued)

Delay X-ray Filter Flux Flux Error Observatory
(day) (s) Central Frequency (Jy) (Jy)

18.832 1.627 × 106 10 keV 4.86 × 10−8 1.31 × 10−8 Swift XRT
28.236 2.440 × 106 10 keV 2.21 × 10−8 8.34 × 10−9 Swift XRT
41.971 3.626 × 106 10 keV 1.48 × 10−8 3.81 × 10−9 Swift XRT
64.598 5.581 × 106 10 keV 2.59 × 10−9 1.23 × 10−9 Swift XRT
0.0419 0.362 × 104 1 keV 8.36 × 10−3 1.16 × 10−3 Swift XRT
0.0486 0.420 × 104 1 keV 7.25 × 10−3 1.04 × 10−3 Swift XRT
0.2529 2.185 × 104 1 keV 5.98 × 10−4 1.12 × 10−4 Swift XRT
0.3018 2.608 × 104 1 keV 4.39 × 10−4 8.75 × 10−5 Swift XRT
0.3701 3.197 × 104 1 keV 3.59 × 10−4 6.76 × 10−5 Swift XRT
0.4365 3.771 × 104 1 keV 2.30 × 10−4 5.15 × 10−5 Swift XRT
0.5145 4.445 × 104 1 keV 1.89 × 10−4 4.82 × 10−5 Swift XRT
0.5698 4.923 × 104 1 keV 1.91 × 10−4 4.60 × 10−5 Swift XRT
0.6348 5.484 × 104 1 keV 1.49 × 10−4 3.07 × 10−5 Swift XRT
0.7026 6.070 × 104 1 keV 1.65 × 10−4 4.62 × 10−5 Swift XRT
0.7808 6.746 × 104 1 keV 1.19 × 10−4 3.07 × 10−5 Swift XRT
0.8481 7.327 × 104 1 keV 9.98 × 10−5 2.10 × 10−5 Swift XRT
1.0395 8.982 × 104 1 keV 7.24 × 10−5 2.33 × 10−5 Swift XRT
1.2431 1.074 × 105 1 keV 3.96 × 10−5 1.23 × 10−5 Swift XRT
1.4247 1.231 × 105 1 keV 3.28 × 10−5 8.30 × 10−6 Swift XRT
1.6254 1.404 × 105 1 keV 2.71 × 10−5 7.93 × 10−6 Swift XRT
1.8796 1.624 × 105 1 keV 2.28 × 10−5 7.84 × 10−6 Swift XRT
2.5980 2.245 × 105 1 keV 1.35 × 10−5 2.94 × 10−6 Swift XRT
2.8842 2.492 × 105 1 keV 1.28 × 10−5 2.86 × 10−6 Swift XRT
3.4783 3.005 × 105 1 keV 8.41 × 10−6 2.59 × 10−6 Swift XRT
4.5403 3.923 × 105 1 keV 5.56 × 10−6 1.75 × 10−6 Swift XRT
5.6807 4.908 × 105 1 keV 5.08 × 10−6 1.24 × 10−6 Swift XRT
7.1565 6.183 × 105 1 keV 3.77 × 10−6 1.16 × 10−6 Swift XRT
9.5104 8.217 × 105 1 keV 2.34 × 10−6 5.99 × 10−7 Swift XRT
13.260 1.146 × 106 1 keV 1.27 × 10−6 2.92 × 10−7 Swift XRT
18.832 1.627 × 106 1 keV 6.52 × 10−7 2.28 × 10−7 Swift XRT
28.236 2.440 × 106 1 keV 4.15 × 10−7 1.38 × 10−7 Swift XRT
41.971 3.626 × 106 1 keV 2.59 × 10−7 8.25 × 10−8 Swift XRT
64.598 5.581 × 106 1 keV 1.96 × 10−7 4.82 × 10−8 Swift XRT

Note. Swift data have been converted from the Vega system to the AB system. Data are given fully extinction-corrected for either SF11 MW foreground extinction
(described in Section 3.2) or RF09a and the corresponding SMC extinction in the host galaxy (Section 3.2).
a This does not include updated measurements provided after 2022 February 5.

Table 6
The GRANDMA and GCN Optical Observations of GRB 221009A

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
09T18:06:27

59,861.7545 0.2010 u¢ 6 × 60 s L 17.9 (3σ) MeerLICHT de Wet &
Groot (2022)

L

2022-10-
10T05:00

59,862.2083 0.6549 u¢ 6 × 60 s L L Nickel-1 m Vidal et al. (2022) L

2022-10-
09T19:19:51

59,861.8107 0.2572 B 5 × 180 s L 18.1 (5σ) KNC-SCT-0.28 Broens (2022)
and this work

STDPipe

2022-10-
10T04:21

59,862.1812 0.6278 B 5 × 60 s L 19.7 LOAO-1 m Paek et al. (2022) L

2022-10-
09T16:21

59,861.6812 0.1278 g¢ 200 s 17.66 ± 0.07 L GIT Kumar et al.
(2022)

L

2022-10-
09T18:21

59,861.7646 0.2111 g¢ 6 × 60 s 18.22 ± 0.33 L MeerLICHT de Wet &
Groot (2022)

L

2022-10-
10T05:00

59,862.2083 0.6549 g¢ 300 s 18.96 ± 0.1 L Nickel-1 m Vidal et al. (2022) L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
10T11:39

59,862.4854 0.932 g¢ 8340 s L 18.3 MITSuME Sasada et al.
(2022)

L

2022-10-
10T12:25

59,862.5174 0.9639 g¢ 2 × 150 s L 18.3 (3σ) SLT-40 Chen et al. (2022) L

2022-10-
10T16:34

59,862.6903 1.1368 g¢ 2 × 120 s 20.38 ± 0.19 19.9 (3σ) KAO This work MUPHOTEN

2022-10-
10T16:56

59,862.7056 1.1521 g¢ 600 s 20.13 ± 0.08 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
10T17:16

59,862.7194 1.166 g¢ 15 × 30 s 20.53 ± 0.1 21.0 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
10T19:40

59,862.8194 1.266 g¢ 3 × 100 s 20.87 ± 0.36 L LCOGT Strausbaugh
(2022a)

L

2022-10-
10T20:17

59,862.8451 1.2917 g¢ 600 s 20.44 ± 0.25 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T17:10

59,863.7153 2.1618 g¢ 600 s 21.15 ± 0.21 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T02:40

59,864.1111 2.5577 g¢ L L 23.0 LBTO Shresta et al.
(2022)

L

2022-10-
12T03:34

59,864.1486 2.5952 g¢ 3 × 300 s L 22.3 LCOGT Strausbaugh
(2022b)

L

2022-10-
15T15:44

59,867.6556 6.1021 g¢ 30 × 60 s 22.6 ± 0.12 23.4 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
29T05:57

59,881.2479 19.6945 g¢ 3 × 300 s 24.52 ± 0.2 26.1 CFHT-
Megacam

This work MUPHOTEN

2022-10-
09T13:15:29

59,861.5524 −0.0010 V 27 s - 2.0 Mundrabilla This work Section 2.2

2022-10-
09T13:15:59

59,861.5528 −0.0007 V 27 s L 2.0 Mundrabilla This work Section 2.2

2022-10-
09T13:16:30

59,861.5531 −0.0003 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:17:00

59,861.5535 0.0000 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:17:30

59,861.5538 0.0004 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:18:00

59,861.5542 0.0007 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:18:30

59,861.5545 0.0011 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:19:00

59,861.5549 0.0014 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:19:30

59,861.5552 0.0017 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:20:00

59,861.5556 0.0021 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:20:30

59,861.5559 0.0024 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:21:30

59,861.5566 0.0031 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:22:00

59,861.5569 0.0035 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:23:00

59,861.5576 0.0042 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T13:23:30

59,861.5580 0.0045 V 27 s L 3.8 Raw War Road This work Section 2.2

2022-10-
09T19:35:00

59,861.82118 0.2677 V 5 × 180 s 17.39 ± 0.08 18.3 (5σ) KNC-SCT-0.28 Broens (2022)
and this work

MUPHOTEN

2022-10-
10T04:23

59,862.1826 0.6292 V 5 × 60 s 18.74 ± 0.13 19.5 LOAO-1 m Paek et al. (2022) L

2022-10-
10T16:48

59,862.7 1.1465 V 25 × 120 s 19.36 ± 0.15 19.5 ShAOT60 This work STDPipe

59,862.8141 1.2606 V 11 × 180 s L 18.7 (5σ) KNC-SCT-0.28 This work MUPHOTEN
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
10T19:16

2022-10-
14T20:13

59,866.8768 5.3233 V 180 × 32 s 21.55 ± 0.24 21.2 (5σ) KNC-T-CAT This work STDPipe

2022-10-
09T19:51

59,861.8271 0.2736 RC 5 × 180 s 16.26 ± 0.05 17.9 (5σ) KNC-SCT-0.28 Broens (2022)
and this work

MUPHOTEN

2022-10-
10T11:39

59,862.4854 0.932 RC 60 s L 17.0 MITSuME Sasada et al.
(2022)

L

2022-10-
10T14:56

59,862.6347 1.0813 RC 6 × 180 s 18.21 ± 0.14 18.5 UBAI-ST60 This work MUPHOTEN

2022-10-
10T15:53

59,862.6774 1.124 RC 15 × 90 s L L ShAOT60 This work VETO

2022-10-
10T18:32

59,862.7809 1.2274 RC 25 × 30 s 18.1 ± 0.08 19.3 Lisnyky-AZT-8 This work MUPHOTEN

2022-10-
10T18:45

59,862.7899 1.2365 RC 25 × 30 s 18.24 ± 0.08 19.1 Lisnyky-AZT-8 This work MUPHOTEN

2022-10-
10T19:43:14

59,862.8290 1.2755 RC 7 × 180 s L 18.2 (5σ) KNC-SCT-0.28 This work MUPHOTEN

2022-10-
11T19:52:44

59,863.8292 2.2956 RC 20 × 180 s L 18.8 (5σ) KNC-SCT-0.28 Broens (2022)
and this work

MUPHOTEN

2022-10-
11T18:44

59,863.8576 2.3042 RC 111 × 60 s 19.22 ± 0.08 20.5 Lisnyky-AZT-8 This work MUPHOTEN

2022-10-
12T14:24

59,864.6139 3.0604 RC 5 × 240 s L L UBAI-ST60 This work VETO

2022-10-
12T19:40

59,864.8403 3.2868 RC 30 × 60 s 19.98 ± 0.11 20.1 Lisnyky-AZT-8 This work MUPHOTEN

2022-10-
14T14:10

59,866.6208 5.0674 RC 11 × 240 s L 18.5 UBAI-ST60 This work MUPHOTEN

2022-10-
21T22:58

59,874.0102 12.4567 RC 460 × 10 s L 19.9 VIRT This work MUPHOTEN

2022-10-
22T03:34:20

59,874.1697 12.6162 RC 6 × 600 s L 19.4 (5σ) KNC-iT11 This work STDPipe

2022-10-
09T14:25

59,861.6007 0.0472 r′ L 14.93 ± 0.1 L NEXT Xu et al. (2022) L

2022-10-
09T14:27

59,861.6021 0.0486 r′ 120 s 14.84 ± 0.09 20.8 Mondy Belkin et al.
(2022c)

L

2022-10-
09T15:36

59,861.6507 0.0972 r′ 180 s 15.92 ± 0.12 16.5 TRE This work STDPipe and
MUPHOTEN

2022-10-
09T15:39

59,861.6528 0.0993 r′ 180 s 15.82 ± 0.18 16.7 TRE This work STDPipe and
MUPHOTEN

2022-10-
09T15:40

59,861.6530 0.0995 r′ 180 s 15.74 ± 0.28 16.1 TRE This work STDPipe and
MUPHOTEN

2022-10-
09T16:25

59,861.684 0.1306 r′ 200 s 16.16 ± 0.07 L GIT Kumar et al.
(2022)

L

2022-10-
09T17:28

59,861.7283 0.1748 r′ 180 s 16.4 ± 0.3 16.3 TRE This work STDPipe and
MUPHOTEN

2022-10-
09T17:29

59,861.7285 0.1750 r′ 180 s 15.88 ± 0.23 16.3 TRE This work STDPipe and
MUPHOTEN

2022-10-
09T18:25

59,861.7674 0.2139 r′ L 16.5 ± 0.1 L NEXT Xu et al. (2022) L

2022-10-
09T18:23

59,861.766 0.2125 r′ 6 × 60 s 16.76 ± 0.08 L MeerLICHT de Wet (2022) L

2022-10-
09T18:49

59,861.784 0.2306 r′ 90 s 16.57 ± 0.02 L OSN-0.9 Hu et al. (2022) L

2022-10-
09T23:58

59,861.9986 0.4452 r′ L 17.36 ± 0.12 L REM Brivio et al.
(2022)

L

2022-10-
10T04:25

59,862.184 0.6306 r′ 60 × 5 s 17.55 ± 0.06 19.8 LOAO-1 m Paek et al. (2022) L

2022-10-
10T05:00

59,862.2083 0.6549 r′ 300 s 17.8 ± 0.1 L Nickel-1 m Vidal et al. (2022) L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
10T12:25

59,862.5174 0.9639 r′ 2 × 150 s 18.67 ± 0.16 L SLT-40 Chen et al. (2022) L

2022-10-
10T16:33

59,862.7023 1.1489 r′ 11 × 100 s 18.65 ± 0.08 20.9 KAO This work MUPHOTEN

2022-10-
10T17:06

59,862.7125 1.159 r′ 600 s 18.65 ± 0.02 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
10T17:14

59,862.7181 1.1646 r′ 18 × 30 s 18.64 ± 0.03 20.8 (3σ) AZT-20 Kim et al. (2022) L

2022-10-
10T19:26

59,862.8097 1.2563 r ¢ 2 × 300 s 18.74 ± 0.12 L RC-80 Vinko et al.
(2022)

L

2022-10-
10T19:40

59,862.8194 1.266 r′ 3 × 100 s 18.8 ± 0.21 L LCOGT Strausbaugh
(2022a)

L

2022-10-
10T20:30

59,862.8611 1.3077 r′ 2 × 300 s 18.86 ± 0.04 20.5 C2PU/Omicron This work STDPipe and
MUPHOTEN

2022-10-
10T20:50

59,862.8681 1.3146 r′ 600 s 18.81 ± 0.05 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T00:15

59,863.0444 1.4909 r′ 16 × 360 s 18.89 ± 0.06 20.4 (5σ) KNC-C14/Ste-
Sophie

This work STDPipe

2022-10-
11T00:58

59,863.0846 1.5312 r ¢ 59 × 120 s 18.93 ± 0.09 19.8 (5σ) KNC-
C11-FREE

This work STDPipe

2022-10-
11T16:37

59,863.6924 2.1389 r′ 600 s 19.53 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T20:41

59,863.8617 2.3083 r′ L 19.36 ± 0.15 19.8 (5σ) KNC-Parent This work STDPipe

2022-10-
11T20:44

59,863.8639 2.3104 r′ 600 s 19.67 ± 0.11 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T01:36

59,864.1041 2.5506 r′ 31 × 180 s 19.56 ± 0.12 20.2 (5σ) KNC-LCO/
McDO-0.4m

This work STDPipe

2022-10-
12T03:34

59,864.1486 2.5952 r ¢ 3 × 300 s L 21.4 LCOGT Strausbaugh
(2022b)

L

2022-10-
12T17:05

59,864.7118 3.1583 r′ 600 s 20.03 ± 0.06 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T17:38

59,864.7347 3.1813 r′ 600 s 19.97 ± 0.08 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T18:10

59,864.7569 3.2035 r′ 600 s 20.07 ± 0.19 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T18:42

59,864.7792 3.2257 r′ 600 s 20.32 ± 0.17 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:15

59,864.8409 3.2874 r′ 30 × 120 s L 18.4 KNC-C11-
ATLAS

This work STDPipe

2022-10-
12T19:46

59,864.8236 3.2702 r′ 600 s 20.17 ± 0.12 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:40

59,864.8194 3.266 r′ 1800 s 20.23 ± 0.09 L OHP Schneider et al.
(2022)

L

2022-10-
12T20:18

59,864.8458 3.2924 r′ 300 s 20.58 ± 0.7 L RC-80 Vinko et al.
(2022)

L

2022-10-
12T20:25

59,864.8507 3.2972 r′ 600 s 20.26 ± 0.16 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T20:57

59,864.8729 3.3195 r′ 600 s 20.24 ± 0.19 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
13T03:09

59,865.1312 3.5778 r′ L 20.44 ± 0.05 L LDT O’Connor et al.
(2022a)

L

2022-10-
13T17:37

59,865.7632 4.2097 r′ 21 × 120 s L 20.2 KAO This work MUPHOTEN

2022-10-
13T16:53

59,865.7035 4.15 r ¢ 600 s 20.53 ± 0.09 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:25

59,865.7257 4.1722 r′ 600 s 20.63 ± 0.09 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:58

59,865.7486 4.1952 r′ 600 s 20.71 ± 0.15 L RTT-150 Bikmaev et al.
(2022b)

L

59,865.7708 4.2174 r′ 600 s 20.54 ± 0.1 L RTT-150 L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
13T18:30

Bikmaev et al.
(2022b)

2022-10-
13T19:02

59,865.7931 4.2396 r′ 600 s 20.55 ± 0.12 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T19:35

59,865.816 4.2625 r′ 600 s 20.74 ± 0.16 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T20:08

59,865.8389 4.2854 r′ 600 s 20.9 ± 0.23 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T20:43

59,865.8632 4.3097 r′ 600 s 20.86 ± 0.27 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
14T05:27

59,866.2271 4.6736 r′ L 20.92 ± 0.05 L Pan-STARRS Huber et al.
(2022)

L

2022-10-
15T14:40

59,867.6111 6.0577 r′ 30 × 60 s 20.96 ± 0.05 22.9 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
15T06:34

59,867.2736 5.7202 r′ L 21.13 ± 0.06 L Faulkes Shrestha et al.
(2022)

L

2022-10-
16T14:41

59,868.6118 7.0583 r′ 200 × 25 s 21.3 ± 0.04 L DFOT Gupta et al.
(2022)

L

2022-10-
19T02:05

59,871.0868 9.5333 r′ L 21.68 ± 0.07 L LDT O’Connor et al.
(2022b)

L

2022-10-
19T18:26

59,871.8201 10.2667 r′ 4 × 300 s 21.8 ± 0.07 21.9 C2PU/Omicron This work STDPipe and
MUPHOTEN

2022-10-
20T16:11

59,872.6847 11.1313 r′ 3 × 300 s 21.86 ± 0.18 21.8 UBAI-AZT22 This work MUPHOTEN

2022-10-
21T14:33

59,873.6062 12.0528 r′ 30 × 60 s 21.94 ± 0.07 23.9 (3σ) AZT-20 Belkin et al.
(2022b)

L

2022-10-
23T00:59:10

59,875.0757 13.5222 r′ 31 × 180 s L 19.4 (5σ) KNC-
C11-FREE

This work STDPipe

2022-10-
25T01:59:52

59,877.1045 15.5510 r′ 6 × 600 s L 20.5 (5σ) KNC-iT11 This work STDPipe

2022-10-
27T00:45:41

59,879.0501 17.4967 r ¢ 26 × 120 s L 20.0 (5σ) KNC-
C11-FREE

This work STDPipe

2022-10-
29T05:50

59,881.25 19.6965 r′ 2 × 300 s 22.69 ± 0.05 25.5 CFHT-
Megacam

This work STDPipe and
MUPHOTEN

2022-10-
09T18:26:56

59,861.7687 0.2152 i′ 6 × 60 s 15.58 ± 0.03 L MeerLICHT de Wet &
Groot (2022)

L

2022-10-
10T02:04:32

59,862.0868 0.5333 i′ 300 s 16.24 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:10:06

59,862.0907 0.5372 i′ 300 s 16.25 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:15:41

59,862.0945 0.5411 i′ 300 s 16.28 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:21:15

59,862.0984 0.5450 i′ 300 s 16.34 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:26:50

59,862.1023 0.5489 i′ 300 s 16.38 ± 0.06 17.8 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:32:25

59,862.1062 0.5527 i′ 300 s 16.37 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:38:55

59,862.1107 0.5572 i′ 300 s 16.46 ± 0.05 18.0 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:44:29

59,862.1107 0.5611 i′ 300 s 16.44 ± 0.05 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:50:04

59,862.1184 0.5650 i′ 300 s 16.41 ± 0.06 17.9 (5σ) KNC-BGO This work STDPipe

2022-10-
10T02:55:39

59,862.1223 0.5689 i′ 300 s 16.27 ± 0.05 17.8 (5σ) KNC-BGO This work STDPipe

2022-10-
10T03:01:14

59,862.1262 0.5727 i′ 300 s 16.44 ± 0.06 17.8 (5σ) KNC-BGO This work STDPipe

2022-10-
10T03:06:48

59,862.1301 0.5766 i′ 300 s 16.58 ± 0.07 17.8 (5σ) KNC-BGO This work STDPipe

59,862.1847 0.6313 i′ 60 × 5 s 16.41 ± 0.05 19.56 LOAO-1 m Paek et al. (2022) L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
10T04:26

2022-10-
10T12:25

59,862.5174 0.9639 i′ 2 × 150 s 17.38 ± 0.09 L SLT-40 Chen et al. (2022) L

2022-10-
10T16:59

59,862.716 1.1625 i′ 9 × 80 s 17.67 ± 0.05 20.7 KAO This work MUPHOTEN

2022-10-
10T17:23

59,862.7243 1.1708 i′ 15 × 30 s 17.58 ± 0.01 20.7 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
10T17:17

59,862.7201 1.1667 i′ 600 s 17.52 ± 0.01 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
10T18:20:07

59,862.7938 1.2255 i′ 14 × 180 s 17.47 ± 0.09 17.6 (5σ) KNC-IRIS This work STDPipe

2022-10-
10T19:26

59,862.8097 1.2563 i¢ 2 × 300 s 17.5 ± 0.12 L RC-80 Vinko et al.
(2022)

L

2022-10-
10T21:01

59,862.8757 1.3222 i′ 600 s 17.69 ± 0.02 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T06:07:28

59,863.2569 1.7035 i′ 300 s 17.85 ± 0.13 18.1 (5σ) KNC-iT24 This work STDPipe

2022-10-
11T06:12:57

59,863.2607 1.7072 i′ 300 s 18.24 ± 0.22 18.2 (5σ) KNC-iT24 This work STDPipe

2022-10-
11T00:54

59,863.0375 1.484 i′ L 17.92 ± 0.06 L BlackGEM Groot et al.
(2022)

L

2022-10-
11T16:48

59,863.7 2.1465 i′ 600 s 18.4 ± 0.02 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T18:46:47

59,863.8193 2.2659 i′ 199 × 32 s 18.64 ± 0.21 18.7 (5σ) KNC-EHEA-
200F5

This work STDPipe

2022-10-
11T20:56

59,863.8722 2.3188 i′ 600 s 18.49 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T00:58:02

59,864.0626 2.5092 i′ 11 × 300 s 18.44 ± 0.09 19.0 (5σ) KNC-BGO This work STDPipe

2022-10-
12T02:07:18

59,864.1083 2.5548 i′ 11 × 300 s 18.74 ± 0.13 19.3 (5σ) KNC-
C11-FREE

This work STDPipe

2022-10-
12T02:40

59,864.1111 2.5577 i′ L 19.0 ± 0.2 L LBTO Shresta et al.
(2022)

L

2022-10-
12T03:34

59,864.1486 2.5952 i′ 3 × 300 s L 20.5 LCOGT Strausbaugh
(2022b)

L

2022-10-
12T16:54

59,864.7042 3.1507 i′ 600 s 18.82 ± 0.03 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T17:27

59,864.7271 3.1736 i′ 600 s 19.02 ± 0.07 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T17:59

59,864.7493 3.1958 i′ 600 s 19.09 ± 0.1 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T18:31

59,864.7715 3.2181 i′ 600 s 18.95 ± 0.07 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:03

59,864.7938 3.2403 i′ 600 s 18.93 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:36

59,864.8167 3.2632 i′ 600 s 18.93 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:40

59,864.8194 3.266 i′ 3 × 600 s 18.91 ± 0.11 L OHP Schneider et al.
(2022)

L

2022-10-
12T20:08

59,864.8389 3.2854 i′ 600 s 18.92 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T20:18

59,864.8458 3.2924 i′ 300 s 18.74 ± 0.18 L RC-80 Vinko et al.
(2022)

L

2022-10-
13T02:36:45

59,865.1069 3.5534 i′ 12 × 300 s 19.50 ± 0.22 19.4 (5σ) KNC-BGO This work STDPipe

2022-10-
13T02:24:22

59,865.1149 3.5614 i′ 20 × 120 s L 18.7 (5σ) KNC-iT11 This work STDPipe

2022-10-
13T03:09

59,865.1312 3.5778 i′ L 19.37 ± 0.05 L LDT O’Connor et al.
(2022a)

L

59,865.7111 4.1577 i′ 600 s 19.51 ± 0.06 L RTT-150 L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
13T17:04

Bikmaev et al.
(2022b)

2022-10-
13T17:36

59,865.7333 4.1799 i′ 600 s 19.41 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T18:09

59,865.7562 4.2028 i′ 600 s 19.52 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:42

59,865.7642 4.2108 i′ 21 × 110 s 19.73 ± 0.3 20.3 KAO This work MUPHOTEN

2022-10-
13T18:41

59,865.7785 4.225 i′ 600 s 19.44 ± 0.04 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T19:13

59,865.8007 4.2472 i¢ 600 s 19.45 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T19:46

59,865.8236 4.2702 i′ 600 s 19.43 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T20:18

59,865.8458 4.2924 i′ 600 s 19.48 ± 0.06 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T20:53

59,865.8701 4.3167 i′ 600 s 19.5 ± 0.07 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
14T00:04

59,866.0028 4.4493 i′ L 19.89 ± 0.05 L VLT Izzo et al. (2022) L

2022-10-
14T00:40

59,866.0278 4.4743 i′ 7 × 60 s 19.8 ± 0.5 L GMOS Rastinejad &
Fong (2022)

L

2022-10-
15T06:34

59,867.2736 5.7202 i′ L 20.01 ± 0.05 L Faulkes Shrestha et al.
(2022)

L

2022-10-
15T14:11

59,867.591 6.0375 i′ 30 × 60 s 20.0 ± 0.04 23.2 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
19T02:05

59,871.0868 9.5333 i¢ L 20.72 ± 0.05 L LDT O’Connor et al.
(2022b)

L

2022-10-
21T15:04

59,873.6278 12.0743 i′ 30 × 60 s 20.72 ± 0.11 23.3 (3σ) AZT-20 Belkin et al.
(2022b)

L

2022-10-
29T06:09

59,881.2632 19.7097 i′ 2 × 300 s 21.87 ± 0.05 24.5 CFHT-
Megacam

This work STDPipe and
MUPHOTEN

2022-10-
09T20:05:19

59,861.8422 0.2887 IC 5 × 180 s 15.21 ± 0.04 17.0 (5σ) KNC-SCT-0.28 This work MUPHOTEN

2022-10-
10T05:00

59,862.2083 0.6549 IC 300 s 16.74 ± 0.1 L Nickel-1 m Vidal et al. (2022) L

2022-10-
10T11:39

59,862.4854 0.932 IC 8340 s 17.1 ± 0.2 L MITSuME Sasada et al.
(2022)

L

2022-10-
10T20:04:25

59,862.8436 1.2902 IC 7 × 180 s 17.12 ± 0.13 17.0 (5σ) KNC-SCT-0.28 This work MUPHOTEN

2022-10-
11T18:14

59,863.7958 2.2424 IC 52 × 60 s L L AbAO-T70 This work VETO

2022-10-
11T21:06:16

59,863.9043 2.3509 IC 24 × 180 s L 17.6 (5σ) KNC-SCT-0.28 This work MUPHOTEN

2022-10-
12T18:11

59,864.7889 3.2354 IC 45 × 60 s L L Lisnyky-AZT-8 This work VETO

2022-10-
13T01:49:56

59,865.1248 3.5713 IC 23 × 300 s 18.95 ± 0.12 19.7 (5σ) KNC-
C11-FREE

This work STDPipe

2022-10-
15T18:44

59,867.8639 6.3104 IC 120 × 60 s 19.77 ± 0.17 19.0 Lisnyky-AZT-8 This work MUPHOTEN

2022-10-
24T23:01

59,877.0383 15.4848 IC 685 × 10 s L 19.8 VIRT This work MUPHOTEN

2022-10-
09T18:29

59,861.7701 0.2167 z¢ 6 × 60 s 14.89 ± 0.03 L MeerLICHT de Wet &
Groot (2022)

L

2022-10-
10T12:25

59,862.5174 0.9639 z¢ 2 × 150 s 16.6 ± 0.09 L SLT-40 Chen et al. (2022) L

2022-10-
10T17:26

59,862.7264 1.1729 z¢ 15 × 30 s 16.87 ± 0.05 19.8 AZT-20 Belkin et al.
(2022a)

L

2022-10-
10T17:28

59,862.7278 1.1743 z¢ 600 s 16.81 ± 0.01 L RTT-150 Bikmaev et al.
(2022a)

L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
10T17:15

59,862.728 1.1745 z¢ 10 × 80 s 16.97 ± 0.06 20.3 KAO This work MUPHOTEN

2022-10-
10T21:13

59,862.884 1.3306 z¢ 600 s 16.99 ± 0.01 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T00:50

59,863.0347 1.4813 z¢ L 16.92 ± 0.05 L BlackGEM Groot et al.
(2022)

L

2022-10-
11T16:59

59,863.7076 2.1542 z¢ 600 s 17.69 ± 0.02 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
11T21:07

59,863.8799 2.3264 z¢ 600 s 17.72 ± 0.03 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T02:40

59,864.1111 2.5577 z¢ L 18.26 ± 0.01 L LBTO Shresta et al.
(2022)

L

2022-10-
12T14:34

59,864.6092 3.0557 z¢ L 18.40 ± 0.11 L GMG-Lijiang Mao et al. (2022) L

2022-10-
12T17:16

59,864.7194 3.166 z¢ 600 s 18.2 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T17:48

59,864.7417 3.1882 z¢ 600 s 18.19 ± 0.05 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T18:21

59,864.7646 3.2111 z¢ 600 s 18.4 ± 0.08 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T18:53

59,864.7868 3.2333 z¢ 600 s 18.26 ± 0.03 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:25

59,864.809 3.2556 z¢ 600 s 18.23 ± 0.03 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T19:40

59,864.8194 3.266 z¢ 2100 s 18.35 ± 0.13 L OHP Schneider et al.
(2022)

STDPipe

2022-10-
12T19:57

59,864.8312 3.2778 z¢ 600 s 18.23 ± 0.04 L RTT-150 Bikmaev et al.
(2022a)

L

2022-10-
12T20:35

59,864.8576 3.3042 z¢ 600 s 18.3 ± 0.04 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
12T21:08

59,864.8806 3.3271 z¢ 600 s 18.18 ± 0.04 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:15

59,865.7188 4.1653 z¢ 600 s 18.63 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:47

59,865.741 4.1875 z¢ 600 s 18.76 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T18:19

59,865.7632 4.2097 z¢ 600 s 18.69 ± 0.04 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T17:51

59,865.7705 4.217 z¢ 21 × 110 s 18.90 ± 0.16 19.8 KAO This work MUPHOTEN

2022-10-
13T18:52

59,865.7861 4.2327 z¢ 600 s 18.75 ± 0.04 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T19:24

59,865.8083 4.2549 z¢ 600 s 18.74 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T19:57

59,865.8312 4.2778 z¢ 600 s 18.83 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T20:32

59,865.8556 4.3021 z¢ 600 s 18.74 ± 0.05 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
13T21:06

59,865.8792 4.3257 z¢ 600 s 18.71 ± 0.06 L RTT-150 Bikmaev et al.
(2022b)

L

2022-10-
14T12:12

59,866.5106 4.9571 z¢ L 19.21 ± 0.12 L GMG-Lijiang Mao et al. (2022) L

2022-10-
15T06:34

59,867.2736 5.7202 z¢ L 19.39 ± 0.05 L Faulkes Shrestha et al.
(2022)

L

2022-10-
15T16:08

59,867.6722 6.1188 z¢ 15 × 60 s 19.31 ± 0.08 21.0 (3σ) AZT-20 Belkin et al.
(2022a)

L

2022-10-
22T16:22

59,874.7375 13.184 z¢ 20 × 240 s L 20.4 KAO This work MUPHOTEN

2022-10-
29T06:32

59,881.2843 19.7308 z¢ 4 × 260 s 21.01 ± 0.08 24.0 CFHT-
Megacam

This work MUPHOTEN

59,861.6458 0.0924 Clear 180 s 15.5 ± 0.1 L SCT Odeh (2022) L
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Table 6
(Continued)

Tstart
Tmid (days) Filter Exposure Magnitude U.L. Telescope Reference

Analysis
Method

UT MJD T–TGRB
(1) (2) (3) (4) (5) (6) (7) (8) (9)

2022-10-
09T15:30

2022-10-
09T15:49

59,861.659 0.1056 Clear 180 s 15.6 ± 0.1 L SCT Odeh (2022) L

2022-10-
09T17:14

59,861.7181 0.1646 Clear 180 s 15.9 ± 0.1 L SCT Odeh (2022) L

2022-10-
09T18:44

59,861.7806 0.2271 Clear 60 s 16.21 ± 0.11 L BOOTES-2 Hu et al. (2022) L

2022-10-
10T19:29

59,862.8257 1.2722 Clear 20 × 60 s 18.52 ± 0.06 19.5 MOSS This work MUPHOTEN

2022-10-
10T19:31

59,862.8490 1.2955 L 34 × 180 s 18.38 ± 0.25 20.2 (3σ) KNC-HAO This work MUPHOTEN

2022-10-
10T21:48:00

59,862.9188 1.3652 CR 10 × 180 s 18.76 ± 0.14 19.2 (5σ) KNC-MSXD This work STDPipe

2022-10-
11T16:33

59,863.7069 2.1535 Clear 10 × 150 s L 17.5 SNOVA This work MUPHOTEN

2022-10-
11T18:29:21

59,863.7707 2.2172 CR 2 × 30 s L 18.3 (5σ) KNC-
Montarrenti

This work STDPipe

2022-10-
11T18:24:14

59,863.7825 2.2290 CR 15 × 180 s 19.22 ± 0.08 20.3 KNC-MSXD This work STDPipe

2022-10-
11T18:27:11

59,863.8203 2.2668 L 3 × 2960 s L 19.7 (5σ) KNC-COK26 This work STDPipe

2022-10-
12T13:56

59,864.5979 3.0445 Clear 10 × 150 s L 19.1 SNOVA This work MUPHOTEN

2022-10-
14T18:17:29

59,866.7944 5.2409 CR 31 × 180 s 20.63 ± 0.11 21.3 (5σ) KNC-MSXD This work STDPipe

2022-10-
14T20:13:33

59,866.8768 5.3233 CR 180 × 32 s 20.46 ± 0.14 21.0 (5σ) KNC-T-CAT This work STDPipe

2022-10-
15T19:17:26

59,867.8329 6.2795 CR 28 × 180 s 20.75 ± 0.13 21.3 (5σ) KNC-MSXD This work STDPipe

Note. In column (2), the Tmid time is the delay between the beginning of the observation and the Fermi GBM GRB trigger time (2022-10-9T13:16:59.99) in days. In
column (5), magnitudes are given in the AB system and not corrected for Galactic and host-galaxy dust extinction. In column (9), the VETO tag refers to GRANDMA
data that were not analyzed due to the bad quality of the images.
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A B S T R A C T 

We investigate the stochastic gra vitational-wa ve background (SGWB) produced by merging binary black holes (BBHs) and binary 

neutron stars (BNSs) in the frequency ranges of Laser Interferometer Gra vitational-Wa ve Observatory (LIGO)/Virgo/Kagra 
and Laser Interferometer Space Antenna ( LISA ). We develop three analytical models, which are calibrated to the measured 

local merger rates, and complement them with three population synthesis models based on the COSMIC code. We discuss the 
uncertainties, focusing on the impact of the BBH mass distribution, the effect of the metallicity of the progenitor stars, and the 
time delay distribution between star formation and compact binary merger. We also explore the effect of uncertainties in binary 

stellar evolution on the background. For BBHs, our analytical models predict �GW 

in the range [4 × 10 

−10 to 1 × 10 

−9 ] (25 Hz) 
and [1 × 10 

−12 to 4 × 10 

−12 ] (3 mHz), and between [2 × 10 

−10 to 2 × 10 

−9 ] (25 Hz) and [7 × 10 

−13 to 7 × 10 

−12 ] (3 mHz) for 
our population synthesis models. This background is unlikely to be detected during the LIGO/Virgo/Kagra O4 run, but could 

be detectable with LISA . We predict about 10 BBH and no BNS mergers that could be individually detectable by LISA for a 
period of observation of 4 yr. Our study provides new insights into the population of compact binaries and the main sources of 
uncertainty in the astrophysical SGWB. 

Key w ords: gravitational w aves – black hole mergers – neutron star mergers. 

1  I N T RO D U C T I O N  

Gra vitational wa ves (GWs) ha ve emerged as a promising tool for 
e xploring our Univ erse (Abbott et al. 2016a ). In recent years, ground- 
based detectors such as the Laser Interferometer Gra vitational-Wa ve 
Observatory (LIGO) and Virgo have detected GWs from compact 
binary (CB) mergers. To date, a total number of 90 CB mergers 
with an inferred probability of astrophysical origin of p astro > 0.5 
have been detected (Abbott et al. 2019a , 2021a , b , c , 2023 ). These 
observations have already provided valuable information about black 
hole (BH) and neutron star (NS) populations, in particular they 
have permitted to refine stellar population models that predict the 
formation and merger rates of CBs (e.g. Baibhav et al. 2019 ; Mapelli 
et al. 2019 ; Kimball et al. 2021 ; Zevin et al. 2021 ; Broekgaarden 
et al. 2022 ; van Son et al. 2022 ; Srinivasan et al. 2023 ). 

In addition to these resolved signals from individual binary 
mergers, the incoherent superposition of unresolved sources creates 
an astrophysical stochastic GW background (SGWB). This signal, 
if detected, contains crucial information about high-redshift CB 

mergers. Moreo v er, other astrophysical and cosmological sources 
could contribute to the SGWB, including core-collapse supernovae, 
rotating NSs, primordial BHs, cosmological inflation, cosmic strings, 

� E-mail: lehoucq@iap.fr (LL); dvorkin@iap.fr (ID) 

and first-order phase transitions in the early Universe (see Regimbau 
2011 ; Caprini & Figueroa 2018 ; Christensen 2019 ; Renzini et al. 
2022 , for e xtensiv e reviews). 

The Laser Interferometer Space Antenna ( LISA ), a space-based 
interferometer to be launched in the next decade, aims to detect 
new classes of GW sources at mHz frequencies. One of the primary 
objectives of LISA is to detect a cosmological SGWB, which could, 
for example, be produced by phase transitions in the primordial 
Universe or by cosmic strings (Caprini & Figueroa 2018 ; Auclair 
et al. 2023 ). Most cosmological backgrounds are expected to be 
significantly lower in magnitude than the astrophysical one; however, 
some realistic cases rooted in particle physics, such as cosmic strings, 
predict signals that can be orders of magnitude larger (Auclair et al. 
2020 ). None the less, investigating the properties of the astrophysical 
background is crucial in order to prepare the detection strategies of 
the cosmological signal (Chen, Huang & Huang 2019 ; Cusin et al. 
2020 ; Zhao & Lu 2021 ; Liang et al. 2022 ). 

The investigation of the SGWB is an active field of research, both 
theoretically and observationally. Data collected by the LIGO and 
Virgo observatories during the first three observational runs have 
been used to search for this background in the O (10)–O (100) Hz 
range, but so far only upper limits have been inferred (Abbott et al. 
2017 , 2018a , b , 2019b , 2021d , e ). The most stringent upper limit 
provided by the LIGO/Virgo collaboration in Abbott et al. ( 2021d ) 
is �GW 

≤ 3.4 × 10 −9 at 25 Hz for a power-law background with a 
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spectral index of 2/3 (consistent with expectations for CB mergers). 
This limit is very likely to improve with the next observing runs of 
LVK and, in the more distant future, with 3G detectors (Einstein 
Telescope and Cosmic Explorer; Maggiore et al. 2020 ; Evans et al. 
2021 ). 

Models of SGWB from stellar -mass CBs ha ve been studied in 
recent years with different methods, in particular using extrapolations 
of the local observed merger rate and BH mass distribution (e.g. 
Abbott et al. 2016b ; Jenkins et al. 2018 ; Lewicki & Vaskonen 2021 ; 
Mukherjee & Silk 2021 ; Babak et al. 2023 ), analytical descriptions 
of BH formation and evolution via different channels, and including 
the effects of the metallicity of progenitor stars (e.g. Dvorkin et al. 
2016 ; Nakazato, Niino & Sago 2016 ; Cusin et al. 2019 ; Mangiagli 
et al. 2019 ) as well as detailed population synthesis models (e.g. 
P ́erigois et al. 2021 , 2022 ). 

In this article, we explore the SGWB from binary BHs (BBHs) and 
binary NSs (BNSs), with a focus on the frequency ranges accessible 
to LIGO/Virgo and LISA and using both analytical and population 
synthesis models. We note that the recent work of Babak et al. ( 2023 ) 
has also addressed the SGWB from stellar-mass binaries in the LISA 

band. Our results, while using different astrophysical models, are 
in agreement with their conclusions, as we show below. Our goal 
here is to estimate the main sources of uncertainty stemming from 

astrophysical modelling and estimate the prospects of detection with 
LIGO/Virgo and LISA . 

The structure of the article is as follows: Section 2 details all the 
ingredients we use to model the BBH and BNS populations, including 
mass, redshift, time delay, and metallicity distributions. Section 3 es- 
tablishes our population synthesis models based on the COSMIC code 
(Breivik et al. 2020 ). Section 4 presents the calculation of the SGWB 

in the LIGO/Virgo and LISA frequency bands. Section 5 discusses the 
possibility for LISA to detect individually some of these sources. Fi- 
nally, we discuss our results and their implications for future work in 
Section 6 . 

Throughout this article, we use the following cosmological pa- 
rameters: h 0 = H 0 / H 100 = 0.68, where H 100 = 100 km s −1 Mpc −1 , 
�� 

= 0 . 69, and �m 

= 0.31 (Planck Collaboration VI 2020 ). 

2  M O D E L L I N G  T H E  BBH  A N D  B N S  

POPULATIONS  

This section describes all the components of our analytical modelling 
of the BBH and BNS populations. We leave the description of the 
population synthesis models to Section 3 . 

Each CB is represented by a set of six parameters: the masses 
M 1 and M 2 of the binary components (described in Section 2.1 ), 
the merger redshift of the CB (detailed in Section 2.2 ), its sky 
position represented by the right ascension α and the declination 
δ, and finally the orbital inclination angle θ . These three angles are 
drawn uniformly from the interval [0, 2 π ] for α, and from [ −1, 1] 
for cos δ and cos θ . We regroup as λ five parameters: λ = { M 1 , M 2 , 
α, δ, θ} . 

The spins χ1 and χ2 of the binary components are assumed to 
be zero as their effect is subdominant for the total energy in GWs 
emitted in the inspiralling phase (Zhou et al. 2023 ). 

We assume that all CBs have circularized their orbits prior to 
entering the final phase of the inspiral. We note that while this 
assumption holds in the LIGO/Virgo band, this is not necessarily 
the case for LISA . Indeed, in some dynamical formation channels 
CBs enter the LISA band while still retaining some eccentricity (see, 
for example, Breivik et al. 2016 ). 

2.1 Mass distributions 

2.1.1 Black hole binaries 

We introduce the following probability distributions to describe the 
masses of the binary components: P ( M 1 ) for the mass of the primary 
and P ( q ) for the mass ratio q = M 1 / M 2 . In order to model these 
distributions, we use the LVK analysis of the third Gravitational- 
Wave Transient Catalog (GWTC-3; Abbott et al. 2023 ), based on the 
69 confident BBH events that have a false alarm rate below 1 yr −1 . 

We have chosen to use mainly their POWERLAW + PEAK (PL + P) 
model, as it provides the highest Bayes factor among the models 
considered in the catalogue. We also discuss the impact of choosing 
other mass distributions, such as their POWERLAW (PL) and BROKEN 

POWERLAW (BPL) models. These models are described in the 
appendix of Abbott et al. ( 2023 ). 

In the PL + P model (Talbot & Thrane 2018 ), the distribution 
of the primary mass M 1 has two components: a power law between 
m min and m max , and a Gaussian peak with mean μm 

and width σ m 

. 
The parameter λpeak determines the fraction of the BBH systems that 
are contained in the Gaussian peak. The full list of parameters and 
their best-fitting values are given in Abbott et al. ( 2023 ). 

The m max ∼ 80 M � cut-off is motivated by the pair-instability 
supernova (PISN) phenomenon. PISNe are thought to occur in very 
massive ( m ZAMS � 130 M �) and low-metallicity ( Z � 0.1 Z �) stars 
(Fryer, Woosley & Heger 2001 ; Umeda & Nomoto 2002 ), in which 
electron–positron pair creation leads to a thermonuclear runaway that 
completely disrupts the star, leaving no remnant (Fryer et al. 2001 ; 
Woosle y & He ger 2021 ). Previous calculations hav e suggested that 
this effect may create a mass gap in the BH mass distribution in the 
range of 50 −130 M � (Woosley & Heger 2021 ). The existence of this 
mass gap has been challenged by recent LIGO/Virgo observations 
that show BBH merging within the gap (Abbott et al. 2020a , d ). 

The Gaussian peak at μm 

∼ 35 M � could be explained by a similar 
phenomenon, but in less massive stars. In this case, the pair instability 
is not strong enough to completely disrupt the star, but can still lead 
to a transient regime where the star ejects matter to regain stability 
in a pulsating manner until its core eventually collapses (Fowler & 

Hoyle 1964 ; Umeda & Nomoto 2002 ). This pulsating PISN (PPISN) 
leaves a remnant BH, which is, ho we ver, less massi ve than it would 
have been in the absence of the pulsating mechanism. 

Finally, the secondary mass M 2 is calculated from the mass ratio q , 
which has a probability density that is a power law with a smoothed 
cut at m min (Abbott et al. 2023 ). 

2.1.2 Neutron star binaries 

The mass distribution of BNSs is obtained from Galactic observations 
and assumed to be valid at all redshifts. As per the study conducted 
by Farrow, Zhu & Thrane ( 2019 ), this distribution can be accurately 
represented by a Gaussian with a mean of 1 . 33 M � and a standard 
deviation of 0 . 09 M �. We note that both NSs in the binary system 

are assumed to follow this mass distribution. The mass distribution 
of BNSs is not a critical parameter in this study as it is highly con- 
centrated around a single value close to the Tolman–Oppenheimer–
Volkoff limit, although this value is somewhat uncertain as it depends 
on the equation of state (Lattimer & Prakash 2016 ; Özel & Freire 
2016 ; Abbott et al. 2018c ). 

It is important to note that the mass distribution of BNSs detected 
through GWs may differ from those observed in the Galaxy. This 
effect could indeed explain the observation of the BNS merger 
GW190425 (Abbott et al. 2020b ; Romero-Shaw et al. 2020 ), whose 
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total mass is much larger than that of Galactic binaries. Addition- 
ally, the recent observation of GW190814 seems to hav e pro vided 
evidence for a BH–NS merger with a NS much heavier than typical 
Galactic NSs (Abbott et al. 2020c ). 

2.2 Redshift distributions 

To compute the merger rate of CBs, we first use the star formation 
rate (SFR) ψ , as given in Vangioni et al. ( 2015 ) using a fit to observed 
data: 

ψ( z) = ν
a exp [ b( z − z m 

)] 

a − b + b exp [ a( z − z m 

)] 
, (1) 

with ν = 0 . 178 M � Mpc −3 yr −1 , a = 2.37, b = 1.80, and z m 

= 2. 
We assume that the merger rate follows the SFR with some 

delay ( t d ), which represents the time between the formation of the 
stellar progenitors and the merger of the CBs. We also consider the 
metallicity Z , which plays a key role in the evolution of the binary 
and thus affects the merger rate, as detailed in Section 2.4 . Thus, we 
can write the merger rate as 

R merg ( t) = 

∫ Z max 

0 

∫ t d , max 

t d , min 

α( Z ) ψ( t − t d ) P ( t d | Z) P ( Z| t − t d ) d t d d Z , (2) 

where α is the efficiency (in M 

−1 
� ) of forming CBs that merge within 

the age of the Universe. Although the general redshift dependence 
of this efficiency is not known, we can use the local merger rate of 
BBHs and BNSs measured by LIGO/Virgo (Abbott et al. 2023 ) to 
constrain its value, as described below in Section 2.5 . Lastly, we take 
Z max = Z � = 0.014, t d,max = t Hubble = 13.8 Gyr, and t d,min = 10 Myr. 

Note that the time variable t in equation ( 2 ) is connected to the 
redshift z in equation ( 1 ) by 

d t 

d z 
= 

H 

−1 
0 

(1 + z) 
√ 

�m 

(1 + z) 3 + �� 

. (3) 

In the following sections, we discuss each component of equation ( 2 ). 

2.3 Time delay distributions 

The time delay t d between the formation of the stellar progenitors 
and the merger of the CBs can depend on their formation channel. It 
is usually assumed that the distribution of time delays is represented 
by a power-law probability function (e.g. Chruslinska et al. 2018 , 
see the discussion in Section 2 ). In equation ( 2 ), we consider the 
possible dependence of t d on the metallicity of the progenitor stars, 
which plays an important role in the formation of CB through its 
influence on the strength of the stellar winds. These processes are 
taken into account in population synthesis codes, which we discuss 
below. 

In the following, we consider analytical models in which t d does 
not depend on metallicity . Specifically , in the BASELINE model all 
time delays are taken to be zero, so that the CB merger rate follows 
the SFR, while in the BASELINE DELAYS model the time delays are 
described by the probability distribution: 

P ( t d ) ∝ t −1 
d . (4) 

This functional form closely follows the results of population 
synthesis codes, as seen in Fig. 1 below. This power law is restricted 
between 10 Myr and the Hubble time t Hubble . 

Note that in both the BASELINE and the BASELINE DELAYS model, 
the efficiency α in equation ( 2 ) is chosen to be constant. 

Figure 1. Time delay probability density integrated over all metallicities for 
our analytical BASELINE DELAYS model and our COSMIC simulation with the 
default parameters. The power-law time delay model adopted in our analytical 
prescriptions provides a good description of the detailed COSMIC model. 

2.4 Metallicity distributions 

Metallicity affects the formation and evolution of BBHs in several 
ways. First, higher metallicity can result in more efficient stellar 
winds, which can decrease the final masses of the progenitor stars and 
affect the properties of the BBHs formed (Chruslinska, Nelemans & 

Belczynski 2019 ; Neijssel et al. 2019 ). Secondly, metallicity can 
impact the efficiency of mass transfer phases during binary star 
evolution (like the common envelope phase), which can result in 
less efficient mergers and a lower probability of forming BBHs 
(Neijssel et al. 2019 ). Finally, metallicity influences the properties of 
supernovae that produce BHs through fallback (Wong et al. 2014 ). 
In low-metallicity environments, the explosion mechanism is more 
likely to be asymmetric, leading to a larger fraction of BHs that 
receive a natal kick and thus breaking the binary . Additionally , 
the amount of mass ejected during a supernova is lower in low- 
metallicity environments, leading to the formation of more massive 
BHs (Belczynski et al. 2010 ; Spera, Mapelli & Bressan 2015 ). 

Metallicity evolves with cosmic time as stars form and then enrich 
their surroundings with metals both during and at the end of their 
lifetimes. Ho we ver, the metallicity distribution in the Universe is not 
homogeneous, with a large dispersion at any given redshift between 
various galaxies and even within individual galaxies. In our analytical 
models, at a given redshift we none the less use averaged quantities 
o v er the entire galactic population. 

We take the metallicity evolution model from Belczynski et al. 
( 2016 ): 

Z ( z ) = 

y(1 − R) 

ρb 

∫ z max 

z 

10 0 . 5 ψ( z ′ ) 

H 0 (1 + z ′ ) 
√ 

�m 

(1 + z ′ ) 3 + �� 

d z ′ , (5) 

where R = 0.27 is the return fraction (the mass fraction of each 
generation of stars that is ejected back into the interstellar medium), 
y = 0.019 is the net metal yield (the mass of new metals created and 
ejected into the interstellar medium by each generation of stars per 
unit mass locked in stars), and ρb = 2 . 77 × 10 11 �b h 0 M � Mpc −3 is 
the baryon density, with �b = 0.045. 

We also include a dispersion in metallicity at any given redshift. 
Assuming for simplicity that this dispersion is lognormal (Santoliq- 
uido et al. 2021 ), we obtain the following probability distribution of 
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metallicity Z at redshift z: 

P ( Z | z) = 

1 √ 

2 πσ 2 
exp 

(
− ( log ( Z /Z �) − log ( Z ( z) /Z �) ) 2 

2 σ 2 

)
, 

(6) 

with σ = 0.2. The probability P ( Z | t − t d ) that we use in equation ( 2 ) 
is then obtained using the redshift–time mapping of equation ( 3 ). 

If we make the assumption that the probability P ( t d | Z ) in equation 
( 2 ) does not depend on the metallicity, for example if it is a power law 

as considered in Section 2.3 , then we can factorize the two integrals 
in the merger rate equation to obtain 

R merg ( t) = 

∫ t d , max 

t d , min 

ψ( t − t d ) P ( t d ) d t d × f Z ( t − t d ) , (7) 

with the merging fraction f Z ( z( t )): 

f Z ( z( t)) = 

∫ Z max 

0 
α( Z ) P ( Z | z) d Z . (8) 

We assume that no BHs could be formed by a progenitor star with 
a metallicity abo v e 10 per cent of the solar one. This cut is inspired 
by population synthesis results (see e.g. Santoliquido et al. 2021 ; 
Srini v asan et al. 2023 ). As a result, under our assumptions, α is a 
step function centred on Z cut = 0 . 1 Z �. Then f Z ( z) is a step-like 
function with a cut-off around z = 4.5. The cut-off is sharpened with 
the decrease of σ in equation ( 6 ). 

These metallicity effects are taken into account in our METAL- 
LICITY CUT model. Specifically, we use equation ( 7 ) to calculate the 
merger rate with the metallicity distribution given in equation ( 6 ) and 
the time delay distribution from equation ( 4 ). Note that for this model 
the time delay distribution is the same as for the BASELINE DELAYS 

model, but the efficiency of forming CBs now depends on redshift. 

2.5 Local rates and astrophysical uncertainty 

In our analytical models, we do not know a priori the general redshift 
dependence of the efficiency α in equation ( 2 ). However, we can 
constrain its value by using the local merger rate obtained from the 
GWTC-3 catalogue by LIGO/Virgo (Abbott et al. 2023 ). That is, we 
take α constant in order that locally, the merger rate given in equation 
( 2 ) matches the value measured by LIGO/Virgo. 

For BBHs, we use the rate provided by the PP model in GWTC-3, 
which is R BBH ( z = 0 . 2) = 28 . 3 + 13 . 9 

−9 . 1 yr −1 Gpc −3 . This rate is given 
for z = 0.2 since it corresponds to the redshift where the uncertainty 
is minimal. For BNSs, we use the rate provided by the PDB (pair) 
model in GWTC-3, which is R BNS ( z = 0) = 44 + 96 

−34 yr −1 Gpc −3 . The 
uncertainties quoted for these values correspond to 90 per cent 
confidence intervals. 

Note that, in our analytical models, we have assumed that the 
rele v ant quantities, such as the SFR, metallicity, time delay, mass, 
and redshift distrib ution, ha ve already been averaged over the mass 
distribution of the host galaxies. This implies that the host galaxy 
dependence has been accounted for by taking an average over all 
possible hosts. This simplifies the analysis by eliminating the need 
to integrate the merger rate o v er the host galaxy mass distribution. 
Ho we ver, we do not make this assumption for our BBH population 
synthesis model, as we detail in the next section. 

3  POPULAT I ON  SYNTHESIS  M O D E L S  

We supplement the analytical models described abo v e with a set of 
population synthesis models that rely on a more realistic description 

Table 1. Summary of our three analytical models and three population 
synthesis models. The PL + P BBH mass distribution is taken from Abbott 
et al. ( 2023 ). The ∅ symbol means that the model does not take into account 
the related parameter. 

Model name BBH mass dist. Time delay dist. Metallicity 

BASELINE PL + P ∅ ∅ 

BASELINE DELAYS PL + P Power law, equation ( 4 ) ∅ 

METALLICITY CUT PL + P Power law, equation ( 4 ) Equations ( 7 ) and ( 8 ) 

COSMIC Three models: DEFAULT , PESSIMISTIC , and OPTIMISTIC . They have 
different sets of parameters (described in Section 3 ) that change the 
stellar evolution. 

of stellar evolution. We follow the prescription of Srinivasan et al. 
( 2023 ) to produce an astrophysical population of BBHs that merge 
by the present day. We account for the SFR through cosmic time 
as a function of progenitor environment properties (metallicity and 
galaxy mass) and the efficiency of BBH formation from binary stars. 
The former is adopted from the default SFR of Srini v asan et al. ( 2023 ) 
that models the mass–metallicity relation based on the metallicity 
calibration of Kobulnicky & K e wley ( 2004 ) and extrapolated to high 
redshift based on the fit provided by Ma et al. ( 2016 ). The latter 
is obtained using a rapid binary population synthesis code, COSMIC 

(v3.4.0; Breivik et al. 2020 ), which simulates the binary evolution of 
stars that ultimately form merging BBHs. These binary simulations 
are based on parametric models of single-star evolution and their 
binary interactions. We adopt the default binary evolution parameters 
shown in bold in table 1 of Srini v asan et al. ( 2023 ) to generate a 
population of merging BBHs, BBH COSMIC DEFAULT . 

Uncertainties in modelling the SFR and binary evolution result in 
a large variance in the predicted merger rate. Therefore, we explore 
models with a pessimistic and optimistic merger rate in comparison 
to the BBH COSMIC DEFAULT , termed BBH COSMIC PESSIMISTIC and 
BBH COSMIC OPTIMISTIC , respectively. BBH COSMIC PESSIMISTIC 

differs from the default model in two aspects: a different critical 
mass ratio model of the onset of unstable mass transfer (qcflag = 4 
as per COSMIC documentation 1 and a different common-envelope 
efficiency α = 0.1). Likewise, BBH COSMIC OPTIMISTIC varies in the 
description of the common envelope phase (lambdaf = 0 and α = 

0.2 as per COSMIC documentation). The present-day merger rates of 
our PESSIMISTIC , DEFAULT , and OPTIMISTIC models are 15, 120, and 
590 Gpc −3 yr −1 , respectively. 

For the BNSs, we take the DEFAULT COSMIC parameters of Srini- 
vasan et al. ( 2023 ). To compute the merger rate, we use equation ( 2 ) 
with SFR and metallicity distribution P ( Z | z) pro vided, respectiv ely, 
in equations ( 1 ) and ( 6 ). We use 15 log-uniform metallicity bins 
between 4.4 × 10 −4 and 2.8 × 10 −1 . The mass efficiency α( Z ) and 
the time delay distribution P ( t d | Z ) are calculated from our COSMIC 

results. 
All of our models are summarized in Table 1 . Analytical models 

( B ASELINE , B ASELINE DELAYS , and METALLICITY CUT ) are easy to 
calibrate and to use because of their small number of parameters. 
Each new analytical model adds a physical process (time delay, 
metallicity) that refines the model and makes it more realistic. 
None the less, these analytical models are not detailed enough and 
cannot capture some aspects of BBH and BNS formation. That is 
why we choose to compare them with more realistic models based 
on the population synthesis code COSMIC , as outlined abo v e. This 
code describes better the physical processes at play during stellar 

1 https:// cosmic-popsynth.github.io/ 
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Figure 2. The distribution of the primary mass M 1 for the PL + P model from 

the GWTC-3 catalogue and our COSMIC simulations with default parameters. 
The peak at around M 1 ∼ 10 M � as well as the power-law-like behaviour are 
similar in both models. Note, ho we ver, the dif ferences at high masses, at M 1 

� 30 M �. 

evolution, taking into account several physical effects (common 
envelope phase, kick velocity, etc.; see Breivik et al. 2020 ) and it is 
in this sense more realistic. On the other hand, population synthesis 
codes have numerous parameters that are difficult to constrain (see 
Mandel & Broekgaarden 2022 , for a recent re vie w). Looking at 
observables produced by a set of COSMIC parameters (for example, 
BBH merger rate and stochastic backgrounds) and comparing them 

to observations could help us to calibrate COSMIC parameters. In 
practice, there are currently not enough observational constraints 
to o v ercome the de generacies between various COSMIC parameters. 
In this work, we are not attempting to calibrate COSMIC parameters, 
rather we use specific sets of parameters that represent well the range 
of variability of COSMIC . 

In Fig. 2 , we show the BBH primary mass distribution of the 
PL + P model and the one resulting from our default COSMIC model. 
The COSMIC distribution has a more pronounced peak at low masses 
around 8 M � and presents an o v erdensity centred around 22 M � but 
does not have any peak around 34 M � contrary to the PL + P model. 

Fig. 1 compares the time delay probability density inte grated o v er 
all metallicities in our analytical BASELINE DELAYS model and our 
default COSMIC model. The distribution from COSMIC is very close 
to a power law but with a turn over at very short time delays. 

We compare the merger rate of BBHs in our models in Fig. 3 . 
As expected, since there is no time delay between formation and 
merger, the shape of the BASELINE merger rate is close to the SFR 

(see equation 1 ) and peaks at around R merg ( z = 2) ∼ 1.5 × 10 7 

events yr −1 Mpc −3 . 
We also observe that for z > 0.2 the BASELINE DELAYS merger rate 

is al w ays below the BASELINE model. The reason is that the inclusion 
of time delays shifts the entire BASELINE merger rate curve to lower 
redshifts. Then this shifted curve needs to be renormalized to be in 
accordance with the local LIGO/Virgo observations at z = 0.2, as 
described in Section 2.5 . This procedure then results in a merger rate 
that is below the BASELINE model at all redshifts abo v e z = 0.2. 

The merger rate in the METALLICITY CUT model is slightly lower 
than the BASELINE one at small redshifts ( z < 2), but significantly 
higher at larger redshifts ( z > 2). This is due to the fact that the 
effect of metallicity is to reduce the fraction of massive stars that 
can collapse into BHs. At lower redshifts, stars tend to have higher 

Figure 3. The merger rate of BBHs calculated with our main models. The 
uncertainties in this figure come from the 90 per cent confidence interval 
on the merger rate at z = 0.2 from the GWTC-3 catalogue. We assume the 
uncertainty to be the same at every redshift. 

metallicity, resulting in fewer stars collapsing into BHs. Conversely, 
at higher redshifts, stars tend to have lower metallicity, leading to a 
larger fraction of stars collapsing into BHs. The asymmetry of this 
trend around the BASELINE model results predominantly from the 
renormalization of the merger rate at low redshifts ( z = 0.2). 

Finally, the merger rate from the COSMIC DEFAULT model is 
significantly higher than our other models and peaks at lower redshift 
around z = 1. This model predicts a merger rate at z = 0.2, which is 
outside the 90 per cent confidence interval computed in the GWTC- 
3 catalogue (Abbott et al. 2023 ). This implies that the default set 
of parameters from Srini v asan et al. ( 2023 ) does not describe the 
observed merger rate of BBHs. Note that this difference in merger 
rate can be also due to our model for star formation and metallicity 
evolution. 

In this study, we choose to explore the range of uncertainties due 
to COSMIC parameters rather than trying to find the best parameter 
set. For this reason, we include also two other sets ( PESSIMISTIC and 
OPTIMISTIC in Table 1 ) from the same study that represent well the 
range of variability of COSMIC models. The former set has a merger 
rate at z = 0.2 that is in accordance with GWTC-3, while the latter 
provides an upper bound on the merger rate that COSMIC can predict. 

4  C A L C U L AT I O N  O F  T H E  S G W B  F RO M  B BH  

A N D  B N S  

The total dimensionless energy density of GWs �GW 

, per logarithmic 
unit of frequency and in unit of the critical density of the Universe 
ρc , is expressed as 

�GW 

= 

1 

ρc 

d ρGW 

d ln f 
, (9) 

with d ρGW 

the energy density of the GWs in the frequency interval 
[ f , f + d f ]. 

We can write the background from BBH or BNS mergers as 

�GW 

( f ) = 

f 

ρc c 2 H 0 

∫ z max 

0 

∫ 

λ

R merg ( z, λ) d E GW 

( f s ) 
d f s 

P ( λ) 

(1 + z) 
√ 

�M 

(1 + z) 3 + �� 

d λ d z , 

(10) 
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Figure 4. In coloured lines, the SGWB from BBHs calculated with our 
main models (see Table 1 ); in black lines, the LIGO/Virgo SGWB sensibility. 
There is a factor of 3 variability in the background predicted by our analytical 
models. The prediction obtained using COSMIC DEFAULT significantly exceeds 
the analytical models, mainly due to its higher merger rate (see Fig. 3 ). 

with f the observ ed frequenc y, f s = f (1 + z) the frequency emitted 
at the source, R merg the CB mer ger rate, d E GW 

( f s )/d f s the ener gy 
spectrum emitted by each CB, and P ( λ) the probability distribution 
of the parameters of the CB, summarized as λ. 

We used the phenomenological e xpression giv en in P ́erigois et al. 
( 2021 ) for the energy spectrum emitted by each CB. The coefficients 
of this expression are obtained by matching post-Newtonian and 
numerical relativity waveforms (see Appendix A and Ajith et al. 
2011 ). 

4.1 LIGO/Virgo and LISA sensitivity to an SGWB 

We use the LIGO/Virgo sensitivity curves to an SGWB given by the 
LIGO/Virgo/Kagra collaboration (Abbott et al. 2023 ). For LISA , we 
use an analytical approximation for the sensitivity curve for a point- 
like source given in Robson, Cornish & Liu ( 2019 ) to calculate the 
power-la w inte grated sensitivity to an SGWB. 

We define the latter to be the limit at which the signal-to-noise ratio 
(SNR) for detecting a signal is equal to 5, assuming an observation 
time of T obs = 4 yr. A reasonable frequency range to calculate the 
sensitivity of LISA is between 10 −1 and 10 2 mHz. To compute the 
power-la w inte grated sensitivity curv e, we use the method proposed 
by Thrane & Romano ( 2013 ). 

5  STELLAR-MASS  C B  M E R G E R S  D E TEC TA BLE  

BY  LISA 

Even though the mergers of stellar-mass BHs do not emit their 
maximum intensity in the LISA band, it could be possible to detect 
these systems individually with LISA . In fact, LISA is not well suited 
to detect stellar-mass BBH and BNS because its sensibility is in 
the mHz regime. None the less, by accumulating the signal o v er 
multiple periods, the SNR can be increased and pass beyond the 
detection threshold. We estimate the expected number of individual 
detections N LISA with LISA for a mission duration of T obs = 4 yr 
using the method described in Gerosa et al. ( 2019 ): 

N LISA = 

∫ 

z 

∫ 

λ

P ( λ) R merg ( z) 
d V c 

d z 

1 

1 + z 
� ( λ, z) d z d λ . (11) 

The quantity � ( λ, z) provides an estimate of the time window in 
which a merging CB is visible by LISA with SNR abo v e a threshold 
value SNR thr . We chose SNR thr = 8 since the source parameters were 
shown to be well constrained in this case (Buscicchio et al. 2021 ), 
although we note that lo wer v alues can be considered for sources 
observable with ground-based detectors (Wong et al. 2018 ). 

We need to remo v e these sources from the background, since 
they are individually detected. Removing these sources will lower 
the background, thus some new sources could become individually 
detectable since the background contributes to the o v erall noise 
budget. As a result, � in equation ( 11 ) is likely to increase with 
the decrease of the background. Therefore, we need to recompute 
N LISA and eventually repeat this process until we reach convergence. 
In practice, this iterative process is not necessary, indeed in our case 
N LISA is of the order of magnitude of 10 for the BBHs and 0 for the 
BNSs (see the results in Section 6 below). Thus, detectable stellar- 
mass sources have a negligible contribution to the SGWB for LISA . 

6  R E S U LTS  

In this section, we present and analyse the results of the various 
models for the SGWB from BBH and BNS sources, in both the LISA 

and LIGO/Virgo frequency ranges. The main results are summarized 
in Fig. 4 and Table 2 , which provides the SGWB values at 3 mHz 
and 25 Hz, which are the reference frequencies, respectively, for 
LISA and LIGO/Virgo. All of our models are consistent with the 
upper limit from LVC O3 observations, but only the COSMIC model 
predicts an SGWB strong enough to be confidently detected with 
design LIGO/Virgo sensitivity. 

Compared to the BASELINE model, the BASELINE DELAYS takes into 
account the time delay of the CB mergers, leading to a decrease in the 
SGWB by a factor of 1.7 across all frequencies. Indeed, as we showed 

Table 2. Values of the SGWB in Fig. 4 and the number of the individually detected BBH mergers with 
LISA with an SNR of at least 8 for a 4 yr observation run. N LISA ∼ 10 for all of our analytical models. 
The error bars on the background from analytical models come from the 90 per cent confidence 
interval on the merger rate at z = 0.2 (GWTC-3 catalogue), on which these models are calibrated. 
Error bars cannot be provided for population synthesis-based models, but in Fig. 5 and in the text we 
discuss their range of uncertainty. 

Models BASELINE BASELINE DELAYS Z CUT COSMIC 

(25 Hz ) �GW 

× 10 10 6 . 83 + 3 . 35 
−2 . 20 3 . 99 + 1 . 96 

−1 . 28 9 . 42 + 4 . 63 
−3 . 03 24.11 

(3 mHz ) �GW 

× 10 12 1 . 89 + 0 . 93 
−0 . 61 1 . 10 + 0 . 54 

−0 . 35 2 . 61 + 1 . 28 
−0 . 84 6.75 

N LISA 6 + 3 −2 7 + 3 −2 7 + 3 −2 19 
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Figure 5. The SGWB from BBHs, based on the results of our COSMIC 

simulations discussed in Section 3 . There is a variation of one order of 
magnitude between our models. The COSMIC OPTIMISTIC model seems to 
be already excluded by observation, since no background has been detected 
during O3. 

in Section 3 , the BASELINE DELAYS merger rate is lower compared to 
the BASELINE at all redshifts, resulting in a lower background since 
the other parameters in equation ( 10 ) remain unchanged for both of 
these models. 

The METALLICITY CUT model includes the effect of metallicity, 
resulting in an amplitude increase by a factor of 1.4 and a shift of 
the peak towards lower frequencies. These effects can be explained 
by the combination of two effects. First, as shown in Section 3 , the 
METALLICITY CUT merger rate is higher than the BASELINE one for 
most of the redshift range, thus the corresponding background is 
higher. Secondly, as can be seen in Fig. 3 , the merger rate for the 
METALLICITY CUT model peaks close to z = 3. As a result, the GW 

frequencies of the background for this model are more redshifted. 
Note that a second bump is observed in the METALLICITY CUT 

merger rate around 50 Hz. As we show below, this feature is due to 
the peak in the PL + P mass distribution. 

The SGWB obtained for the COSMIC model is higher than that 
for the other models, and so upcoming observations in run O4 are 
expected to have sufficient sensitivity to either detect or place strong 
constraints on this model. It is important to mention that the peak 
around 200 Hz in the COSMIC model appears to be more prominent 
than in other cases. This is due to the mass distribution produced 
by the COSMIC simulation, which peaks at lower masses than the 
distribution presented in GWTC-3 (Abbott et al. 2023 ), as shown in 
Fig. 1 . 

Fig. 5 compares the results of the three different COSMIC runs 
described in Section 3 . We choose these runs because they illustrate 
well the range of uncertainty of binary population synthesis models. 
It can be seen that changing the stellar evolution parameters of the 
COSMIC code leads to a variation of one order of magnitude in the 
resulting background, from the O3 limits to the design sensitivity. 
Therefore, the range predicted by the COSMIC models studied in this 
paper will be probed in the near future. In fact, the OPTIMISTIC model 
appears to be already excluded by observations, as no background 
has been detected during O3. Thus, this also excludes the merger 
rate predicted by this model. The upcoming O4 run is expected to 
constrain even more these parameters. 

In Fig. 6 , we set the model to be METALLICITY CUT , and we examine 
the impact of the mass distribution model on the background. The 

Figure 6. The SGWB for BBH mass distribution models described in Abbott 
et al. ( 2023 ) and the METALLICITY CUT model. Varying the mass distribution 
results in a factor of 2 difference of the SGWB. 

Figure 7. The variation of the SGWB from BBHs due to uncertainties on 
the PL + P mass distribution. Each coloured curve represents the predicted 
background by our METALLICITY CUT model with each time a different value 
for one parameter of the PL + P distribution. The uncertainty on the amplitude 
of the Gaussian peak of the PL + P model results in the most significant 
variation on the background. 

PL + P distribution results in a broad peak with two distinguishable 
bumps around 50 and 200 Hz, which are a result of the two peaks 
in this mass distribution (around 5 and 35 M �). On the other hand, 
the PL model gives only one peak around 100 Hz and a bit higher 
background o v erall. The BPL model is intermediate between the 
two, with a lower background but a wider peak. Upcoming O4 
observations have the potential to constrain the parameters of the 
mass distribution models and thus the resulting background. 

Fixing the mass model to be PL + P, we now study the impact 
of the main parameters of this mass distribution on the resulting 
background. To this end, we vary the amplitude ( λpeak ) and the 
position ( μm 

) of the Gaussian peak in the mass distribution. These 
values are set to their maximum and minimum of the 90 per cent 
credibility interval, and the resulting backgrounds are compared in 
Fig. 7 . 
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Figure 8. The SGWB from both BBHs and BNSs in the frequency range 
of LISA and LIGO/Virgo. The analytical and population synthesis models 
for the BNS background are compatible, within the error bars of the former, 
contrary to their predictions for the BBH. 

Table 3. Our predictions for the SGWB in LIGO/Virgo and LISA frequency 
bands, comparing the BASELINE and default COSMIC models. 

BBH BNS 
Models BASELINE COSMIC BASELINE COSMIC 

(25 Hz ) �GW 

× 10 10 6.83 24.11 2.07 1.60 
(3 mHz ) �GW 

× 10 12 1.89 6.75 0.52 0.40 

We also investigate the impact of varying μm 

with redshift by 
taking μm 

∝ (1 + z) 0.5 (‘ z power max’ in Fig. 7 ) or μm 

∝ (1 + z) −0.5 

(‘ z power min’). Indeed, μm 

may vary with the redshift since, as we 
discuss in Section 2.1 , the Gaussian peak in the mass distribution 
could be the result of PPISNe and the efficiency of this phenomenon 
depends on the metallicity (and so on the redshift). 

The uncertainty in the amplitude of the peak results in the most 
significant variations of the SGWB. When set to its minimum, the 
bump around 50 Hz is almost imperceptible. The uncertainty in 
the absolute position of μm 

results in only minor variations in the 
background. Ho we ver, assuming a strong redshift dependence mo v es 
the bump from 35 (‘ z power max’) to 75 Hz (‘ z power min’). 

Note that the bump in the background around 200 Hz does not 
change. This confirms that the secondary bump around 50 Hz is 
indeed due to the peak around 35 M � in the PL + P mass distribution. 
Furthermore, this secondary bump is the closest part of the SGWB 

to the minimum sensitivity of LIGO/Virgo and thus could be one of 
the first features of the SGWB to be detected. 

In Fig. 8 and Table 3 , we compare the backgrounds due to BBH 

and BNS mergers for the BASELINE and the DEFAULT COSMIC models. 
The uncertainty bands for the BASELINE model are based on the 90 
per cent credibility interval of the local merger rate measurement by 
LIGO/Virgo, as reported in Abbott et al. ( 2023 ), and are consistent 
with the recent results reported in Babak et al. ( 2023 ). Our results 
show that the default parameters of COSMIC are not in agreement 
with the simple analytical model for the BBH background (this is 
not so surprising since the merger rates predicted by these models 
are perceptibly different, see Fig. 3 ). However, this is not the case for 
the BNS background. It is important to note that the uncertainty for 
the BNS case is very high given that LIGO/Virgo have only detected 
two BNS mergers to date. The fourth run of LIGO/Virgo is expected 

to detect a few additional BNS mergers (Colombo et al. 2022 ), which 
will result in a more constrained local merger rate. Finally, our results 
suggest that the BNS background is likely subdominant to the BBH 

contribution, consistent with previous studies. 

7  C O N C L U S I O N  

We investigated the SGWB produced by several population models 
of BBHs and BNSs in the frequency ranges of LIGO/Virgo and 
LISA . We developed three analytical models, namely BASELINE , 
BASELINE DELAYS , and METALLICITY CUT , and complemented them 

with a set of population synthesis models based on the COSMIC code. 
Our BASELINE model assumes a merger rate that follows the SFR 

with zero delay times, while the BASELINE DELAYS model takes 
into account the time delay between the formation of the stellar 
progenitors and the merger of the CBs. The METALLICITY CUT 

model includes also the effect of metallicity on the efficiency of 
producing CBs. 

We specifically focused on the mass distribution of CBs in our 
models. For BBHs, we used mainly the PL + P mass distribution 
from GWTC-3 and investigated some other distributions from the 
same catalogue. For BNSs, we used the mass distribution obtained 
from Galactic observations, assumed to be valid at all redshifts. 

To complement our analytical models, we investigated three 
models for the BBH population based on the population synthesis 
code COSMIC , which differ by the set of parameters used to describe 
the stellar physics, namely OPTIMISTIC , PESSIMISTIC , and DEFAULT . 
The mass distribution predicted by the COSMIC models differs from 

the PL + P model, but the time delay distribution was consistent 
with a simple power law as used in our analytical description. For 
BNSs, we used only one COSMIC simulation with the DEFAULT set of 
parameters. 

For BBHs, our analytical models predict �GW 

in the range [4 
× 10 −10 to 1 × 10 −9 ] at 25 Hz and [1 × 10 −12 to 4 × 10 −12 ] 
at 3 mHz, where the range of our predicted values corresponds to 
the uncertainty in the physical assumptions of our models. These 
backgrounds could be detectable by LISA with a period of observation 
of 4 yr, but they are unlikely to be detected during the upcoming 
LIGO/Virgo/Kagra O4 run. Ho we ver, the O4 run can help to constrain 
the parameters of our models. 

Our analytical models are calibrated to the observed merger rate 
at z = 0.2. Thus, the uncertainty in this measurement can lead to a 
possible variation of about a factor of 1.5 for BBHs and 2 for BNSs 
in the predicted background. 

We also investigated the impact of the mass distribution of 
BBHs on the background, which could vary by a factor of 2 by 
varying the mass distribution model within the confidence limits of 
the GWTC-3 population analysis. Additionally, we found that the 
uncertainties of the Gaussian peak of the PL + P mass distribution 
are dominated by the uncertainty in the amplitude of this peak 
and could lead to a factor of 1.5 variation in the SGWB. We also 
discussed the possibility that the position of this peak depends on 
redshift, but more constraints on the amplitude are needed in order 
to explore this potential effect. Indeed, our results suggest that the 
main source of uncertainty is the amplitude of the peak, while its 
redshift dependence has a negligible impact on the amplitude of the 
SGWB. 

The SGWB predicted by our three COSMIC models varies between 
[2 × 10 −10 to 2 × 10 −9 ] (25 Hz) and [7 × 10 −13 to 7 × 10 −12 ] 
(3 mHz). This range, which is larger than the uncertainty due to 
the measurement error of the local merger rate, corresponds to the 
uncertainties in the physics of massive stellar binaries (Srinivasan 
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et al. 2023 ). The OPTIMISTIC COSMIC model appears to be excluded 
by observations, as no background has been detected during O3. 
Ho we ver, the upcoming O4 run will likely help us constrain the 
parameters of the stellar model. 

Finally, all of our models predict an O(10) number of BBHs and 
no BNSs that could be individually detectable by LISA for a period 
of observation of 4 yr. 

While we have explored some uncertainties in the SGWB from 

CBs, se veral important ef fects were not included and could lead to 
further variations in the predicted SGWB. First, we assumed that 
all binaries are circularized; ho we ver, including eccentricity and 
precession in the waveforms might have an important effect on the 
SGWB amplitude (Zhao & Lu 2021 ). 

More importantly, in this study we considered only the isolated 
binary formation scenario for BBHs, while the properties of the 
observed BBH population suggest that some sources could be formed 
through the dynamical channel, in particular hierarchical mergers in 
dense stellar environments. The mass and redshift distributions of this 
population are expected to be quite different and lead to a different 
component of the SGWB (P ́erigois et al. 2022 ). The remnants of Pop 
III stars, which could have higher merger rates at higher redshifts, 
could also have an important contribution to the SGWB (Dvorkin 
et al. 2016 ; Hartwig et al. 2016 ; Martinovic et al. 2022 ). These 
contributions and their associated uncertainties will be studied in 
future work. 
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APPEND IX  

The energy loss of a binary system by gravitational radiation is 
expressed according to the three phases of the coalescence, the 
inspiralling phase (for f s < f merg ), the coalescence phase (for f merg 

≤ f s < f ring ), and finally the ringdown phase, i.e. the relaxation phase 
(for f ring ≤ f s < f cut ). It is therefore expressed as (Ajith et al. 2008 ) 

d E GW 

( f s ) 

d f s 
= 

d E 

Newton 
GW 

( f s ) 

d f s 
×

⎧ 

⎨ 

⎩ 

(1 + � 

3 
2 αi ν

i ) 2 for f s < f merg , 

f s w m 

(1 + � 

2 
1 εi ν

i ) 2 for f merg ≤ f s < f ring , 

f 1 / 3 s w r L 

2 ( f s , f ring , σ ) for f ring ≤ f s < f cut , 

where 

(i) 
d E Newton 

GW 

( f s ) 
d f s 

= 

5 
12 ( Gπ ) 2 / 3 M 

5 / 3 
c F θf 

−1 / 3 
s , 

(ii) F θ = 

(1 + cos 2 θ ) 2 

4 + cos 2 θ, 

(iii) ν = 

( πGMf s ) 1 / 3 

c 
, and 

(iv) L ( f , f ring , σ ) = 

σ

2 π[( f −f ring ) 2 + 0 . 24 σ 2 ] 
, w m 

, and w r are the con- 
tinuity coefficients. 

The coefficients αi and εi are given in Ajith et al. ( 2008 ); with 
our null assumption for the spin ( χ = 0), they can be written as 
ε1 = −1.8897, ε2 = 1.6557, α2 = − 323 

224 + 

451 
168 η, and α3 = 0, with 

η = 

M 1 M 2 
M 

2 . 
The phase transition frequencies f merg , f ring , f cut , and σ are calcu- 

lated as (Ajith et al. 2008 ) 

πGM 

c 3 
μk = μ0 

k with μk = ( f merg , f ring , f cut , σ ) , 

where the coefficients μ0 
k are given in table I of Ajith et al. ( 2011 ); 

for χ = 0, we get the following: 

μk μ0 
k 

f merg 0.066 
f ring 0.185 
f cut 0.3236 
σ 0.925 
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