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Abstract

Low-Power Wide-Area Networks (LPWAN) connect a large number of battery-
powered wireless devices over long distances. Replacing the batteries of low-power
devices spread over a large geographical area is difficult and costly, their lifetime
should therefore be maximized. Among available LPWAN technologies, Long Range
Wide Area Networks (LoRaWAN) have prevailed in the past years, offering an ex-
cellent tradeoff between coverage range, data rate, power consumption and ease of
use. This technology implements a pure ALOHA medium access scheme to save
device energy by minimizing the radio usage. However, using such a simple strat-
egy induces frame collisions that restrain the network’s ability to handle high traffic
loads. In this context, synchronization can be used to exploit the available band-
width more efficiently by controlling the timing of frame transmissions and reducing
the collision probability. In that, this manuscript first introduces a slotted scheme
specifically tailored for LoRa networks. This design allows the implementation of a
simple slotted ALOHA strategy, which increases the network capacity at the cost
of an extra energy demand due to the inherent overhead. As a first research out-
come, we show that the synchronized version can also be more energy efficient than
pure ALOHA in congested networks if the power consumption dedicated to syn-
chronization beacon receptions is handled carefully. Yet, the legacy access remains
preferable in low traffic situations. This finding highlights the need for traffic-aware
protocols able to adapt the access strategy to the network load. As a result, this
thesis then introduces a switching mechanism capable of dynamically synchroniz-
ing or desynchronizing the network depending on the probed conditions. Through
simulations, we show that such a system is able to follow the variations of the input
load to always select the most energy-efficient strategy. We then bridge the gap be-
tween simulations and experiments with the implementation of an energy-efficient
synchronization mechanism on real hardware. The robustness of our approach is
proven thanks to an experimental study of the device clock drift. Hardware exper-
iments additionally reveal that common ALOHA models are unable to accurately
represent the real-world network performances, notably due to occurrences of the
capture effect. As a final contribution, we thus fall back to the mathematical ap-
proach and include the features observed in real networks into our performance
evaluation models. This ultimate step allows to (i) extend the protocol adaptation
capabilities by showing how the slot size can be adjusted to the network load to
maximize energy efficiency and (ii) account for capture effect occurrences to faith-
fully picture the testbed throughput. In a nutshell, this thesis explores trade-offs
between throughput and energy efficiency in LoRa networks, and highlights the
need for traffic-aware protocols. We additionally show that state-of-the-art perfor-
mance models do not fully grasp the behavior of real networks yet, which opens
future research on more accurate and versatile models to drive such adaptive access
strategies.

Keywords: LPWAN, LoRaWAN, MAC Protocols, Scalability, Energy Effi-
ciency, Adaptability, Synchronization, Capture Effect
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Résumé

Les réseaux étendus à basse consommation (LPWAN pour Low-Power Wide-Area
Networks) connectent un grand nombre de dispositifs sans fil fonctionnant sur
batterie et disséminés sur des zones étendues. Le remplacement des batteries
d’alimentation de tels objets connectés étant coûteux et difficile, il devient cru-
cial de maximiser leur espérance de vie. Parmi les technologies de type LPWAN,
les réseaux à longue portée (LoRaWAN pour Long Range Wide Area Networks)
se sont imposés en tête du marché, offrant un excellent compromis entre portée de
couverture, débit, consommation d’énergie et facilité d’implémentation. Cette tech-
nologie fait appel à une stratégie d’accès au médium de type pure ALOHA, qui per-
met d’économiser de l’énergie en minimisant l’utilisation des radios des terminaux.
Cependant, l’utilisation d’une telle stratégie implique un fort taux de collision de
paquets qui limite la capacité du réseau à supporter de fortes charges de trafic. Dans
ce contexte, la synchronisation est une piste de recherche intéressante permettant
de faire un meilleur usage de la bande passante en réduisant les probabilités de col-
lision. En cela, ce manuscrit aborde tout d’abord la conception d’un mécanisme
d’accès synchrone adapté aux réseaux LoRa. Ce mécanisme permet la mise en place
d’une stratégie de type slotted ALOHA, qui étend la capacité réseau au prix d’une
hausse de la consommation d’énergie dédiée au mécanisme de synchronisation. Le
premier aboutissement de cette recherche est la découverte que l’accès synchrone
peut aussi être plus énergétiquement efficient que pure ALOHA dans les réseaux
congestionnés si la réception des balises de synchronisation est gérée intelligem-
ment. Cependant, le protocole de base reste préférable pour les faibles charges de
trafic. Cette découverte met en évidence le besoin d’un protocole conscient du trafic
capable d’adapter le mode d’accès à la charge réseau. En conséquence, un mécan-
isme capable de dynamiquement synchroniser et désynchroniser les terminaux est
introduit afin de sélectionner le protocole le plus efficient en fonction des conditions
de trafic sondées. Au travers de simulations, nous montrons qu’un tel système est
capable de suivre les variations de la charge réseau et ainsi de maximiser l’efficacité
énergétique du déploiement. Nous comblons ensuite le fossé entre simulations et ex-
périences réelles en implémentant un mécanisme de synchronisation efficient sur un
banc de tests. La robustesse de notre approche repose sur une analyse expérimentale
du décalage d’horloge des terminaux. Les résultats issus du banc de tests révèlent
additionnellement que les modèles mathématiques les plus communément utilisés
pour décrire le comportement des réseaux ALOHA sont très imprécis dans notre
cas de figure, car l’effet capture survient très fréquemment. En guise de dernière
contribution, nous proposons donc une approche mathématique incluant les effets
observées sur le banc de tests à nos modèles d’évaluation de performances. Cette
dernière étape permet (i) d’étendre les capacités d’adaptation du protocole en mon-
trant comment la taille des slots peut être ajustée à la charge réseau pour maximiser
l’efficacité énergétique, et (ii) de considérer l’effet capture pour modéliser fidèlement
le débit réel du banc de tests. En un mot, cette thèse explore des compromis entre
débit et efficacité énergétique dans les réseaux LoRa, et met en évidence le besoin
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de protocoles conscients de la charge de trafic. Nous montrons additionnellement
que les modèles d’évaluation de performances de l’état de l’art ne représentent pas
encore parfaitement le comportement des réseaux réels, ce qui ouvre la voie vers de
nouvelles pistes de recherche pour améliorer cette modélisation et ainsi piloter de
tels protocoles adaptatifs.

Mots clés : LPWAN, LoRaWAN, Protocoles de Contrôle d’Accès au Médium,
Passage à l’Echelle, Efficacité Energétique, Adaptabilité, Synchronisation, Effet
Capture
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Introduction

– Version française plus bas –

In the last decade we have witnessed relevant technological progresses in radio
communications and electronic miniaturization techniques. Together they unveiled
the possibility to monitor physical phenomena at large scale [Akyildiz 2002]. Low
power wireless devices have been then leveraged to deploy widely spread radio net-
works. However, battery replacement can be very expensive, and in most cases
unfeasible in networks with potentially thousands of devices, so maximizing their
lifetime becomes the only viable solution. Herein, the Low Power Wide Area Net-
work (LPWAN) architecture has been largely adopted for long range, low through-
put and energy efficient data collection with relatively simple and cheap devices
[Mekki 2019]. Several LPWAN technologies have emerged, including Long Range
(LoRa) networks. They are promoted by the LoRa Alliance, which is a consortium
gathering more than 500 companies to drive the open development of the LoRaWide
Area Network (LoRaWAN) specification [LoRa Alliance 2020a]. LoRa has prevailed
among all LPWAN technologies, as it offers an excellent tradeoff between transmis-
sion range, power consumption and payload size [Rizzi 2017b]. LoRa deployments
additionally display many interesting features such as bidirectional communications
and end-to-end encryption, making them suitable for a large variety of applications.
Furthermore, LoRaWANs are built upon unlicensed Industrial, Scientific, Medical
(ISM) radio bands enabling easy prototyping and deployment.

The LoRaWAN Medium Access Control (MAC) scheme was designed as pure
ALOHA for uplink communications, meaning that upon frame generation, de-
vices immediately start transmitting without checking whether the radio channel
is free. Such a random access scheme does not require synchronization, thus sav-
ing power. However, this scheme suffers from high collision rates that naturally
limit the channel throughput to 18% at most [Abramson 1970]. A low through-
put is thus traded-off for a low power consumption. The increasing availabil-
ity of cheap wireless devices and the consequent growth of communication traf-
fic have raised strong concerns regarding the scaling capabilities of LoRa deploy-
ments [Mikhaylov 2016, Bor 2016, Bankov 2016, Georgiou 2017, Adelantado 2017,
Van den Abeele 2017, Yousuf 2018]. As a result, a large panel of contributions have
been proposed in the recent years to improve the performances of the LoRa MAC
layer. However conciliating network scalability with an energy-efficient management
of the device batteries is difficult task. We show that no solution in the current
literature is able to do so while also remaining robust to topology changes.

In this manuscript, we therefore target the design of MAC protocols for LoRa
networks able to trade-off throughput and energy-efficiency. After an extensive lit-
erature review, we argue that the most promising solution to extend the capacity of
LoRa networks with the current technological limitations is to leverage synchroniza-
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tion. Moreover, we claim that a beacon-based synchronization is the only scalable
option given the Duty-Cycle regulations operating over the ISM bands used by
LoRa, and the half-duplex nature of the LoRa gateways. As a result we introduce
Class S, a new device class allowing the use of slotted access schemes in LoRa net-
works. Through simulations, we show that a beacon-skipping mechanism is crucial
to ensure energy-efficiency with such a strategy.

A major finding of this first contribution is that the slotted access allows to
increase the maximum achievable throughput in LoRa deployments, and may also
be more energy efficient than pure ALOHA in congested networks. However the
legacy access performs better under a certain traffic load threshold. In that, we
see that there is no one-fits-all solution, and that the most energy-efficient access
scheme depends on the situation. As a result, we introduce a switching mechanism
able to change the MAC protocol depending on the probed traffic conditions. In
details, the Traffic-aware Energy-efficient MAC (TREMA) mechanism can dynami-
cally synchronize or desynchronize all devices in the network to select the preferable
strategy. Simulation results reveal that such a scheme is able to follow variations of
the input load and improve the network performances in terms of throughput and
energy efficiency.

After that, we perform a proof-of-concept implementation of Class S on a real-
hardware testbed in order to prove the feasibility of our solution. This task pushed
us to consider hardware-specific constraints in more details, such as the clock drift-
ing of the low-power LoRa devices. Herein, guard times in each slot have been linked
to the worst-case skew of the testbed nodes, and to the aforementioned beacon-
skipping mechanism. This robust, yet energy-efficient synchronization scheme has
been named LoRaSync. Experiments results ultimately show that LoRaSync is able
to successfully correct timing errors and ensure a reliable synchronization. However,
the testbed implementation also revealed that the capture effect occurs in LoRa de-
ployments, thus increasing the observed throughput with respect to the expected
one computed through classical ALOHA models.

In a final contribution, we therefore include all features observed on the testbed
into novel performance evaluation models that faithfully picture the behavior of real
networks. First, we mathematically approach the throughput and energy-efficiency
of LoRaSync-operated networks with varying margin sizes. This modeling shows
that the slot size should be adjusted depending on the traffic load to maximize
energy efficiency. In detail, the LoRaSync transmission margins should be shortened
as the offered load increases, and the synchronization periodicity should thus be
adapted accordingly. This finding can be used to enhance the TREMA adaptive
mechanism even further. Second, this last contribution tackles the elaboration of
experimental models accounting for the capture effect in order to accurately picture
the testbed throughput. This allows us to check that the observed network behavior
fits our expectations, thus validating the implementation of our synchronous and
asynchronous schemes. Further than improving the overall throughput, experiments
reveal that the capture effect negatively affects the fairness of the network.

All in all, this thesis highlights the need for adaptive mechanisms to support
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the development of scalable, yet energy-efficient access schemes for LoRa. Several
tools are leveraged to support this claim. In the first steps, theoretical modeling is
used to forecast the network behavior with synchronous and asynchronous access
strategies. Simulations are then leveraged to adapt these access schemes to the
features of the LoRa technology and evaluate the resulting protocols. After that,
an experimental testbed is used to assert the viability of the studied approach,
and highlights real-world phenomena such as clock drifting or the capture effect.
As a means to thoroughly evaluate the impact of these effects on any deployment,
these observations are finally fed back into theoretical models that fit the real net-
work behavior. Our modeling is capable of accurately describing our specific setup,
however it does not yet generalize to other deployment layouts. This paves the
way for future research so that results extracted from the mathematical approach,
simulations and experiments finally converge, independently from the studied net-
work topology. Deriving such versatile models would notably benefit in driving the
decision-making mechanism in traffic-aware protocols.

The rest of this manuscript is organized as follows. Chapter 1 provides an
overview of the LoRa modulation and LoRaWAN MAC protocol in its current
state-of-the art. Based on this description, we justify the reasons why trading-off
throughput and energy efficiency is a complex task in such a system. Then, Chap-
ter 2 presents a taxonomy of the MAC strategies most commonly used in wireless
networks, and discusses their application to LoRa deployments. Following these
premises, we then provide an extensive literature review of alternative MAC layer
protocols for LoRa, and show that none is able to improve the network capacity
without weighing too much on the device battery consumption or on the system
flexibility. Based on this extensive state-of-the-art, we thereby justify the approach
developed in this manuscript. In Chapter 3, we present the theoretical behavior of
the pure ALOHA protocol used in LoRaWAN, and of its synchronous equivalent,
slotted ALOHA, forcasting the benefits of using such a slotted access. We then
introduce the novel Class S that enables defining slotted access schemes in large-
scale LoRa networks, and compare the performances of pure and slotted ALOHA
deployments through simulations. To conclude this chapter, we present the TREMA
switching mechanism able to dynamically synchronize or desynchronize the network
depending on the probed network load, and demonstrate its benefits with the same
simulator. In Chapter 4 we bridge the gap between simulations and experiments,
and implement Class S on a research testbed. The LoRaSync synchronization
scheme is thereby introduced to efficiently cope for clock drifting issues. Experi-
mental results assess the viability of our solution, and highlight the impact of the
capture effect on real networks. Chapter 5 closes the loop and feeds the experi-
mental observations (i.e., clock drift and capture effect) back into our performance
models to accurately picture the network behavior. Finally, concluding remarks
and research perspectives are disclosed in Chapter 6.
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De significatives avancées en communications radio et en techniques de minia-
turisation électronique ont été réalisées au cours de ces dix dernières années. Cela a
ouvert la possibilité de surveiller l’évolution de phénomènes physiques à large échelle
[Akyildiz 2002]. Des terminaux sans fil à basse puissance sont ainsi utilisés pour
déployer des réseaux radio très étendus. Cependant, le remplacement des batteries
d’un grand nombre de terminaux disséminés sur une large zone géographique peut
s’avérer très coûteux, voire impossible. Ainsi, maximiser leur durée de vie reste
la seule solution viable. L’architecture LPWAN (pour Low-Power Wide-Area Net-
work) a été largement adoptée pour la collection de données sur des zones étendues
avec de faibles exigences de débit [Mekki 2019]. Parmi les technologies LPWAN
disponibles, les réseaux LoRa (Long Range) se sont imposés sur le marché. Cette
technologie est soutenue par la LoRa Alliance, un consortium industriel promouvant
le développement ouvert de la spécification LoRaWAN (Long Range Wide Area Net-
works) [LoRa Alliance 2020a] décrivant la couche d’accès au medium utilisée dans
de tels réseaux. La modulation LoRa s’est également imposée car elle propose un
excellent compromis entre portée de transmission, consommation d’énergie et taille
de la charge utile [Rizzi 2017b]. De plus, les déploiements LoRaWAN présentent de
nombreuses fonctionnalités intéressantes telles que des communications bidirection-
nelles ou un cryptage de bout-en-bout, ce qui les rend adaptés à une large variété
d’applications. Enfin, ils utilisent les bandes de fréquence sans licence ISM (Indus-
trial, Scientific, Medical) ce qui facilite le prototypage et le déploiement de réseaux
LoRa par de nombreux acteurs.
Le mécanisme de contrôle d’accès au medium des LoRaWAN repose sur une stratégie
de type pure ALOHA. Cela signifie que lorsqu’un teminal génère un message, il
le transmet instantanément sans se synchroniser ou sonder le medium de com-
munication. Un tel mécanisme économise ainsi de l’énergie de par la simplic-
ité du comportement des dispositifs sans fil. Cependant, ce mode d’accès souf-
fre d’un fort taux de collisions qui limite naturellement la capacité réseau à un
maximum de 18% [Abramson 1970]. Un bas débit est ainsi le prix à payer pour
une basse consommation d’énergie. La disponibilité grandissante de terminaux
sans fil à faible coût et la conséquente hausse de la charge de trafic a soulevé de
fortes inquiétudes concernant les capacités de passage à l’échelle des déploiements
LoRa [Mikhaylov 2016, Bor 2016, Bankov 2016, Georgiou 2017, Adelantado 2017,
Van den Abeele 2017, Yousuf 2018]. En conséquence, de nombreux travaux de
recherche ont depuis tenté d’améliorer les performances de la couche de contrôle
d’accès au medium de ces réseaux. Cependant, concilier une grande capacité réseau
avec une gestion efficiente des batteries des terminaux est un tâche difficile. Nous
montrons qu’aucun protocole de l’état de l’art actuel n’en est capable tout en tolérant
des changements de topologie.
Dans ce manuscrit, nous abordons donc la conception de protocoles d’accès pour
les réseaux LoRa capables de concilier des exigences de débit et d’efficacité énergé-
tique. Après une revue de littérature extensive, nous argumentons que la solution la
plus prometteuse pour étendre la capacité réseau avec les limitations technologiques
actuelles est la mise en place d’un accès synchrone. De plus, une synchronisation
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basée sur la diffusion de balises par les stations de base est la seule solution scalable
en raison des limitations de rapport cyclique imposées sur les bandes ISM. En con-
séquence, nous introduisons la Classe S, une nouvelle catégorie de dispositifs LoRa
qui permet l’utilisation de modes d’accès avec slots. Par le biais de simulations,
nous montrons également qu’un mécanisme pour réduire la périodicité de réception
des balises de synchronisation est nécessaire pour garantir l’efficacité énergétique
d’une telle approche.
Une découverte majeure de cette première contribution est que l’accès synchrone
permet d’étendre le débit maximum tout en étant également plus énergétiquement
efficient que le protocole de base dans les réseaux congestionnés. Cependant pure
ALOHA reste préférable pour de faibles charges de trafic. Ainsi, nous montrons
qu’aucune solution ne convient à toutes les situations. En conséquence, nous intro-
duisons un mécanisme conscient du trafic capable d’adapter la stratégie d’accès à la
charge réseau sondée. Spécifiquement, notre protocole est capable de dynamiquement
synchroniser et désynchroniser les terminaux pour toujours sélectionner l’approche
la plus efficiente. Des simulations sont réalisées pour démontrer que notre solu-
tion peut suivre les variations de trafic et offre un meilleur débit maximal et une
meilleure efficacité énergétique que le protocole de base.
Ensuite, nous implémentons la Classe S sur un banc de tests réel afin de démon-
trer la faisabilité de notre approche. Cette tâche nous a amenés à considérer des
contraintes matérielles telles que le décalage d’horloge des terminaux LoRa. Nous
avons ainsi ajouté des marges de transmission basées sur l’erreur de synchronisa-
tion correspondant au pire cas de décalage. La taille de ces marges sert aussi à
adapter la périodicité de réception des balises de synchronisation afin de minimiser
la consommation d’énergie. Nous avons nommé ce mécanisme de synchronisation
robuste et efficient LoRaSync. Les résultats expérimentaux montrent que LoRaSync
est capable de de corriger les erreurs de synchronisation correctement. Cependant,
les mesures de performances révèlent aussi que l’effet capture intervient fréquem-
ment au sein du banc de tests, augmentant significativement le débit par rapport
aux estimations obtenues via les modèles ALOHA classiques.
Dans une dernière contribution, nous implémentons toutes les spécificités observées
sur le banc de tests dans de nouveaux modèles d’évaluation de performances.
D’abord, nous modélisons le débit et l’efficacité énergétique de réseaux utilisant le
mécanisme LoRaSync avec différentes tailles de slots. Nous montrons ainsi que la
longueur des marges de transmission devrait être ajustée en fonction de la charge
réseau pour optimiser la consommation énergétique. Spécifiquement, les slots de-
vraient être raccourcis lorsque la charge de trafic augmente, et la périodicité de
synchronisation devrait donc être adaptée en conséquence. Cette découverte pourra
être utilisée pour améliorer notre mécanisme adaptatif dans de futures contributions.
Ensuite, nous élaborons des modèles expérimentaux pour considérer l’effet capture
dans notre estimation du débit. Nous montrons que cette approche converge avec
les performances réelles du banc de tests, validant donc notre implémentation. De
plus, les traces réseau révèlent que l’effet capture impacte l’équité du réseau.
En un mot, cette thèse met en évidence le besoin de mécanismes adaptatifs pour
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supporter le développement de mécanismes d’accès scalables et énergétiquement ef-
ficients pour les réseaux LoRa. De nombreux outils sont utilisés pour vérifier ce
postulat. Lors des premières étapes, des modélisation mathématiques sont utilisées
pour anticiper le comportement du réseau avec des stratégies d’accès synchrones et
asynchrones. Ensuite, des simulations permettent d’adapter ces stratégies aux spé-
cificités de la technologie LoRa et d’évaluer les protocoles résultants. Après cela, un
banc de tests est utilisé pour vérifier la faisabilité de notre approche, et mettre en
évidence des phénomènes physiques tels que le décalage d’horloge ou l’effet capture.
Pour évaluer l’impact de tels phénomènes, ces observations sont finallement inté-
grées dans de nouveaux modèles théoriques qui décrivent fidèlement les performances
réelles. Cette modélisation ne peut cependant pas encore être généralisée à d’autres
topologies. Cela ouvre la voie vers de futures contributions pour faire converger les
résultats issus des modèles, des simulations et des expériences indépendamment de
la forme du déploiement. De tels modèles pourraient notamment guider le processus
de décision du protocole adaptatif présenté dans ce manuscrit.



Chapter 1

Technological background and
thesis problematic

Dans ce chapitre, nous présentons d’abord l’environnement technologique des
réseaux LoRa. Spécifiquement, nous abordons la modulation LoRa, et spécifions les
particularités qui font que cette couche physique propose un excellent compromis
entre portée de transmission, consommation d’énergie et débit. Ensuite nous
détaillons la spécification LoRaWAN, qui définit les caractéristiques de la couche
d’accès au médium de ces réseaux. Enfin, nous mettons en évidence les raisons pour
lesquelles il est dans ce contexte difficile de trouver un compromis entre capacité
de passage à l’échelle et efficacité énergétique. D’une part, la multiplication du
nombre d’objets communicants répartis sur de larges zones géographiques met
en péril le mode accès asynchrone décrit dans la spécification. D’autre part,
l’élaboration de mécanismes d’accès plus sophistiqués risque de peser lourdement
sur l’efficacité énergétique des terminaux qui ne transmettent quotidiennement
que de très faibles quantités de données. Ce constat justifie la problématique de
recherche de ce manuscrit, qui vise à développer des protocoles capables de concilier
débit et efficacité énergétique dans les réseaux LoRa.
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Figure 1.1: Topology of a LoRaWAN deployment

Low-Power Wide-Area Networks (LPWAN) are designed to provide Internet
access to widely-spread, battery-powered wireless devices [Centenaro 2016]. Such
networks are tailored for large-scale sensing applications, with any device transmit-
ting very small amounts of data per day. Among all the available LPWAN solutions,
Long Range Wide Area Networks (LoRaWAN) have gathered a major interest from
the research and industrial communities, featuring robust bidirectional low-power
communications with very long transmission ranges over unlicensed Industrial, Sci-
entific and Medical (ISM) bands. In the typical LoRaWAN architecture, end-devices
communicate with a set of gateways through LoRa communications, and gateways
are in charge of forwarding the messages to a server on the Internet using IP. This
topology is reprensented in Figure 1.1.

The term LoRa specifically designates the physical layer modulation, which is
proprietary and owned by Semtech Corporation. On the other hand, LoRaWAN
refers to the MAC protocol, which benefits from an open documentation. Indeed,
the LoRa Alliance R© is a non-profit association of industrial actors that aims at the
global adoption of the LoRaWAN standard. This consortium therefore promotes
the transparent development of the MAC layer specification [LoRa Alliance 2020a]
and provides a common view on its implementation.

In this context, this chapter presents the scientific context of the thesis and
introduces its research question. It is organized as follows. The LoRaWAN tech-
nology, central case study of our work, is introduced in details faithfully to its
state-of-the-art specification. In details, the LoRa physical-layer modulation is pre-
sented in Section 1.1 and the LoRaWAN MAC layer standard is detailed in Section
1.2. On this basis, Section 1.3 presents the scalability issues experienced in current
LoRa deployments, as well as the difficulty to solve this problem while guaranteeing
an energy-efficient management of the device batteries.
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Figure 1.2: Chirp Spread Spectrum modulation example with 2 bits per symbol

1.1 The LoRa physical layer and its features

1.1.1 The Chirp Spread Spectrum modulation

The LoRa physical layer relies on a Chirp Spread Spectrum (CSS) modulation
[Reynders 2016]. With this technique, each symbol is represented by a linear fre-
quency sweep (i.e., Chirp) over the available bandwidth. The different symbol
values are coded with frequency offsets at the start of the Chirp. A very simple
example of such a modulation is represented in Figure 1.2, in the particular case
where each symbol represents 2 bits. Herein, 22 = 4 offset values are possible, which
results in the 4 represented symbols.

Chirps can sweep from the minimum to the maximum frequency (up-chirps),
or the opposite (down-chirps). This allows a quadrature inversion, which is used
to differentiate the uplink (device to gateway) and downlink (gateways to device)
traffic in LoRaWAN.

The following information is gathered from the LoRa Modulation Basics Appli-
cation Note [Semtech Corporation 2015] provided by Semtech. The number of bits
per symbol is called the Spreading Factor (SF) of the transmission. As a result,
each symbol may take 2SF values. The symbol duration Tsym, bandwidth BW and
Spreading Factor SF are linked by the following equation:

Tsym = 2SF

BW (1.1)

With a fixed bandwidth, a higher SF therefore induces longer symbols. In LoRa,
the admitted SF values span from 7 to 12, and the bandwidth is usually equal to 125
kHz. The LoRa modulation includes a Cyclic Redundancy Check (CRC), enabling
corruption detection and error correction thanks to redundancy bits. The coding
rate CR therefore indicates the proportion of useful bits in the payload, and is
expressed as such:
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Figure 1.3: LoRa physical frame structure

CR = 4
4 + kCR

, with kCR ∈ J1; 4K (1.2)

The physical bit rate B of the modulation can easily be derived from these
parameters:

B = SF · BW2SF · CR, (1.3)

All in all, the bit rate decreases as the SF increases. Indeed, a greater SF
induces a smaller number of bits per symbol as well as a longer chirp duration.

A LoRa frame may be demodulated by a receiver if its Received
Signal Strength Indication (RSSI) is greater than the receiver sensitivity
[Semtech Corporation 2020]. In section 1.1.4 we will see how the RSSI can be
estimated as a function of the distance with experimental path loss models. From
[Semtech Corporation 2015], we know that the receiver sensitivity S depends on the
receiver noise floor NF (a 6 dB value is commonly admitted ), and the SNR lower
bound allowing a correct demodulation. It is expressed as such:

S = −174 + 10 · log10(BW) + NF + SNR (1.4)

Interestingly, SNR depends on the Spreading Factor used for the transmission.
Exact values are provided in Table 1.1. In detail, we see that using a greater SF
results in a lower SNR limit, which in turn improves the receiver sensitivity as
shown by equation 1.4. That is why the transmission range increases as the
SF increases.

Table 1.1: SNR lower bound as a function of the SF

SF 7 8 9 10 11 12
SNR (dBm) −7.5 −10 −12.5 −15 −17.5 −20

1.1.2 The physical-layer packet structure and Time on Air

Until now, we have established that the several LoRa SFs represent different trade-
offs between bit rate and transmission range. We will now introduce the physical
frame structure [Semtech Corporation 2013] (c.f. Figure 1.3) and show how to
derive the frame Time on Air (ToA).
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The first field is the preamble which announces the beginning of the transmission
with a series of up-chirps with no offset: 8 for most packets and 10 for beacons (c.f.
Section 1.2), to help the devices perform a low power beacon search. This number
of up-chirps is noted npre. Then comes the synchronization word, which allows
the receiver to precisely align its demodulator with the arriving symbols. This
word is composed of 2 up-chirps and 2.25 down chirps. After that, the physical
header PHDR indicates the data size. The PHDR_CRC indicates whether a Cyclic
Redundancy Check (CRC) will be used or not. PHYPayload contains the physical
payload, and CRC carries the optional CRC value.

We note PL the number of payload bytes. LoRa admits an implicit mode,
which reduces the packet overhead by omitting the header. H indicates whether
the header is enabled (H = 0) or disabled (H = 1). Finally, DE is used to express
whether a parameter called "low data rate optimization" is used (1 if it is enabled,
else 0). This parameter allows to increase the robustness of the transmission for
SFs 11 and 12. Indeed these data rates are associated with very long ToAs, so
such an optimization is helpful to avoid clock drift or oscillator imprecision issues
(due to motion or temperature changes for instance). All in all, the packet ToA is
expressed as such:

ToA =
[
npre +4.25+8+max

(⌈
8PL− 4SF + 28 + 16− 20H

4 · (SF− 2DE)

⌉
·(kCR +4), 0

)]
·Tsym

(1.5)

1.1.3 The low-power and long-range capabilities of LoRa compared
against other LPWAN technologies

The LoRa modulation is particularly robust to in-band and out-of-band in-
terferences. It is resilient to multipath fading and Doppler effect issues
[Semtech Corporation 2015]. All this combined with the excellent receiver sensi-
tivity of LoRa (from −124.5 for SF7 to −137 dBm for SF12, c.f. Equation 1.4)
results in a long range for a relatively low transmission power. As a result, LoRa
has been widely adopted for wireless sensing purposes.

It should also be noted that the different SFs are considered orthogonal, meaning
that using several SFs in parallel in the same network will allow to seamlessly
increase the deployment capacity. This orthogonality has been questioned by the
research community [Croce 2018], but remains a reasonable assumption in most
cases.

In order to position LoRa in regards to other LPWAN technologies, we compare
its characteristics against those two of its main competitors (i.e. Sigfox and NB-
IoT) in Table 1.2. Supply current and nominal voltage information have been taken
from the datasheets of a typical transceiver for each selected technology, namely the
uBlox SARA N210 [uBlox 2019] for NB-IoT, the Atmel ATA 8520E [Atmel 2016] for
Sigfox and the SX1272 [Corporation 2019b] for LoRa. These specific transceivers
have been selected because they are widely spread on the market, and feature good
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performances that have thoroughly been evaluated. Provided data relates to the
physical layer perspective, meaning that MAC layer considerations (e.g. collisions,
retransmissions...) are not accounted for in this comparison. Indicative ranges for
rural and urban environments have been provided by the comparative study of
Mekki et al. [Mekki 2019]. However this parameter varies a lot depending on the
exact nature of the environment. More details on about the range estimation of
LoRa transmissions are provided in Section 1.1.4.

Table 1.2: Comparison of the leading LPWAN technologies

Technology NB-IoT LoRa Sigfox
Example transceiver uBlox Semtech Atmel

SARA N210 SX1272 ATA 8520E
Supply current

TX 220 mA 125 mA 10.4 mA
RX 46 mA 11.2 mA 32.7 mA
IDLE 6 mA 1.4 mA 0.05 mA
SLEEP 3 µA 0.1 µA 0.15 µA

Nominal voltage 3.6 V 3.3 V 3 V
Power consumption

TX 792 mW 412.5 mW 31.2 mW
RX 165.6 mW 36.96 mW 98.1 mW
IDLE 21.6 mW 4.62 mW 0.15 mW
SLEEP 10.8 µW 0.33 µW 0.15 µW

Max. payload size 1600 bytes 250 bytes 12 bytes
Frequency bands LTE ISM ISM
Indicative range [Mekki 2019]

Urban environment 1 km 5 km 10 km
Rural environment 10 km 20 km 40 km

This comparison shows that LoRa proposes a nice compromise between range,
power consumption and payload size. Indeed, Sigfox specializes in very long range
capabilities but the 12 bytes limitation on the payload is a limiting factor for many
use-cases. Indeed, like LoRa, Sigfox operates over licence-free ISM (Industrial,
Scientific, Medical) radio bands which are subject to Duty-Cycle limitations (c.f.
Section 1.2.2). This means that the number of transmissions a node is able to per-
form everyday is limited, which makes the payload size limitation an even greater
problem. Conversely, NB-IoT allows much larger payloads but its range is much
more limited. This technology benefits from the infrastructure and frequency bands
of cellular Long-Term Evolution (LTE) networks. It therefore naturally fits higher
throughput applications in urban environments where an LTE infrastructure is
already in place. All in all, LoRa offers a nice tradeoff between all these consid-
erations, and can be used for many applications in urban and rural environments.
Furthermore its open specification and operation over license-free ISM bands make
it an easy and affordable solution, which explains why it has been adopted by many
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research and industrial actors.
Information provided in Table 1.2 can be leveraged to easily estimate the battery

lifetime of an IoT device. Let us consider a LoRa node powered with a 250 mAh
battery that transmits 10 messages per day. Each message is transmitted with
SF7BW125, and carries the maximum payload length allowed, 250 bytes. If we
consider CR = 4

8 and explicit header enabled, this results in a packet ToA of 626.94
ms (c.f. Equation 1.5). The SX1272 LoRa transceiver has a supply current of 125
mA in a transmission state and 0.1 µA in a sleeping state. The node therefore has an
average current draw over the day of (10·0.62694)·125+(86400−10·0.62694)·0.0001

86400 ≈ 0.00917
mA. Considering a typical IoT device battery with a capacity of 250 mAh, we can
expect a lifetime of 250

0.00917 ≈ 27263 hours, which represents over 3 years.

1.1.4 Experimental insights on the LoRa transmission range

Table 1.3: Log-distance path loss model parameters in several places
Ref. Location SF n B d0 (m)
[Petajajarvi 2015] Oulu, Finland 12 2.32 128.95 1000
[Jörke 2017] Dortmund, Germany 12 2.65 132.25 1000
[Seye 2018] Dakar, Senegal 12 2.8 133.6 1000
[Callebaut 2020] Leuven, Belgium

Urban area 7, 9, 12 2.75 74.85 1
Coastal area 7, 9, 12 3.62 43.96 1
Forest area 7, 9, 12 2.03 95.52 1

[Rademacher 2021] Bonn, Germany 12 1.58 132.41 1000
[Bianco 2021] Bletterbach canyon, Italy 7 5.51 0.9 1

LoRa devices being almost always placed near the ground, the Friis free-space
propagation equation can not be used to accurately estimate the transmission range.
Instead, the approach most commonly used in the literature to evaluate the range
of LoRa transmissions is the log-distance path loss model. With B the path loss
intercept, n the path loss exponent and d0 a reference distance (typically 1 km),
the path loss PL (in dBm) for a distance d is expressed as such:

PL(d) = B + 10 · n · log10

(
d

d0

)
(1.6)

Many contributions [Petajajarvi 2015, Jörke 2017, Seye 2018, Callebaut 2020,
Rademacher 2021, Bianco 2021] use this model by collecting a large number of
RSSI samples with moving devices, and then approximate the model parameters
b and n. The model can then be used to estimate the path loss in this specific
environment. Table 1.3 lists the model coefficients found in the literature, and
measured in different environments by different research teams. When using these
models we must remember that they were derived from experimental measurements.
Therefore, we can only expect that they generalize well for the distance range in
which measurements have been performed. Moreover, we must be aware that they
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may be very imprecise if the number of samples is low. Most of the time SF12 was
used by researchers to derive the studied experimental models, but the impact of
the Spreading Factor on the propagation models should be investigated as well.

By simply subtracting these path loss models to the adequate transmission
power and antenna gain values, the RSSI of a signal at any given distance of the
transmitter can be estimated. By noting PTX the transmission power and G the
antenna gain, the RSSI (in dBm) at a distance d is thus expressed as:

RSSI(d) = PTX +G− PL(d) (1.7)

With this model, the estimated maximum transmission range is the distance
d for which the RSSI is equal to the receiver sensitivity for the considered SF.
RSSI for all models referenced in Table 1.3 have been plotted in Figure 1.4 as a
function of the distance, assuming a 14 dBm TX power and a 5 dBm antenna
gain. The receiver sensitivities for all SFs are represented as well. The crossing
points between the different models and sensitivity thresholds therefore provide the
associated transmission ranges. Naturally, a higher SF results in a lower sensitivity,
which lengthens the range. Herein, Figure 1.3 allows to compare the transmission
ranges estimated through the different experimental path loss models derived in
the literature. This thus provides perspective on the indicative transmission ranges
provided in Table 1.2. This comparison indeed reveals that the transmission range
greatly depends on the environment, and that specific studies are required to gather
precise estimations of the transceiver capabilities in different geographical areas.
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1.2 The LoRaWAN MAC-layer specification

In this section we present the LoRaWAN specification, which provides a com-
mon view on the MAC layer implementation of LoRaWAN deployments. This
specification is in fact composed of three documents. The main specification
[LoRa Alliance 2020a] describes the access schemes associated with 3 device classes.
It also details the MAC frame formats, MAC commands and device activation
procedures. The backend interfaces document [LoRa Alliance 2020b] describes the
traffic flows on the server side in the case where the different server components
are decentralized. Finally, the regional parameters document [LoRa Alliance 2021]
provides the channel settings and access regulations for ISM license-free bands in
the different regions of the world.

1.2.1 The LoRaWAN classes

The LoRaWAN specification [LoRa Alliance 2020a] defines 3 device classes:
Class A, Class B and Class C. These modes are characterized by different MAC
layer access schemes, and are a central cornerstone on which the contributions of
this manuscript have been built. We will therefore now present these classes in
great details.

Class A is the default operational mode that all LoRaWAN devices should im-
plement. The radio medium is accessed by the device in a pure ALOHA fashion
[Abramson 1970]. This means that when a device generates a frame it transmits
it immediately, without getting synchronized beforehand or checking whether the
radio channel is free. Then, two receiving (RX) slots, RX1 and RX2, are opened at
fixed delays after the uplink transmission (1 and 2 seconds by default for Europe).
RX2 is only opened if nothing was received during RX1. In the case of a confirmed
message, if no downlink acknowledgment was received during RX1 or RX2, the mes-
sage will be re-transmitted after a random delay. Receiving windows are sufficiently
long to let the device detect a LoRa preamble (30 ms). If a preamble is detected,
then the window will be kept open to demodulate the whole message. A downlink
generated by the server may only be transmitted synchronously with the RX1 (or
RX2) opened by the recipient end-device after this latter has sent an uplink.
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Class B devices still implement Class A for uplink communications but must
periodically open additional RX slots, namely ping slots, to enable server initiated
messages. This strategy thus allows to bound the downlink delay. Ping slots are
30 ms long, as RX1 and RX2, to correctly capture a LoRa preamble. In order to
open such slots, devices need to get synchronized with the network. They do so
by listening to periodic beacons that are broadcast by the gateways. Figure 1.6
represents the Class B slot frame. Each beacon is sent at the beginning of a 128
seconds long BEACON_PERIOD composed of:

1. The 2.120 s BEACON_RESERVED interval. The gateway broadcasts a beacon at
the beginning of this interval.

2. The 122.880 s BEACON_WINDOW interval. It contains exactly 4096 ping slots,
each 30 ms-long.

3. The 3 s BEACON_GUARD interval. It allows the transmission of a frame started
during the last ping slot of the BEACON_WINDOW, and is sufficiently long to let
the gateway to prepare the next beacon transmission.

A Class B device has to turn its radio on during pingNb ping slots in every beacon
window, with:

pingNb = 2k, k ∈ J1; 7K (1.8)

This value can be parameterized to fit several delay requirements. The ping slot
period pingPeriod, expressed in number of slots, is therefore:

pingPeriod = 4096
pingNb

(1.9)

The first ping slot occurs with an offset pingOffset, also expressed in number of
slots, that follows:

0 ≤ pingOffset < pingPeriod (1.10)

Herein, a given device opens its first ping slot after pingOffset slots (randomly
chosen), and then periodically after pingPeriod slots until the end of the bea-
con window. Assuming tbcn the beacon reception timestamp in seconds, the ping
slot opening timestamp for the kth ping slot tping slot(k) (k ∈ J0, pingNbK) can be
computed as such:

tping slot(k) = tbcn+BEACON_RESERVED+pingOffset·30.10−3+k·pingPeriod·30.10−3

(1.11)
In Figure 1.6, a device opens 2 ping slots, and a downlink message is received
in the second one. The device radio is therefore kept active until the end of the
reception, which overlaps over several ping slots. Clearly, the opening of ping slots
and beacon receptions imply an additional energy consumption for end-devices.
It should therefore be reserved to nodes that require a bounded downlink delay.
Besides, it must be noted that using a higher pingNb value reduces the worst-
case downlink delay, but also further increases the energy consumption because the
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device must open more ping slots. All devices join the network using Class A and
can switch to Class B after negotiation with the network server.

Finally, Class C devices are always listening when not transmitting. This allows
to reduce processing delays to the minimum, but at the cost of a considerable energy
consumption. In fact, Class C targets actuators or repeaters.

1.2.2 Regulations

In Europe, the European Telecommunications Standards Institute (ETSI) defines
specific regulations for [ETSI 2012] different sub-bands composing the radio spec-
trum. A notable LoRaWAN feature is the use of the Industrial, Scientific and
Medical (ISM) license-free radio spectrum, which facilitates the prototyping and
deployment of distributed applications. However, the sub-bands assigned to LoRa
are subject to Duty Cycle (DC) limitations. This means that any device transmit-
ting a message for a given duration must then remain silent for a certain time. More
specifically, if a channel is subject to a DC of x %, a device transmitting during
t seconds is then forbidden to transmit again during (100 − x) · t seconds. The
exact DC value for the different ISM sub-bands differs depending on the region of
the world. The LoRaWAN specification thus provides channel access rules in their
regional parameters document [LoRa Alliance 2021], that ensure legal compliance
with regional regulations.
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1.2.3 The MAC-layer frame format

In this part we present the LoRaWAN MAC frame, and briefly describe its differ-
ent fields. This information will be useful to know what can be retrieved in each
frame, and design access schemes that comply with the legacy protocol. Devices
in LoRaWAN need to be activated before exchanging data frames. The activation
procedures are disclosed in the specification, but we will not describe them in this
manuscript. We present here the frame structure for activated devices, so please
note that the following does not apply for Join-Request or Join-Accept types of mes-
sages. The LoRaWAN MAC frame format is provided in Figure 1.8. This whole
MAC frame is in fact encapsulated in the physical layer frame, and is therefore
equivalent to the PHYPayload field in Figure 1.3.

The first three fields form the MAC header (MDHR). The Mtype field holds
the message type, coded on 3 bits. It indicates whether the frame is associated
with data traffic or with the joining procedure. For data frames, it also specifies if
the frame is an uplink or a downlink, and if it requires an acknowledgment. RFU
means "Reserved for Future Usage". Therefore, these 3 bits can be used to support
the development of new features. The Major field indicates the utilized LoRaWAN
version.

After the MDHR comes the MAC payload, which begins with 4 fields forming
the Frame Header (FHDR). DevAddr holds the end-device address, coded on 4
bytes. Then comes the FCtrl frame control byte, that is notably related to the
adaptive data rate mechanism (presented in Section 1.2.4) and the retransmission
procedure. It also informs about the length of the subsequent FOpts field. FCnt
is used to disclose the frame counter on 2 bytes. FOpts provides up to 15 bytes
to transport MAC commands. The detail of all MAC commands is provided in the
standard. FPort indicates the frame port, and FRMPayload the MAC payload.

Finally, a Message Integrity Code (MIC) is added in the final 4 bytes. It relies
on the Advanced Encryption Standard (AES) encryption to produce a hash of the
frame content. The MIC value is first computed by the transmitter and added to
the frame, then the receiver computes it again over the received frame and checks
that the results are identical. This allows to make sure that the frame content is
not corrupted during the transmission.
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1.2.4 The LoRaWAN data rates and Adaptive Data Rate mecha-
nism

We have seen in Section 1.1 that the different SFs offered different trade-offs between
bit rate and transmission range. As a result, the LoRaWAN Regional Parameters
document [LoRa Alliance 2021] defines several data rates (DR), that associate sev-
eral {SF, bandwidth} tuples to specific payload size limitations in order to bound
the maximum frame ToA. Table 1.4 discloses the features of these different DRs
for the EU863-870 region. Note that an additional DR (DR7) is defined as well,
but we have not included it in the table because it uses a Frequency Shift Keying
physical-layer modulation instead of LoRa.

DR 1 SF/BW 2 S 3 Range 4 PLmax 5 ToAmax 6 B 7

(BW in kHz.) (dBm.) (km.) (bytes) (ms.) (bps.)
0 12/125 −137 7.8 59 4071.42 293
1 11/125 −134.5 6.3 59 2297.86 537
2 10/125 −132 5.1 59 1017.86 977
3 9/125 −129.5 4.1 123 1033.22 1758
4 8/125 −127 3.3 250 1106.43 3125
5 7/125 −124.5 2.3 250 626.94 5470
6 7/250 −124.5 2.3 250 313.47 11000

Table 1.4: Features for the different LoRaWAN data rates.

Notice that the higher data rates are also featured with the shortest ToA, which
implies less time spent transmitting for the devices and a lower energy consumption.
In fact the only drawback of using the highest DR is the reduced range. As a result,
the standard defines an Adaptive Data Rate (ADR) mechanism, which aims at
optimizing the DR and transmission power of each ADR-enabled device to minimize
its power consumption. It operates in 4 steps:

1. The server collects 20 uplink transmissions from a single node.

2. The server uses the collected transmissions to estimate a worst-case SNR
value. It then computes the margin between this worst-case SNR and the

1LoRaWAN Data Rate number.
2Spreading Factor and Bandwidth (in kHz) combination.
3Receiver sensitivity in dBm (c.f. Equation 1.4 and Table 1.1).
4Range approximation computed with the log-distance path loss model (c.f. Equation 1.6),

using the coefficients measured in Dortmund [Jörke 2017], and assuming a transmission power of
14 dBm, a 5 sBm antenna gain, a 6 dBm noise figure, and the known sensitivity for the considered
SF and bandwidth (expressed in kilometers).

5Maximum MAC payload allowed by the Regional Parameters [LoRa Alliance 2021] for the
European EU863-870 MHz band (and in the absence of the FOpts optional field, c.f. Figure 1.8).

6Associated maximum frame ToA in milliseconds (c.f. Equation 1.5), computed with CR = 4
8

and explicit header enabled. For the payload size, we take length allowed in the absence of the
FOpts field provided in the Regional Parameter document [LoRa Alliance 2020a], to which we add
the 5 bytes of MHDR and MIC (c.f. Figure 1.8).

7Physical bit rate B in bits per second (c.f. Equation 1.3), computed with CR = 4
5 .
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gateway sensitivity for the current DR used by the device.

3. If the margin is sufficiently large, the server commands the node to use a
higher DR, thus increasing its energy efficiency.

4. Finally, the server may command the device to reduce its transmission power
to reduce the device energy consumption even further.

The LoRa physical layer and LoRaWANMAC protocol have now been described
in details. In the next Section, we describe the research question studied in this
manuscript, and justify its relevance in this current state of the art.

1.3 The challenge of trading-off throughput and energy
efficiency when designing a MAC layer scheme for
LoRaWAN

LoRaWANs face new challenges in terms of MAC protocol design, which can be
generalized to all LPWAN technologies. On the one hand, the low-power nature
of these networks indicates that we are dealing with energy-constrained devices
running on batteries. We have seen in Section 1.1.3 that devices mainly consume
power when transmitting or receiving frames (c.f. Table 1.2). For this reason the
LoRaWAN standard defines a pure-ALOHA access scheme for Class A devices. This
means that upon frame generation, devices immediately start transmitting without
sensing the radio channel or network state beforehand. This strategy saves power
because devices only need to be listening during the two RX windows (c.f. Section
1.2.1).

On the other hand, LoRaWANs are also characterized by their wide-area
nature. Indeed these networks are featured with long transmission range capa-
bilities, which leads to very large numbers of devices sharing the same collision
area. It is well known that with a pure-ALOHA access, the maximum theoreti-
cal throughput that can be achieved when the number of devices tends to infinity
is only 18% of the available bandwidth [Abramson 1970] because of frame colli-
sions. In that, the legacy LoRaWAN Class A access dwarfs the network’s abil-
ity to handle high traffic loads. Considering the ever increasing number of LoRa
devices since the creation of the technology, the research community has raised
strong concerns regarding the scalability of LoRa deployments with such an access
scheme [Bankov 2016, Bor 2016, Georgiou 2017, Mikhaylov 2016, Adelantado 2017,
Van den Abeele 2017, Yousuf 2018].

The vast majority of related contributions addressing this scalability issue rely
on some kind of synchronization to use the available bandwidth more efficiently. In-
deed, sharing a common time reference among all devices allows to define transmis-
sion timeslots which can be leveraged to design more sophisticated access schemes.
Remarkably, even a very simple slotted-ALOHA access theoretically provides a
maximum achievable throughput of 36%, which is twice as much as its unslotted
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equivalent. However we must recall that LoRaWANs are typically characterized by
huge numbers of devices that each transmit very small amounts of data because of
DC limitations. As a result, the power consumption dedicated to synchronization
purposes may very easily outweigh the power consumption dedicated to data traffic.
Given that such devices are drastically energy-constrained, energy efficiency must
fundamentally be considered when designing the slotted access.

All in all, it is difficult to support high traffic loads generated by a great number
of devices without weighing on their energy consumption. Herein, this manuscript
explores different MAC improvements to trade-off throughput and energy efficiency
in LoRaWANs. We will see that there is no "one fits all" solution, and that the
most efficient strategy varies depending on the traffic load.





Chapter 2

Medium Access Control
strategies for LoRa and Thesis

Methodology

Dans ce chapitre, nous dressons d’abord un état de l’art des stratégies d’accès au
médium utilisées dans le domaine des communications sans fil. Ensuite, nous
abordons l’application aux réseaux LoRa de ces différentes stratégies d’accès par
l’étude de la littérature scientifique actuelle sur le sujet. Enfin, nous décrivons
l’approche abordée dans ce manuscrit de thèse en la positionnant vis-à-vis de cet
état de l’art. Spécifiquement, nous prônons l’exploration de stratégies d’accès
synchrones pour étendre la capacité réseau. De plus, nous défendons l’utilisation
d’un mécanisme de synchronisation reposant sur la diffusion de balises par la
station de base, qui fonctionneront indépendamment du nombre de terminaux à
synchroniser. Nous décrivons aussi notre approche méthodologique qui repose sur
différents outils, à savoir la modélisation mathématique, les simulations et les
expériences réelles. Ces options sont toutes associées à des avantages et défauts,
et nous montrons que leur utilisation complémentaire assure la solitidé de notre
travail de recherche. Enfin, nous détaillons les contributions de ce manuscrit.
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This chapter presents an overview of well-known access strategies used in wire-
less communications, and explores related works relating the application of these
strategies to LoRa networks. Based on these premises, we justify the approach
taken in this thesis. It is organised as follows. First, Section 2.1 builds a taxonomy
of MAC protocols inherited from the scientific literature. Section 2.2 then references
significant related works about Medium Access Control (MAC) improvements for
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Figure 2.1: Coarse taxonomy of MAC protocols for wireless networks

such networks, and shows that the research problematic presented in chapter 1 is
timely. Finally, Section 2.3 positions the thesis approach in this general context,
and presents its main contributions.

2.1 Overview of Medium Access Control strategies

This Section presents a classification of channel access strategies used in radio net-
works. This taxonomy provides theoretical background on MAC protocols in order
to later approach their application to LoRa networks with sufficient perspective.

Most MAC protocols found in modern networks are derived from a set of the-
oretical access strategies which have been extensively studied in the literature. In
this part the well-known access schemes are inventoried, which will later allow to
clearly position related contributions into the landscape of MAC protocols. Herein,
a coarse taxonomy of access strategies is provided in Figure 2.1. These strategies
can be divided into two great categories: Random Access Protocols and Scheduled
Access Protocols. Random Access Protocols are associated with scenarios where no
coordination is assumed between terminals. Transmissions occur at random times,
and no priority is given to an end-device more than another. On the other hand,
Scheduled Access Protocols rely on reservation systems to coordinate the transmis-
sions of all terminals. These approaches generally rely on a centralized scheduler
to organize the network traffic.

Random Access Protocols have been extensively studied and modeled by the
research community. The simplest instance of such a protocol is pure ALOHA
[Abramson 1970]. When a pure ALOHA device generates a frame, it transmits
it immediately without getting synchronized or sensing the transmission medium
beforehand. In that, the device logic is kept as lightweight as possible. However,
the overall network capacity is bounded to a theoretical maximum of 18% due to
frame collisions.

This asynchronous approach was later improved by Carrier Sense Multiple Ac-
cess (CSMA) strategies, which consist in optimizing the channel throughput by
letting devices sense the transmission medium availability before triggering trans-
missions. In [Kleinrock 1975c] Kleinrock and Tobagi describe 3 main CSMA vari-



2.1. Overview of Medium Access Control strategies 25

ants:

1. 1-persistent CSMA, in which a device that senses a busy channel will persist
in transmitting its frame as soon as the ongoing transmission has ended. This
strategy ensures that the channel will never go idle if some terminal has a
message to send.

2. Non-persistent CSMA, in which a device that senses a busy channel will
reschedule its transmission after a random time. It reduces the interference
probability compared to 1-persistent CSMA, but may induce idle gaps be-
tween consecutive non-overlapped transmissions.

3. p-persistent CSMA, in which a device that senses a busy channel will transmit
its message with a probability p once the ongoing transmission has ended.

These Carrier Sense strategies have been later improved and applied to many net-
work types. Notable examples include CSMA/CD (Collision Detection, used in the
first versions of Ethernet) and CSMA/CA (Collision Avoidance, used in WiFi).

The aforementioned access schemes assume no synchronization between end-
devices. However, sharing a common time reference among all terminals allows to
align all transmissions on shared timeslots. Using such timeslots enables a more
efficient use of the available bandwidth. The most simple slotted access scheme is
slotted ALOHA [Roberts 1975]. When a slotted ALOHA device generates a frame,
it triggers its transmission at the start of the first timeslot that follows the gen-
eration. A slotted ALOHA access remarkably doubles the maximum achievable
throughput compared to its asynchronous equivalent. Interestingly, asynchronous
CSMA strategies may be adapted to a slotted context, also improving their perfor-
mances.

With Scheduled Access Protocols, multiple access is performed over the trans-
mission medium by assigning parts of the available bandwidth to the competing
terminals. Such strategies generally rely on a central scheduler that knows the
state of the whole network, and performs the bandwidth assignment. This way, a
fine-grained transmission schedule can be established, capable of completely pre-
venting collisions in the network. Scheduled access protocols are most of the time
synchronized, allowing the definition of shared transmission timeslots which can be
easily assigned to terminals. The multiplexing of transmissions can also be per-
formed with several frequency channels in parallel, or with the simultaneous use of
several orthogonal codes (e.g. the Spreading Factors in LoRa). The transmission
schedule can be established either offline or online. An offline scheduling implies
that the slot assignment is static, and fixed before starting the network. A static
slot assignment can be performed when the whole deployment layout is known a
priori, and where the traffic is predictable. It is typically associated with industrial
ad-hoc networks with time-criticality constraints. On the other hand, an online
scheduling designs a dynamic bandwidth allocation, performed in parallel with the
data traffic. It allows much more flexibility, notably allowing devices to seamlessly
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join and leave the network. However, it requires the transmission of control mes-
sages to share the transmission schedule with all involved terminals, which may
weigh on the data traffic and on the energy consumption.

Throughput models for several access schemes presented in this Section are pro-
vided in Appendix A. For the sake of comparison, they have been plotted in Figure
2.2 (a=0.01 for CSMA schemes, cf. Equations A.3 and A.4). These theoretical
models assume an infinite number of devices, but provide a reasonable estimation
of the throughput observed in large-scale networks. Besides, they picture a best-case
scenario in which perfect synchronization and perfect scheduling are assumed. The
network capacity designates the maximum throughput that can be achieved with
a given access scheme. Theoretical network capacities for the considered strategies
are provided in Table 2.1.
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Figure 2.2: Throughput models for several Random Access Protocols (a=0.01)

Table 2.1: Theoretical network capacity for different random access strategies (from
[Kleinrock 1975c])

Protocol Network capacity
Pure ALOHA 0.184
Slotted ALOHA 0.368
1-Persistent CSMA 0.529
Non-Persistent CSMA 0.815
Perfect scheduling 1

This concludes our overview of theoretical MAC strategies. In the following
literature review, we explore different ways these strategies were applied to LoRa
networks in related contributions.
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2.2 State-of-the-Art Research on Access Strategies for
LoRa networks

2.2.1 Asynchronous protocols and Carrier Sense Multiple Access
schemes

Let us first explore how Carrier Sense Multiple Access (CSMA) schemes
[Kleinrock 1975c] have been applied to LoRa communications. First of all, it must
be underlined that the first applications of these listen-before-talk approaches to
LoRaWAN are still quite recent. Indeed, LoRa transceivers prior to the SX126x
generation (released in 2017) were only capable of detecting preamble symbols trans-
mitted at the beginning of a transmission, and not the data symbols that compose
the rest of the frame. After that, Semtech implemented a Channel Activity De-
tection (CAD) feature [Corporation 2019a] allowing them to detect the presence
of data symbols as well, thus enabling viable carrier sensing capabilities. Yet, it
is well-known that simple CSMA protocols are sensitive to the hidden terminal
problem [Tobagi 1975]. This issue occurs when two terminals are in range of the
same gateway, but they are too far away from one another to be able to sense
their respective transmissions. It is a threat to CSMA protocols because it leads
to collisions when these terminals simultaneously have frames to transmit. This
problem is emphasized in large scale LoRa networks because devices are numerous
and featured with very long transmission ranges, and many different terminals may
be hidden from any node.

In [Pham 2018], Pham investigates how this CAD feature can be used to adapt
the 802.11 CSMA protocol and its Distributed Coordinated Function (DCF) to
LoRa communications. In a nutshell, it defines a DCF Inter-Frame Space (DIFS)
to normalize the sensing operation. If a node senses that the medium is free for
the duration of the DIFS, then it will be able to send its packet. Otherwise, the
transmission is deferred for a duration determined by a random backoff mechanism.
In the author’s implementation, the DIFS duration corresponds to 9 successive
CAD calls, which form the Clear Channel Assessment (CCA) procedure. This
preliminary evaluation reveals that the CCA lacks reliability when the distance
increases, which greatly affects the good operation of the listen-before-talk protocol.
The author proposes to alleviate this issue by lengthening the DIFS duration to fit
the maximum frame ToA for the considered LoRa settings, but does not show that
this strategy will solve the CAD issue. Moreover, additional results are required to
evaluate the impact of such a strategy on the throughput, energy consumption and
delay in a real-world deployment.

In [Pham 2021], the same author studies this CAD unreliability in more details.
Experiments confirm that the procedure becomes unstable from 400 meters and
above, and unfortunately no improvement has been seen with the newer SX1262
LoRa chips in which the CAD procedure was supposed to be ameliorated. Besides,
the experiments focus on SF12 which results in the longest frame ToA and range,
so we can expect that the CAD performances would be even worse when using
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higher data rates. The fact that this procedure is unreliable makes the network
particularly vulnerable to the aforementioned hidden terminal problem. In WiFi
networks, the hidden terminal problem has been addressed by an extension of the
CSMA/CA with Ready to Send/Clear to Send (RTS/CTS) messages. However this
idea can not be applied to LoRa because of two reasons. First, gateways are subject
to Duty Cycle (DC) constraints on the downlink channel, which puts a boundary on
the amount of CTS messages that could be sent. Second, most current LoRa gate-
ways are half-duplex [Di Vincenzo 2019], and need to stop listening on all channels
when transmitting a downlink message. This means that the transmission of CTS
messages would impact the reception of uplink frames, ultimately jeopardizing the
network capacity in large-scale deployments. All this considered, Pham proposes
to extend the CSMA protocol with short RTS messages that carry the length of
the data packet to come, used in conjunction with guard times before transmis-
sions. However this approach does not solve the hidden terminal problem, weighs
on the device power consumption, and results are insufficient to prove the protocol
robustness in large-scale scenarios.

In [Ahsan 2019], Ahsan et al. compare 3 random backoff strategies (namely
binary exponential delay, binary exponential backoff and binary exponential hybrid)
to decide the retransmission delay value. However all results are obtained with
MATLAB simulations, so the system performance is not assessed with the CAD
unreliability experienced in real deployments.

In [O’Kennedy 2020], O’Kennedy et al. proposes another practical evaluation
of the CAD performance in order to adapt CSMA to wildlife monitoring networks.
They notably show that using several successive CAD measurements allow to in-
crease the reliability of the CCA procedure. In their experimental setup, they
achieve a satisfying CCA sensitivity with 8 CAD measurements. However they also
conclude that a more elaborated mechanism is required to adapt this strategy to
environments with higher radio interference, and that more CADs could be needed.
In that, the power consumption dedicated to the channel sensing is drastically in-
creased.

In [Gamage 2020], Gamage et al. introduce another CSMA-based access scheme,
in which several channel/SF pairs can be handled in parallel. Outdoor experiments
are conducted with 16 nodes, but terminals are not sufficiently spread to witness
the CAD unreliability issue. Therefore the protocol ability to handle bigger traffic
loads in large-scale scenarios remains unsure.

Finally, additional measurements performed in [Subbaraman 2022] confirm the
CAD unreliability, and show that CSMA-based approaches can therefore not be
easily applied in urban deployments. Here, the proposed solution is to design new
gateways with full-duplex capabilities, and have them transmit a busy signal ev-
erytime an uplink message is being demodulated. This protocol solves the hidden
terminal problem and offers a better throughput than Pure ALOHA, however it
requires considerable changes to the gateway hardware, and the use of a downlink
channel that is not subject to DC limitations. For these reasons, the application of
this solution to LoRaWAN in the near future is compromised.
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In this Section, we saw that there have been several attempts aiming at apply-
ing CSMA strategies to LoRa in order to improve the MAC layer performances.
However, the first real-world experiments have unveiled that the CAD mechanism
available in modern LoRa chips becomes unreliable when the distance increases.
Besides since LoRa gateways are half-duplex, and forced to stop listening on all
channels when transmitting a downlink message, RTS/CTS-based mechanisms can-
not be used to solve the hidden terminal problem. Another option to get a reli-
able CCA is to increase the number of successive CAD calls to assess the channel
state. However this option heavily weighs on the transmission delay and on the
node power consumption, and these aspects are rarely studied in depth in these
preliminary contributions. For all these reasons, CSMA-based approaches are not
very promising to improve the MAC-layer performances in LoRaWAN. We believe
that access schemes relying on synchronization offer more interesting perspectives,
since the network topology already benefits from gateways capable of broadcasting
synchronization beacons and a centralized server that can handle scheduling oper-
ations. In the rest of this Section, we therefore focus on contributions that leverage
a synchronization strategy to exploit the available bandwidth more efficiently.

2.2.2 Synchronous protocols: Slotted ALOHA and Scheduled Ac-
cess Schemes

Let us now focus on the access schemes that rely on synchronization as a means
to use the available bandwidth more efficiently. Sharing a common time reference
with all devices allows the definition of transmission timeslots, which are then used
to organize the transmissions. Such timeslots can be accessed in a random manner
(corresponding to a Slotted ALOHA scheme) or they can be assigned to certain
devices (which refers to scheduling strategies).

Wireless devices are generally featured with low-precision embedded clocks that
need to be periodically realigned with the shared time reference to setup a synchro-
nized access. Different strategies exist to perform this operation, each associated
with its advantages and inconveniences. We identify three main synchronization
methods:

• The beacon-based synchronization relies on the periodical broadcast of beacon
messages containing the reference timestamp. This strategy is the one used for
the LoRaWAN Class B, and has the advantage of allowing the synchronization
of several devices simultaneously. However with half-duplex base-stations such
as LoRa gateways it prevents the reception of data frames overlapping with
the beacon transmission. Besides a device has first to join the base station
in a pure ALOHA fashion when joining the synchronized access for the first
time in order to be informed of the next beacon transmission timestamp.

• With the ack-based synchronization every device has to perform a synchro-
nization request with an uplink frame and the base station embeds the refer-
ence timestamp within the acknowledgment. With this strategy, any device
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may get synchronized on-demand whenever it needs it, and does not need to
keep track of the beacon receptions. However in LPWAN where a huge num-
ber of end-devices depend on a few half-duplex gateways, the transmission
of individual synchronization frames greatly impacts the uplink throughput.
Moreover in LoRa, the DC limitations that also apply on the downlink traffic
limit the number of devices that may be handled by a single base station.

• Finally, the out-of-band synchronization refers to strategies where reference
timestamps are shared on a separate communication medium than data
frames. This strategy allows to seamlessly handle the synchronization task
without impacting the other communications. However it generally requires
the addition of specific hardware to the end-devices in order to receive these
messages, and protocols developed in such a fashion can therefore not be used
with legacy devices.

In the rest of this section, we explore synchronized access schemes tailored for
LoRa networks found in the research literature. In regards to the considerations
above and the taxonomy presented in Section 2.1, we state the strategy used in
each of these propositions, including (i) the synchronization strategy, (ii) whether
the access is random or scheduled and (iii) the nature of the scheduling (online or
offline).

Let us first focus on contributions that target a slotted ALOHA access. In
[Polonelli 2019], the synchronization is performed with individual acknowledgments.
The estimated drift of the device real-time embedded clocks is used to estimate the
worst-case synchronization error over time. A hardware implementation is used
to validate the protocol design on a few devices. However, an ack-based synchro-
nization such as this one is not scalable to large-scale deployments because of the
gateway half-duplex nature and DC requirements.

Another synchronization strategy has been explored in [Beltramelli 2021]. In
this case, out-of-band FM-RDS signals have been used to share the common time
reference and enable a slotted ALOHA access. Timing errors have been measured
on real hardware, and simulations have been used to assess the performances of
the proposed protocol. The main drawback of this solution is that it requires the
addition of specific hardware to the nodes in order to run the protocol.

Many contributions have proposed offline scheduling algorithms. These ap-
proaches generally target industrial networks where the topology is known a-priori,
but are subject to delay constraints. In [Rizzi 2017a], Rizzi et al. propose a first
attempt at using Time Slotted Channel Hopping (TSCH) within LoRaWAN, rely-
ing on very large slots encapsulating Class A exchanges. It sets a scheduled access
where the schedule is built offline with a set of devices known a-priori, and where
several frequency channels are leveraged. However the idea of reserving very large
slots for full Class A transactions that include very spaced out reception windows
result in a waste of the available bandwidth. Herein, the protocol targets soft real
time industrial applications by bounding the delay between messages, at the cost
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of dwarfing the achievable throughput. Experiments have been performed on real
devices, but the problem of distributed synchronization is not addressed.

In [Islam 2018], several offline scheduling algorithms are proposed in order to
reach real-time constraints with duty-cycle requirements. Hardware experiments
have been conducted, however since the algorithms are offline the protocol does not
allow devices to join or leave the network. It is also possible that the system does
not find a feasible schedule for a given layout. Besides, the question of distributed
synchronization is avoided by equipping devices with external real-time clocks.

Leonardi et al. introduce an hybrid protocol designed to support both real-time
and non real-time traffic flows [Leonardi 2018]. It is based on a beacon synchro-
nization, and the beacon period is split onto two sub-periods: one contention-based
and one contention-free. Simulation results validate that different quality of ser-
vice requirement can be handled with this strategy. During the contention-free
period, the schedule is established offline with a simple TDMA strategy. While this
strategy allows to mix-up real-time and non real-time traffic, it reduces the overall
network throughput compared to the legacy access. Besides, it induces a higher
energy consumption on all devices because of beacon receptions.

Another strategy has been explored in [Piyare 2018], that introduce an offline-
scheduled data collection relying on out-of-band synchronization through low-power
wake-up receivers. The system can be activated on-demand, and is capable of
waking-up the devices to setup a TDMA-based data collection. A proof-of-concept
hardware implementation has been realized to validate the protocol design. The
main drawbacks in this solution is that the network layout has to be fixed a-priori,
and that devices need to be equipped with specific hardware to receive the wake-up
messages out-of-band.

Another offline scheduling solution is explored in [Tessaro 2018], that targets
industrial networks featured with periodic, predictable traffic. This time, synchro-
nization is performed with beacon broadcasts. Clock drift measurements and cor-
rections are notably emphasized in this last contribution. Hardware experiments
validate that the clock error can be maintained within the requirements. However
this protocol cannot handle general-purpose LoRa deployments with unpredictable
traffic and layout changes.

Finally, let us consider contributions that introduce an online scheduling of
the transmissions. The authors of [Reynders 2018] argue that the capture effect
[Leentvaar 1976] results in a loss of fairness that disadvantage the nodes placed
the furthest away from base stations. Indeed, the capture effect refers to a phe-
nomenon that allows the correct demodulation of a frame when several frames are
transmitted simultaneously. We have also studied this effect when dealing with
our hardware testbed, therefore more information about it is available in Chapter
5. The occurrence of capture events implies that the devices placed near gateways
benefit from a greater share of the bandwidth. In order to alleviate this issue, they
propose a scheduling scheme in which coarse timeslots are used to group devices
using similar transmission powers and SF. Synchronization is handled with beacons
that additionally contain the transmission power and SF schedule. Devices are then
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able to adapt their transmission parameters accordingly. The protocol is evaluated
with the NS-3 simulator, and results show that the fairness is improved thanks
to this strategy that reduces the occurrence probability of capture events. How-
ever the overall throughput is not significantly increased, and a significant power
consumption is induced by the beacon receptions.

In [Abdelfadeel 2018], another strategy is explored in which devices bufferize
their messages for long periods of time. They are then woken-up when a gateway
is available, and data is collected in a bulk with a fine-grained online scheduling
scheme. This solution targets remote areas that could be reached periodically by
a moving gateway. The contribution contains a joining procedure called when the
devices are woken-up, and a scheduling algorithm to organize the data collection
phase. Interestingly, the joining procedure first uses an ack-based synchronization
to scan the devices, and then a beacon-like synchronization just before the data
collection, when sharing the fine-grained schedule. In this case, the schedule is
built online, so the protocol is able to handle any discovered device layout. Sim-
ulations are used to evaluate the protocol, and show that the bulk data collection
performs well in terms of delay, especially in small networks. This work was then
extended by the same authors to handle continuous traffic flows [Zorbas 2020]. This
time, periodic beacon-like frames are used to maintain synchronization and perform
group-acknowledgments. These SACK (Synchronization and ACKnowledgment)
frames also contain the encrypted timeslot allocation schedule. Simulations and
an hardware implementation have been realized to evaluate the protocol, and re-
sults show that it greatly improves the packet delivery ratio compared to the legacy
protocol. However, the SACK packet receptions greatly increase the device power
consumption. Authors claim that they offer a better energy efficiency than legacy
LoRaWAN, but they only consider the acknowledged mode where devices have to
spend energy for ACK receptions.

In [Haxhibeqiri 2019], Haxhibeqiri et al. introduce an online scheduling protocol
that utilizes individual acknowledgments for synchronization. The central server
is in charge of periodically computing the schedule, which is then transmitted to
devices with an efficient Bloom filter-based encoding. This contribution additionally
presents a full scheduling mechanism built on top of Class A. Simulations are used
to validate the protocol design, and show that an optimal scheduling could be
achieved in between synchronization phases. However, an overlooked aspect in
the paper is the scalability issue experienced with the ack-based synchronization.
Indeed, the DC constraints on the gateway bound the number of devices that can be
handled by this strategy. This contribution has later been extended with a hardware
implementation based on real clock drift measurements [Garrido-Hidalgo 2021].

This overview of the most relevant synchronized access schemes for LoRa found
in the research literature confirms that improving the MAC layer strategy is a
timely research topic. A summary of all these references is provided in Table 2.2.
We highlight that no contribution proposes a scalable synchronization strategy ca-
pable of handling high traffic loads while focusing on energy efficiency as a prime
requirement. In the next Section, we position the manuscript in this context and
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justify our approach in regard to the state-of-the-art.
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2.3 Methodological approach

In Chapter 1 we introduced the LoRaWAN technology in details, and we highlighted
the scalability issues experienced with the current Pure ALOHA protocol in large
scale deployments. On this regard, other access strategies have been proposed to
improve the network performances. In this Chapter we therefore presented the
current state-of-the-art regarding Medium Access Control in LoRa networks. In
Section 2.1 we built a classification of well-known MAC strategies, and in Section 2.2
we inventoried relevant alternative protocols that were introduced by the research
community. In this landscape, we show that no proposition is able to alleviate
the scalability issues while maintaining a good device energy efficiency and overall
network flexibility. This finding is problematic since LoRa targets battery-powered
devices that are supposed to operate over the span of several years. In that, this
manuscript targets the design of scalable, yet energy efficient MAC protocols for
LoRa deployments and LPWAN in general.

Let us now explicit the chosen approach for this thesis. We have identified three
main alternatives to the legacy pure ALOHA access: (i) slotted ALOHA, (ii) CSMA
techniques and (iii) scheduling protocols. We have seen that CSMA approaches are
not yet applicable to LoRa networks due to an unreliable channel activity detection
feature, that prevents devices from performing an adequate channel sensing when
interfering nodes are too far away. Besides, we have seen that the use of RTS/CTS
messages can not be used to work around the hidden terminal problem because:

1. The downlink channel in LoRa is subject to a 10% Duty Cycle
[LoRa Alliance 2021], which bounds the number of CTS messages that could
be transmitted.

2. LoRa gateways are half duplex [Di Vincenzo 2019], and need to stop listening
on all channels before sending a downlink frame. In consequence, the transmis-
sion of downlink messages greatly affects the uplink throughput [Pop 2017].

As a result, we believe that the synchronized approaches are more promising than
carrier sense protocols. We have seen that synchronization can be performed with
three main strategies: (i) with individual acknowledgments, (ii) with beacons and
(iii) out-of-band. For the same reasons that prevent the use of RTS/CTS messages,
individual acknowledgments are not a scalable synchronization approach for LoRa
networks. Out-of-band synchronization requires the addition of specific hardware
to the LoRa nodes, which prevents legacy devices from utilizing these protocols.
However, a beaconing strategy can be applied to any network size because the
time reference is shared with periodical broadcasts. Remarkably, the LoRaWAN
Class B already relies on a beacon-based synchronization, which would facilitate
the integration of protocols using a similar approach. As a result, this manuscript
focuses on synchronized access schemes that rely on beacon messages to share the
common time reference with all nodes.

Beacon synchronization is scalable, however it increases the device power con-
sumption. Indeed the device radios need to be periodically switched to a listen-
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Theoretical models

- Very fast
- Versatile
- Lots of hypotheses              

Simulations

- Quite slow
- Versatile
- Some hypotheses                  

Experiments

- Very slow
- Limited to small testbed scale
- No hypotheses

1. Define a
research
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(Chapter 2, 3)

2. Design and
evaluate a
protocol.

(Chapter 3)

3. Implement and
test the protocol

in real
conditions.
(Chapter 4)

4. Model
real-world
features, 
optimize
protocol.

(Chapter 5)

Figure 2.3: Research methodology with complementary tools

ing state in order to receive the beacon broadcasts, which consumes a significant
amount of power (c.f. Table 1.2). The reception of synchronization beacons must
therefore be handled wisely to ensure a long battery lifetime. This aspect is most
often overlooked in the literature. In this manuscript, we leverage beacon-skipping
mechanisms to enable slotted accesses for LoRa communications while ensuring
a satisfying device energy-efficiency. We leverage this strategy to setup a slotted
ALOHA access, however it may also be used for scheduling schemes.

The tools leveraged in this manuscript include modeling, simulations and hard-
ware implementation, which unveil a clear understanding of real LoRa networks
and allow the extrapolation of this knowledge to large-scale scenarios. Let us now
go through the strengths and weaknesses of each approach, and see how they can
be used to obtain solid results. The research pace when leveraging models is very
fast, because a large spectrum of scenarios may be evaluated simply by changing
the model parameters. However a lot of hypotheses are generally made with this
approach, and results thus represent an approximation of reality. This is the ap-
proach we first used to define a research direction. Simulations allow to evaluate
the behavior of large scale networks much more precisely than when using the base
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models, but the process of programming and running the simulation campaigns is
slower. We leveraged simulations to design our protocol and evaluate its perfor-
mances. Finally, experiments force the consideration of all constraints experienced
in real networks. This strategy allows the collection of real network traces, but lim-
its the study to a small scale testbed topology. In the latest steps of our research,
we leverage observations made on the testbed to update our models. The resulting
gain in accuracy with these tools ultimately allows to extrapolate results to other
scenarios and fine-tune the protocol parameters. This methodological approach is
schematized in Figure 2.3.

All in all, this manuscript presents a set of contributions to support the develop-
ment of a scalable, yet energy efficient MAC layer for LoRa networks. It shows that
traffic-aware protocols are required to wisely select the optimal strategy depending
on the network conditions. In Chapter 3 we introduce Class S, a new device class
that leverages a beacon-based synchronization to allow the use of timeslots for up-
link communications. We enlighten the need for such a beacon-skipping mechanism
to guarantee the energy efficiency of the protocol. We also provide models to evalu-
ate the performances of the protocol, and validate them with a simulations. Results
show that Class S allows to improve the network capacity, and also ameliorates its
energy efficiency for high traffic loads. However, models also reveal that Class A
remains more efficient for low traffic situations. As a result, we then introduce
a switching mechanism able to alternate between asynchronous and synchronous
access schemes depending on the situation. It relies on probing and fingerprinting
techniques to evaluate the current network state, and provides the packet signaling
to trigger protocol changes when needed. Simulations are realized to show that this
solution can improve the capacity and energy efficiency of deployments with vary-
ing traffic loads. In Chapter 4, we additionally consider real hardware constraints
to support the implementation of the protocol on a LoRa testbed. In details, we
measure the clock drift on real devices, and improve Class S to be robust to the
worst-case skew. To do so, guard times are added to every slot, and the size of
these margins is directly linked to the beacon-skipping mechanism. Performance
evaluation on the hardware testbed notably unveils that the capture effect has a
huge impact on the overall throughput, and that the models used until then actually
underestimate the real network performances. Herein, we dedicate Chapter 5 to the
addition of real-world observations to our theoretical modeling of the network per-
formances. First, the LoRaSync slot margins used to cope for clock drifting issues
are integrated to throughput and energy efficiency models. Such a modeling then
allows to derive the most energy efficient slot size for every traffic load. Second, we
account for the Capture Effect in experimental models that rely on measurements
performed on our testbed to accurately picture the real-world throughput.



Chapter 3

From Theory to Simulations:
designing a slotted access that

fits LoRaWAN

Dans ce chapitre, nous utilisons la modélisation des modes d’accès pure et slotted
ALOHA comme point de départ pour mettre en évidence les avantages de la
stratégie synchrone.
Ensuite, nous proposons une nouvelle classe de dispositifs LoRa qui permet la
conception de stratégies d’accès synchronisées malgré les contraintes de cette tech-
nologie. Des campagnes de simulations sont réalisées pour évaluer les performances
d’une telle approche et la comparer à la version de base du protocole. Ces premiers
résultats révèlent que slotted ALOHA peut proposer un meilleur débit et une
meilleure efficacité énergétique que son équivalent asynchrone dans des réseaux
congestionnés. Cependant, pure ALOHA reste préférable pour les faibles charges
de trafic.
En conséquence, nous introduisions ensuite un mécanisme adaptatif capable
d’alterner entre la version synchrone et asynchrone du protocole en fonc-
tion des conditions réseau sondées. Cette approche consciente du traffic
est testée en simulation, confirmant que le mode d’accès peut être adapté
de manière transparente en sélectionnant toujours la stratégie la plus efficiente.
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In chapter 1 we have presented LoRaWANs in details, and showed that these
networks will be subject to scalability issues in the near future. Indeed, the asyn-
chronous pure ALOHA access employed in these deployments limits the maximum
achievable throughput to 18% because of frame collisions [Abramson 1970]. We
have demonstrated why among all MAC strategies found in the literature, syn-
chronized schemes seem to be the most promising solution to this issue. In this
chapter, we therefore explore the application of a slotted ALOHA scheme to LoRa
deployments.

First, we provide theoretical background on ideal pure and slotted ALOHA
protocols in section 3.1 to highlight the benefits of the synchronized approach.

Second, we introduce Class S in section 3.2 to enable such a slotted access in
the context of LoRa networks. Class S relies on the LoRaWAN Class B beaconing
mechanism for synchronization and defines a slotframe able to support uplink com-
munications. The analysis is backed with a performance evaluation of the through-
put and energy efficiency of Class S-enabled devices in large-scale scenarios with
the LoRaWAN-Sim network simulator. Herein, we verify that even a very simple
slotted ALOHA scheme nearly doubles the maximum achievable throughput in this
context. Besides, results show that slotted ALOHA also outperforms pure ALOHA
in terms of energy efficiency at high traffic loads if devices efficiently handle the
reception of synchronization beacons. In a nutshell, pure ALOHA performs better
at low traffic loads and slotted ALOHA becomes preferable in highly congested
situations.

Finally, in section 3.3 we present the TREMA switching mechanism to dynam-
ically synchronize and desynchronize devices depending on the variations of the
offered load, and thus always select the most energy efficient strategy. Simulation
results show that such an adaptive scheme outperforms the legacy protocol when
the traffic load varies.
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3.1 Theoretical motivation: Pure and Slotted ALOHA
throughput in ideal networks

In order to motivate our research on synchronized access schemes for LoRa networks,
this section provides theoretical background on ideal pure and slotted ALOHA
protocols.

As presented in section 2.1, the Pure ALOHA protocol is the simplest random
access based on an asynchronous scheme. Indeed, a pure ALOHA node that needs
to transmit a frame does it instantly without getting synchronized or sensing the
transmission medium beforehand. No coordination is made between devices com-
peting for the same channel. Such a scenario is pictured in Figure 3.1a. We assume
a device that transmits a frame featured with a Time-on-Air of 1 at t = 1. Here,
the frame may collide with any interfering between t = 0 and t = 2.

However with slotted ALOHA we assume all nodes are synchronized and forced
to wait for the next slot start before triggering a transmission. This scenario is
pictured in Figure 3.1b. Similarly to before, a device transmits a frame featured
with a Time-on-Air of 1 at t = 1. Yet this time the transmission may only collide
with interferers that generated a frame between t = 0 and t = 1. In that, the
vulnerable period length is remarkably divided by two.

Collision

Vulnerable period = 2

Time

Packet

Collision

t t+1 t+2

(a) Pure ALOHA

Vulnerable period = 1

Time

Packet

Collision

t t+1 t+2

(b) Slotted ALOHA

Figure 3.1: Vulnerable periods with theoretical Pure and Slotted ALOHA

In order to approach these concepts more formally, let us now introduce the most
usual ALOHA throughput modeling with a finite number of devices n, that was



42
Chapter 3. From Theory to Simulations: designing a slotted access

that fits LoRaWAN

first presented in [Kleinrock 1975a]. The number of frames generated by any device
during a duration t is modeled by a Poisson distribution of parameter λ. Besides, we
make the hypothesis that all frames in the network have the same length, defining
the reference time unit of the modeling. Additionally, Pure ALOHA devices do
not use any kind of buffering, and slotted ones use a buffer of size 1 that simply
allows them to wait for the start of the next slot. A buffer of size 1 is assumed,
therefore terminals ignore new packet arrivals while they are busy trying to transmit
a packet. Therefore, the probability p that a pure ALOHA device generates a frame
during a time unit follows the cumulative distribution function of the exponential
law [Brand 2002]:

p = p[X ≤ 1] = 1− e−λ (3.1)

The probability that exactly k among n devices generate a frame during a time
unit can then be derived with the binomial coefficient:

P [k in n] = n!
k!(n− k)!p

k(1− p)n−k (3.2)

For Pure ALOHA, the average throughput Tp(n, p) (in erlangs) is equal to the
probability that exactly one device generates a frame during a time unit, and that
none of the other (n− 1) devices do during the previous one:

Tp(n, p) = P [1 in n] · P [0 in (n− 1)] = np(1− p)2(n−1) (3.3)

For Slotted ALOHA, the average throughput Ts(n, p) (in erlangs) is simply equal
to the probability that exactly one device generates a frame during a time unit:

Ts(n, p) = P [1 in n] = np(1− p)(n−1) (3.4)

These models have been plot in Figure 3.2 in the particular case of n = 1000
devices. They confirm that the network capacity (i.e., the maximum acheivable
throughput) experienced with pure and slotted ALOHA protocols is respectively
18% and 36% [Roberts 1975]. Intuitively, this results is in accordance with the fact
that the vulnerable period is divided by 2 in the slotted version.

We see that synchronization allows to double the network capacity, which moti-
vates the idea of setting slotted LoRa communications to alleviate scalability issues.
In the next section, we will see how such an approach can be adapted to the speci-
ficities of the LoRa technology.

3.2 From Class B to Class S: defining a slotted frame-
work tailored for LoRa communications

We have demonstrated why among all MAC strategies found in the literature, syn-
chronized schemes seem to be the most promising solution to scalability issues in
LPWAN. We have also argued that among all available synchronization strategies,
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Figure 3.2: Theoretical throughput for Pure and Slotted Aloha with n = 1000
devices.

beacon broadcasting was the best choice for these networks. Interestingly, a beacon-
based synchronization is already present in the LoRaWAN specification, as it is part
of the LoRaWAN Class B. However the purpose of Class B is to bound the delay
of downlink communications, which does not help solving the scalability limitation.
In this chapter we introduce Class S, which takes advantage of the Class B beacon
synchronization to setup a slotted access designed for uplink communications. In
a nutshell, the beacon period is divided into timeslots whose length is equal to the
maximum frame ToA allowed with the selected transmission parameters of support-
ing different kinds of slotted accesses, from slotted ALOHA schemes to scheduled
access protocols, which in turn will allow to improve the overall network capacity.
We also provide a performance evaluation of networks operating the legacy pure
ALOHA Class A and a slotted ALOHA scheme setup with Class S. It shows that
the slotted ALOHA scheme can outperform pure ALOHA in terms of both through-
put and energy-efficiency in congested networks. This is however only possible if
the reception of synchronization is handled wisely. Indeed, the reception of syn-
chronization beacons forces devices to regularly switch their radios to a listening
state, which may consume a considerable amount of power. In the particular case
of LPWAN in which every node transmits only a few messages per day, staying
synchronized therefore represents a considerable fraction of the overall energy con-
sumption. In that, we show that a beacon-skipping mechanism is highly desired
in order to guarantee a satisfying energy efficiency, and provide a long lifetime ex-
pectancy to the batteries powering the LoRa devices. To the best of the author’s
knowledge, this finding has never been mentioned in the related literature before.
This beacon-skipping mechanism will therefore be an essential cornerstone of the
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contributions introduced in the following sections.

3.2.1 Protocol design

3.2.1.1 Advantages of beacon-based synchronization

Let us first recall the reasons why designing a beacon-based synchronized access for
LoRa communications is highly desired in the current state-of-the-art. In section
2.2, we have seen that CSMA schemes were not applicable to existing LoRa net-
works. Indeed, current LoRa chips display an unreliable Channel Activity Detection
procedure, which makes the deployment dramatically vulnerable to the hidden ter-
minal problem. The research targeting MAC layer enhancements for LoRaWAN is
therefore naturally pushed towards synchronized access schemes.

Given that LoRa networks operate over Duty-Cycled ISM radio bands, gateways
are limited in terms of downlink transmission capabilities. As a result, the strategy
that consists in synchronizing devices by the means of individual acknowledgments
does not scale well when the number of end-devices grows. Moreover LoRa gateways
are half-duplex, so using such a strategy would additionally weigh on the uplink
throughput. Interestingly, these are the same reasons why a RTS/CTS mechanism
cannot be used to address the hidden terminal problem experienced with CSMA
schemes.

Another option would be to synchronize devices using out-of-band communica-
tions. However this would require the addition of specific hardware to the LoRa
terminals, thus increasing their complexity and preventing backward compatibility.
As a result, sharing the common time reference using beacon broadcasts seems to
be the best solution to synchronize LoRa networks.

In the rest of this Section, we therefore show how the Class B beaconing mech-
anism can be adapted to support a slotted access for uplink communications.

3.2.1.2 Slotframe structure

BEACON_PERIOD portion Duration
BEACON_RESERVED 2.12 s.
BEACON_WINDOW 122.88 s.
BEACON_GUARD 3 s.

Table 3.1: Duration of each portion of the Class B and S beacon period

This proposal relies on the LoRaWAN Class B synchronization scheme to slice
the beacon window into timeslots large enough to match the Time-on-Air (ToA)
of the longest LoRa frame allowed with the selected transmission parameters. As
the Class B access scheme enhances Class A to bound the downlink delay, the
introduced Class S (“Slotted”) is meant to enhance Class B to increase the uplink
throughput. In that, the length of a Class S timeslot is set to be a multiple of the
30 ms duration of a Class B ping slot, thus facilitating backward compatibility with
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Figure 3.3: From Class B to Class S : adapting the beacon window to slotted uplink
communications

the current LoRaWAN standard. It is defined as such (in seconds):

Lslot =
(⌈ToAmax

30.10−3

⌉
+ 1

)
· 30.10−3 (3.5)

We have chosen to define the slot length as the minimal multiple of 30 ms required
to fit the longest frame ToA allowed, to which we add 30 additional ms. The reason
behind these additional 30 ms is (i) to anticipate clock drift issues that will occur
when implementing Class S on real hardware, and (ii) to allow the implementation
of possible sensing windows in future improvements of the protocol.

Herein, the slot size computation has been done for SF7 with BW125 (DR5,
c.f. section 1.2.4) as it offers the smallest power consumption and the highest
data rate. Yet, similar considerations can be drawn to handle several orthogonal
SFs in parallel. All other parameters are set to configure the longest frame ToA
allowed with this SF. The maximum MAC payload length allowed for DR5 has
been considered, i.e., 250 bytes [LoRa Alliance 2021], to which the 5 bytes of MAC
header and Message Integrity Code are added [LoRa Alliance 2020a]. CR is set to
4, and explicit header is enabled.

All in all, the maximum frame ToA is 626.94 ms (cf. equation 1.5). Hence,
d626.94/30e+ 1 = 22 ping slots are required to fit the corresponding transmission.
This corresponds to a timeslot duration of Lslot = 22 · 30 = 660 ms. Following such
design guidelines, d122880/660e = 187 timeslots can fit into the BEACON_WINDOW,
with the last one overlapping onto the BEACON_GUARD interval. The Class S slot-
frame depicted above has been represented in Figure 3.3, along with the LoRaWAN
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Class B for the sake of comparison.

3.2.2 Simulation-based performance evaluation of a Slotted
ALOHA scheme over Class S

The slotted scheme introduced with Class S is general enough to be used by any
slotted access, random or scheduled. This section describes a preliminary perfor-
mance evaluation of such a strategy in the particular case of unconfirmed uplink
communications randomly initiated at the beginning of any Class S timeslot. In
this way, the resulting access scheme is slotted ALOHA.

3.2.2.1 Simulation setup

Table 3.2: Simulation parameters

Parameter Value
Simulation duration 24 hours
Number of seeds 10
Frame time-on-air 626.94 ms
Beacon time-on-air 173.06 ms
Timeslot size 660 ms
Data rate DR5 (SF7 with bandwidth 125 kHz)
Frame generation Poisson with avg. 1 pkt./h.
Number of channels 1
Number of devices From 100 to 9000
Device buffer size 1
nskip {0, 4, 9}
Uplink Duty Cycle 1%
Device buffer size 1
Downlink data messages Disabled
Acks and retransmissions Disabled
Sensor voltage 3.3 V
Sensor current intensity 20 mA TX, 10.8 mA RX [Semtech Corporation 2019]

The proposed Class S framework has been evaluated with the LoRaWAN-Sim
simulation environment, which is an ad-hoc LPWAN simulator developed at LAAS-
CNRS. This method allows us to precisely implement LoRaWAN features, such as
Duty Cycle, beacon receptions, reception slots or device buffers. In that, simulation
is more accurate than a formal modeling, and contrary to a testbed implementation
it grants the possibility to estimate the behavior of large-scale deployments.

We need to check that the simulator operates as expected in order to ensure
that the results can be trusted. For this purpose, usual ALOHA schemes have
been implemented in LoRaWAN-Sim, and they were validated with well-known
associated models. After this step, all features of the LoRaWAN Class A were
implemented, as well as a slotted ALOHA scheme built on top of the Class S
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presented above. The reception slots RX1 and RX2 have been implemented in
both cases, according to the LoRaWAN specification.

Networks operating in Class A are compared with ones using Slotted ALOHA
over Class S. For these simulations, only one radio channel has been used and
each deployment is evaluated for a 1 day duration. In compliance with European
regulations, end devices are subject to a 1% duty-cycling limitation. Each device
pseudo-randomly generates Poisson traffic with an average of 1 frame per hour,
matching typical LoRaWAN-based application requirements. The number of end
devices has been varied from 100 to 9000. For each device density, 10 seeds have
been used to feed the random number generator, thus obtaining 10 different realiza-
tions of the same network configuration. The network throughput and the energy
efficiency have been evaluated for each scenario, by averaging the results over those
10 realizations. All simulation parameters are summed-up in table 3.2.

From Section 1.1.3, we know that a LoRa chip consumes a significant amount
of power in reception state. Therefore, receiving synchronization beacons will nat-
urally impact the energy efficiency of LoRa devices, especially if performed every
128 seconds as indicated in the Class B specification [LoRa Alliance 2020a]. In-
deed, re-synchronizing at this rate would seem exaggerated compared to the fact
that LoRa devices generally transmit only a few messages per day because of Duty
Cycle regulations. Interestingly, the standard also indicates that end devices should
be able to maintain a beacon-less Class-B operation for 2 hours. If we consider low-
quality, cheap embedded clocks featured with a substantial drift of +/ − 30ppm
RTC XTAL, we know that in the worst case a skew of 30.10−6 · 128000 = 3.84 ms
may be experienced per beacon window. In Section 3.2.1 we have defined Class S
with 660 ms slots for a maximum ToA of 626.94 ms, which leaves a margin of 33.06
ms between the transmissions of two successive slots. As a result, it is possible for
devices to skip the reception of a certain amount of beacons without generating
overlaps between transmissions assigned to different subsequent slots. In the sim-
ulations, we have therefore studied three different cases, in which devices receive
either (i) all beacons, (ii) one beacon out of 5 or (iii) one beacon out of 10. We
note nskip the number of beacons that are skipped by devices between each actual
beacon reception. We will see that such a beacon-skipping mechanism allows to
significantly improve the overall network energy efficiency.

3.2.2.2 Simulation results

Let us now study the results obtained following the simulations presented above.
In all curves, 95% errorbars have been computed with Student’s t law to evaluate
the variability of the results obtained with the different seeds. Given that the
simulated time is quite long (an entire day), this variability qualitatively seems
relatively small.

The simulated throughput is evaluated in Erlangs, which means that it is ex-
pressed as the ratio between the channel time dedicated to useful transmissions over
the overall time. It has been plotted in Figure 3.4 for Class A Pure ALOHA, and
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Figure 3.4: Throughput of Class A and Class S LoRa deployments.

the Slotted ALOHA scheme built over Class S.
The maximum achievable throughput is 0.18 at ∼ 2750 devices for the Class A.

Instead, the slotted ALOHA access implemented on the top of Class S permits a
maximum achievable throughput of ∼ 0.33 at about 5500 devices. Such a value
is lower than the theoretical e−1 ≈ 0.36 for slotted ALOHA networks, because
no transmissions can be triggered during the BEACON_RESERVED and most of the
BEACON_GUARD intervals. With these preliminary results, we verify that synchro-
nization allows to increase network capacity by better exploiting the available band-
width.

Energy efficiency is evaluated in Bytes per Joules [Björnson 2018], and obtained
through the division of the total useful transmitted bytes by the overall energy
spent for transmission and synchronization purposes. It is important to specify
that the energy consumed for a transmission attempt is evaluated as the product
of the frame ToA, the current drawn by a typical SX1276 LoRa transceiver in
TX mode [Semtech Corporation 2019], 20mA, and a typical battery voltage, 3.3V.
Instead, the energy spent for synchronization is evaluated as the product of the
total time a device keeps its radio on for listening to and receiving beacons, the
typical current drawn by a SX1276 transceiver in RX mode, 10.8mA, and the same
typical battery voltage. The overall network energy efficiency has been plotted for
all access schemes and nskip values in Figure 3.5.

Results highlight that a beacon-skipping mechanism is crucial for energy effi-
ciency. For low densities, Class A is more efficient as collisions are rare and spending
energy for synchronization is energy-wasting. However, when 80% of the beacons
are skipped (i.e., when 1 beacon out of 5 is still listened to by end devices) and the
density of devices increases beyond 4000, the slotted access results more energy-
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Figure 3.5: Energy efficiency of devices using Class A and Class S.

efficient than the default Class A communication pattern. More interestingly, when
end devices keep listening to beacons once every 10, and the density of end devices
is the one that maximizes the throughput when they are operating in Class A (i.e.,
around 2750 end devices per unit area, see Fig. 3.4), the Class S communication
pattern outperforms Class A both in terms of throughput and energy-efficiency.

These results unveil the need for a mechanism allowing to switch between com-
munication patterns. Indeed, being able to alternate between asynchronous and
synchronous schemes depending on the offered load would increase the overall net-
work capacity while always employing the most energy efficient strategy. Such a
mechanism has therefore been developed and is presented in the next section.

3.3 TREMA: a traffic-aware MAC protocol that max-
imizes energy efficiency in LoRa networks

In the previous section, we have introduced Class S as a means to enable a slotted
access for uplink communications in LoRa networks. Preliminary simulation results
revealed that further than improving the maximum achievable throughput, a Slot-
ted ALOHA scheme could also be more energy efficient than the legacy Class A
under certain traffic loads if a beacon-skipping mechanism was implemented. We
concluded that a mechanism to dynamically adapt the access scheme to the traffic
load was desirable in order to optimize the energy efficiency of LoRa deployments in
all situations. Indeed traffic flows in such networks can be variable, or even unpre-
dictable, depending on the needs of the monitoring applications. As an example,
one of the many LoRaWAN applications is pollution tracking. Interestingly, the
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air quality in a city varies much more during the daytime than during the night
[Jalava 2015]. Efficient monitoring of this kind of phenomena would thus require
a time-varying number of measures. In the considered example scenario, switching
between the asynchronous pure ALOHA access scheme and a time-synchronized
one would permit a higher data reporting rate during daytime, and conversely en-
ergy savings during night hours. In such a context, this chapter introduces the
Traffic-aware energy efficient Medium Access Control (TREMA) protocol for LoRa
networks, capable of seamlessly switching between asynchronous and synchronous
schemes according to the probed traffic variations. TREMA ultimately increases
the maximum capacity of LoRa deployments while always selecting the most energy
efficient access scheme.

Remarkably, configuring TREMA requires the deployment fingerprint, defined
as the characterization of several network metrics as a function of the traffic load.
A prior performance evaluation has therefore been carried-out for both the asyn-
chronous and synchronous access schemes, and then leveraged by TREMA to max-
imize energy efficiency in all situations. In more details, the design of TREMA
includes (i) a time-synchronized scheduled access to be used when the traffic load is
high, (ii) a detailed description of the required deployment fingerprint, (iii) a prob-
ing strategy that aims at estimating the generated traffic, (iv) a decision mechanism
that determines whether or not a switching should be triggered, and (v) the signal-
ing protocol required to adapt the access scheme of all devices from asynchronous
to synchronous and vice versa.

The performance of such a protocol is assessed through simulations. Then,
TREMA is tested in an example scenario to show how the network capacity is
adapted in reaction to traffic load variations. A final performance assessment has
been pursued to feature its behavior under any traffic condition. To the best of the
authors’ knowledge, TREMA is the first protocol aiming at dynamically synchroniz-
ing and desynchronizing LoRa deployments according to the traffic load variations,
thus adapting the network capacity and always maximizing energy efficiency.

3.3.1 Design of TREMA

The goal of TREMA is to adapt the LoRaWAN capacity to the traffic load while
always maximizing energy efficiency. Herein, a time-synchronized scheduled access
is presented to increase the achievable throughput. It provides a good energy ef-
ficiency when the generated traffic is high. On the other hand, the legacy pure
ALOHA asynchronous scheme is more efficient when the generated traffic is low.
TREMA thus implements a mechanism capable of seamlessly switching between
the two aforementioned schemes depending on the situation. To achieve this goal,
the radio medium is probed to estimate the current traffic load. The network server
then uses this estimation to select the most appropriate access scheme. To do so,
this decision mechanism refers to a pre-established deployment fingerprint that re-
lates the network behavior under different traffic loads. When the access scheme
needs to be changed, the signaling protocol embedded in TREMA is leveraged to
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transmit switching commands to the end devices. This behavior is schematized in
Figure 3.6.

3.3.1.1 A time-synchronized scheduled access over Class S

The proposed time-synchronized resource scheduling protocol is built upon Class S,
the slotting scheme introduced earlier in Chapter 3. Class S takes advantage of the
Class B synchronization beacons broadcast by the gateways to define transmission
timeslots. These slots fit the longest frame time-on-air of the considered deployment
to ensure that collisions may only occur between frames transmitted within the same
slot. The highest priority in LoRa networks is to maximize the lifetime of the device
batteries. The transmission time must therefore be minimized in order to reduce
the energy required to send a frame and the collision probability. This is achieved
by using the highest LoRaWAN data rate available, DR5, which corresponds to the
smaller SF. Results can however safely be extended to the other orthogonal SFs by
following a similar reasoning to further increase the capacity. The Class S slot size
is identical to the one computed in section 3.2.1.2.

Given the focus on delay tolerant applications that require only unconfirmed
uplink traffic in a single-gateway deployment, a simple resource scheduling scheme
has been designed to maximize the achievable network throughput. Specifically, all
devices are assigned to a specific slot within the slot frame based on their network
joining index. This guarantees that all devices are evenly spread out between all
available slots. Each device is thus competing with less neighbors, but for a shorter
duration. The frame collision probability is therefore lower than when using slotted
ALOHA if all devices are active and generating frames at similar rates. A round-
robin channel hopping is used to prevent a possible channel fading from making a
given device unreachable. This guarantees that the frames generated by a device
may collide with frames from a maximum number of dNumDevices/(NumSlots ·
NumChannels)e other devices.
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Figure 3.7: Fingerprint of the simulated deployment as a function of the generated
traffic

In the given scenario, an uplink message is sent by a device assigned to the
second slot. As specified in chapter 3, the last slot (which corresponds to the 187th

when using 660 ms-wide slots) overlaps onto the BEACON_GUARD period. The uplink
transmission is centered within the slot to prevent a possible clock drift from letting
it overlap onto another slot.

3.3.1.2 Prior fingerprinting of the deployment

In order to wisely select the most energy efficient access scheme for a given network
load, it is beforehand necessary to study the deployment behavior for each scheme
depending on the frame generation rate g. This analysis ultimately allows to derive
g from the probed traffic information, and provides a threshold value for g which
allows to decide which access scheme should be chosen. The use of this deployment
fingerprint in TREMA’s switching mechanism is depicted in the flowchart of Figure
3.8. The throughput T , expressed in bytes per second, represents the amount of
data successfully transmitted during a given time interval. It must be assessed in
order to understand the maximum capacity of the network. The Gateway Idle
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Figure 3.8: TREMA’s switching mechanism flowchart

Listening Time (GILT) metric is defined as the average time when the gateway
is not receiving any packet, computed over all uplink channels. It plays a role
in the traffic load estimation, which is detailed hereafter in Section 3.3.1.3. The
energy efficiency E [Björnson 2018] is obtained by dividing the throughput T
by the average power consumption. In order to increase E , devices may skip some
of the synchronization beacons. Indeed, the LoRaWAN specification states that
devices should be able to maintain beacon-less operation during at least two hours
if the RX slots are widened according to the worst-case drift time since the last
synchronization. Hereafter, this upper bound to the allowed drift is indicated with
driftmax , while the parameter nskip is introduced to represent the number of beacons
skipped by devices. For instance, if nskip = 1, the device will listen to one beacon
out of two. The relationship between the maximum time-on-air within the network
and the chosen Class S slot size determines driftmax , which in turn bounds the
maximum value for nskip. As we will show later on in Section 3.3.2.1, the fingerprint
of E allows to determine a traffic load tipping point, under which pure ALOHA is
the most energy efficient access scheme, and above which the synchronized access
becomes preferable. This tipping point defines the frame generation rate threshold
guiding TREMA’s decision mechanism.

3.3.1.3 Network probing and decision mechanism

TREMA’s probing strategy aims at estimating the generated traffic thanks to a
measurable value. The probed metric must respect two conditions: (i) the generated
traffic should be deductible from its value, and (ii) all gateways must be able to
compute it easily. The GILT is an excellent choice for this task, as it checks both
requirements. Condition (i) is respected by any metric that proves to be a bijective
function of the considered generation rate range. Indeed, the Gateway Idle Listening
Time (GILT) strictly decreases when the traffic load increases. The GILT also
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Figure 3.9: General-case packet exchange for class switching.

matches (ii), as all gateways can keep track of their idle time. This is why this metric
was chosen over the collision time for instance, that checks (i) as well, but would
require discriminating the successes from the failures among the total reception
duration. It is interesting to note that the introduction of the GILT within the
fingerprint was necessary, as the T matches only (i), while E complies only with
(ii). The gateway keeps track of the GILT and transmits it to the server periodically.
Upon reception of the probed GILT, the server uses it to deduce an estimation of the
offered traffic with the GILT fingerprint. Such an estimate is checked against the
threshold value to decide whether the access scheme should be adapted following
the reasoning depicted in Figure 3.8.

3.3.1.4 Signaling protocol

It will be shown in Section 3.3.2.1 that the transient states in which access
schemes coexist are sub-optimal in terms of energy efficiency. This contribution
will therefore focus on switching between 100% Class A and 100% Class S sce-
narios. The switching command requires the definition of a SwitchCommand MAC
command that will be transmitted through the FOpts field within the MAC payload
[LoRa Alliance 2020a]. As there are only two possible access modes for now, one
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Figure 3.10: Desynchronization beacon broadcasting.

Figure 3.11: TREMA’s switching mechanism signaling protocol.

bit will suffice to transmit the command value. The server keeps track of three
class-related variables for each registered device. DESIRED_CLASS is updated when
a class switching event is triggered and contains the target access scheme for this
device. CURRENT_CLASS keeps track of the class the considered device was using
when it sent the last uplink frame. ASSUMED_CLASS is updated when a switching
command has been sent, but with no guarantee that it has been correctly received.
This last one is used to provide an optimistic estimation of the current class division
within the deployment, which is necessary to estimate the metrics more accurately
when using the fingerprint as will be shown in Section 3.3.2.1. Indeed, when a de-
vice receives a switching order, it does not send an acknowledgement immediately
but waits the next uplink frame to inform the server that it has switched. This
restricts the traffic induced by the mechanism, at the cost of adding some delay
to the server database updates. Fig 3.9 holds a switching command transmission
chronogram. First, a switch from any class X to any class Y is triggered, so the
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server updates the DESIRED_CLASS entry. With no prior assumption on the node’s
current class, a RX window has to be used to transmit the order. The server thus
waits for an uplink transmission Datan to send the order, which is done every time
the values in CURRENT_CLASS and DESIRED_CLASS differ. When doing so, it up-
dates ASSUMED_CLASS, but then the downlink frame is lost. At the next uplink
message Datan+1 , the current class of the device is still X so another switching
order is transmitted, and this one arrives. The device updates its access mode, and
when finally it sends Datan+2 CURRENT_CLASS is updated. When switching from
Class A to Class S, the Class A RX windows are used to transmit the switching
commands. The server must therefore wait for an uplink transmission from a given
device before triggering its class switching. This signaling induces a lot of downlink
traffic and may take some time to converge depending on the device transmission
rate, but it is expected to be more energy efficient than forcing devices to track
beacons to determine what access scheme they should be using. This aspect will
be proved in future contributions. The switching process can however be sped up
in the particular case where devices are switched from Class S to Class A. Indeed,
all synchronized devices receive beacons periodically, so using them to broadcast
a desynchronization command allows the process to converge much faster. This
process is schematized in Figure 3.10. When the switching event is triggered, the
server informs the gateway that the desynchronization beacon flag should be set.
At the next beacon reception, the device updates its class, and at its next data
frame it informs the server that it has switched. Then, a switching to another class
distribution is triggered and the desynchronization beacon flag is disabled.

3.3.2 Performance evaluation

In order to assess the goodness of the TREMA design, an ad-hoc event-based simula-
tor has been used. To kick off TREMA, the deployment fingerprint was established
beforehand through large simulation campaigns using the considered network pa-
rameters. This allowed to quantify the achieved performance gain. After that, an
example scenario in which the frame generation rate varies over time has been used
to feature the online TREMA behavior.

The simulation environment and the considered network that served as a ba-
sis for these results will now be presented. First of all, it is important to con-
sider that IoT traffic cannot be simulated with the same tools as standard In-
ternet traffic. From this observation, the Third Generation Partnership Project
(3GPP) proposed the first model to reproduce it accurately [3GPP 2012], and
subsequent works have proposed improvements [Laner 2013] and comparisons
[Smiljkovic 2014],[Zarrini 2018]. It may follow three typical shapes: (i) Periodic
Update, mostly used for monitoring purposes, (ii) Event Driven, where traffic may
be randomly triggered by external events (e.g. emergency detection systems), and
(iii) Payload Exchange, when transmitting large files such as firmware updates
[Nikaein 2013]. The aggregated outcome may be modeled by a combination of
these patterns, and adapted to the applications using the network [Farooq 2018].
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All in all, this shows that such traffic is subject to important variations that may
be spatially and/or temporally correlated. In the scope of this paper that mainly
focuses on the design and testing of the switching mechanism, the frame-arrival
process is modeled as a Poisson process with a variable rate to represent the fluc-
tuations of the aggregated load. The network features have been set to resemble a
large scale single-gateway deployment of 1000 devices. All frames are considered to
be featured with the maximum time-on-air allowed for DR5, 626.94 ms (cf. Section
3.3.1.1). All devices use homogeneous rates in each scenario, which is a reasonable
simplification as the fingerprint is established as a function of the overall traffic.
Herein, the simulator frame-arrival process is modeled as a Poisson process with
a variable rate to represent the fluctuations of the aggregated load. These rates
vary from ∼ 0.5 to ∼ 20 packets per hour. The traffic is restrained to uplink data
communications only, thus the downlink data frames have been disabled along with
acknowledgments and re-transmissions. In this way, the downlink capabilities are
left free to be used without interference by the switching mechanism. Impact of
downlink traffic on switching delays and overall performances will be tackled in fu-
ture works. Only the three mandatory LoRaWAN channels are implemented, which
are subject to a 1% Duty Cycle.

Table 3.3: Simulation parameters

Parameter Value
Simulation duration 24 hours
Frame time-on-air 626.94 ms
Beacon time-on-air 173.06 ms
Timeslot size 660 ms
Data rate DR5 (SF7 with bandwidth 125 kHz)
Frame generation rate Varies from ∼ 0.5 to ∼ 19 pkts. / h.
Channels 868.1, 868.3 and 868.5 MHz
Number of devices 1000
Device buffer size 1
nskip 0
Uplink Duty Cycle 1%
Downlink Duty Cycle 10%
Downlink messages Switching commands only
Acks and retransmis-
sions

Disabled

Sensor voltage 3.3 V
Sensor current intensity 20 mA TX, 10.8 mA RX [Semtech Corporation 2019]
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3.3.2.1 Preliminary deployment fingerprinting

In order to assess which access scheme performs better for different traffic loads,
the deployment fingerprint was established when using Class A and the scheduled
access built over Class S. Different degrees of coexistence of the two modes were
also assessed to evaluate the network behavior during the transient states of the
switching For the sake of statistical significance, for each configured scenario, 10
different realizations have been considered by feeding the pseudo-random number
generator with 10 different seeds. T has been plotted in Figure 3.7a, for different
percentages of synchronized devices. The figure shows that for this deployment,
Class A is capable of offering a maximum of 220 B · s−1, while the scheduled access
peaks at 440 B ·s−1. It therefore provides a 100% capacity increase, which is better
than the 88% increase offered by slotted ALOHA over Class S in Chapter 3.

Another notable observation is that the advantage of the scheduled access is
evident when a significant portion of the devices are synchronized. Indeed, a ca-
pacity increase of solely 18% is observed when 50% of devices operate over Class S,
and with 90% of synchronized devices the curve peaks at 390 B · s−1 which corre-
sponds to a relative improvement of simply 77%. When using Class S, the chosen
slot size sets the value of driftmax , and therefore an upper bound for nskip, because
any transmission overlapping onto another slot should be strictly prohibited. A
typical low-cost LoRa device crystal has a 30 ppm quality, which means that in
the worst-case scenario, it may drift of 1 ms every 33.3 s. With our parameters,
the transmission is framed by a margin of driftmax = (660− 626.94)/2 = 16.53 ms
within its slot. It would take a minimum of 550.5 seconds to get a similar drift,
so the maximum number of synchronization-less beacon periods that a device can
maintain is b550.5/BEACON_PERIODc = 4, which bounds nskip to 3. A higher en-
ergy efficiency may be achieved by widening the slots to enlarge the margin, but
this would have the effect to reduce the maximum achievable throughput. Once
again, designing the deployment requires trading-off network capacity for battery
life. From these considerations, E has been plotted for the minimum and maximum
values of nskip, respectively 0 and 3, in Figure 3.7b and 3.7c. When using the max-
imum value, the RX slots opened for beacon receptions have been widened by w,
defined as:

w = 2 · nskip · BEACON_PERIOD · 3 · 10−5 (3.6)

With 3 · 10−5 representing the 30 ppm crystal quality, nskip · BEACON_PERIOD
the synchronization-less time induced by the skipping, and the multiplication by
2 accounts for a possible positive or negative drift. TREMA aims at maximizing
the energy efficiency at all times. A first remark that could be made on Figure
3.7 is that the maximum value for E is always attained with either 0% or 100% of
synchronized devices. Therefore, the coexistence of the two access schemes should
remain transitory. The point at which the 0% and 100% curves cross defines the
frame generation rate threshold over which the scheduled access becomes more
energy efficient than pure ALOHA. This is the tipping point used by TREMA to
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Figure 3.12: TREMA testing with one example scenario (nskip = 0).

decide whether the network should be synchronized or not. An interesting impact of
setting nskip to 3 is that it shifts the threshold to the left. Indeed, without beacon
skipping, the scheduled scheme becomes more efficient than pure ALOHA when
generating 7.5 pkt/h per device, but when receiving only 1 beacon out of 4 the
threshold is reduced to 4.5 pkt/h per device. This allows to profit from the gain
in network capacity induced by synchronization at a lower rate, and therefore to
ameliorate the frame delivery ratio between 4.5 and 7.5 pkt/h per device. Finally,
the GILT fingerprint has been plotted in Figure 3.7d. With the specific parameters
used in this deployment, curves for all class divisions overlap. However in the
general case, the network class division is used to interpolate the appropriate traffic
load from the closest class division curves. Further studies about the impact the
network parameters on the GILT shall be led in future works.

3.3.2.2 Online testing

In order to test TREMA, a 24 hour scenario has been simulated to employ day
and night frame generation rates. In the interval between midnight and 8 AM, a
low rate of 1.5 pkt/h per device is used, lower than the switching threshold. Then,
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the devices employ a higher rate of 10 pkt/h per device until 8 PM, higher than
the tipping point, and finally go back to the night rate. No beacons are skipped,
therefore the threshold is 7.5 pkt/h per device. The network behavior is evaluated
through the plotting of T and E over time using a sliding window averaging over
the last 15 minutes, with and without the switching mechanism. When enabled,
the number of devices using each access mode is plotted over time as well. All these
test results are pictured in Figure 3.12.

Without TREMA, the network always operates with Class A. When the rate
increases, the throughput stabilizes at 220B·s−1 and the energy efficiency at 2000 B·
J−1, which were indeed the values observed for the 0% synchronized fingerprint
curves in figs. 3.7a and 3.7 for 10 pkt/h per device. But, when switching is enabled,
the rate increase is automatically detected by the server that starts synchronizing
the devices. The process is not instantaneous, and takes about 3 hours, as seen in
Figure 3.12a. This transition time explains the tipping point observed at around 9
AM in the energy efficiency curve. Once again these values are perfectly consistent
with the fingerprint data. This time, the throughput T remains stable at 400 B ·s−1,
while the energy efficiency E sets up at 2500 B · J−1. When the rate decreases at
nightfall, the desynchronization beacon allows to switch the whole deployment back
to Class A instantly, and the metrics return to their initial values. Two additional
remarks can be made about the E plot. First, the energy efficiency drops faster
when the rate increases if TREMA is enabled. This is due to the additional energy
consumption induced by the reception of the switching commands. On the other
hand, when the rate decreases, E increases a bit later when TREMA is enabled
than when it is disabled. This is because the system takes some time to probe the
traffic load reduction and trigger the switching to Class A.
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3.3.2.3 Overall performance evaluation

This part aims at estimating the performance of TREMA for the deployment pre-
sented in Section 3.3.2.

3.3.2.4 Switching duration

First, the switching duration from Class A to Class S has been plotted in Figure
3.13. It is defined as the time between the triggering and the moment when 90% of
the devices have changed their access mode. A first remark that can be made is that
its value is always within the two and three hours range for this specific deployment.
Another interesting fact is that it starts by decreasing between 0 and 9 pkt/h per
device, because the increase of the Class A throughput reduces the average delay
the server has to wait before sending a switch command to a device. The value of
9 pkt/h per device actually corresponds to the rate at which the maximum pure
ALOHA throughput is attained in Figure 3.7a. It then increases again because
the number of collisions causes the uplink throughput to decrease. The switching
duration from Class S to Class A has not been plotted because it may easily be
estimated thanks to the desynchronization beacon mechanism. In the worst case
scenario, it is (nskip +1) ·BEACON_PERIOD. With nskip = 3 it represents a duration of
512 seconds only, which is much shorter than the switching from Class A to Class S.
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Figure 3.14: Increase in T and E as a function of the generated traffic (nskip = 3).

3.3.2.5 Performance gain

In order to quantify the performance gain achieved when using TREMA compared
to the legacy LoRaWAN access, the increase in terms of throughput and energy
efficiency has been plotted in Figure 3.14 as a function of the generated traffic, when
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using nskip = 3. When the rate is below the 4.5 pkt/h per device threshold, the
gains are 0% because TREMA selects the Class A. However, when the rate is above
the threshold, the relative gains increase because the synchronized access performs
better than pure ALOHA with these high traffic loads. The energy efficiency curve is
continuous because the 100% and 0% synchronized curves cross in the E fingerprint,
which is not the case for the throughput.

3.4 Conclusions and future works

In this chapter we have started from the theoretical pure and slotted ALOHA proto-
cols to justify the need for synchronization in LoRaWAN. We have then introduced
Class S to support the development of slotted schemes in LoRa networks. A slotted
ALOHA scheme has been compared to the legacy protocol with large simulations
campaigns, able to capture all the specificities of the LoRa technology. Notable
results include (i) that a beacon-switching mechanism allows to acheive a satisfy-
ing energy-efficiency for the slotted access, and (ii) that pure ALOHA performs
best at low traffic loads while slotted ALOHA is more energy-efficient in congested
scenarios. The TREMA protocol was developed to dynamically adapt the Lo-
RaWAN MAC layer to traffic load variations. More specifically, the legacy pure
ALOHA is used when the generated traffic is low, and the access is switched to a
time-synchronized scheduling of the transmissions when the network gets more con-
gested. A threshold-based decision mechanism is used to seamlessly switch between
the schemes according to the probed traffic load. Results show that this mechanism
increases the maximum achievable throughput while always maximizing the device
energy efficiency, by synchronizing and desynchronizing the devices.

One limitation of this preliminary approach is that it requires large simulation
campaigns to establish the deployment fingerprint before implementing the mecha-
nism. Future contributions will therefore evaluate the tools capable of establishing
such fingerprints on the fly for any network parameters. Research directions include
probability models and machine-learning based approaches. Further studies should
also investigate the mitigation of network churn under unstable traffic conditions
through hysteresis, assuring that a switching event is triggered only when observing
a significant traffic load change for a sufficient amount of time, thus justifying the
access scheme adaption. In the next chapter, a real-hardware implementation of
Class S will be performed in order to shed some light on the behavior of time-
synchronized access schemes in real-world deployments, with the handling of device
clock drifting.



Chapter 4

Experimental Approach:
Achieving Synchronization

under real-world constraints

Dans le chapitre précédent, nous avons proposé une nouvelle classe de dispositifs
LoRa pour mettre en place des stratégies d’accès synchrones. Nous avons jusque
là supposé une synchronisation parfaite obtenue par le biais de la diffusion de
balises par les stations de base. Dans ce chapitre, nous levons cette hypothèse en
implémentant notre protocole synchrone sur un banc de tests réel. Dans ce but,
nous réalisons une étude du décalage d’horloge éprouvé par de vraies puces LoRa, et
définissons un mécanisme de synchronisation robuste aux imprécisions du matériel
grâce à l’ajout de marges entre les transmissions. De plus, nous établissons un
lien entre la longueur de ces marges et la périodicité de synchronisation de chacun
des dispositifs LoRa afin de minimiser leur consommation d’énergie dédiée à
cette tâche. Notre preuve de concept prouve que même du matériel à bas coût
est capable de maintenir une synchronisation relativement précise. Les résultats
issus du banc de tests révèlent additionnellement que l’effet capture se produit de
manière consistente dans les réseaux réels, ce qui remet en question nos modèles
d’évaluation de performances.
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In chapter 3 we have introduced Class S to enable slotted communications
in LoRa networks. We have shown that such a slotted access could outperform
the legacy pure ALOHA protocol in terms of throughput and energy efficiency in
congested networks, and proposed a traffic-aware mechanism to seamlessly switch
between the synchronous and asynchronous modes depending on the network load.
Yet, we have assumed that a perfect synchronization was achieved through beacon
broadcasts. In this chapter, we raise this hypothesis and introduce LoRaSync, an
energy-efficient synchronization scheme that allows the implementation of Class S
on real LoRa hardware. We measured the clock skew of typical LoRa hardware
to evaluate how fast devices drift away from a given time reference. Based on
this preliminary experimental evaluation, we designed LoRaSync with slots large
enough to cope with clock errors. In that, the slot size and the maximum clock
drift are used to compute the maximum amount of beacons that may be safely
skipped while keeping devices synchronized. Such a beacon skipping mechanism is
crucial to minimize the power consumption due to frame receptions, and eventually
maximize the lifetime of feeding batteries.

In order to prove the soundness of the conceived LoRaSync mechanism, a real-
world testbed has been setup to implement our synchronization scheme. This proof-
of-concept demonstrates that the timing error can successfully be controlled despite
the low-quality clocks found on such devices. In addition, this implementation
allows us to highlight that the capture effect impacts the real-world throughput.
We have therefore studied this phenomenon in more detail in Chapter 5.

From these premises, this chapter is organized as follows. Section 4.1 introduces
the LoRaSync design, based on real clock skew measurements. Then, the prelim-
inary evaluation of LoRaSync on our research testbed is presented in Section 4.2
through the description of a proof-of-concept implementation. Finally, Section 4.3
discloses concluding remarks and research perspectives.

4.1 LoRaSync requirements and design

With LoRaSync, we propose an energy-efficient and scalable synchronization ap-
proach tailored for LoRa deployments. It is designed to support the development
of time-slotted access schemes for such networks, with an effort to minimize the
device power consumption. This Section first provides an experimental evaluation
of the clock drift experienced with low-cost LoRa devices. Second, we detail the
reasons why we recommend to parameterize all transmissions with SF7, and why we
concentrate on using the largest payload length allowed in the scope of this chapter.
Based on this knowledge, we then present the LoRaSync design which includes (i)
the synchronization strategy, (ii) a slotframe structure resilient to the device clock
skew and (iii) a beacon-skipping mechanism designed to save battery power.
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Figure 4.1: Device drift measurements

4.1.1 Device drift measurement and modeling

The LoRaSync synchronization mechanism aims at efficiently correcting the natural
clock drift of cheap wireless devices to allow slotted uplink communications. There-
fore, it is necessary to understand how this drift can be modeled before tackling
the LoRaSync design. To do so, we use the testbed presented in Section 4.2, and
program LoPy devices1 to periodically transmit their local time. By comparing
the intervals between the subsequent transmissions as seen by the gateway (which
benefits from a very accurate GPS time), and the estimation of the same intervals
done by the devices, we are able to evaluate the variations of the timing error. This
clock skew has been plot in Figure 4.1 for two devices.

In most related works found in the literature [Beltramelli 2021, Polonelli 2019,
Tessaro 2018], the clock drift is modeled as a linear function with the assumption
that the sensor temperature is constant. This is referred to as the Simple Skew
Model (SKM) [Veitch 2004], and it is verified in our experiment as we can see on
Figure 4.1 that the device drift follows a linear trend on the long term. For cheap
devices equipped with low-quality clock crystals, a 20 parts per million (ppm) worst-
case drift coefficient is typically assumed.

However, it should also be noted that the clock skew displays a substantial
noise around this overall trend, which must be estimated and is accounted for when
designing the LoRaSync margins. This jitter has been mentioned in [Mallat 2014],
but the authors chose not to include it in their modeling for simplicity reasons. Such
a noise is indeed rarely considered in practice, even though for such cheap hardware
it can result in significant errors for short time spans. As a result, we define a clock

1Pycom website: https://pycom.io/product/lopy4/
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drift interval model in which d is the drift coefficient in ppm, and ν the maximum
deviation from the linear model due to noise. Therefore, we are assured that a device
featured with such parameters which hasn’t been synchronized for a duration of t
will experience a drift comprised within the interval (d · t)± ν. The value of ν has
been experimentally obtained by observing the maximum deviation from the linear
trend found in the samples collected by the two devices and rounding it to the higher
value. Following this methodology, we find ν = 11 milliseconds. Such a model has
been plot next to the real drift on Figure 4.1 with d adapted to the drift coefficient
of each of the two devices, respectively −1.5 and 3.6 ppm. This preliminary drift
evaluation will later be used to fine tune the LoRaSync parameters. Besides, we
note that the worst-case 20 ppm drift hypothesis is checked for the two considered
devices.

4.1.2 Spreading Factor selection

We have seen in Chapter 1 that the SF is a key parameter of the LoRa modulation,
which has an impact on the range and ToA of frame transmissions. In this part,
we justify our choice to recommend using only the smallest SF, SF7.

First of all, using the other SFs is detrimental in terms of energy efficiency. In
detail, a higher SF results in a lower data rate and longer ToA, the only benefit
being the improved transmission range. The consequence of having a longer ToA
is that devices will have to use their radio longer to transmit the same amount
of data, and will thus consume a greater amount of energy. Indeed we know that
given SF the transmission Spreading Factor and BW its bandwidth, the symbol
duration TSym can be computed with equation 1.1. As a result, the ToA magnitude
grows proportionally to 2SF , meaning that high SFs drastically affect the device’s
energy efficiency. We have designed LoRaSync on top of SF7, because it showcases
the best performances in terms of both data rate and power consumption. Yet,
the same designing logic proposed throughout this paper for SF7 can be applied
to work with other SFs: for each additional SF, a new timeslot duration must be
defined to accommodate the maximum frame size related to that SF. The resulting
slotted structures (each on a separate SF) can herein coexist on a given channel.

SFs are presented as orthogonal by Semtech [Semtech Corporation 2015], mean-
ing that transmissions occurring on the same channel but different SFs should be
able to overlap without interference. However this claim has been put into question
by the research community [Croce 2018]. Specifically, Croce et al. measure a 16
dB co-channel inter-SF rejection threshold. Such a RSSI difference is very likely
to occur in near-far conditions, which are commonly experienced in large scale Lo-
RaWANs, especially if high SFs featured with long transmission ranges and frame
lengths are used. Multi-SF LoRa deployments can therefore not be studied as the
simple superposition of independent networks. This research finding lets us pre-
fer deploying multi-gateway single-SF LoRaWANs to a single-gateway multiple-SF
LoRaWAN, if the goal is to cover a wider geographical area. Yet, this hypothesis
is out of scope for this contribution and its validity and application scope will be
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investigated in future works. When the use of several non-orthogonal SFs is still
the preferred option, the availability of a slotted structure for each SF (of course,
featured by a SF-specific timeslot size) would be beneficial to the definition of ac-
cess schemes (ranging from slotted Aloha to collision-free scheduling) able to bound
possible inter-SF collisions. This is also a research topic to be investigated in future
works.

4.1.3 Payload size standardization

In this contribution, the timeslot length is derived from the maximum frame ToA
allowed in the network, ToAmax (c.f. Equation 4.3). This parameter depends on
the SF and payload size. We consider the maximum payload size authorized by
the LoRaWAN regional parameters [LoRa Alliance 2021] (i.e., 250 bytes in Eu-
rope). LoRaSync can still be used with heterogeneous payload sizes, but optimal
performances are obtained when every frame is featured with the maximum ToA.

The advantage of such a design in our situation is twofold. First, it allows us
to use the available bandwidth more efficiently when a slotted access is utilized.
Indeed, having frames with a length smaller than the maximum would create gaps
between slotted transmissions, thus wasting a portion of the bandwidth. In the
worst case, a slotted access could even showcase a lower throughput than Pure
ALOHA. Conversely, an homogeneous frame length ensures the gaps in between
frames are kept as small as possible, and guarantees that the bandwidth is used
more efficiently.

Additionally, this hypothesis is also beneficial to the energy efficiency of devices.
In fact when the maximum payload length is selected, the proportion of frame over-
head compared to the amount of payload bytes is minimized. Therefore, a larger
portion of the device energy is spent transmitting useful bytes, thus ameliorating
the network energy efficiency from the application layer perspective. Such a re-
quirement can be easily fulfilled by forcing devices to buffer their messages, and
concatenate them into a single payload when the sufficient amount of data has to
be accumulated. The detrimental aspect of such an approach is that the delay
between frames increases because of such a buffering mechanism. However LoRa
networks are typically not used for time-critical applications, so we consider this
hypothesis to be reasonable.

In a nutshell, enforcing the transmission of frames with the maximum allowed
size is beneficial to both extend the network capacity and foster device energy
efficiency.

4.1.4 LoRaSync design

Building a slotted access requires signaling messages to be exchanged in the network
to share a common time reference among all devices. To do so, LoRaSync exploits
the LoRaWAN Class B beaconing mechanism. Therefore, this scheme can run
on typical LoRa hardware with a few adjustments to the firmware (c.f. Section
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Figure 4.2: LoRaSync beacon period and slot structure.

Table 4.1: Slotframe intervals

Interval Length
BEACON_PERIOD 128 s.
BEACON_RESERVED 2.12 s.
BEACON_WINDOW 122.88 s.
BEACON_GUARD 3 s.

4.2.2). A synchronization event is defined as a tuple (tsbcn, cntbcn), where tsbcn is
the beacon’s UTC timestamp and cntbcn is the device’s internal counter value at
the beginning of the beacon reception. Such event is saved by the device at each
beacon reception. UTC timestamps are defined as the total number of microseconds
elapsed since the Unix epoch. Device counters are incremented every microsecond
as well, therefore it is possible to add and substract counter values to timestamps.
Hence, the timestamp ts associated with any counter value cnt may be computed
with the following equation:

ts(cnt) = tsbcn + (cnt− cntbcn) (4.1)

The precision of this estimator depends on both the internal clock quality and the
time elapsed since the last synchronization event. Indeed, indicating the device’s
worst-case clock drift with d (expressed in parts per million, ppm) and ν the noise
margin, the worst-case timing error err may be computed for any counter value cnt
with the following equation:

err(cnt, d, ν) = (cnt− cntbcn) · d+ ν (4.2)

This worst-case error is notably used to enlarge the width of the reception slot each
time a device needs to receive a beacon. This feature allows the radio to be in a
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listening state when the beacon is sent, regardless of its current clock misalignment.
LoRaSync implements Class S (c.f. Chapter 3), meaning that the beacon window
is divided into timeslots dedicated to uplink transmissions. As a means to preserve
bidirectional communications, Class S transmissions are followed by the RX1 and
RX2 reception slots just like Class A ones. In order to adapt Class S to real
hardware constraints, a maximum clock offset threshold δmax is defined. The slot
size computation thus accounts for δmax and the maximum frame Time on Air
(ToA) allowed:

Lslot = ToAmax + 2 · δmax (4.3)

With such a slot size, a device may not trigger a transmission that overlaps over
two different slots as long as the current clock skew of this device is smaller than
δmax. The associated slotframe layout within the BEACON_PERIOD is pictured
in figure 4.2. It is divided in three intervals: BEACON_RESERVED which is
dedicated to the beacon reception, BEACON_WINDOW in which slots are layed-
out, with the last slot overlapping onto BEACON_GUARD. These intervals are
identical to the ones used in the LoRaWAN Class B (c.f. Table 4.1) in order to
facilitate the implementation of Class S. According to the scheme pictured so far,
the number of slots in the slotframe is:

nslots =
⌈
BEACON_WINDOW

Lslot

⌉
(4.4)

The beacon-skipping mechanism has been implemented in order to ameliorate the
energy efficiency of the protocol. In particular, nskip is defined as the maximum
number of beacons that can be skipped by a device before it needs to get syn-
chronized again. Given the worst-case drift coefficient d, the noise margin ν and
the maximum offset allowed δmax, nskip is equal to the biggest k ∈ N that fits the
following inequality:

(k + 1) · BEACON_PERIOD · d+ ν ≤ δmax (4.5)

This means that increasing the maximum offset allowed (and thus the slot size)
reduces the synchronization beacon periodicity, eventually decreasing the device
power consumption induced by beacon receptions.

4.2 Proof of Concept on real hardware

LoRaSync was implemented on a small-scale research testbed. This proof-of-concept
demonstrates that our mechanism is capable of bounding the synchronization error
despite real hardware constraints. We additionally provide hands-on insights on how
to handle the hardware and software challenges faced when synchronizing low-cost
LoRa devices. low-cost LoRa devices. Finally, we provide a performance evaluation
of the Pure and Slotted ALOHA access schemes implemented on the testbed with
10 devices, which reveal a discrepancy between the models and reality. In that, the
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Figure 4.3: Experimental testbed infrastructure.

hardware implementation allows us to demonstrate the impact of capture effect on
the channel throughput.

4.2.1 Architectural challenges

A LoRa testbed was set up according to the typical LPWAN architecture, i.e. a
server, a gateway and devices, as depicted in Figure 4.3.

The server side mimicks the ChirpStack architecture, in which a MQTT broker
centralizes the communications of all gateways. The ChirpStack gateway bridge
allows to translate the MQTT streams into UDP datagrams understandable by the
gateways. Finally, a custom LoRaSync server was developed to control and monitor
the network with MQTT messages. The gateway is composed of a Raspberry Pi
3 running the Semtech Packet Forwarder software, used in conjunction with an
IMST IC880A LoRa concentrator. The testbed devices are LoPy 4 chips developed
by Pycom, offering quick prototyping capabilities for a relatively low cost.

By default, LoRa gateways are only capable of triggering downlink transmis-
sions (i) immediately, or (ii) after a short delay following an uplink transmission
(Class A RX windows). In order to allow timestamp-based downlink transmissions,
an Adafruit Ultimate GPS chip was connected to the Raspberry Pi through Se-
rial Peripheral Interface (SPI). It provides time and location information to the
gateway program, and also sends a direct Pulse Per Second (PPS) signal to the
concentrator enabling the triggering of transmissions with a 10 nanoseconds preci-
sion [Industries 2021]. This GPS chip requires a direct line-of-sight with the sky, as
a result our gateway has been setup outdoors. This module ultimately allows the
periodic broadcasting of the LoRaSync synchronization beacons.

4.2.2 Software challenges

This Section details the firmware adjustments that had to be made to implement
LoRaSync on LoPy 4 chips. It must be pointed out that this hardware does not
support Class B, and that a big portion of its behavior had first to be reproduced.
The main challenge faced when programming LoRaSync on LoPy devices was to
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Figure 4.4: lock_wait_execute flowchart.

schedule event executions with absolute timestamps, even though the embedded
time library only allows callbacks after relative delays. To achieve this goal, the
device logic was first split onto four threads, each assigned to a specific task: (i)
message generation, (ii) frame reception, (iii) handling of received messages, and
(iv) frame transmission. In this way, events requiring a precise timing such as frame
transmissions and receptions may lock the CPU when needed, while the other tasks
may proceed their execution freely during non-critical time.

Additionally, a software overlay was developed in order to handle critical method
executions. Once synchronized, a node is able to estimate its current timestamp
with its internal counter according to equation (4.1). When a timestamp event is
scheduled, relative callbacks are used to trigger a call to the lock_wait_execute
method, capable of handling time-critical events. This method is in charge of locking
the hardware resources for the current thread, and waiting until the internal counter
falls within a precise confidence interval around the target timestamp (c.f. Figure
4.4). It then triggers the event execution with a ∼ 100 microseconds precision. In
the case where resources could not be locked in time for the critical method call, a
backup event passed as parameter is executed in order to correct the failure.

Once the device is synchronized, this triggering process allows to track beacons
by turning the radio on just before the next broadcast. It also enables uplink
timestamp-based transmissions, which ultimately allows to implement the Class S
timeslots.
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4.2.3 Clock correction demonstration and discussion
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Figure 4.5: Device drift measurements

In order to demonstrate the good operation of LoRaSync, the clock drift of a
periodically synchronized device is plot in Figure 4.5. In order to facilitate the
experiments, the node has been set indoor, and is not in direct line of sight with
our outdoors gateway (c.f. Section 4.2.1). It notably ensures that the temperature
is relatively constant for the duration of the experiment. This single device is setup
with δmax = 39.16 ms, a worst-case drift coefficient d = 20 ppm and a noise margin
ν = 11 ms. This setting results in nskip = 10, meaning that a beacon is received
every 11× 128 = 1408 seconds. Beacon receptions are represented on the graph by
black vertical dashed lines.

Here it is clear that the device never crosses the maximum drift allowed line
δmax = 39.16. The margin here appears particularly wide because the actual drift
coefficient of the chosen device is d = −1.5 ppm, which is very small compared to
the worst-case estimation of 20 ppm. The drift model interval has been plot over
the actual drift in order to highlight the synchronization events. It shows that in
this particular case, the noise plays a bigger role in clock errors than the linear
component of the drift.

All in all, this proof of concept shows that the synchronization error is kept below
the worst-case drift threshold δmax. LoRaSync therefore operates as expected in a
realistic context.

4.2.4 Impact of the Capture Effect on the testbed performances

Additionally to this proof of concept with one device, we have evaluated the perfor-
mances of the testbed under Pure and Slotted ALOHA access schemes for various
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generation rates with 10 devices. All devices are setup indoors at the same lo-
cation. For the Slotted ALOHA scheme, we use LoRaSync parameterized with
δmax = 39.16, which results in the same parameters as in Section 4.2.3. For each
generation rate the network runs for 30 minutes, and the throughput is sampled ev-
ery minute. Errorbars represent 95% confidence intervals computed with Student’s
t law. Results are plotted in Figure 4.6, along with ALOHA models presented in
chapter 3 for the sake of comparison. Here, it is obvious that the models underesti-
mate the real-world throughput. As a result, we have thoroughly investigated this
finding in the next chapter, which presents experimental models able to accurately
picture the testbed throughput. One of topics explored in this complementary
study is that the impact of capture effect on the network heavily depends on the
deployment layout.

4.3 Conclusion and perspectives

In this chapter we introduced LoRaSync, a synchronization scheme designed for
LoRa networks that aims at maximizing the device energy efficiency. Synchroniza-
tion was used to setup a Slotted ALOHA access providing capacity improvements
compared to the legacy Pure ALOHA scheme. LoRaSync slots may however be
leveraged to implement any slotted MAC protocol. Synchronization is achieved
through beacon broadcasts, and is therefore scalable to any network size. The Lo-
RaSync slots contain margins to cope for the worst-case device clock drift, ensuring
a reliable operation even on low-cost hardware. A beacon skipping mechanism is
implemented so that devices only realign their internal clock when their current
drift is likely to exceed the margin length. This way, the energy devices spend
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listening to incoming beacons is minimized.
LoRaSync was implemented on an experimental testbed, showing its capability

to successfully correct the timing errors and keep the clock drift below the maximum
threshold allowed even on a real-hardware setup. This proof-of-concept also reveals
the impact of capture effect in a realistic setup.

All in all, LoRaSync provides a robust and energy efficient basis to allow de-
velopment of slotted schemes over LoRaWAN. It must be pointed out that the
simple Slotted ALOHA scheme used in this paper to demonstrate the viability of
the mechanism is not flawless. For instance, a severe competition occurs during
the first timeslot due to traffic accumulating during the beacon reserved and guard
intervals. In that, more advanced schemes such as scheduling techniques should be
developed, and LoRaSync has been designed as robust cornerstone able to support
these future improvements. Besides, the TREMA switching mechanism allowing to
select synchronous or asynchronous access schemes depending on the traffic load
should be implemented, and improved to also adapt the slot size. Finally, all these
contributions should be extended to operate in multi-gateway scenarios as well.

In the next chapter, we will feed the main observations made on the testbed back
into performance models as a means to provide accurate performance evaluation
tools for our protocols. In details, we integrate all the specificities of LoRaSync-
operated networks to the usual ALOHA theory, which allows us to derive the most
energy efficient slot size for any offered load. As a second contibution, we account
for the Capture Effect in our throughput modeling thanks to an experimental eval-
uation of capture occurrences.
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Back to Theory: Accurate
Modeling to optimize the

protocol performances

Dans le chapitre précédent, nous avons montré par l’expérience que les modèles
utilisés jusque là pour évaluer les performances réseau ne correspondent pas à la
réalité. En conséquence, ce chapitre propose de mettre à jour notre modélisation
mathématique avec tous les éléments observés sur le banc de tests. Tous d’abord,
nous introduisons des modèles de débit et d’efficacité énergétique adaptés aux
réseaux utilisant notre mécanisme de synchronisation. Cela permet ensuite de
trouver la taille de slot optimale pour n’importe quelle charge de trafic. Ce résultat
pourra être ainsi utilisé pour améliorer le mécanisme adaptatif présenté au chapitre
3 dans de futures contributions.
Dans la deuxième partie de ce chapitre, nous réalisons une étude expérimentale
de l’effet capture afin de décrire le comportement observé sur le banc de tests.
Plusieurs scénarios de transmission sont décrits et reproduits un grand nombre de
fois afin d’estimer la probabilité de capture dans chaque situation. Les coefficients
sont ensuite aggrégés pour obtenir un modèle de débit décrivant fidèlement nos
traces réseau. Nous montrons enfin que de futures contributions sont encore néces-
saires pour généraliser cette modélisation à d’autres topologies de déploiements. En
effet, des modèles d’une grande précision seront également nécessaires pour piloter
le mécanisme de décision du protocole adaptatif présenté au chapitre 3.
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In the previous chapter, we have implemented Pure and Slotted ALOHA on
real LoRa devices, leveraging the LoRaSync synchronization mechanism for Slot-
ted ALOHA. In order to assess the performances of large-scale LoRaSync-enabled
networks, this chapter first tackles the establishment of associated throughput and
energy efficiency models. These models notably account for slot size variations,
reception slot enlargements and the proposed beacon skipping mechanism. They
additionally have been validated through the LoRaWAN-sim simulation environ-
ment. With these models, we evaluate the impact of the LoRaSync slot size on the
overall energy efficiency of the network. Remarkably, the slot size has a twofold
impact on the network behavior. On the one hand, increasing the slot length re-
duces the number of slots that fit into the slotframe, thus reducing the maximum
achievable throughput. On the other hand, using large slots also allows devices to
stay synchronized for longer time periods without receiving beacons, thus reducing
their overall power consumption. As a consequence, we discovered that setting up
the proper slot size value is functional to fit the best trade-off between throughput
and power consumption. We therefore provide a methodology to determine the
most energy efficient slot size for any traffic load.

A notable finding of the previous chapter is that our usual ALOHA models failed
to accurately picture the real-world throughput. Indeed, these models [Rom 1991]
are based on the hypothesis that two colliding frames are inevitably lost. However,
recent findings [Bor 2016, Noreen 2018] prove that the capture effect occurs in such
deployments. This physical layer phenomenon describes the possibility that when
several frames are transmitted simultaneously on a radio medium, the one featured
with the highest Received Signal Strength Indication (RSSI) at the receiver may
successfully be demodulated. The second part of this chapter therefore provides
new throughput models that picture the network performances more faithfully by
taking the capture effect into account. Due to the unpredictable nature of the radio
medium, the occurrence of capture events is subject to randomness. To quantify
this random component and take it into account in our modeling, we combine the
theoretical approach with testbed measurements. For this purpose, we first of all
establish the theoretical occurrence probabilities of several transmission scenarios.
Then, each scenario is reproduced for a large number of iterations on an experi-
mental testbed in order to estimate the capture probability in such situation. All
scenarios are finally aggregated, and the resulting experimental models prove to be
consistent with real throughput measures gathered on the same testbed. In an effort
assess present and future MAC protocols for LoRa, the Pure and Slotted ALOHA
access schemes are both evaluated. Besides an overall increase of the maximum
achievable throughput, the occurrence of capture events imply that some devices
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benefit from a greater share of the total throughput than others. Indeed, transmit-
ters featured with the highest average signal power at the receiver will prevail in
most capture scenarios. Their frames therefore have more chances to be success-
fully demodulated than the average. In that, the network fairness is degraded. In
an effort to quantify this phenomenon, Jain’s fairness index [Jain 1991] has been
computed with our experimental data. Results show that the fairness degrades as
the traffic load increases, for both the Pure and Slotted ALOHA schemes.

The rest of this chapter is organized as follows. Section 5.1 presents the mod-
eling of LoRaSync and shows how it can be leveraged to optimize the slot size.
Then, section 5.2 presents our methodology to establish experimental models that
accurately describe the occurrence of capture events on our testbed setup. Section
5.3 draws concluding remarks and discloses research perspectives.

5.1 Modeling and optimizing LoRaSync

This section presents the throughput, power consumption and energy efficiency
models used to evaluate the performances of LoRaSync-operated networks. For the
sake of comparison, both Class A (i.e. Pure ALOHA) and a Slotted ALOHA scheme
running on top of LoRaSync will be assessed. It has been shown that bidirectional
traffic drastically weighs on the throughput of LoRa networks [Pop 2017]. For
this reason, transmissions do not require acknowledgments in the scope of this
contribution. In the scope of this section we do not account for the Capture Effect,
we therefore assume that overlapping frames are necessarily lost.

The most usual ALOHA throughput modeling with a finite number of devices,
has been presented in section 3.1. In order to realize a similar modeling in Lo-
RaSync-operated networks, we introduce q as the probability that exactly one device
generates a frame for the duration of a slot. We once again leverage the exponential
law:

q = p
[
X ≤ Lslot

ToAmax

]
= 1− e−λ

Lslot
ToAmax (5.1)

Besides, the ks coefficient is introduced as a means to represent the actual trans-
mission time available per slotframe:

ks = nslots · ToAmax
BEACON_PERIOD (5.2)

Using once again the binomial coefficient to compute the probability that exactly
one device generates a frame during the duration of a slot, the average slotted
ALOHA throughput Ts (in erlangs) is equal to:

Ts = ksnq(1− q)n−1 (5.3)

In order to model the energy efficiency of the devices, their power consumption
(P) must first be computed. This is done by considering its value in the trans-
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mission, reception and sleep states separately. We note PTX, PRX and PSLEEP the
power consumption of a typical SX1276 LoRa transceiver in transmission, recep-
tion and sleeping states respectively, when equipped with a 3.3V battery voltage
[Semtech Corporation 2019]. It is computed with the transceiver’s supply current
in the considered state, respectively 20, 10.8 and 0.2 · 10−3 mA. Our modeling ac-
counts for the LoRaWAN 30 ms. reception slots following the uplink transmissions
(i.e., RX1 and RX2). For this purpose, we introduce the slot listening rate ρs:

ρs = λ · 2 · 0.03
ToAmax

(5.4)

The overall network power consumption therefore is:

Pp =
[
λPTX + ρsPRX + (1− λ− ρs)PSLEEP

]
· n (5.5)

For the Class S model we need to additionally consider the time spent in a
receiving state for beacon reception purposes. We define the device beacon reception
period Tbcn as:

Tbcn = BEACON_PERIOD · (nskip + 1) (5.6)

The beacon time on air is noted ToAbcn. With LoRaSync, the beacon reception
window is enlarged to cope for the worst-case drift that can occur during Tbcn with
a drift coefficient d and a noise margin ν. Indeed, the device transmission may be
shifted by an offset ranging from −d · Tbcn − ν to d · Tbcn + ν. At the end of the
beacon reception, the device switches its radio to sleep mode, so that the elapsed
listening time may range from ToAbcn to ToAbcn +2 · (d ·Tbcn +ν) depending on the
transmission offset. We assume that the drift coefficient d of all devices is uniformly
distributed in the interval ±d, therefore the average time spent in listening mode
is d · Tbcn + ν. As a result, the beacon listening rate ρb is:

ρb = ToAbcn + d · Tbcn + ν

Tbcn
(5.7)

The power consumption model can then be expressed as such:

Ps =
[
(ρs + ρb)PRX + λPTX + (1− ρs − ρb − λ)PSLEEP

]
· n (5.8)

The energy efficiency (E) is expressed in Bytes per Joule and can be obtained by
dividing the throughput by the power consumption. The throughput must however
be expressed in bytes per second first, which is achieved by the term bytespkt

ToApkt
in

the equations below. The energy efficiency models for Pure and Slotted ALOHA,
respectively Ep and Es, are therefore:

Ep = Tp
Pp
·
bytespkt
ToApkt

(5.9)
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Es = Ts
Ps
·
bytespkt
ToApkt

(5.10)

5.1.1 Model validation and analysis

Table 5.1: Simulation parameters

Parameter Value
Simulation duration 24 hours
Number of seeds 10
Frame time-on-air 389.376 ms
Beacon time-on-air 173.06 ms
δmax 2.56 to 53.76 ms
Data rate DR5 (SF7 with bandwidth 125 kHz)
Frame generation rate Varies from ∼ 0.5 to ∼ 2.5 pkts. / h.
Number of channels 1
Number of devices 2000
Device buffer size 1
nskip Fixed according to δmax
Uplink Duty Cycle Disabled
Downlink data messages Disabled
Acks and retransmis-
sions

Disabled

Sensor voltage 3.3 V
Sensor current intensity 20 mA TX, 10.8 mA RX [Semtech Corporation 2019]

LoRaSync targets large-scale deployments that experience scalability issues with
the legacy Class A. Given the difficulty to approach such a large scale scenario
with a research testbed, the models presented above have been validated using the
LoRaWAN-Sim simulation environment to instantiate a network of 2000 devices.
This analysis is completed by a proof-of-concept implementation on a few devices
(c.f. Section 4.2) to demonstrate the feasibility of our approach. The LoRaWAN
Class A and a Slotted ALOHA access over LoRaSync have been replicated in the
simulator. Additionally, LoRaWAN-Sim integrates a linear clock drift feature that
allows us to replicate the LoRaSync clock correction. The SF has been set to 7 for
the reasons stated in Section 4.1.2. All transmissions occur on a single channel, and
are parameterized with a coding rate of 4/5 with explicit header and cyclic redun-
dancy check enabled. As specified in Section 4.1.3, all frames carry the maximum
payload size allowed by the LoRaWAN specification (i.e. 250 bytes) to minimize the
amount of overhead transmitted by the devices, which results in a ToA of 389.376
ms. LoRaSync was set up with a worst-case drift coefficient d = 20 ppm, which
is a typical value for low-quality crystals found in such cheap hardware. Through-
out this analysis, error bars represent 99% confidence intervals along the x and y
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Figure 5.1: Throughput model and simulation results

axes computed with Student’s t law. In order to facilitate the reproduction of our
experiments, detailed simulation parameters are provided in Table 5.1.

The simulated throughput for Pure and Slotted ALOHA are compared to the
models in Figure 5.1, and the energy efficiency equivalent is displayed in Figure 5.2.
In all cases, the model curves match the simulation results, showing the consistency
between the modeling and the protocol implementation on LoRaWAN-Sim. In
each plot Class A is compared to LoRaSync for several slot sizes. This comparison
notably shows that the models faithfully capture the impact of the transmission
margin size on the overall performances, which will be relevant for the analysis of
Section 5.1.2. Specifically, the chosen slot sizes correspond to the δmax values of 2.56,
12.8, 28.16 and 53.76 milliseconds. Since the worst-case drift coefficient d has been
fixed to 20 ppm and that the simulator drift follows a linear trend without noise, the
nskip values can be very easily deduced. Indeed we know that any device is subject
to drift of a maximum of 20 · 10−6 · 128000 = 2.56 milliseconds in the duration of
a single beacon window. Therefore, we have in this case nskip = (bδmax/2.56c − 1).
Interestingly, δmax values lower than 2.56 milliseconds can not be allowed because it
is the drift experienced between the smallest possible interval between two beacon
receptions. The selected δmax then result in nskip values of 0, 4, 10 and 20.

When focusing on the observed performances, Figure 5.1 also shows the good op-
eration of the LoRaSync synchronization, since the slotted access allows to nearly
double the maximum achievable throughput as expected. Regarding energy effi-
ciency we find the result already presented in Chapter 3, which is that Class A
performs better for low generation rates and the slotted access becomes preferable
when traffic rate is higher than the threshold τp/s1. With this network configura-
tion, and if we consider 53.76 ms to be the upper bound to δmax, τp/s1 is equal to
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Figure 5.2: Energy efficiency model and simulation results

0.34 erlangs. This value strongly depends on the hypothesis that devices are fea-
tured with a 20 ppm. drift, which was checked with our devices as we saw in Figure
4.1. Using devices of higher quality will naturally increase the Slotted ALOHA
efficiency and move the crossing point towards a lower rate. More interestingly,
Figure 5.2 shows that the value of δmax, and therefore the slot size, has a strong
impact on the network energy efficiency. Indeed, for a generated traffic range of
0.34 to 0.6 erlangs the maximum energy efficiency is attained when δmax = 53.76
ms (nskip = 20). Then the δmax = 28.16 ms (nskip = 10) curve is the best un-
til 1.2 erlangs and finally δmax = 12.8 ms (nskip = 4) prevails above that point.
These intervals are represented by the τs1/s2 and τs2/s3 thresholds in Figure 3.7.
We remark that the curve associated with δmax = 2.56 ms (nskip = 0) is never op-
timal in terms of energy efficiency. This is consistent with the preliminary results
presented in chapter 3 that already showed that the beacon-skipping mechanism
was unavoidable when trying to optimize energy efficiency. We also notice that the
optimal amount of skipped beacons decreases as the traffic load increases. In order
to further explore this finding, the next part sheds some light on the relationship
between slot size and energy efficiency.

5.1.2 Slot size optimization

This part aims at evaluating the impact of the LoRaSync slot size on the network
performances. Indeed the slot margin length δmax has an effect on the maximum
achievable throughput, but also on the synchronization periodicity which in turn
alters the device power consumption. This makes it a relevant parameter to consider
when optimizing energy efficiency. In order to represent a realistic scenario, the
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Figure 5.3: Energy efficiency as a function of the slot size (2000 devices)

models presented in the previous Section has been used to analyze the same large-
scale deployment of 2000 devices.

From equation 4.3 we know that the slot size depends on δmax, which represents
the maximum device drift allowed. Increasing δmax will result in larger slots, ulti-
mately decreasing the number of slots per slotframe and the overall throughput. On
the other hand the bigger δmax, the more devices are able to drift. This means that
they are able to skip more beacons. Each additional beacon skipped reduces the
overall device power consumption. Energy efficiency, defined as the ratio between
the throughput and power consumption, thus strongly depends on the slot size. It
has been plot as a function of the slot size and generated traffic in Figure 5.3.

At each rate, the slot size associated with the maximum energy efficiency is
represented by the black dashed line. The line is only traced for generation rates
bigger than the τp/s1 threshold introduced in Figure 5.2. Indeed the asynchronous
Pure ALOHA access should be preferred in terms of energy efficiency for rates
lower than this threshold, it is therefore useless to consider the slot size there.
This line shows that the optimal slot size decreases as the network load increases.
Remarkably, with the same maximum ToA, smaller slots mean that devices are
allowed to drift of a smaller amount. As a result a shorter synchronization period
is required, which implies consuming more power in beacon receptions. Such short
margins are therefore only suitable for high transmission rates. Conversely, wide
slots allow to space out synchronization events, but reduce the number of slots
available per slotframe. This allows to save power at the cost of a reduced maximum
achievable throughput, which is not a problem when the traffic load is low. In a
nutshell the more traffic there is, the more the margins should be reduced.

All in all, this result shows that the slot size should ideally be adapted to the
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traffic load in order to maximize energy efficiency. We presented in Chapter 3
the TREMA mechanism to dynamically switch between Pure and Slotted ALOHA
depending on the probed traffic conditions. Interestingly, this work could easily
be extended to dynamically adapt the slot size to the generated load in order to
further optimize the energy efficiency of the network.

5.2 Modeling the Capture Effect

This section presents our experimental models to faithfully picture the occurrences
of the Capture Effect observed on our research testbed. It is organized as follows.
First, section 5.2.1 provides background on the capture effect and its impact on
LoRa deployments. Our experimental throughput models are introduced in Section
5.2.2. This modeling is then validated with testbed measures in Section 5.2.3.
Insights on the impact of such effect on the network fairness and a discussion of our
results are given as well.

5.2.1 Background on the Capture Effect

When several frames collide in a wireless network, not all of them are neces-
sarily lost. Indeed, the RSSI difference and transmission offset between the in-
volved frames may allow one transmission to be successfully demodulated by the
receiver. This phenomenon is referred to as capture effect, and has been ob-
served in several types of wireless networks. Semtech typically assumes a 6 dB
co-channel rejection figure [Semtech Corporation 2019]. As a result, some related
works [Georgiou 2017, Goursaud 2015] define a 6 dB RSSI difference between col-
liding frames as a requirement to benefit from the capture effect. However it was
shown in [Croce 2018] and [Fernandes 2019] that capture events could be observed
even with threshold values between a 0 and 5 dB. In [Elshabrawy 2018] this thresh-
old is evaluated in greater details, and expressed as a function of the signal-to-noise
ratio and spreading factor of the considered transmission. These findings therefore
reveal that using a fixed 6 dB value leads to underestimating the actual throughput
and coverage probability of LoRa deployments.

During a capture event, the demodulator behavior differs depending on whether
the strongest packet arrives first or last at the receiver. We will now precisely de-
scribe these scenarios in order to approach related contributions with insightful
details. The LoRa physical frame structure (as presented in the LoRaWAN spec-
ification [LoRa Alliance 2020a]) is recalled in Figure 1.3. In such a frame, the
preamble allows the receiver to detect the presence of a packet, and the synchro-
nization word is used to precisely align the demodulator with the arriving symbols
[Daniel 2019]. After that, the physical header PHDR indicates the data size. The
PHDR_CRC indicates whether a Cyclic Redundancy Check (CRC) will be used
or not. PHYPayload contains the physical payload, and CRC carries the optional
CRC value. In the event of a stronger-first capture scenario (c.f. Figure 5.4a),
the demodulator synchronizes to the packet featured with the highest RSSI. Then,
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Figure 5.4: LoRa receiver synchronization and capture scenarios

it may retrieve its content without being affected by other frames if their relative
power is sufficiently low to avoid interference. However when the frame featured
with the lowest RSSI value arrives first (c.f. Figure 5.4b), the receiver starts its
processing and then detects the preamble of the other one. At this point, it may
be able to re-synchronize to the second frame and process it normally if its relative
RSSI is sufficiently high.

These two scenarios have notably been described in [Whitehouse 2005], where
the authors exploit the capture effect with a collision detection and recovery tech-
nique. They show that this method allows to retrieve information in the failing
frame header for the stronger-last case. Such data can then be used to identify
the terminal that lost a frame and setup a recovery procedure (e.g. trigger a re-
transmission or adapt the device’s transmission parameters). In [Bor 2016], Bor et
al. experimentally measured the probability of occurrence of capture events in a
LoRa network. They notably demonstrated that the capture probability strongly
depended on the transmission offset between the two concurring frames in all cap-
ture scenarios. This fact must therefore be considered when modeling the asyn-
chronous pure ALOHA access scheme, that leads to frame offset variations. In
[Noreen 2018], the CSS technique that characterizes the LoRa modulation has been
mathematically modeled while accounting for the capture effect. Results show that
a successive interference cancellation technique could also take advantage of the
capture effect to decode even the weaker LoRa signal, thus further improving the
network performances. This interference mitigation strategy has also been explored
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in [Petroni 2022], which additionally proposes to combine information from all re-
ceiving gateways to achieve a more reliable decoding.

The impact of capture effect on the throughput of wireless networks is a well-
known topic, and has been modeled in the context of Pure [Roberts 1975] and
Slotted [Arnbak 1987] ALOHA access schemes. Interestingly, several recent contri-
butions have studied the interactions between the capture effect and some charac-
teristics of LoRa networks. In [Bankov 2017], Bankov et al. evaluate the Packet
Error Rate with numerical results, and validate them with simulations. Contrary to
us, they focus on LoRaWANs using acknowledgments and retransmissions. Besides,
we validate our models with experimental data instead of simulations. The authors
of [Sorensen 2019] propose another model that additionally considers the multi-
ple demodulating paths available on typical LoRa gateways. Indeed most gateway
concentrators are capable of demodulating up to 8 frames in parallel, which has
an impact on the network capacity especially when several orthogonal Spreading
Factors (SF) are used. The authors additionally tackle the problem of Spreading
Factor allocation, and use simulations to validate their numerical results. Contrary
to them, we focus on experiments with the smallest SF because it offers the highest
data rate and lowest energy consumption. An experimental evaluation of the cap-
ture effect has also been led in [Fernandes 2019], in which the capture probability is
assessed for a range of RSSI differences between several LoRa frames. Experimental
data is then fed into a simulator to evaluate the overall network performances, but
no model is derived. To the best of the author’s knowledge, the mathematical and
experimental approaches have never been jointly applied to LoRa networks in the
existing literature. This paper therefore provides new models that accurately de-
scribe the LoRa performances thanks to an experimental evaluation of the capture
effect. We additionally use Jain’s index to quantify the fairness drop induced by
capture events.

The modeling methodology used in this paper is in fact inspired of
[Kosunalp 2015]. Indeed, Kosunalp et al. evaluated the capture effect in IEEE
802.15.4 networks (for Pure ALOHA only) by experimentally assessing several trans-
mission scenarios and modeling the occurrence probability of each. We apply this
idea to Pure and Slotted ALOHA access schemes, and extend it to account for
single packet failures as well.

5.2.2 Throughput modeling with capture

The most common ALOHA throughput models [Rom 1991] are derived considering
that two or more (even partially) overlapped frame transmissions do not allow the
correct decoding of any frame. In a real-world deployment, these hypotheses are not
necessarily met. For the case of a single ongoing transmission, unfavorable channel
conditions may lead to a failure. This is emphasized by the fact that LoRa operates
over unlicensed ISM bands, in which many concurring networks are potentially
interfering with each other. On the other hand, when several transmissions overlap,
the strongest one in terms of Received Signal Strength Indication (RSSI) may still
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be demodulated by the gateway according to the capture effect.
In order to determine more accurate Pure and Slotted ALOHA throughput mod-

els, we conduct an experimental study inspired from the methodology presented in
[Kosunalp 2015]. We consider the overlapping transmission of 1 up to 3 frames for
Pure ALOHA, and up to 5 for Slotted ALOHA. By noting i the number of over-
lapping transmissions, we define the occurrence probabilities Pi (for Pure ALOHA)
and P ∗i (for Slotted ALOHA) of such events (c.f. Section 5.2.2.1). These scenarios
are then reproduced for a large number of iterations on the real hardware testbed
in order to evaluate their respective success coefficients Ci and C∗i , representing the
average probability that a packet can successfully be demodulated in each scenario
(c.f. Section 5.2.2.2).

The Pure ALOHA throughput T (in Erlangs) is naturally obtained by aggregat-
ing the success probabilities of all the three scenarios, weighted by their respective
success coefficients:

T =
3∑
i=1

(
PiCi

)
(5.11)

Setting up a Slotted ALOHA scheme requires a means to share a common time
reference with all terminals. For this purpose, we leverage the LoRaSync mechanism
introduced in Chapter 4 because it ensures an energy efficient synchronization while
being robust to clock drift issues. With LoRaSync, margins are added to each slot
based on the worst-case drift that may occur between two synchronization events.
A portion of the time is also reserved for the reception of synchronization beacons.
When computing the Slotted ALOHA throughput (in Erlangs), we must therefore
consider the fraction of time available for transmissions α :

T ∗ = α ·
5∑
i=1

(
P ∗i C

∗
i

)
(5.12)

5.2.2.1 Transmission scenarios and their occurrence probabilities

For this modeling, we make the hypothesis of a finite number of devices n generating
a Poisson traffic with parameter λ. All frames are featured with the same Time
on Air (ToA), which is used as the reference time unit. For Pure ALOHA, we
know the probability p that any device generates a frame during such time unit
from equation 3.1. We consider the scenarios where the transmissions of 1, 2 and 3
frames are overlapped. This access scheme operates smoothly for low traffic loads,
where higher-order overlaps are very rare and can be neglected. For the single
frame transmission scenario, we introduce the probability P1 that one and exactly
one device transmits a frame during a time unit. It is in fact equal to the classical
Pure ALOHA throughput model presented in section 3.1, in which capture effect is
not considered.

P1 = np(1− p)2(n−1) (5.13)
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Table 5.3: Measured success coefficients

C1 C2 C3 C∗1 C∗2 C∗3 C∗4 C∗5
0.88 0.42 0.23 0.88 0.49 0.44 0.25 0.19

The probabilities that 2 and 3 packets overlap during a time unit, respectively
P2 and P3, have been computed by Kosunalp et al. [Kosunalp 2015], and their
expressions are:

P2 = n(n− 1)p2
((1− p)2(n−2)

2 + (1− p)2n−3
)

(5.14)

P3 = n(n− 1)p3(1− p)2(n−2)

2 (2n− 3) (5.15)

As mentionned before, LoRaSync uses margins to handle the device clock drift.
For this reason, the LoRaSync slot size Lslot is bigger is than the frame ToA. We
therefore define p∗ the probability that any device generates a frame during such a
slot:

p∗ = 1− e−λLslot (5.16)

For Slotted ALOHA the transmission scenarios are easier to model and experi-
mentally reproduce because frames always arrive simultaneously on the transmission
medium. We therefore consider the cases of 1 to 5 simultaneous transmissions. The
probability P ∗i that exactly i frames are generated for the duration of a LoRaSync
slot can be expressed with the binomial coefficient:

P ∗i = P (i in n) = n!
i!(n− i)!p

∗i(1− p∗)n−i (5.17)

5.2.2.2 Experimental setup and capture coefficient measurements

In this part we detail all experiments used to measure the success coefficients Ci
and C∗i , which represent the probability to correctly demodulate a frame in sev-
eral transmission scenarios. All resulting values are provided in Table 5.3. An
experimental LoRa testbed has been setup with LoPy 4 devices, a Raspberry Pi 3
gateway equipped with an IMST IC880A LoRa concentrator and a custom network
server. In this contribution we are not studying the impact of very heterogeneous
RSSI values on the capture coefficients. Indeed, as mentioned in Section 5.2.1, it
was shown that the capture effect could be observed even with RSSI gaps below 6
dB. We therefore minimize the RSSI variation by placing all devices next to each
other, and setting the transmission power to the maximum 14 dBm value on all of
them. The following experiments show that capture events can be witnessed even
when all devices are setup identically. We need to synchronize all devices on the
same time reference to reproduce the following experiments consistently. For this
purpose, we use the LoRaSync synchronization mechanism (c.f. Chapter 4). This
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way we are able to tightly control transmission offsets while keeping the timing error
below 5 ms. Herein, we use an outdoor gateway equipped with a GPS chip in order
to trigger synchronization beacons with great precision. To facilitate experiments,
devices are placed indoor are therefore not in a direct line of sight with the receiver.
It should be noted that even with this setup where all devices are setup identically,
we still witness an uneven RSSI distribution as we will see in Section 5.2.3.2. These
received power differences may be imputed to small differences in the positioning
of antennas, multipath fading and uncertainties in each hardware component. In
any case, our approach consists in estimating the capture coefficients for our setup
through the repetition of capture scenarios, and for that we do not need to know
the exact RSSI differences between frames nor what causes them. SF7 is used in
conjunction with the typical 125 kHz bandwidth for all experiments throughout
this paper, and only the 868.1 MHz channel is used. In an effort to minimize the
amount of transmitted overhead, all frames are featured with the maximum ToA
allowed for SF7, i.e. 389.376 ms.

For the asynchronous transmissions occurring when using a Pure ALOHA ac-
cess scheme, the capture probability depends on the degree of overlap between the
interfering packets [Bor 2016, Kosunalp 2015]. In order to evaluate the 2 packets
overlap case, the experiment represented in Figure 5.5a has been reproduced for 15
evenly spread offset values. At each offset, over 200 repetitions have been realized
for statistical relevance. We then compute 15 intermediary capture coefficients by
dividing the number of capture events (i.e., a frame coming from one of the two
devices has successfully been demodulated) by the number of iterations. C2 is fi-
nally obtained by averaging all intermediary coefficients. For the 3-packets overlap
case, the experiment represented in Figure 5.5b has been realized. This time we
vary the offset between the second and third packet, and a fixed 50 ms offset is used
between the first two. A similar approximation has been done in [Kosunalp 2015],
because varying both offsets would result in an extremely large number of cases to
be evaluated. Such assumption proved to be reasonable, as we will see in Section
5.2.3 that the resulting model fits experimental results. Like before, C3 is obtained
by averaging the coefficients of all offsets.

In order to measure the C∗i coefficients, we trigger slotted transmissions with i
simultaneous devices. Since this time no offset variation is required, running the
experiments is much faster. This allowed us to measure the coefficients up to i = 5.

5.2.3 Experimental results and discussion

5.2.3.1 Model validation with experimental data

In this Section we compare the models established above to performance measure-
ments performed on the real-hardware testbed. 10 devices are used to generate a
wide range of traffic loads. Both Pure ALOHA and a Slotted ALOHA access built
over LoRaSync are evaluated. For each generation rate the network runs for 30
minutes, and the throughput is sampled every minute. In each plot errorbars rep-
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Figure 5.5: Pure ALOHA capture coefficient measurement

resent 95% confidence intervals computed with Student’s t law. The experimental
throughput (in Erlangs) is computed by dividing the successful transmission time
by the considered duration:

Texp. =
∑

pkt∈received ToApkt

duration (5.18)

The experimental throughput for Pure and Slotted ALOHA are compared to
our models in Figure 5.6. The usual models that do not take capture effect into
account [Rom 1991] are also provided for the sake of comparison. It is clear that our
experimental models faithfully represent the experimental data, while the ones that
do not account for capture effect widely underestimate the real-world throughput.
For low rates the curves perfectly match, and when the rate increases the model
becomes more pessimistic. This is due to the fact that at high rates the probability
of a capture event involving many concurring devices increases, and that we have
only modeled up to 3 simultaneous devices for Pure ALOHA and 5 for Slotted
ALOHA. For generation rates between 0 and 1.5 Erlangs the model falls within
experimental errorbars, and is therefore considered to be validated.

5.2.3.2 Impact on the network fairness

It has been shown that the capture effect has a negative impact on the fairness
of LoRa networks [Reynders 2018]. To quantify this side effect in our testbed, the
contribution of each device to the overall Pure and Slotted ALOHA throughput
has been displayed in Figures 5.7a and 5.7b respectively. The average RSSI of the
successful transmissions of each device is provided and has been used to sort them.
It clearly appears that the devices featured with the strongest average signal power
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Figure 5.6: Throughput model validation with experimental results (10 devices).

at the receiver are favored in terms of throughput. For instance, for a generated
load of 1 Erlang, the weakest of the 10 devices participates up to 5.5% of the
useful slotted traffic while the strongest produces 16.6%. Therefore, even in our
simplistic testbed where all devices are placed at the same location and use the same
transmission power, one device may benefit from three times as many successfully
demodulated frames as another. This supports the claim that the capture effect
may jeopardize the overall fairness of a LoRa network, especially because in a more
realistic deployment devices would be much more spread apart which would result
in larger RSSI differences.

In order to quantify this loss of fairness, we additionally compute Jain’s index
[Jain 1991] with our experimental data. Such index is independent of the through-
put scale, continuous, bounded between 0 and 1 and applies for any population size.
As a result, it is widely used in the networking community to analyze how fairly a
given bandwidth is shared between traffic flows. By noting n the number of devices
and Ti the success rate for device i, Jain’s Fairness Index J is computed as such:

J = (
∑n
i=1 Ti)2

n ·
∑n
i=1 T

2
i

(5.19)

J has been plotted in Figure 5.8 for the Pure and Slotted ALOHA access
schemes. First of all, we notice that no major difference can be witnessed between
the Pure and Slotted ALOHA accesses. Besides, we observe that the Jain’s index
general trend is to decrease when the traffic load increases. This is due to the fact
that when more frames are generated, the occurrence probability of capture events
increases. Therefore, the devices featured with the highest average RSSI values are
able to successfully transmit more frames than the others, which in turns decreases
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Figure 5.7: Throughput per device

the overall fairness.

5.2.3.3 Discussion

The models in this contribution are established with the strong assumption that the
capture coefficients are constant. In reality, each coefficient should depend on the
RSSI difference between the concurrent packets. This simplification is acceptable
for our testbed because all devices are all similar and close one to another, there-
fore their RSSI difference does not vary much. Besides we focus our analysis on
SF7, and it was shown in [Elshabrawy 2018] that this parameter affects the capture
coefficients as well. In fact in this preliminary work we are not investigating the
causes of the capture effect, but simply quantifying its impact in a simple setup.
Further modeling is therefore desired in future contributions to adapt these coeffi-
cients to other deployments. It remains interesting to witness that the small RSSI
differences occurring in the testbed are sufficient to trigger capture events. We can
safely expect that the capture effect would even be more impacting in a realistic
large-scale deployment in which devices are spread far apart.

5.3 Conclusions and perspectives

In the first section of this chapter, throughput, power consumption and energy ef-
ficiency models were established to assess the performances of the Slotted ALOHA
scheme built on top of LoRaSync. This access scheme was compared to the asyn-
chronous Pure ALOHA access, and the LoRaWAN-Sim simulator was used to verify
the consistency of the results. Such modeling ultimately allows to find the most
efficient slot size for any traffic load. Results show that the more traffic is gener-
ated, the smaller margins should be in order to maximize energy efficiency at all
times. Such a finding is important to define energy efficient MAC protocols that
adaptively adjust their behavior to the network load. Indeed, including a slot size
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adaption to the TREMA mechanism presented in chapter 3 would be an interesting
research perspective to optimize the protocol even further.

In the second section of this chapter, we provide experimental models to accu-
rately picture the performances of a LoRa network subject to the capture effect. To
achieve this goal, several transmission scenarios are described and their occurrence
probabilities are established. Each scenario is repeated for a large number of itera-
tions on an experimental testbed in order to measure the probability of a success.
The resulting models prove to be consistent with the performances observed on the
testbed. All in all, the capture effect increases the maximum achievable throughput
compared to the expectations provided by more classical Pure and Slotted ALOHA
models. However the existence of such effect seriously jeopardizes the network fair-
ness in LoRa deployments. As a matter of fact, even in our small scale setup with
minimal RSSI variations, Jain’s fairness index significantly drops when the traffic
load increases. A more thorough analysis of the capture coefficients is highly needed
in future contributions. Indeed we made the hypothesis that these coefficients were
constant, when in reality they should be expressed as a function of the RSSI differ-
ence between the concurring frames. Tackling this challenge will be mandatory in
order to accurately model the throughput of real-life, large-scale LoRa deployments.



Chapter 6

Conclusion and Future Works

Ce dernier chapitre conclut ce manuscrit de thèse et relate les pistes de recherches
futures identifiées au cours de son élaboration. En un mot, nos travaux montrent
que la conception de modes d’accès scalables et énergétiquement efficients pour
les réseaux LoRa nécessite de mettre en place des mécanismes adaptatifs capables
de réagir aux variations de la charge réseau. Spécifiquement, le protocole doit
être capable de synchroniser et désynchroniser les terminaux dynamiquement en
fonction de la charge réseau sondée, sélectionnant ainsi toujours la stratégie la plus
efficiente.
Dans le processus d’élaboration d’un tel protocole, nous avons tiré parti de modéli-
sations mathématiques, de simulations et d’expériences réelles. Chaque approche
a ses avantages, ainsi les utiliser de manière complémentaire nous a permis de
construire une représentation fidèle des performances réseau et d’optimiser les
paramètres de notre stratégie d’accès. Cependant, d’additionnelles recherches
sont toujours requises pour élaborer des modèles versatiles capables de représenter
une large variété de topologies réseau. De tels outils seraient capables de piloter
le mécanisme de décision de notre protocole adaptatif et ainsi de permettre son
implémentation dans différents environnements.
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By providing cheap devices with low power and long range communication
capabilities [Mekki 2019], Low Power Wide Area Networks (LPWAN) keep gain-
ing relevance in industrial and research environments. In particular, Long Range
Wide Area Networks (LoRaWANs) have emerged as a very promising technology
to support a wide range of distributed sensing applications [Rizzi 2017b]. In the
current state-of-the-art, a very simple Pure ALOHA scheme is used in such net-
works. Such a scheme dwarfs the network capacity to 18% [Abramson 1970]. Given
the growth of IoT traffic that has been witnessed in the past years, the research
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community has raised strong concerns regarding the scalability of such deploy-
ments [Mikhaylov 2016, Bor 2016, Bankov 2016, Georgiou 2017, Adelantado 2017,
Van den Abeele 2017, Yousuf 2018]. On the other hand, low-power LoRa devices
are typically powered by batteries whose lifetime must be maximized. In that, the
protocol design must consider energy efficiency as a prime requirement. In this the-
sis, we therefore tackle the design of a scalable, yet energy efficient MAC protocol
for LoRa networks.

6.1 Thesis contributions

In chapter 1, we present the LoRa modulation and LoRaWAN protocol, and high-
light the reasons behind the aforementioned scalability limitations. Chapter 2 then
presents the main existing access strategies for wireless networks, and takes stock
of relevant contributions introducing MAC layer improvements for LoRa. We show
that no solution is able to conciliate network capacity, energy efficiency and adapt-
ability in this current landscape. We argue that among the possible access strate-
gies, the best solution to address this challenge with the current technical limitations
is to use synchronization to setup a slotted scheme. Additionally, we state that the
only scalable synchronization strategy that does not require additional hardware
is to leverage beacon broadcasts. Indeed, using individual acknowledgments would
not be applicable to large networks because of downlink Duty Cycle limitations,
and because LoRa gateways are half-duplex.

In Chapter 3, we first provide theoretical background on pure and slotted
ALOHA protocols. Then, we introduce Class S as an extension of the LoRaWAN
Class B that allows the development of slotted access schemes in accorance with
the specificities of LoRa. A notable conclusion of this first contribution is that
a beacon-skipping mechanism is highly desired in order to guarantee a satisfying
energy efficiency for end-devices. If such a mechanism is implemented, we show
that the slotted access is able to significantly improve the overall network capacity
while being more efficient than the legacy Class A for a wide range of traffic rates.
The Pure ALOHA strategy only remains preferable for very low network loads. In
that, we state that a switching mechanism is desired to adapt the access scheme
to the traffic conditions and select the most energy efficient strategy at all times.
As a result, we tackle the design of such a switching mechanism, named TREMA.
This system relies on a prior fingerprinting of a given deployment to assess its
performances under a wide range of traffic loads. TREMA leverages this finger-
print to probe the current network conditions, and decide whether a synchronous
or asynchronous scheme should be used. A signaling protocol is also introduced to
trigger the protocol switch when needed. Simulation results show that our switch-
ing mechanism is able to follow variations of the offered load, and maximize the
overall energy efficiency at all times.

In Chapter 4, we tackled the implementation of Class S on real-hardware, which
required the consideration of additional constraints. A LoRa testbed has been setup
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for this extent. In details, the clock drift of LoPy 4 chips has been measured and
modeled. Guard times are added to Class S slots based on the worst-case drift
derived from this modeling, and the length of these margins is directly linked to
the beacon-skipping mechanism introduced in Chapter 3. The resulting LoRaSync
system is therefore able to provide a robust synchronization to LoRa networks
of any size while guaranteeing an energy-efficient management of the end-devices.
To complete the contribution, LoRaSync has been implemented on our testbed.
The output of this implementation is twofold. First, we show that we are able to
correctly control the timing errors and validate that the synchronization operates
as expected on real conditions. On the other hand, the evaluation of the testbed
performances operating Pure and Slotted ALOHA schemes reveal that the models
used until then underestimate the actual network throughput.

Chapter 5 then tackles the establishment of realistic mathematical models in
accordance with the observations made on the testbed. First, the performances
of LoRaSync-operated deployments have been modeled and validated with simula-
tions. Resulting models have been leveraged to find optimal guard times, and this
analysis concludes that the synchronization periodicity should be adapted to the
traffic load. Such a finding can be used to further improve the TREMA adaptive
mechanism. Second, the main finding we made when studying the testbed was that
the capture effect frequently occurs in real-world LoRa networks. As a result, we
propose experimental models to quantify the impact of such an effect on the overall
throughput. These models are consistent with the observed network performances,
which confirms that we master the behavior of our network.

6.2 Lessons learned

All in all, this manuscript provides several building blocks to support the implemen-
tation of novel energy-efficient, yet scalable MAC layer schemes for LoRa networks.
We have seen that there is no one-fits-all solution, and that future protocols must
be able to adapt to traffic variations to always maximize the end-devices’ energy-
efficiency. In details, the network should be able to dynamically synchronize or
desynchronize, and adjust the slot size and synchronization periodicity when the
slotted access is utilized.

To support this claim, different tools have been utilized during the thesis, all
associated with their advantages and inconvenients. We have leveraged simulations
to represent the behavior of large-scale networks. This approach can be as accu-
rate as desired granted that all desired features are implemented in the simulator.
However the more complex the behavior gets, the longer it takes to generate the
results. Modeling has been used to validate our simulations, and then leveraged
to fine-tune the parameters of our protocol. Once validated, it is very fast to gen-
erate performance estimations with models. However it is much more difficult to
represent complex behavior, so a lot of simplifications are generally made. Finally,
we have implemented our synchronization scheme on real-hardware, proving the
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feasibility of the mechanism in real conditions. Of all methods, hardware imple-
mentation takes the most development and running time, but no hypotheses have
to be made. This is what unveiled some unexpected results such as occurrences of
the capture effect. One weakness of the testbed approach is that it remains difficult
to extrapolate results to large scale deployments. Through the combination of all
three methods, we can reasonably affirm that the soundness of our contribution has
been proven.

6.3 Research perspectives

6.3.1 Improving the fingerprinting process

Many research perspectives have been opened during the thesis. A notable point
of interest regarding the switching mechanism is that its decision mechanism relies
on a fingerprint established a-priori. In details, the throughput, energy efficiency
and gateway idle listening time (GILT) must be characterized as a function of the
generated traffic. To this end, we have performed extensive simulation campaigns
on a specific network topology. In order to run TREMA on any device layout, if
would be beneficial to be able to establish such a fingerprint much more quickly.
Several options are envisaged to do so:

• Mathematical modeling could be used to derive the network fingerprint very
quickly. However we have seen that finding accurate models can be tricky in
real deployments, since many factors (such as the capture effect) intervene.
A first step in this direction has been performed in Chapter 5, with the accu-
rate modeling of the testbed throughput. Yet, more work is still required to
adapt the model to any network topology (more details about this point are
provided in Section 6.3.3). The energy efficiency can easily be derived from
the throughput and generation rate, however a model for the GILT remains
to be found as well.

• Machine Learning methods could also be leveraged to refine the fingerprint
on-the-fly while the network is running. However, this would require the col-
lection of samples making the correspondence between the generated traffic
and the different metrics. To do so, we need to precisely estimate the gener-
ated traffic, which can be done by either through the GILT modeling, or by
having devices transmit additional information about all their transmission
trials.

6.3.2 TREMA improvements and implementation on the testbed

As a major achievement, TREMA should be implemented on the hardware testbed
to demonstrate that the network probing and dynamic protocol adaptation operates
as expected with real devices.
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Its threshold-based switching mechanism should also be improved with hystere-
sis, to prevent the network from switching back and forth when the traffic load is
close to the threshold. Indeed, the energy cost of the switching procedure should
be studied in more details, so that it is triggered only if the benefits in terms of
throughput is worth the transmission and reception of all switching commands.
Besides, we have showed in Chapter 4 that further than dynamically synchronizing
and desynchronizing the network, TREMA should also be able to adapt the slot
size and beacon reception periodicity to the traffic load.

6.3.3 Towards more accurate and versatile throughput models

Another significant finding of the thesis is that we lack models able to accurately
picture the throughput of ALOHA-operated LoRa networks subject to capture ef-
fect. Indeed, most models in the literature that consider this effect rely on RSSI
difference thresholds between colliding frames to determine whether a capture event
occurs or not. Experiment results show that in reality, capture events are triggered
with a probability that depends on the RSSI difference between the frames. We
were able to accurately model the throughput in our testbed by measuring these
probabilities (the capture coefficients) in a simplified layout where all devices are
placed at the same location and use the same transmission power. However, these
coefficients should be studied in more details to adapt this modeling to more realistic
network topologies in which devices are widely spread, and where the RSSI values
are thus far more heterogeneous. Such a contribution would remarkably allow to
estimate the network fingerprint to be fed into TREMA’s switching mechanism in
realistic conditions. Ultimately, the resulting protocol should be adapted to operate
on multi-gateway deployments as well.





Appendix A

Performance models of MAC
protocols

Several models have been used throughout this manuscript to picture the perfor-
mances of several MAC protocols. This Appendix regroups all of these models and
links them to their reference publication.

A.1 Throughput models

A.1.1 Throughput models for theoretical Random Access Proto-
cols

For this modeling, we assume that frame generations follow a Poisson process with
rate λ frames per second, all featured with the same length.

A.1.1.1 Infinite number of devices

Given G the normalized offered load in Erlangs accumulating frame generations
and retransmissions, and S the throughput in Erlangs,

Pure ALOHA [Abramson 1970]

S(G) = Ge−2G (A.1)

Slotted ALOHA [Roberts 1975]

S(G) = Ge−G (A.2)

For CSMA schemes, we define a the ratio between the packet propagation time
and its time-on-air.

1-persistent CSMA [Kleinrock 1975b]

S(G, a) = G[1 +G+ aG(1 +G+ (aG)/2)]e−G(1+2a)

G(1 + 2a)− (1− e−aG) + (1 + aG)e−G(1+a) (A.3)

Non-persistent CSMA [Kleinrock 1975b]

S(G, a) = Ge−aG

G(1 + 2a) + e−aG
(A.4)
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A.1.1.2 Finite number of devices

We now consider a finite number of devices n, each generating traffic according to
a Poisson process with parameter λ. Given p = 1−e−λ the probability that a given
device generates a frame during such time unit and T the overall throughput in
Erlangs,

Pure ALOHA [Kleinrock 1975a]

T (n, p) = np(1− p)2(n−1) (A.5)

Slotted ALOHA [Kleinrock 1975a]

T (n, p) = np(1− p)(n−1) (A.6)

Pure ALOHA with Duty Cycle [Accettura 2020]

T (n, g, q) = ngqn−1 (A.7)

Given ε the Duty Cycle parameter, such that a node transmitting for a duration d
shall then remain silent for d · (ε− 1). The average transmission rate g is expressed
as:

g = λ

1 + λε
(A.8)

Given c the number of channels, the probability q that an end device does not
interfere on the same channel with an ongoing transmission is:

q = 1− 1
c

λmin(ε, 2) + 1− eλmin(ε−2,0)

1 + λε
(A.9)

The proof for this model is provided in [Accettura 2020].
Slotted ALOHA with Duty Cycle
With a similar approach as the one presented in [Accettura 2020], we can derive

the slotted ALOHA throughput model with Duty Cycle:

T (n, g, q) = ngqn−1 (A.10)

g = 1− e−λ

1 + (ε− 1)(1− e−λ) (A.11)

q = 1− 1
c

1− e−λ

1 + (ε− 1)(1− e−λ) (A.12)

A.1.2 Throughput models for LoRa Access schemes

Class A, Class B, Class C
For LoRaWAN Classes A, B and C, the throughput is exactly the same as pure

ALOHA with a finite number of devices. It is provided in equations A.5 (without
DC) and A.7 (with DC). We note it Tp in the rest of this chapter.
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LoRaSync - Slotted ALOHA without Duty Cycle [Chapter 4]

Ts = ksnq(1− q)n−1 (A.13)

With:
ks = nslots · ToAmax

BEACON_PERIOD (A.14)

q = p
[
X ≤ Lslot

ToAmax

]
= 1− e−λ

Lslot
ToAmax (A.15)

Pure ALOHA with capture effect [Chapter 5]

T =
3∑
i=1

(
PiCi

)
(A.16)

With:
P1 = np(1− p)2(n−1) (A.17)

P2 = n(n− 1)p2
((1− p)2(n−2)

2 + (1− p)2n−3
)

(A.18)

P3 = n(n− 1)p3(1− p)2(n−2)

2 (2n− 3) (A.19)

LoRaSync - Slotted ALOHA with capture effect [Chapter 5]

T ∗ = ks ·
5∑
i=1

(
P ∗i C

∗
i

)
(A.20)

With:
P ∗i = P (i in n) = n!

i!(n− i)!p
∗i(1− p∗)n−i (A.21)

p∗ = 1− e−λLslot (A.22)

A.2 Power consumption models

We note PTX, PRX and PSLEEP the power consumption of a typical SX1276
LoRa transceiver in transmission, reception and sleeping states respectively, when
equipped with a 3.3V battery voltage [Semtech Corporation 2019]. It is computed
with the transceiver’s supply current in the considered state, respectively 20, 10.8
and 0.2 · 10−3 mA.

Class A [Chapter 4]

Pp =
[
λPTX + ρsPRX + (1− λ− ρs)PSLEEP

]
· n (A.23)

With:
ρs = λ · 2 · 0.03

ToAmax
(A.24)
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LoRaSync - Slotted ALOHA [Chapter 4]

Ps =
[
(ρs + ρb)PRX + λPTX + (1− ρs − ρb − λ)PSLEEP

]
· n (A.25)

With:
ρb = ToAbcn + d · Tbcn + ν

Tbcn
(A.26)

A.3 Energy efficiency models

Class A [Chapter 4]

Ep = Tp
Pp
·
bytespkt
ToApkt

(A.27)

LoRaSync - Slotted ALOHA [Chapter 4]

Es = Ts
Ps
·
bytespkt
ToApkt

(A.28)
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