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Introduction

The work presented in this manuscript consists in describing topological pumps within the
context of slow-fast quantum systems. Let us first recall briefly the notion of topological
pump before explaining the motivation of this reformulation.

1 Topological pumps

The experimental discovery of the quantized Hall effect by von Klitzing et al. in 1980 [1] is
a breakthrough in the understanding of topology as an alternative to symmetries to char-
acterize phases of matter. This experiment provides a measure of the electric conductivity
of a two-dimensional electron gas at low temperature and under a magnetic field. For high
values of the magnetic field, the transverse conductivity of the Hall sample is measured
to be proportional to a ratio of fundamental constants e/h, with e the electric charge of
an electron, h the Planck constant, and where the proportionality factor is measured to
be an integer with a relative uncertainty lower than 107. Soon after this experimental
discovery, Thouless, Kohmoto, Nightingale, and den Nijs [2], showed that this extreme
precision was of topological origin, deriving the integer factor as a topological invariant,
corresponding mathematically to a Chern number [3-5]. The understanding of the topo-
logical origin of the quantization of Hall conductivity allowed the definition of a new type
of pumps, topological pumps as topological responses of a slowly driven quantum system.

Laughlin pump

This topological property of matter was early discussed in relation with pumping phe-
nomena. In an enlightening gedankenexzperiment, Laughlin [6] considered a Hall sample
wrapped on a cylinder and related the quantized conductivity to a transfer of charges
between the edges. The Laughlin argument was extended by Halperin [7], leading to
a modern interpretation of a quantum Hall pump as a pumping of charge between the
edges of a Hall cylinder as an enclosed magnetic flux is smoothly increased through the
cylinder [8,9]. Seeing this external magnetic flux as a slow drive of the Hall sample, this
quantum Hall pump is the first example of topological pump displaying a quantized re-
sponse of a slowly driven quantum system. This has been realized recently in a synthetic
atomic Hall cylinder [10].
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Thouless pumps

This quantized adiabatic pumping of a time-dependent quantum system was soon gener-
alized beyond the quantum Hall effect to a driven one-dimensional band insulating crystal
by Thouless [11]. For a suitable periodic time-dependence, exemplified by the Rice-Mele
model [12], Thouless showed the appearance of a quantized steady current in the bulk
of the crystal. The quantization involves the same topological invariant as the quan-
tum Hall effect, a Chern number. Such topological pumping can be characterized by a
quantized anomalous velocity for semiclassical states of non-interacting particles in an
insulating band [13], recently realized experimentally using cold atoms lattices [14-17],
quasicrystals [18,19], optical waveguides [20-22], magnetically coupled mechanical res-
onators [23], stiffness-modulated elastic plates [24], or electromagnetic waveguides [25].
Thouless pumps are the canonical examples of topological pumps. They have been sub-
jected to numerous studies since the seminal work of Thouless. We refer the reader to the
recent review [26] for additional information.

Topological response of flux networks

Later on, Niu, Thouless and Wu introduced the notion of generalized boundary conditions
for quantum Hall states [27]. The quantum Hall topological properties are expressed as
the Chern number of the ensemble of many-body groundstates over the closed manifold
of phase boundary conditions. Niu and Thouless [28] introduced similar boundary con-
ditions to study Thouless pumps in presence of many-body interaction. These boundary
conditions parameters were later related by Avron et al. to electromotive forces through
loops connecting opposite edges of the sample [29] effectively generalizing the topology of
Laughlin’s gedankenexperiment to that of a torus. This was then generalized to describe
quantum transport in mesoscopic multiply connected systems, consisting of a mesoscopic
piece of metal or superconductor containing holes threaded by magnetic fluxes. A topo-
logical quantization of conductances is associated to Chern numbers defined from the
parametrization of the Hamiltonian by these time-dependent fluxes [30].

Mesoscopic superconducting systems

Extensions of these pumping schemes were unveiled recently in slowly driven quantum
system of effective zero spatial dimension. The first theoretical proposal was in the context
of Cooper pair pumps. A Cooper pair pump [31] is a mesoscopic superconducting network
of Josephson junctions whose boundaries are connected to macroscopic superconducting
leads, for which control parameters such as gate voltages are externally modulated in
time. Topological quantization by a Chern number of the charge transported between
the leads were theoretically proposed [32,33]. Later on, another manifestation of topo-
logical response of a slowly driven zero dimensional quantum system were discovered in
multi-terminal Josephson junction [34,35], were the drives consists in independent super-
conductors’ phase differences. The study of topological properties of Josephson tunnel
junction circuits and multi-terminal Josephson junctions is an active domain of research,
see e.g. [36-42]. We refer to the recent review [43] concerning multi-terminal Josephson
junctions.
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Topological frequency conversion

Another mechanism of topological response of a driven zero dimensional system was pro-
posed recently, named topological frequency conversion [44]. The simplest realization
was a qubit driven at two frequencies, later extended to more complex driven zero di-
mensional devices [45-53]. Using a Floquet description of the dynamics of the quantum
system slowly and periodically driven at several frequencies, it is inferred a quantized
current in an abstract space of harmonics of the drives. This current thereby effectively
describes a transfer of energy between the drives.

2 Motivation for an alternative description of topo-
logical pumping
What is pumping?

The above examples of topological pumps were historically described as a response of
a slowly driven quantum system, i.e. considering its origin from an imposed external
drive, see also [54,55]. The topological property is related to a dynamical feature of
the quantum system: an anomalous velocity of electrons along the cylinder in Laughlin
pumps, an anomalous velocity of particles in a one dimensional periodic potential in
Thouless pumps, or an anomalous velocity in an abstract space of harmonics in topological
frequency converters. The above cited experimental realizations are measures of such
quantized velocities.

=N

Figure 1: Archimedes screw pump (modern view).

But what is a pump? Let us consider the historical example of Archimedes’ screw
pump, represented on Fig. 1. It is made of three elements: an engine, a screw, and a
fluid. The engine, here represented by a motor, slowly rotates the screw which, in return,
induces a flow of a fluid. As such, pumping corresponds to a transfer of energy from one
system (the motor) to second one (the fluid) mediated by a third one (the screw). Hence,
describing pumping naturally amounts to consider the rotation of the motor and the flow
of the fluid. Focusing only on the rotation of the screw provides an indirect description
of pumping. In the topological pumps discussed above, the screw corresponds to the
quantum system, and the rotation of the screw is the dynamics of the driven quantum
system, on which the previous descriptions of pumping have focused — thereby amounting
for an indirect characterization of the pumping process.
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Purpose of this thesis

The starting point of this thesis is to reconcile the description of such a topological
device with that of traditional pumps, by considering the driving parameters as the slow
degrees of freedom of the environment coupled to the quantum system, and focusing on
their effective dynamics. The topological property is a feature of the couplings between
these systems. Hence, we are led to consider a closed quantum system containing a
separation of timescales, namely a slow-fast system. The coupled degrees of freedom of
the environment are slower than the inner dynamics of the quantum system. When we
describe the effective adiabatic dynamics of the slow degrees of freedom by taking into
account the backaction of the fast subsystem onto the slow one, the topological nature of
the coupling translates in an energy or charge exchange between these slow subsystems.
This leads us to consider new physical phenomena in isolated quantum systems originating
from a topological coupling between slow and fast quantum subsystems.

Organization of the manuscript

This description of topological pumps within the context of slow-fast quantum systems
will be introduced step by step in this manuscript, in increasing level of complexity. This
manuscript is organized as follows.

o In chapter 1, we describe the adiabatic evolution of a slowly time-dependent quan-
tum system. Since the historical descriptions of topological pumps focus on the inner
dynamics of a driven system, they rely on this formalism. We introduce a notion of
adiabatic states of the driven system as those leading to the slowest time-evolution
of physical observables. Such a slowly driven quantum system is a particular case
of a slow-fast system, where the fast subsystem is the quantum system and the slow
subsystem corresponds to external classical variables inducing the time-dependence.
The peculiar aspect of this description is that the dynamics of the slow variables is
given a priori, meaning that we assume that it is unaffected by the coupling to the
quantum system. There is no backaction.

o In chapter 2, we introduce slow-fast quantum systems. Physically, they correspond
to the same kind of systems as those considered in the first chapter, namely a
closed quantum system containing two types of degrees of freedoms, associated to a
separation of timescales. The advantage of treating the drives of chapter 1 as slow
degrees of freedom is in particular to describe the backaction of the fast subsystem
onto the slow dynamics. Indeed, we are here looking at an effective dynamics of
the slow degrees of freedom, describing states of the total system evolving only at
the slow timescales. This effective dynamics involves a geometric object, a Berry
curvature, carrying the topological notion of Chern number on which this manuscript
is rooted. In the first two sections, we introduce the subject with the historical
examples of the Born-Oppenheimer treatment of a molecule, and of the semiclassical
dynamics of electrons in a crystal. In sections 2.3 and 2.4, we detail a general
theory of adiabatic dynamics of such a slow-fast quantum system. The main goal
is to construct a subspace of states of the total system, the adiabatic subspace,
and to derive their effective slow dynamics. The determination of the adiabatic
subspace follows the same method as the definition of the adiabatic states of a
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slowly driven quantum system in chapter 1, whereas the technical implementation
of the method differ. In particular, we provide precise conditions of validity of the
adiabatic expansion.

In chapter 3, we apply the description of chapter 2 to the case of topological coupling
between slow and fast quantum systems, which allows to describe topological pumps
as a slow-fast system with a quantized transfer of charge or energy between the
slow degrees of freedom. This formalism enables the identification of the physical
observables whose dynamics carry the topological property, namely the quantized
transfer of charge or energy. We restrict ourselves to a classical description of the
dynamics of the slow system. This chapter is based on the first three sections of the
publication [56].

In chapter 4, we illustrate the virtue of the formalism introduced in chapter 3 with
an experimental proposal of topological coupling between microwave modes and a
superconducting quantum circuit. The topological nature of the coupling induces
a quantized redistribution of powers between the microwave modes. We identify
the observables carrying the topological invariant. The experimental proposal is
designed to allow for an experimental measure of the topological flow. This chapter
is based on the last section of the publication [56].

In chapter 5, we extend the formalism of topological coupling between slow classical
degrees of freedom and a fast quantum system of chapter 3 to a full quantum
description, describing quantum mechanically both slow and fast quantum systems,
thus recovering the formalism of chapter 2 of adiabatic dynamics of a slow-fast
quantum system. We focus on the simplest example of a two-level system, a qubit,
topologically coupled to two quantum modes. In contrast with the chapter 2, we
pay attention on the nature of the adiabatic states, the states evolving slowly and
described by the effective adiabatic dynamics. We show that they are not naturally
prepared experimentally, but that any initial state decomposes into a sum of two of
such states. The topological nature of the coupling leads to a separation of these two
components in phase space, leading generically to a creation of cat states. Besides,
we quantify the entanglement between the qubit and the quantum modes in terms
of geometric objects, and characterize the time-evolution of the quantum fluctuation
of the modes. This chapter is based on the submitted article [57].

In chapter 6, we consider the dynamics of two quantum harmonic oscillators topo-
logically coupled to a qubit. On short timescales, we recover the adiabatic dynamics
described in chapter 5, superposed by Landau-Zener processes, leading to a mech-
anism in which the topological pumping rates are reversed in a roughly periodic
sequence. At long timescales, the topological nature of the coupling leads to chaotic
behavior. This quantum chaotic behavior manifests itself in spectral properties via
level repulsion, and by two families of eigenstates with different distributions of
average value of observables.






Chapter

Adiabatic time-dependent perturbation
theory

Adiabatic time-dependent perturbation theory deals with the dynamics of a slowly time-
dependent closed quantum system. When such a system is time-independent the eigen-
states of the Hamiltonian are initial states of particular interest. They are stationary in
the sense that they lead to no change in time of the statistics of measure of any physical
observable.

For a time-dependent Hamiltonian, there is no longer a notion of stationary state
in general. The eigenstates of the Hamiltonian are time-dependent and preparing the
quantum system in an instantaneous eigenstates of the Hamiltonian does not lead in
general to time-independent statistics of measure of physical observables. However, one
expects the evolution of the system to remain close to eigenstates when the Hamiltonian
evolves very slowly. The purpose of the adiabatic theorem of quantum mechanics is to
quantify this expectation.

The notion of adiabaticity in quantum mechanics dates back to the beginning of quan-
tum theory, with the work of Ehrenfest [58] who studied the role of adiabatic invariants
in the old formulation of the correspondence between classical and quantum mechanics.
His work contains the ideas behind the now common time-dependent adiabatic theory,
introduced in the modern formulation of quantum mechanics by Born and Fock [59], and
further precised onto the adiabatic theorem by Kato [60].

The adiabatic theorem of quantum mechanics states that when the system is prepared
in an instantaneous eigenstate of the Hamiltonian then in the limit of an infinitely slow
time-dependence of the Hamiltonian and under certain conditions to be precised, the
system stays in an instantaneous eigenstate during the time evolution. The physical
phenomena we are interested in this manuscript require to extend the results in this limit.
Thus, we will start by a detailed discussion of this adiabatic theorem before developing
their extensions in the reminder of this thesis.

The strategy employed in the literature consists in working with the leading corrections
in this limit. We present the derivation of such corrections in Sec 1.1. This method leads
to the notion of geometric phase acquired by the state-vector during the time evolution,
and to the first correction to the approximation of staying in an instantaneous eigenstate.

In Sec. 1.2, we present a more personal understanding of the adiabatic time-dependent
theory. We introduce a notion of adiabatic states, different from the eigenstates. These

7



Chapter 1. Adiabatic time-dependent perturbation theory

states are defined to be those leading to the slowest time-evolution of physical observables.
In this manuscript, we emphasize the physical relevance of this second strategy.

Finally, in Sec. 1.2.3 we discuss in details the conditions of validity of the adiabatic
perturbative expansion and discuss Landau-Zener transitions, which are non-perturbative
and non-adiabatic effects.

1.1 Time evolution of an instantaneous eigenstate

1.1.1 Result of the first order adiabatic approximation

We consider a time-dependent closed quantum system and note H(t) its time-dependent
Hamiltonian. The adiabatic theorem states that when prepared in an instantaneous eigen-
state, the system remains in an instantaneous eigenstate in the limit of an infinitely slow
variation of the Hamiltonian. We note H(¢) its time-dependent Hamiltonian and [, 0(t))
its instantaneous normalized eigenstates of eigenenergy E, ()

H(t) |¢l/,0(t)> - Ey,O(t) |77bu,0<t>> . (11)

The index “07 is explained in Sec. 1.2, where the eigenstates appear as the zeroth order
approximation of adiabatic states. We use this notation in this section for consistency.
Note that there is a large amount of arbitrariness in the definition of the instantaneous
eigenstates, since the phase of the eigenstate at each time ¢ is chosen arbitrarily. A set
of “continuous”™ eigenstates |1,0(t)) corresponds to a choice of gauge. We assume an
arbitrary smooth gauge, meaning that the time derivatives of |1/, (t)) are well-defined
and continuous. The physical observables are always gauge independent.
Crucially, we consider the initial state in an eigenstate v

(W (t = 0)) = |tho(t = 0)). (1.2)

As will be explained in Sec. 1.2.3, one condition of adiabaticity is that the Hamiltonian
depends smoothly on time and for all time ¢ the corresponding eigenenergy E,, ((t) is not
degenerate:

E,u,()(t) 7£ Eu,O(t) for w # v, (13)
for all time t. We further detail the condition of validity of the following result in Sec. 1.2.3.

As derived in Sec. 1.1.3, the time-evolution of the instantaneous eigenstates at first order
in adiabatic expansion reads

d
it 3 ettt (e RLD | 1y ) La)
pFY t=0

with the dynamical phase defined by

1 t / /
75,0(1:) = _ﬁ 0 Eu,o(t )dt ) (15)

! The subtle notion of parallel transport is not essential in this manuscript. It is presented in [61] and
its role in physical contexts is discussed in [62].

8



1.1. Time evolution of an instantaneous eigenstate

while the geometric phase satisfies

10(0) = [ ol i ol e (16)

The denomination “geometric” phase is explained in the next section. Although the last
term of Eq. (1.4) is often ignored in the literature, we explain in Sec. 1.2 that it is physically
very relevant and originates from the difference between eigenstates and adiabatic states.

1.1.2 Limit of infinitely slow variation of the Hamiltonian and
Berry phase

Infinitely slow limit

The adiabatic theorem deals with the limit of an infinitely slow Hamiltonian. To dis-
cuss this limit we consider that the time-dependence of the Hamiltonian originates from
the dependence on the time-variation of external parameters denoted collectively & =

{&,¢% ...} ={&:
H({t)=HE®) ; [duo(t)) =[tno€(?) ; Euolt) = Euo(€(t)). (1.7)

In Chap. 3, these variables € will be treated as phase-space coordinates of a slow dynamical
classical system. For now, they are considered as external parameters. The limit of an
infinitely slow Hamiltonian corresponds to the limit €% — 0, where £ denotes the time
derivative of £€*. To discuss this limit, we isolate in the expression (1.4) the dependence on
the velocities £%(t) from the dependence on the instantaneous value £(t) of the parameters:

D (1)) = o0 4,0(€))

— ‘o e 0B F7] o (1) hAuw,a0(§)
2.8 (Z Bl B @ ol >>)

HFV

iy — o0+ o) | Auvan(€) ]
+Xa:€ (t=0) (Z [E%O@_Ew@ . |Wo(€)>>7 (1.8)

pFEV

where we introduce the components of the non-abelian Berry connection

A,uu,a,O(é.) =1 <1/},u,0(§>|ao¢¢u,0 (E)) s (19)

with the notation 9, 5 . The Berry connection, and the Berry curvature introduced
below, play a central role in the geometrical description of an ensemble of quantum states
parametrized by continuous parameters. See [63] for a pedagogical introduction. We
obtain the result of the adiabatic theorem: in the limit of infinitely slow time variation of
the Hamiltonian, a state initially prepared in an instantaneous eigenstate remains in an
instantaneous eigenstate:

() o el o E(1). (1.10)



Chapter 1. Adiabatic time-dependent perturbation theory

Geometric phase

The parametrization of the Hamiltonian by external continuous variables enables also to
discuss the geometric nature of the geometric phase v ,(t). This phase takes the form of
a line integral in parameter space, such that it depends only on the path taken in this
space, and not on the velocity of travel along this path:

Bl = [ 2 Avas ) (1.11)

&

where P[(0) — &(t)] denotes the path £(t') in parameter space from £€(0) to &(¢), and
where we introduce the components of the Berry connection of eigenstates v

Ay,a,O(ﬁ) = Auu,a,O(&) =1 <wu,0(£)|aawu,0(£)> : (112>

Berry phase and Berry curvature

The Berry phase corresponds to the geometric phase associated to a cyclic trajectory in
parameter space, for which £(7') = £(0). This notion raised a lot of interest since the
work of Berry [64] partly because he highlighted its gauge invariance, in the sense that it
does not depend on the choice of phase made in the definition of the eigenstates |1, ¢(&)).

To emphasize the gauge invariance of the Berry phase, Berry introduced a way to
compute it from a gauge invariant quantity, the Berry curvature, which plays a central
role in this manuscript. The components of the Berry curvature are defined by

Fu,aﬁ,O(&) = aOéAV7B,O(£) - aﬁAV,a,O (5) (113)

and are gauge invariant. The Berry phase associated to a closed path P[£(0) — £€(0)]
can be computed by integrating the Berry curvature on any surface S surrounded by this
path
Ay oo(£)de® :/ Fyapo(€)de A de?, 1.14
72[&(0)%(0)1; e0lt) s a% es9(C) )
This result is a particular case of Stokes’ theorem for differential forms, see [63] for an
introduction in physical contexts, and [61] for an introduction of the mathematical for-
malism.

1.1.3 Canonical method of derivation

We present here the canonical derivation of the time evolution of a slowly time dependent
quantum system. This method consists in solving differential equations governing the
time evolution of coefficients entering the decomposition of the state of the system on
the instantaneous eigenstates of the time-dependent Hamiltonian H(¢). This method is
partly discussed in quantum mechanics textbooks, see for example [65,66], and [67] for
a detailed discussion of its variants. This section follows more closely the first appendix
of [56].

The main advantage of this method is that it leads to explicit expressions of the state-
vector |W(t)), the geometric phase, and the dynamical phase of the quantum system, such
that it is useful for practical computations. Its main disadvantage is that the identification

10



1.1. Time evolution of an instantaneous eigenstate

of the small parameter for perturbation theory and its generalizations at higher orders
in the perturbation theory is unclear. In this section we discuss briefly the nature of
the small parameter, and we postpone a more detailed discussion to section 1.2.3. Let
us stress that the notion of adiabatic states detailed in section 1.2 enables a geometric
intuition of the result, and is physically relevant as will be emphasized in this manuscript.

Let us mention that the historical technique of derivation of the adiabatic theo-
rem [60, 68] slightly differs from the one presented below. It consists in using a unitary
transformation of the Hamiltonian to put it on a traditional form of perturbation the-
ory Hy(t) + V(t) where Hy(t) is a Hamiltonian generating an ideal adiabatic evolution
and V(t) is a perturbation. It has the advantage to be clearly formulated in terms of
standard time-dependent perturbation theory. This method is also very enlightening in
the context of Shortcuts To Adiabaticity where the purpose is to search for a modified
Hamiltonian whose exact evolution corresponds to the ideal adiabatic evolution of the
unmodified Hamiltonian [69]. However, it does not provide an explicit expression of the
state-vector |¥(¢)), but an expression of the time evolution operator. In particular, the
determination of the geometric and dynamical phases requires minors extra steps, which
is probably a reason for its lack of use nowadays.

Method

To determine the time evolution of this initial state, we decompose the state of the
system |W(t)) on the instantaneous eigenstates

Z% ) [$0(2) (1.15)

We aim at solving the time-dependent Schrodinger equation

Zﬁ* (W(t)) = H(t) V(1)) (1.16)

by solving the corresponding system of coupled differential equations for the coefficients a,,(t),
obtained by differentiating (1.15) with respect to time and projecting it onto [, 0(t)):

60(0) =11 030051000 = 3 Ep®)] 046~ 3= (a0 5 a8 000 (117

oFp

We get rid of the first term introducing the dynamical phase (1.5) and the geometric
phase (1.6) by the substitution a,(t) = ei”’i’o(t)ﬂwz»o(t)&u(t). After substitution and time-
integration, we express (1.17) in the form

3,(0) = 3u(0) = = X [ v e 1000 (), (1.18)

oFu
with
P = 2o6) = alt) = 3 [ A (Eoolt) = Buo(t) (1.19)
a dynamical phase evolving at the Bohr frequency (E, o — “70) /h, and

i~9 i~ d
Fuo(t) = €700 ® (4 o (1) 3 [Y0()) - (1.20)

11



Chapter 1. Adiabatic time-dependent perturbation theory

So far everything is exact. We start the perturbation expansion of (1.18) considering
the exponential of the dynamical phase as a fast oscillating term, oscillating at the Bohr
frequency. The strategy consists in doing successive integration by part of the exponential
term, such that at each step a factor of inverse of Bohr frequency h/(E,o — E, o) comes

t
\/; dt/ ez'yEMho t )f'ua (t,)dg (t/)

j~Bohr (41 ih t
g e”au,o (t) . t/ dg t/ ]
[ an(t’)—E (t/)fu (t")ao (') .
Bohr d Zh
_ ”auo " .
a0 <Ea,0(t') = By 1ot >> (1.21)
th t
— |ePans @) S(ta, ('
[e Eoo(t') — E.o(t) o () ( )L
Bohr Zh d Zh ¢
— | etVomo () ( (), t,)] 4o
[ Ea,O(t,) — E}A,O(t/) d# EU,O(t/) _ Eu,O(t/) fu ( ) ( ) .

(1.22)

We then have to check at each step that the terms in front of the inverse of instantaneous
gap Eyo(t)—E,0(t) is small compared to this gap. In particular, the coeflicient i f,,(t) and
its time derivatives have to be small compared to the instantaneous gap. To discuss this,
as in the previous section, we consider that the time dependence of the Hamiltonian orig-
inates from the dependence on parameters £(¢). The amplitude of the coefficient f,,(t)
then scales as the velocities |fif, ()] = | Sa HE¥ A a.0(€)]. Using the expression (1.11) of
the geometric phase, we find that its time derivatives also scales as higher time derivatives
of the parameters. This gives an ensemble of conditions on how slowly the parameters &(t)
have to evolve such that the first order of the adiabatic expansion is valid.

The adiabatic expansion then consists in replacing (1.22) in (1.18), and using in the
right-hand-side the lowest order result a,(t) = a,(0). For an initial state prepared in an
instantaneous eigenstates, we have a,(0) = J,,, and we recover (1.4) at first order.

1.1.4 Historical treatment of the infinitely slow limit

In the historical works on the adiabatic theorem is considered a change of the Hamilto-
nian H(t) of a closed quantum system from an initial Hamiltonian H; = H(t = 0) to
a final Hamiltonian Hy = H(t = T) during a time 7' [60, 68, 70]. The slowness of the
time-dependence of the Hamiltonian is then controlled by the duration 7" of the change of
Hamiltonian, were the limit of infinitely slow Hamiltonian correspond to the limit T" — oo.
The strategy to study this limit was to use a rescaled dimensionless time s = ¢/7", such
that the Schrodinger equation becomes

mi (U(s)) = TH(s) |T(s)), (1.23)

which is studied in the limit of large timescale T', among other typical timescales to be
determined. A lot of mathematical subtleties arise from the singularity of such equation
in the limit 7" — oo [71].

12



1.2. Adiabatic states

The factor 1/T can be placed in front of A in Eq. (1.23). This is the reason why
the adiabatic limit shares common features with the semiclassical limit, which is often
discussed as the limit where A is much smaller than any other typical scale of action of
the system.

The genuine difficulty of the adiabatic perturbation theory is the a priori identification
of small dimensionless perturbative parameter. We know physically that we require a
slow Hamiltonian, such that the corresponding small dimensionless quantity is a ratio
of typical timescales, or frequency scales. There are several frequencies in the problem,
such as: the instantaneous Bohr frequencies, the rate of variation of the Hamiltonian — or
equivalently the rate of variation of the external variables governing its time-dependence
—, or the matrix elements of the Hamiltonian divided by A. The definition of the small
dimensionless parameter from these frequency scales is not clear a priori.

We address this difficulty is the next section by defining a notion of adiabatic state.
Translating their physical definition into a mathematical construction enables us to de-
fine a posteriori the dimensionless adiabatic parameter. The method to construct the
adiabatic states will share a lot of common ideas with the method to derive the adiabatic
dynamics of a slow-fast quantum system presented in Chap. 2.

1.2 Adiabatic states

In this section, we develop a personal understanding of the adiabatic approximation of
a slowly time-dependent quantum system, introducing a notion of adiabatic state and a
non-standard method to construct them enabling to discuss the condition of validity of
the adiabatic approximation.

As discussed in the introduction of this chapter, the eigenstates of the Hamiltonian of a
time-independent quantum system are physically interesting because they are stationary
states: they lead to an absence of time evolution of the physical observables. Each of
these stationary states is associated with an eigenenergy which enters the dynamics of
non-stationary initial state. Non-stationary initial states decompose into a superposition
of stationary states, and the rate of change of the physical observables are given by the
Bohr frequencies set by the difference of eigenenergies of stationary states divided by the
Planck constant h.

In the time-dependent case, the instantaneous eigenstates of the time-dependent Hamil-
tonian are no longer stationary states in general, in the sense introduced above. In this
section, rather than looking at the time evolution of an instantaneous eigenstate, we in-
troduce the concept of adiabatic states which are constructed to have properties similar to
the stationary states of a time-independent quantum system. Besides, we will emphasize
in this manuscript that they are the physically relevant states to consider when dealing
with a quantum system with slow and fast degrees of freedom.

1.2.1 Physical definition of the adiabatic states

We consider a slowly time-dependent quantum system, described by a Hamiltonian H (t).
We define the adiabatic states as solutions of the Schrodinger equation with the slowest
time-evolution of the physical observables, at a rate of change which is of the same order
of magnitude as the rate of change of the time-dependent Hamiltonian.

13



Chapter 1. Adiabatic time-dependent perturbation theory

Similarly to the stationary states in the time-independent case, we also expect the
adiabatic states to be associated with energies, such that we can define Bohr frequencies
from pairs of different adiabatic states. We then expect the rate of change of the adiabatic
states to be small compared to these Bohr frequencies, in order to be able to distinguish
external drive from the internal quantum dynamics in the time-variation of a physical
observable. With this definition, we understand that the notion of adiabatic state is
relevant for rates of time-dependence of the Hamiltonian small compared to its bare Bohr
frequencies.

Slow manifold

Let us comment on the link between our definition of the adiabatic states and the notion
of slow manifold, which plays a central role in physics. We consider the example of
the derivation of hydrodynamic equations starting from kinetic equations for a fluid in
motion. When the fluid is at equilibrium, we define thermodynamic variables, such as the
density, the temperature, and the pressure. Slightly out of equilibrium, the hydrodynamic
equations do not describe all the microscopic initial conditions of the fluid, but only those
for which a notion of local equilibrium exists, with local thermodynamic variables which
vary slowly in space and in time. The set of these initial conditions is what is called a
slow manifold, and the hydrodynamic equations govern the dynamics within this slow
manifold.

In quantum mechanics, the eigenstates of a time-independent Hamiltonian are the
initial states for which the physical observables are at equilibrium, they do not vary in
time, analogously to the thermodynamic variables of a fluid at equilibrium. For a slowly
time-dependent Hamiltonian, what we define as the adiabatic states are those leading to
slow evolution of the observables, analogously to the slow manifold of a fluid slightly out
of equilibrium.

Method of construction

In this manuscript, we use the following approach. We study a time-dependent quantum
system for which we assume a separation of time-scales. In the limit of infinite separa-
tion, the dynamics simplifies. We will introduce a variable A to identify the dimensionless
quantities controlling the separation of timescales. We physically expect that the dynam-
ics simplifies in the limit of infinitely slow time-variation of the Hamiltonian. This will
correspond to the limit A — 0. The idea is to build a perturbation theory around this
limit.

More precisely, we consider a family of physical problems, parametrized by the vari-
able A\. The limit A — 0 corresponds to the problem of an infinitely slow time variation of
the Hamiltonian, for which the dynamics simplifies. The limit A\ — 1 corresponds to the
physical problem we are studying, namely a quantum system governed by the time de-
pendent Hamiltonian H(t). The variable X interpolates between the limit of an infinitely
slow Hamiltonian and the physical problem we are considering.

The strategy is to identify the solutions of the problems perturbatively in power series
of A\. As we will explain, the conditions of validity of a formal expansion, related to the
conditions of convergence of the series for A = 1, provides the dimensionless quantity of
validity of the condition of adiabaticity.

14



1.2. Adiabatic states

We use the same method in Chap. 2 to define the adiabatic dynamics of a slow-fast
quantum system. The difference between these two chapters is the technical implemen-
tation of the method.

Besides, this method will be fruitful to determine the topological properties of adia-
batic states. We come back to these aspects in Chap. 5.

Use of the density matrix

To consider the rate of change of a physical observable, it is not necessary to consider
the rate of change of the state-vector |W(t)). Indeed, a time-variation of a global phase
of |¥(t)) does not induce any time-variation of the average value of an observable. Instead,
we consider the density matrix p(t) = [W(t)) (¥(¢)|, that encodes the rate of variation of
any observable O:

(0)(t) = Tr[p(1)0)]. (1.24)

The density matrix was used historically in analogy with the treatment of adiabaticity in
classical Hamiltonian mechanics [72,73].

1.2.2 Construction of the adiabatic states
Equations of definition

We note p(t) the density matrix of a solution of the problem where the speed of variation
of the Hamiltonian has been scaled by a factor A, i.e. evolving according to H (At),

d .

i p(t) = (), 5(1)]. (1.25)
In order to write the Schrodinger equation (1.25) on a suitable form for perturbation
theory, we define p(t) = p(t/\), such that* Eq. (1.25) written for p(t) gives

N olt) = [H(0), (1) (1.26)
In particular, for A = 1, p(t) = p(t) is a dynamical solution of H(t), the problem we are
interested in.

For A — 0, a simple solution of the previous equation is |1, (%)) (¢,0(t)| for an ensem-
ble of instantaneous eigenstates [1),(t)) of H(t). We suppose that some solutions p, (t)
of (1.26) for finite A can be defined perturbatively from this A — 0 solution, i.e. decom-
posed as a power series

pu(t) = pu,O(t) + )‘pl/J(t) +oe = Z /\kpu,k(t)~ (1.27)
k

We define the v-th adiabatic state of the time-dependent Hamiltonian H(t) as such so-
lution for A = 1, namely for the physical problem we are considering. We will show in

2The time-dependent density matrices j(t) and p(t) obviously depend on A. We could write
them p(¢; \) and p(¢;A). We do not write explicitly the dependence on A to lighten the notations.
The dependence is manifest when we introduce the power series decomposition. The solutions of the
physical problem of interest are obtained for A = 1.
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Chapter 1. Adiabatic time-dependent perturbation theory

Sec. 1.2.4 that when these adiabatic states exist they are the solutions leading to the
slowest time-evolution of physical observables.

Let us comment on the analogy between our method and the derivation of hydrody-
namic equations from kinetic equations. In this analogy, the left hand side of Eq. (1.26)
is analogous to a Liouville term, and the right hand side to a “collision term”. When
A — 0, the “collision term” dominates, such that [H(t), p,o(t)] = 0 (analogous to a “local
equilibrium condition”). The time dependence leads to a small non-zero value to the LHS,
so we need to introduce p,(t) into p,o(t) + Ap,1(t), and so on. This is formally similar to
the Chapman-Enskog perturbation theory used to derive hydrodynamic equations. The
main difference is that there is no “thermalization” here, simply a condition to remain
close to equilibrium states.

Recurrence relations

Inserting the power expansion (1.27) into (1.26) provides recurrence relations between the
successive orders of the expansion

[H(t>7 pu,k(t)] = Z-hpu,kfl(t)a (128>

where the right hand side of (1.28) vanishes for k£ = 0.

As shown below in the algorithm of determination of p,(t), we must consider a pure
state condition. Usually when solving the Schrédinger equation, we do not care about this
condition because we aim at solving it from an initial condition which is a pure state p(t =
0) = |(t = 0)) (¢(t = 0)|. The time-evolution of a pure-state by the Schrodinger equation
is a pure state such that the condition is automatically satisfied for all time ¢. In contrast,
here we want to identify the adiabatic state p,(t) for all time ¢ at once. As shown below,
the recurrence relation (1.28) does not define uniquely p, (), but imposing the extra pure
state condition p,(t)> = p,(t) does. This condition leads to the recurrence relations
between the different orders

k

> pua(t)pur—i(t) = pur(t). (1.29)

=0

Asymptotic series and condition of adiabaticity

Let us discuss the interpretation of the power series expansion (1.27). Such an expansion
is an asymptotic series (also called Poincaré expansion) [71]. This means that the leading
terms often provide a good approximation of the true solution p,(¢). Higher corrections
are relevant as long as they are small compared to the previous ones. Namely, Zszo puk (1)
provides a good estimate of the v-th adiabatic state of H(t) as long as p, n(t) is much
smaller than the previous orders. The comparison between operators will be precised
below.

In particular, for the perturbative expansion to be valid as a starting point, the first
correction p, 1 (t) has to be much smaller than the zeroth order p, o(t). We will quantify the
ratio between p, 1 (t) and p,(t), and we define it as the dimensionless adiabatic parameter,
which has to be small compared to 1. This dimensionless parameter is determined a
posteriori, after the perturbative construction of the adiabatic states.
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1.2. Adiabatic states

Crucially, such an expansion (1.27) cannot capture non-perturbative effects. A non
perturbative quantity is a non-analytic function of A, typically exp(—a/A). In mathemat-
ical terms, the equations involving p,(t) are true up to O(A*°) terms. We emphasize the
physical relevance of non-perturbative effects in Sec 1.2.5 by considering non-perturbative
Landau-Zener transitions, useful to determine the time of validity of the adiabatic approx-
imation.

Algorithm of computation

We present the algorithm to compute order by order the adiabatic states, allowing to
determine explicitly the conditions of validity of the perturbative expansion from the
expression of the first order.

At zeroth order, the conditions (1.28) and (1.29) are expressed as

oo = puo(t) (1.31)
which are satisfied by any v-th instantaneous non degenerate eigenstate
Pro(t) = [¥uo(t)) (thro(t)]- (1.32)

We find that at order zero in the adiabatic expansion, the adiabatic states are provided
by the instantaneous eigenstates. This is expected since the rates of change of the instan-
taneous eigenstates are indeed slow, of the same order of magnitude as the rate of change
of the Hamiltonian. However, they are not solutions of Eq. (1.26), and the higher order
terms correct this.

In the following, it is useful to express the matrix elements of the k-th order p, x(¢)
in the basis of the instantaneous eigenstates |1, o(t)), for an arbitrary® gauge. The equa-
tion (1.28) gives the off-diagonal elements for which E, o(t) # E,o(1):

<¢M70 (t)‘ pu,k—l(t> ‘wo,O (t)>
E0(t) = Eqplt)

(Wuo(®)] puk(t) [Yoo(t)) = ih for 1,0 5.t Epo(t) # Eoo(t).

(1.33)
The equation (1.29) gives the v-th diagonal element
k-1
<wu,0(t)| pu,k(t) ‘wu,O(t» = Z Wu,o(t)’ IOV,l(t)IOl/,kfl(ﬂ Wu,o(t» 3 (134)
=1
and the matrix elements on the terms different from v
k-1
(o)) puk(t) [Vo0(t)) = D (Wuo ()] poa(t) pui-1(t) [eo(t)) for yu, 0 # v.
=1
(1.35)

We should in particular check the compatibility between (1.33) and (1.35) for matrix
elements (p1, o) such that E,, (t) # E,o(t).

From these three equations (1.33), (1.34) and (1.35), we can compute systematically
the adiabatic state order by order. In particular at first order it gives

. (o) & [¥ro(t))
v,1 t) = —ih wu,O t
pual®) = =in 32 w0} 2 G

(yo(t)| + h.c. (1.36)

3C.f. note 1 above.
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Chapter 1. Adiabatic time-dependent perturbation theory

1.2.3 Conditions of adiabaticity

As explained above, we get the quantitative conditions for the adiabatic expansion to
be valid by requiring that the first order p,(¢) is small compared to p,o(t). Given the
expression of p,o(t) Eq. (1.32), we require the matrix elements of p,;(t) to be small
compared to 1. It leads to

(0@ 5 [uo®)] [0S @) [0 (1))]
=h

" Ea®) — Bpo(0)] Epo(l) — Bvol0)]

<1 for u # v. (1.37)

As such, rather than a unique parameter we obtain a family of time-dependent quantities
associated to each transition p # v

(oD 42 (1) [0 (1))
|Buot) — Evo(t)]’

en(t) = (1.38)

which have to be small compared to 1 for the adiabatic expansion to be relevant. We can
then construct the adiabatic small parameter €,q;;, as the maximum of these quantities

Eadiab = Max Max £, (t). (1.39)
-
This quantity was introduced in [68] wvia a strategy different from the one discussed in
this manuscript.

It is instructive to consider the case where the time-dependence of the Hamilto-
nian originates from the coupling to parameters £(t), as introduced in Sec. 1.1.2. Us-
ing | (Yol & [0) | = |4 £ Ao, Bq. (1.37) provides conditions on how slowly the
parameters have to vary for the adiabaticity to be valid. The component A,, ¢ of the
non-abelian Berry connection converts the velocity £* of the variable €% into a scale of
frequency which has to be small compared to the Bohr frequency. We require for all £*(¢)
variables?

|Euo(§(t) — Evo(€(t))]
- :

€2() A a0 €(1))] < (1.40)

If €,,(t) < 1, then the expansion is valid up to order p, n(t) as long as it is small
compared to the previous orders £k < N. We obtain these conditions from the recursive
expression of the matrix elements of the k-th order correction p, x(t) given in Sec. 1.2.2.
In particular, from Eq. (1.33) we obtain the condition

| Euo(t) — Eqo(t)]
h

(W0 vk (t) [Yo0())] < (1.41)
for the order p, j+1(t) to be relevant. In terms of typical timescale of variations of param-
eters £(t), Eq. (1.41) translates into conditions on the higher order time derivatives of the
parameters.

0f course Eq. (1.37) requires the less restrictive condition | 3", £€*A,u.a.0] < |Epuo— Evol/h. Requir-
ing Eq. (1.40) for all £ variable is sufficient, and it is physically relevant to consider separate conditions
for the velocity of each variable.
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1.2. Adiabatic states

1.2.4 Rate of variation of observables

We introduce the energy associated to the adiabatic states, then derive the dynamics of
any state to show that the adiabatic states are those leading to the slowest time-evolution
of physical observables, according to their physical definition.

Energy of adiabatic state

The adiabatic state p,(t) defines a time-dependent energy
E,(t) = Tr[p,(t)H(t)]. (1.42)

At zeroth order, it reduces to the instantaneous eigenenergies E, o(t) of the Hamilto-
nian. The first order correction (1.36) being purely off-diagonal, E, (t) also reduces to the
eigenenergy FE, ((t) at first order. At higher orders, these two energies may differ.

Dynamics of an adiabatic state

The density matrix of the adiabatic states p, (t) are constructed to be solutions of the time-
dependent Schrodinger equation. The density matrix can be written p, (t) = [, (t)) (¥, ()],
with |1, (t)) the adiabatic states vectors for a given choice of gauge. From the result of
first order (1.36), it can be written at first order as

Yuo ()] § [vo(t))
EI/,O (t) - Eu,O (t)

uo(t)) —in 3 !

HFEV

[¥u0(t)) - (1.43)

However, in general such a choice of gauge |1, (t)) is not a dynamical solution, i.e. a
solution of the time-dependent Schrodinger equation (1.16). A dynamical solution satis-
fies [W(t)) = €® |4, (1)) with O(t) a phase factor to be determined. We obtain this phase
factor by substitution of this dynamical solution in the Schrédinger equation (1.16), pro-
jection onto [, (t)), and time-integration. It leads to

[T(t)) = O+ 1y, (1)) (1.44)

with the dynamical phase associated to the gauge-invariant energy

1 rt
) =1 [ B, (1.45)
hJo
and with the geometric phase associated to the gauge choice

390 = [ W) i 1) o, (1.46)

and with « a remaining global phase, the phase relating | V(¢ = 0)) to [¢,(t = 0)).

Let us mention that we do not have to care about these phase factors if we are only
interested in the dynamics originating from an initial state prepared in an adiabatic state.
These phases are only necessary to consider the dynamics of generic states.
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Chapter 1. Adiabatic time-dependent perturbation theory

Time evolution of an arbitrary state

If the spectrum of the Hamiltonian is never degenerate E, o(t) # E,o(t), for all o # p,
for all ¢, we can construct an adiabatic state from each instantaneous eigenstate. Two
distinct adiabatic states are orthogonal®, such that, at each time ¢, the adiabatic states
form an orthonormal basis of the Hilbert space {|¢,(t)),v = 1,2,...}. In a sense, we
have constructed a basis of the space of solutions of the Schrédinger equation. Any initial
state decomposes on this basis

[W(t Zaylwu =0)), (1.47)

such that the time evolution is given by

Ze”g(t Day, |1h, (1)) + OX®), (1.48)

where O(A*°) denotes non-perturbative effects explained in Sec. 1.2.5.

Let us compare with the result derived in Sec. 1.1. The time-evolved instantaneous
eigenstate (1.4) has components oscillating at different dynamical phase rates, illustrating
that the initial eigenstate |1/, 0(t = 0)) is not an adiabatic state but has small components
on the other adiabatic states [y, (¢t = 0)), for u # v.

Rate of variation of observables

Let us now study the speed of evolution of the expectation values (1.24), in order to derive
explicit conditions for the adiabatic states to be those leading to the slowest evolution of
the physical observables.

From Eq. (1.48), we obtain

Zmr%|mm )+ > e g, ate O (4, (1) O |0, (1)) €70 (1.49)
p#EV

with the “Bohr phase factor”
onr 1
Vs (1) = 7(6) = 35(0) = =3 | (Bu(t) = E,(¢) d?’. (1.50)

In the time evolution of an observable O in an arbitrary state (1.49), the first term
corresponds to time-evolution in adiabatic states, and the second term correspond to the
effect of the non-adiabaticity of the initial state. We thus require the second term to vary
much faster than the first one.

The rate of variation of a physical observable O in pu(t) is controlled by p,(t). We
estimate it with an operator norm, such as the Frobenius norm

2

10O = T 3(0)] = 30 | (u(0)] S 1)

wFEV

(1.51)

See [74]. In this reference, the authors discuss the commutation of two adiabatic projectors I,
and 12[“ associated to two different eigenenergies, in the context of slow-fast quantum systems introduced
in Chap. 2. The density matrix p,(t) of the adiabatic state can be written as the Weyl symbol of such
adiabatic projector, such that the commutation between I, and ﬁ/t for u # v is equivalent to the
orthogonality between |1, (t)) and |¢,(t)) for all time ¢. The notions of adiabatic projector and Weyl
symbol are discussed in Chap. 2.

20



1.2. Adiabatic states

In Eq. (1.49), the rate of variation of ¢ |4, (t)) identifies with the rate of variation
of the density matrix p,(t). Indeed, from (1.46), we get

2 2

H d (1.52)

= (O, ))| =

> {wuld)] ( PO o, (8)))

= lpu ()] (1.53)

=2

HFEV

()] 1900

Hence, the first term of (1.49) varies much slower than the second term as long as p,(t)
varies much slower than the Bohr phase factor. We can then write the condition as

[Eu(t) = E(1)]
h

d
|<¢#(t)\ U |4, (1) | < ”yBOhr ‘ = for pu # v. (1.54)

These conditions have to be satisfied such that the adiabatic states are the slowest states.
In particular, at lowest order, we recover the condition of validity of the perturbative
expansion discussed in Sec. 1.2.3.

1.2.5 Landau-Zener non-perturbative transitions

We obtained in Sec. 1.2.3 the time-dependent quantities €,,(¢f) which have to be small
compared to 1 for the adiabatic expansion to be valid. If those are small initially, a first
estimate of the validity of the time-dependent solution amounts to evaluate the time ¢
when the €, () become of order 1.

We can refine the time of validity of the adiabatic approximation by considering tem-
poral fluctuations of the €,,(t), evaluating the collision times ., at which an adiabatic pa-
rameter ¢, (t) becomes temporarily larger. This typically occurs when the time-dependent
gap |E,o(t) — E,o(t)| of the Hamiltonian reaches a minimum. For small gaps, Landau-
Zener transition take place [75,76], which are transitions between adiabatic states |1, (t))
and |1, (t)). The probability of transition between the two adiabatic states is proportional
to exp(—m/(4ew (teor))) [75,76]. It is evaluated by a linearization of the time-dependence
of the Hamiltonian around the time of collision t.,. In this formula, we identify a charac-
teristic time of the collision TCOI |Euo — Evol/ (Vo % Wu,o>‘, which converts into an

energy broadening §F = h/ T/j‘;l. Transitions occur when this broadening is comparable
with the gap £, 0(tco1) — Evo(teor), and the parameter €, (tco1), which controls the validity
of the adiabatic approximation, identifies with this ratio €, (tc0) = 0E/|E,0 — E, 0|
The Landau-Zener probability is not perturbative in €, (¢). This gives an estimation
of the non-perturbative contributions denoted O(A*°) in the time-evolved state (1.48) as

(D] Ut ) [ (£ = exp (—”) (1.55)

45uu (tcol)

with the limits of the collision interval t+ = teo 750 /2, and U(t4,t_) the time-evolution
operator between these two times. The Landau- Zener collision is a transition process
between two adiabatic subspaces.
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Chapter 1. Adiabatic time-dependent perturbation theory

Note that in the works of Zener [75] and Landau [76], the time-dependence of the
Hamiltonian is linearized around the collision time, and the collision are considered be-
tween t+ = £o00. Moreover, they do not consider transition amplitude between adia-
batic states but between their zeroth order approximation, the eigenstates [, o(—00))
and |, 0(4+00)). For a Hamiltonian depending linearly on time, the adiabatic states
identify with the eigenstates in the limit ¢ — fo00, such that we recover Eq. (1.55).

This analysis is particularly useful when we consider a series of similar Landau-Zener
transitions separated by a typical mean free time 7, for example when the spectrum
reaches similar gap minima associated to a typical adiabatic collision parameter. It is
then possible to determine the characteristic time of validity of the adiabatic approxi-
mation T,giap by constraining the cumulative transition probability to be sizable, e.g. of
order 0.1, such that we get

™
Tadiab & 0.1 Timgr €Xp <4€(t)> : (1.56)
pr\beol

Note that for the above analysis to be consistent, the collision time Tﬁgl must be smaller
than the mean free time 7,¢. Since we focus on aperiodic evolution, we also neglected

the effect of relative phases accumulated between the transitions [77].

1.2.6 Comment on the denominations

In this manuscript, we denote by “adiabatic” all quantities that express in perturbative
expansion of the perturbative parameter \. In particular, the first order correction (1.36)
of the adiabatic density matrix p, () is called an “adiabatic effect”.

We denote all the quantities which are not perturbative in A as “non-adiabatic”, such
as the Landau-Zener transition probability.

Sometimes in the literature (see e.g. [55]), the denomination “non-adiabatic” is used
to refer to any effects originating from corrections to the limit of infinitely slow variation
of the Hamiltonian, such as the first order correction (1.36).

1.3 Conclusion of chapter

In this chapter, we discussed the perturbation theory of a slowly time-dependent quantum
system. We first discussed in Sec. 1.1 the canonical derivation of the time evolution
of an instantaneous eigenstate. The adiabatic theorem states that when the quantum
system is prepared in an instantaneous eigenstate, then, in the limit of an infinitely slow
time dependence of the Hamiltonian, the quantum system remains in an instantaneous
eigenstate. We identified the difficulty of the adiabatic perturbation theory, the a priori
determination of perturbative dimensionless parameter.

We addressed this aspect in Sec. 1.2, by defining a notion of adiabatic state as the
dynamical solutions leading to the slowest time-evolution of the physical observables. We
construct their density matrix perturbatively, in an adiabatic small quantity which is
determined a posteriori, requiring that the perturbative expansion is valid.

In the next chapter, we discuss the adiabatic dynamics of a slow-fast quantum system.
It corresponds to a closed quantum system with two types of degrees of freedom with
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1.3. Conclusion of chapter

a separation of characteristic dynamical timescales. The external drive imposing a time
dependence of the Hamiltonian of a quantum system is replaced by a coupling to a second
“slow” dynamical quantum system. We will quantify what we mean by a “slow” dynamical
quantum system by defining a notion of adiabatic subspace, following the same method as
the one discussed in Sec. 1.2.1 to define adiabatic states. The technical tools to implement
this method will be different, in order to keep track of the back-action of the fast subsystem
onto the slow one.
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Chapter

Slow-fast quantum systems

Slow-fast quantum system are closed quantum system whose dynamics contains a sep-
aration of characteristic timescales, or frequency scales. The total system splits in two
types of degrees of freedom, the slow and the fast ones, associated to the corresponding
timescales. The “adiabatic elimination” consists in deriving an effective dynamics of the
slow degrees of freedom accounting for the back action of the fast degrees of freedom. This
chapter is an introduction to slow-fast quantum systems, and to the geometrical proper-
ties entering the effective dynamics of the slow degrees of freedom. Different examples
of possible slow-fast quantum systems with their corresponding slow and fast subsystems
are given in Table 2.1.

In Sec. 2.1 we discuss the historical example of a slow-fast quantum system, a molecule.
The Born-Oppenheimer method introduces the main ideas of the adiabatic theory of a
slow-fast quantum system, in particular a notion of effective subspace. In Sec. 2.2, we
discuss the historical example of an electron in a crystal. This example introduces the
effective equations of motion within the effective subspace involving the Berry curvature.
We will then detail a general theory of adiabatic dynamics of a slow-fast quantum system.
The method to construct this adiabatic dynamics is the same as the one introduced in
Chap. 1 to define the adiabatic states of a slowly driven quantum system. The technical
tools used to implement this method are different. We introduce these tools in Sec. 2.3.
We present this theory and its conditions of validity in Sec. 2.4.

Comment on the notations

In Chap. 1, we considered a slowly time-dependent quantum system. We noted H(t)
its time-dependent Hamiltonian, [i,(t)) its instantaneous eigenstates, and |1, (t)) its
perturbatively constructed adiabatic states.

In this chapter, we are led to consider a Hamiltonian H(x,p) of the fast subsystem
depending on phase space variables of the slow subsystem (x,p). We use the nota-
tion |¢,(x,p)) for its eigenstates instead of the notation |¢,0(x,p)) of Chap. 1. No
confusion is possible in this chapter given that, in general, there is no notion of adi-
abatic states of the fast subsystem, but only a notion of adiabatic states of the total
system. We will introduce a notion of adiabatic projector of the total system, which de-
fines the adiabatic states of the total system. Its lowest order (Weyl symbol') is noted

!The Weyl symbol of an operator is defined in Sec. 2.3.3.
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Chapter 2. Slow-fast quantum systems

ILo(x,p) = |¥u(x,P)) (¥u(x,p)|. The (Weyl symbol of the) adiabatic projector at all
orders is noted IL,(x, p).

Total system

Slow degrees of freedom

Fast degrees of freedom

Molecules

Electron in a crystal

Nuclei positions

Position on Bravais lattice

Electrons positions

Dynamics inside unit cell

Metals Phonons Electrons

Frustrated magnets Collective  zero energy | Gapped magnon excita-
modes tions

Mesoscopic  superconduc- | Collective modes Bogoliubov quasi-particles

tors

Superconducting  tunnel | Collective modes Andreev bound states

junctions

Relativistic spinor Position and spin Particle — antiparticle de-

gree of freedom
Superconducting qubit

Circuit QED Cavity

modes

electromagnetic

Table 2.1: Examples of slow-fast quantum systems.

2.1 Historical Born-Oppenheimer problem

We present the canonical example of a molecule as a slow-fast quantum system using the
approach of the Born-Oppenheimer approximation. This method contains the main ideas
needed to discuss the geometrical aspects in slow-fast quantum systems.

2.1.1 Molecules as canonical slow-fast quantum systems

A molecule is a canonical example of quantum system with slow and fast degrees of
freedom. The nuclei being much heavier than the electrons, we expect them to be much
slower. We describe a molecule by the positions of the nuclei and the positions of the
electrons, ignoring the spin for simplicity. Then the Hilbert space of the total system
splits in

Htot = Hnuclei X Helectrons' (21)

We note collectively R = {R;} the position coordinates of all the nuclei, and P their
conjugated momenta. We note similarly r the position coordinates of the electrons and p
the conjugated momenta. To simplify the notations, we assume that all the atoms are
of the same element such that all the nuclei have the same mass M, and we note m the
mass of an electron. The total Hamiltonian of the molecule reads

A

. p2 i 5
HtotZZQM—FZ%jLV(R,r)
J

%

(2.2)

where V(ﬁ, 1) is the potential Coulomb energy of interaction between the nuclei, between
the nuclei and the electrons, and between the electrons. The historical work of Born and
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2.1. Historical Born-Oppenheimer problem

Oppenheimer [78] consists in deriving the spectrum of the molecule using perturbation
theory in the small ratio m/M. However, what is now referred as the Born-Oppenheimer
approximation [68,79] is a different method to diagonalize the Hamiltonian of the molecule
using important ideas on which this manuscript is rooted.

2.1.2 Born-Oppenheimer ansatz and effective Hamiltonian

The starting point of the Born-Oppenheimer approximation amounts to neglect the kinetic
energy of the nuclei in the Hamiltonian of the molecule (2.2), in the limit where the mass
of the nuclei is larger than the mass of the electrons. The Hamiltonian simplifies into

H=> i{L +V(R, 1) (2.3)

which commutes with the position operators of the nuclei R. As such, we can co-
diagonalize H and the position operators of the nuclei

H [R)® ¢,(R)) = E,(R) [R) @ [¢(R)) (2:4)

where [, (R)) € Helectrons are electronic states. They are the normalized eigenstates of
the electronic operator H(R.) for fixed positions R of the nuclei. When we use this form of
eigenstates of the molecule, we consider the positions of the nuclei as conserved quantities
meaning that they do not change during the dynamics, so we indeed treat the nuclei as
infinitely slow.

Then we aim at determining the eigenstates of the molecule treating the kinetic energy
of the nuclei as a perturbation. We will use a variational ansatz for this purpose. Let
us motivate this ansatz. A small perturbation modify two eigenstates close in energy, for
which E,(R) — E,/(R’) is of the order of the perturbation. Moreover, the perturbation is
written in terms of the momenta operators of the nuclei, which are local in position. Hence,
the perturbation can only alter pairs of eigenstates for which R ~ R/. The energy E,(R)
being continuous with respect to R we have E,(R) ~ E,(R’) for R’ ~ R, such that the
whole family of states |R) @[, (R)) for all R at a fixed v is affected by the perturbation.
If the energy differences between electronic states of different families v/ # v around
the same position E,(R) — E,/(R) are sufficiently large, then an eigenstate of the total
Hamiltonian (2.2) will decompose mostly onto a simple family of eigenstates |[R)®|1,(R)).
We thus expect a suitable ansatz for the eigenstates of the total Hamiltonian (2.2) to be

W) = [ dR X(R) [R) @ [0s(R)) (25)

with a complex function y(R) to determine.
Using the variational method with respect to x(R) [68,80], we obtain an approximate
eigenstate of the total Hamiltonian of energy E for a function y(R) satisfying

(—ihOR, — KA, R, (R))? B2
(e B

() + B MR = Ex(R), (20
with the Mead-Berry connection
AV,Ri<R) =1 <¢V(R)|8RZ¢V(R>> ) (27)
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Chapter 2. Slow-fast quantum systems

and the quantum metric

gv.rir, = Re (Or, 00| (1 = [¢0) (Vo) |Or1bv) - (2.8)

Let us mention an alternative method to obtain Eq. (2.6), which is more explicit
and frequently used. We can decompose generically the total state |Wyy) on the basis
{{IR)®|¢,(R)) }r., of the total Hilbert space using a family of functions x, (R ), rather than
restrict the decomposition (2.5) on one family v. Then the time-independent Schrédinger
equation leads to coupled differential equations between the x, (R). Ignoring the couplings
between x, (R) and x,,(R) corresponds to the Born-Huang approximation [79] and leads
to Eq. (2.6).

2.1.3 Born-Oppenheimer method

We summarize the important steps of the Born-Oppenheimer method, which are at the
basis of the general adiabatic theory of slow-fast quantum systems exposed in Sec. 2.4.
This is often referred as the “adiabatic elimination” because this amounts to eliminate
the fast degrees of freedom and to focus only on the slow ones, with the intuition that
the state of the fast system is determined by the state of the slow system. In that case it
is sufficient to focus on the slow system in order to infer all the information we want on
the total system. This is a reduction of the number of degrees of freedom.
The adiabatic elimination can be summarized by the following steps:

1. Identify the slow and fast degrees of freedom.
2. Freeze the slow variables.
3. Parametrize the states of the total system by the states of the slow system.

4. Unfreeze the slow variables.

Step 1: Identify the slow and fast degrees of freedom.

This step is immediate when we study a molecule. The fast degrees of freedom are the
electrons positions and the slow degrees of freedom are the nuclei positions. This provides
the splitting of Hilbert space (2.1).

Step 2: Freeze the slow variables.

For the Born-Oppenheimer problem, we freeze the slow variables by considering the case
of infinitely massive nuclei, ignoring their kinetic energy in the Hamiltonian. Then the
positions of the nuclei are frozen in the sense that they are constants of motion: the
remaining Hamiltonian H commutes with the positions R. The eigenstates of the frozen
Hamiltonian are eigenstates of the positions of the slow variables, of the form |R) ®

¥ (R)).

28



2.1. Historical Born-Oppenheimer problem

Step 3: Parametrize the states of the total system by the states of the slow
system.

The diagonalization of the frozen Hamiltonian gives a decomposition of the total Hilbert
into a direct sum of subspaces H, , which we will call the Born-Oppenheimer subspaces

Hiot = Huuclei @ Helectrons = @ HV,O (29)

such that intuitively within each subspace v, we can parametrize the states of the total
system by a state of the nuclei lying in Hucei- The subscript “0” is used to distinguish
the Born-Oppenheimer subspace H, o from the adiabatic subspace H, detailed in Sec. 2.4.
This mapping appears in the decomposition (2.5) of the total state: if we interpret the
function x(R) as a wavefunction of the nuclei, then every state of H,, is associated to a
state in Hpuclei- We have an approximate isomorphism between H, o and Hpycei. In the
end of the chapter, we will quantify through the relation (2.108) to which extent the two
spaces fail to be exactly isomorphic.

Let us comment this approximate isomorphism by introducing briefly the notion of
vector bundle?. For each position R of the nuclei, the v-th electronic eigenstate |1, (R))
defines a one dimensional subspace of Heectrons, noted Cli,(R)) = {z ¢, (R)) ; 2z € C}.
The collection of all of these subspaces for R lying in the configuration space of the
nuclei defines a line bundle over this configuration space. If the configuration space of
the slow subsystem is compact, then this line bundle can have a non-trivial topology.
In such a case, the isomorphism between the Hilbert space of the slow system and the
Born-Oppenheimer subspace H, o is not guarantied [82-84]. The non-trivial topology of
line-bundles plays a central role in this thesis.

The notion of Born-Oppenheimer subspace, and the notion of adiabatic subspace that
we will define in Sec. 2.4, are fundamental in this manuscript. They are defined by an
orthogonal projector onto this subspace. In the case of Born-Oppenheimer treatment of
a molecule, the Born-Oppenheimer projector ﬁy,o takes the form

flo= [dR |R) (R]® |1, (R) (,(R)]. (2.10)

Step 4: Unfreeze the slow variables.

For a molecule, this corresponds to taking into account the kinetic energy of the nuclei,
such that the positions R of the nuclei are no longer conserved quantities. This step is
implemented in different ways in various approaches. The Born-Oppenheimer treatment
of a molecule assumes that an eigenstate decomposes within a subspace H, o and uses
a variational method. In the wavepacket approach of the semiclassical dynamics of an
electron in a crystal discussed in Sec. 2.2, the state of the electron is assumed to lie within
such a subspace H, and equations of motion governing the center of the wavepacket
are derived from a Lagrangian approach. In the general theory introduced in Sec. 2.4,
we rather construct a deformed version of the Born-Oppenheimer subspace H, o, the
adiabatic subspace H,,, which is stable® by the dynamics and derive equations governing
the evolution of the state within this subspace.

2We refer to [61,81] for an introduction to the mathematical formalism of vector bundles.
3The adiabatic subspace is stable up to non-perturbative effects, in a sense precised in Sec. 2.4.
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Chapter 2. Slow-fast quantum systems

Each of these steps contain different types of difficulties depending on the physical
system we consider, which are discussed in this chapter.

2.1.4 Role of Mead-Berry connection
Interpretation of the function x(R)

The role of the Mead-Berry connection (2.7) in Eq. (2.6) enlighten an important aspect of
step 3 of the adiabatic elimination: the parametrization of the states of the total system in
the subspace H, by a state of the slow system (the nuclei) in Hyyclei- If we interpret the
wavefunction x(R) used in the decomposition (2.5) as the wavefunction of the nuclei, then
the representation of their momenta P differs from a canonical spatial representation.

To explain this, we recall that the electronic states |1, (R)) are defined as eigenstates
of the Hamiltonian H(R). This leads to a gauge freedom in the parametrization, where
a gauge transformation reads

[Vu(R)) = [¢,(R)) = ™ [y, (R)), (2.11)
X(R) = X'(R) = e “®x(R), (2.12)
and a corresponding transformation of A, g,(R) as
, loJe}
A (R) = A (R) = A, (R) — 2 (R). (213)

As such, the modulus square of the function x(R) is gauge independent and corre-
sponds indeed to a probability density of position of the nuclei, i.e. for an observable f(R)
depending only on the nuclei positions we have

(Wiod| FR) W) = [ dR [\(R)PF(R). (2.14)

However, the function x(R) is not sufficient to get information on the momenta P;: the
connection components A, g, (R) are also required,

(Prot] P |Wior) = /dR X(R)* (=ihdr, — hA, k,(R)) x(R), (2.15)

which is indeed gauge invariant.

Role of connection and curvature

In the early works on the Born-Oppenheimer approximation, the connection A, g, (R)
was often not considered in (2.6), either as an approximation or assuming that a suitable
gauge transformation could make it vanish possibly at the cost of considering multivalued
electronic eigenstates [¢,(R)) and multivalued wavefunction x(R) [85,86]. The role of
the connection has been identified following the seminal work of Mead and Truhlar [86].
We refer to the review of Mead [87] for discussions of the literature.

For our purpose, we are interested in the case where the curvature of this connection

does not vanish*
Fl/,RiRj (R) = (9RZ.A,,,RJ. (R) - 8RjAnyi(R) # 0. (216)

4Tt can vanish locally, for some R, but not globally, not for all R..
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2.2. Semiclassical dynamics of electrons in a crystal

The curvature being gauge invariant, in this case there cannot be any gauge transforma-
tion for which the connection vanish globally. This connection acts as a vector potential
and the Berry curvature as the corresponding effective magnetic field. Then, if we use a
correspondence principle from the effective Hamiltonian (2.6) (despite the delicate inter-
pretation of the function y(R) explained above), we get classical equations of motion for
the nuclei containing an effective Lorentz force originating from this effective magnetic
field [80,88].

The experimental signatures of the geometric phase associated to the Mead-Berry
connection were studied in the spectra of molecules [81,87]. Spectral signatures of topo-
logical properties of the fiber bundle of the Born-Oppenheimer decomposition were also
studied [82-84]. In this manuscript, we are mainly interested in dynamical signatures. For
a review on the different theoretical treatments of the dynamics of electrons and nuclei in
molecular systems within the chemical physics community, we refer to [89]. These works
do not focus on the geometrical aspects entering effective dynamics.

2.2 Semiclassical dynamics of electrons in a crystal

In this section, we discuss the semiclassical dynamics of electrons in a crystal. This is
an historical example of slow-fast quantum system for which the Berry curvature was
understood to play an important role in the equations of motion of the slow variables.
It is also the first example where the Berry curvature depends on compact variables, the
Bloch momenta, necessary to define a topological Chen number.

2.2.1 Decomposition into slow and fast degrees of freedom

We consider a single electron in a crystal in d dimensions and describe this system as a
slow-fast quantum system. We introduce the Bloch theorem as a tool to identify the slow
variables of step 1 of the adiabatic elimination introduced in Sec. 2.1.3. This discussion
does not only apply to an electron in a crystal but also to any wave in a periodic medium.

We saw in Sec. 2.1 on the Born-Oppenheimer treatment of a molecule that the positions
of the nuclei are the slow variables because, in the limit of infinite mass of the nuclei, they
are conserved quantities which means that they do not have any dynamics. We follow
this strategy to identify the slow degrees of freedom for an electron in a crystal. The
Bloch theorem states that the crystal momentum is a good quantum number, i.e. a
conserved quantity, for a particle in a periodic potential. We thus define a degree of
freedom associated to the crystal momentum, with a splitting of the total Hilbert space
similar to the splitting (2.1).

Splitting of the Hilbert space

The state of the electron |¥) is given by a wavefunction ¥(x) depending on the real space
position x € R?

W) = / dx W(x) [x). (2.17)
R
The dynamics of the electron in a periodic potential is given by a Hamiltonian
2
3 p -
H=—++YV 2.18
P v (215)
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Chapter 2. Slow-fast quantum systems

where the momentum operator p is —ihVy in position representation, namely (x| p; | V) =
—ih0,,¥(x). The potential has the translation symmetry of a Bravais lattice I'. We label
by R € I the discrete set of Bravais lattice translations which we identify to the discrete
set of positions of unit-cells by fixing an origin of space. We have forallx € RYand R € T’

V(x+R)=V(x) (2.19)

We introduce the discrete and compact variables used in the description of an elec-
tron in a periodic medium. This discussion is useful to discuss other types of compact
variables [90] which will be considered in this manuscript. A position x in real space is
given by a value of unit cell R and a position r inside the unit-cell via the unique decom-
position x = R + r. To consider separately the Bravais lattice position R € I' and the
position inside the unit-cell r, we define ¥(R,r) = V(R + r), where we have the subtle
periodic conditions

(R,r+a)=(R+a,r) (2.20)

for R,a € T and for r on the boundary of unit cell®. Defining |R) ® |r) = |R + r) with
the same periodic conditions, we have decomposed the Hilbert space in a discrete degree
of freedom R € T, and a continuous and compact degree of freedom r € R?/T

Htot = HBravais-lattice ® Hunit-cell (221)
with
) = Z/ dr U(R,r) |R) @ |r). (2.22)
Rel unit-cell

Discrete and compact variables

We now introduce the Bloch momentum, which is the compact conserved quantity of
an electron in a periodic potential. This discussion of compact variables conjugated to
discrete variables will also be useful when discussing quantum modes.

The reciprocal lattice I'* is made of vectors G € R? such that G - R € 27Z for all
lattice vectors R € I'. The Bloch momentum k lying in the first Brillouin zone R¢/T™* is
the momentum of the electron defined up to a reciprocal lattice vector. We can define it
in the same way as the position with the unique decomposition p = A(G + k) for p € R?,
G € I' and k € R?/T™*. We introduce a compact basis of Hprayais-lattice made of |k) states,
Fourier transform of the discrete basis of |R) states

chell ik-R
e’ |R) (2.23)
)i 2

with V. the volume of the unit cell. This is an orthonormal basis of Hupit-cenn When k €
BZ,

k) =

W = 30c—k) [ k) (K = Loy (2.24)

I' x Unit-Cell — R¢

5 . . .
This is due to the embedding (R,r) — R4r’
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2.2. Semiclassical dynamics of electrons in a crystal

In short, Hpravaisiattice Nas a discrete basis of states |R) of position on the Bravais
lattice R € T, and a compact and continuous basis of states |k) of crystal momen-
tum k € R?/T*. Similarly, Hunitcon has a compact and continuous basis of states |r) of
position in the unit cell r € RY/T, and a discrete basis of states |G) of reciprocal lattice
vectors G € [, even though the latter is rarely used. The Bloch theorem states that
the Bloch momentum is a conserved quantity for the Hamiltonian (2.18) associated to
the discrete translational symmetry by the Bravais lattice. Similarly, the position of the
nuclei is a conserved quantity for a molecule if we ignore the kinetic energy of the nuclei.

However, contrary to the case of a molecule, we usually do not introduce an operator k
corresponding to the Bloch momentum acting on Hpravais-lattice; €ven if we could by defin-
ing (2.23) as its eigenstate associated to the eigenvalue k such that it corresponds to the
periodic operator conjugated to the discrete operator R [90], [}?z, l;:]] =10

] 1HBravais—lattice °

Bloch basis

In the study of an electron in a crystal, it is convenient is to introduce a basis of Bloch
states of the total Hilbert space H. This is a basis which has a simple expression in
the representation of Bloch momenta and position inside the unit cell. A simple basis is
made of k) ® |r) with k € BZ and r € R?/T". However, as discussed below, the position
operator of the electron x does not have a convenient expression in this basis. A choice of
Bloch basis is characterized by a function a(k,r), where we define the states |k,r) € Hiot
as

‘/cell ik-R_ic(k,r)

e e R) @ |r) . (2.25)
) 2
The choice of function «a(k, r) corresponds to a choice of convention of Fourier transform,
or geometrically to a choice of trivialization of the Bloch bundle [62] which is not canonical.
This ensemble of states is a basis of the total Hilbert space when k € BZ and r € unit-cell

[k,r) =% k) @ |r) =

(K r'|k,r) =0k —K)d(r — 1) ; / dk dr |k, r) (k,r| = 13,,. (2.26)
BZ unit-cell

A Bloch state |k,u) is characterized by a crystal momentum k € BZ and a state |u) €
Hunit-cen Which is given by a periodic function satisfying u(x + a) = u(x). It is defined by

K, u) = / drafn) k) = /R dx eRHRn) () [x) (2.27)

where in the last expression, R and r are defined from the unique decomposition x = R+r.

Note that the Bloch base states |k, r) are separable for the decomposition (2.21) of the
total Hilbert space but in general a Bloch state |k, u) defined from a state |u) € Hunit-cell
is not separable unless a(k,r) = a(k)b(r). A choice which would seem practical is to
consider a(k,r) = 0. This would be the case in the discussion of the Born-Oppenheimer
treatment of a molecule, where k would be replaced by the momentum P of the nuclei
and r by the position of the electron. This will be also the case in Chap. 5 where we
consider the dynamics of quantum modes topologically coupled to a qubit, where k will
be replaced by the phase ¢ of the modes and |r) by base states of the qubit Hilbert space.

However, this is not a practical choice in the case of an electron in a crystal. The
reason is that we are interested in the position operator X which acts on H. and not
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Chapter 2. Slow-fast quantum systems

solely on Hpravais-lattice; SO @ separable basis has no reason to be particularly suited. The
use of the Bloch theorem gives an “almost” canonical choice [62]

ak,r)=k-r, (2.28)
such that the state (2.27) is a common eigenstate of the all operators of translation by
lattice vectors R € I'. We describe this choice in the following paragraph.

Choice of Bloch basis from Bloch theorem

The Bloch theorem states that the eigenstates [, k) of the total Hamiltonian are labelled
by k € BZ and by a band index v such that their wavefunction has the form

Yri(x) = €**u, (k,x) (2.29)

with a periodic Bloch function wu,(k,x + R) = u,(k,x). This means that the eigen-
states |_@/Jy,k> € Hiot are common eigenstates of the Hamiltonian H and all the opera-
tors e~ #PR of translations in real space by lattice vectors R € I':

eI ) = T ). (2:30)
H i) = By (1) [thue) (231)

We check that to write ¢, k) under the form (2.27), we have to consider a(k,r) =k -r
[Yux) = |k, u,(k)) if a(k,r) =k-r. (2.32)

This choice gives a natural expression of the Bloch basis in the real space basis |x) of Hos,
with x € R?

‘/cell

k,r) = o) 3 ek Reeln) IR @ Ir) (2.33)
Rel

= g::;ld Y kR L RY  ifa(kr) =k-r. (2.34)
Rel

This is the reason why these states diagonalize the translations by lattice vectors.

Projected observables and covariant derivative

Let us explain that the previous choice of Bloch basis is useful to manipulate the position
operator X. We consider a wavepacket projected in a band v

) = [ dicx(i) [ (235)

In this case, as already noticed by Blount in the beginning of the formalism of band the-
ory [91] and then highlighted by King-Smith and Vanderbilt studying electric polariza-
tion [92] the action of the projected position operator on such projected state corresponds
to a covariant derivative with respect to the connection

Avil) = i (u, () Bk (k) =i [ ar w (K, A

k 2.36
unit-cell 81{1 ( 7r>, ( )
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2.2. Semiclassical dynamics of electrons in a crystal

a0 = [ dk () (;,; ‘ Ay,xk)) W falr) =k (237)

This is also the reason why such convention is well suited when we consider a tight-binding
Hamiltonian, where we replace the unit cell positions |r) by orbital degrees of freedom |j)
localized around r; on the unit-cell, such that we should consider a(k, j) = k-r; to have a
similar expression of the position operator x [62,63,93]. But if we are interested in other
observables, other conventions can be more convenient.

2.2.2 Semiclassical dynamics of center of wavepacket

The Bloch theorem provides a splitting of the Hilbert space of an electron in a crystal
into band subspaces H, o

Hiot = P Hoo (2.38)

where the projector on each band v is defined by

Ml = / dk [ti) (o] - (2.39)
BZ

This is a spectral decomposition of the total Hilbert space, in the sense that each sub-
space H, is stable under the dynamics of the translation invariant H (2.18). This is
in contrast to the Born-Oppenheimer subspaces introduced in Sec. 2.1 which are not
stable under the dynamics of the total Hamiltonian of the molecule but only under the
dynamics of the Hamiltonian (2.3) where we ignore the mass of the nuclei. So step 2 of
adiabatic elimination, the freezing of the slow variables, is already done if we consider an
unperturbed crystal.

If the electron is also coupled to a weak and slowly varying in space classical electro-
magnetic field, then the translational symmetry by the Bravais lattice vectors is broken,
and the Bloch momentum is no longer a conserved quantity. By Peierls substitution [94],
the Hamiltonian reads

Fie = 5 (B -+ CAR)) + V(%) — co(%) (240
with A(x) the electromagnetic vector potential and ¢(x) the electromagnetic scalar po-
tential.

The Bravais lattice translational symmetry of the Hamiltonian H (2.18) is broken in
the perturbed Hamiltonian ]:Itot. We use respectively the notations I:Itot and H to keep
the parallel with respectively the total Hamiltonian Hy of the molecule (2.2) and the
Hamiltonian H (2.3) of the molecule without the kinetic energy of the nuclei, under which
the position of the nuclei is conserved (H is symmetric by nuclei momenta translations).

We are now interested in the semiclassical dynamics of the electron. Historically, one
of the strategies to derive the equations of motion governing the center of an electronic
wavepacket was to construct an effective Hamiltonian and to use the correspondence
principle [94]. This is similar to the correspondence principle mentioned in Sec. 2.1.4
to derive effective equations of motion for the nuclei position in the Born-Oppenheimer
treatment of a molecule.
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Chapter 2. Slow-fast quantum systems

We do not discuss the vast literature on this subject but rather present the theory
based on electronic wavepackets projected into a band because this theory highlights the
role of the Berry curvature in the dynamics. It is rooted in the works of Chang, Niu,
and Sundaram [95-97], and is detailed in the review [13]. We do not enter into the
technical details of this theory but rather explain the main strategy, the difficulties and
the limitations.

A core assumption of this approach consists in focusing on electronic wavepacket
projected into a band of the unperturbed Hamiltonian H and localized in phase space

W) = [k x(k) [ (2.41)

which is similar to considering a Born-Oppenheimer state in Eq. (2.5). The center of the
wavepacket in crystal momentum is k. = [, dk k|x(k)|?, and the center in real space
is x, = (V| x|¥). In order to determine the time-evolution of the center of the wavepacket,
the total Hamiltonian is linearized around it. A subtlety of this linearization is that the
unperturbed Hamiltonian A — from which we define the Bloch eigenstates — is defined
from a linearization in position of the total Hamiltonian ﬁtot around the center of the
wavepacket x.. As such, the Bloch eigenstates |1, ) depend on x., and also enter the
definition of x, via x, = (V| %X |¥). This leads to a self-consistent definition of the center
of the wavepacket. The strategy is then to consider x. and k. as classical dynamical
variables and determine their equation of motion. Niu et al. introduced a Lagrangian
governing the dynamics of x. and k.

L(%e, %o, Ko, ko) = (W] (ih0) — Hioy ) ). (2.42)

The linearization of the total Hamiltonian induces a term in the Lagrangian involving
the average value of the position operator x which, as given by Eq. (2.37), depends on
the connection (2.36), such that the corresponding equations of motion involve the Berry
curvature. We do not detail the derivation of the equations of motion from the Lagrangian.
They read [13]

1
h

hk, = —eE — ei, X B. (2.43b)
These equations involve the electric field E(x.) = —Vx¢(x,.), the magnetic field B(x.) =
Vi X A(x.), the Berry curvature written as a 3-dimensional vector

Vi Eym — ke X F, (2.43a)

r.=

F,(k.) = Vi x A,(k.) (2.44)

where the connection is written as a 3-dimensional vector A, whose components are given
by Eq. (2.36), and a modified band energy

Eu,m(kc> - El/<k0) -B- mu(kc> (245)

with the orbital magnetic moment of Bloch electrons

m, (k) = —i - [(View, (&) x (B, (k) = H (k) [Vicu, (k)] (2.46)

with the Bloch Hamiltonian H (k) = exp(—ik - %) H exp(ik - X).
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2.2. Semiclassical dynamics of electrons in a crystal

In the first historical studies of the semiclassical dynamics of an electron in a crystal,
the role of the Berry curvature was not highlighted in the equations of motion [98].
The semiclassical dynamics of an electron was understood by considering only a group
velocity Vi E, /h.

In one dimension, the Berry curvature and magnetic field vanishes, such that for a
uniform electric field Eq. (2.43b) leads to a linear increase in time of the crystal momen-
tum, which corresponds to a periodic motion through the one dimensional Brillouin zone.
The energy being periodic in momentum, this translates via Eq. (2.43a) into periodic
oscillations in real space, named Bloch oscillations [99,100], at a period h/(ea|E|) with a
the size of the lattice unit cell.

In this manuscript, we are mostly interested in the role of the Berry curvature in the
equations of motion. In the absence of a magnetic field B = 0, the Berry curvature leads
to a contribution to the velocity r. transverse to the electric field eE x F, /h called the
anomalous velocity. It was discovered earlier by Karplus and Luttinger in the study of
the Hall effect in ferromagnets [91,101].

In terms of slow-fast quantum system, there is an important difference between the
semiclassical dynamics of an electron in a crystal and the Born-Oppenheimer treatment
of a molecule. Eq. (2.43) are equations governing the center of the electron wavepacket x..
and k.. They do not correspond to observables of the slow subsystem of the decom-
position Eq. (2.21), because x, is a position in real space, so an observable of the total
system Hot, and not the Bravais lattice position R. In contrast, in the Born-Oppenheimer
method, the effective equations are written in terms of the slow degrees of freedom only,
namely the positions of the nuclei.

2.2.3 Experimental signatures

This semiclassical theory of electron dynamics in a crystal ignores incoherent scattering
of the electron on impurities. As such, it is valid to describe the dynamics of the electron
on timescales shorter than its scattering time. Historically the observation of Bloch os-
cillations in semiconductors was very difficult because the scattering time of electrons is
usually shorter than the Bloch period h/(ea|E|). This difficulty was overcome experimen-

tally using semiconductor superlattices to increase the lattice spacing a and thus reduce
the Bloch period [102].

The use of the semiclassical dynamics of a wavepacket to measure experimentally
the Berry curvature in cold atom experiments was proposed theoretically in 2012 and
2013 [103,104]. It was then realized experimentally with ultracold fermions in an opti-
cal lattice implementation of the Haldane model [105], and with ultracold bosons in an
implementation of Hofstadter bands [106]. Such local Hall deflection in ultracold atoms
platform were observed in anomalous Floquet topological systems [107, 108]. Similar
role of the Berry curvature in the dynamics of excitons was proposed theoretically [109]
and observed experimentally [110] in 2017. Measurements of the Berry curvature via
the anomalous velocity were realized in photonic systems in 2017 [111], and in polariton
systems in 2020 [112]. The anomalous Hall drift along a synthetic dimension made of
magnetic sublevels of an atom was observed experimentally in 2020 [113].
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Chapter 2. Slow-fast quantum systems

2.2.4 Adiabaticity beyond semiclassical wavepacket states

The theory of semiclassical dynamics of electronic wavepackets uses both a semiclassical
approximation and an adiabatic approximation. The adiabatic approximation is related
to the assumption that the state (2.41) of the electron stays projected in a band H,,
whereas the semiclassical approximation is the assumption that the wavepacket is localized
in phase space such that it can be characterized by its average value of position and crystal
momentum.

In this theory, it is not clear how to quantify separately the conditions of validity of
both approximations. In particular, the condition of adiabaticity is less restrictive than
the semiclassical approximation. The use of the effective equations of motion enables us
to describe the dynamics of a larger class of initial states containing but not restricted to
semiclassical wavepacket states. We discuss this point in the next section and in Chap. 5.

2.3 Framework of adiabatic perturbation theory

In Sec. 2.4, we will detail the general theory of adiabatic dynamics of a slow-fast quantum
system. We will present this theory according to the method we used in the first chapter
to define and construct the adiabatic states of a slowly driven quantum system, detailed
in Sec. 1.2.1. The technical tools to implement this method in the context of slow-fast
quantum system are different from those of the first chapter.

In Sec. 2.3.1, we recall our strategy introduced in the first chapter, which involves a
variable A\ interpolating between a physical problem where the dynamics simplifies and
the physical problem we are interested in. In Sec. 2.3.2, we argue that this variable should
be introduced via the commutator of the slow variables. In Sec. 2.3.3, we introduce the
Wigner-Weyl representation, which is a phase space representation of quantum mechanics
well suited for perturbation theory in the variable introduced in Sec. 2.3.2. Finally, in
Sec. 2.3.4, we discuss related approaches of the literature using this phase space represen-
tation, and their main differences with our approach.

2.3.1 Adiabatic perturbative expansion

We recall our approach to study slow-fast systems. We study a quantum mechanical sys-
tem for which we suppose a separation of time-scales controlled by dimensionless quan-
tities, which are not known a priori. In the limit where these quantities go to zero, the
dynamics simplifies. To identify these quantities, we introduce a smooth extrapolation
controlled by a variable A, where the limit A — 0 corresponds to the limit where the
dynamics simplifies, and the limit A — 1 corresponds to the physical problem we are
considering. The goal is to construct observables of interest perturbatively in A.

The central object which we will determine perturbatively is a projector 1L, acting on
the total system, which we call the adiabatic projector. It is defined by an asymptotic
series in A

M, =T, + AL + Mo+ = > ML, (2.47)
k

We recall the meaning of such asymptotic series:

38



2.3. Framework of adiabatic perturbation theory

(i) For the expansion to be relevant, the first order correction 12[,,71 has to be small
compared to the lowest order II, ;. We will explain how we compare two operators.

(ii) The leading terms often provide a good approximation of the solution I1,. In other
words, S5, II,; provides a good estimation of the adiabatic projector of the prob-

A

lem as long as I, i is much smaller than the previous orders.

(iii) The series cannot capture non-perturbative effects® in \, denoted O(A>).

The dimensionless quantities controlling the separation of timescales of the quantum
system are identified from the condition (i). We will determine them quantitatively in
Sec. 2.4.4. In particular, we precise the notion of “slowness” of the slow subsystem, and
we obtain new conditions in terms of gauge covariant tensors which were not discussed
previously in the literature.

2.3.2 Role of the commutator of the slow variables

In this section, we introduce the variable A of the adiabatic perturbation theory from
the commutator of the slow observables. Let us motivate this by extending the Born-
Oppenheimer treatment of a molecule to other physical systems. The Born-Oppenheimer
treatment of a molecule uses the core property that the electrons couple only to the posi-
tion of the nuclei and not to their momentum. As such, when we ignore the kinetic energy
of the nuclei, the corresponding Hamiltonian H (2.3) depends only on the positions of the
nuclei, which are commuting operators. In other words, H is invariant by translation of
the nuclei momenta. We can then diagonalize H and the positions R at the same time.
The corresponding eigenstates |R) ® |1, (R)) are obtained by a diagonalization of the
Hamiltonian of the electron with fixed nuclei positions H(R). Similarly, in the case of
an electron in a crystal, in absence of electromagnetic fields, the Hamiltonian is invariant
under translation by Bravais lattice vectors, and the eigenstates of the Hamiltonian are
also eigenstates of Bloch momenta. In the following, we consider a more general situa-
tion where the fast quantum system couples to non-commuting observables of the slow
quantum system, such that no symmetry preserves the slow-fast decomposition.

Notations

We consider a quantum system made of two subsystems, the slow and the fast subsystem.
The total Hilbert space splits into

Htot - Hslow ® Hfast- (248)

The slow subsystem is composed of N degrees of freedom corresponding to conjugated
operators Z;, p;, © = 1,..., N, noted collectively X and p. In the case of a molecule, they
correspond respectively to the positions and momenta of the nuclei R and P, whereas

SWe recall that a typical non-perturbative term in A has the form exp(—a/)). They are physically
relevant, like the tunnel effect or the Landau-Zener transitions of a time-dependent quantum system
discussed in Sec. 1.2.5.
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Chapter 2. Slow-fast quantum systems

for an electron in a crystal they correspond respectively to the position on Bravais lattice
and Bloch momentum R and k.

We note ﬁtot the Hamiltonian of the total system. We can decompose the Hamilto-
nian f]tot of the total system into

]:Itot - [:Islow + IA{a (249)

where f[slow is the bare Hamiltonian of the slow subsystem, acting solely on Hgow,
whereas H contains the bare Hamiltonian of the fast subsystem as well as coupling be-
tween the two subsystems. In the following, H is called the fast Hamiltonian.

The decomposition (2.49) is physically natural, but is not essential for the theory. The
fast timescales will be derived from H only, but the slow timescales will be derived from
the total Hamiltonian f[tot and not solely from ﬁslow. In short, what is key is not to
determine the decomposition (2.49), but rather to identify in the total Hamiltonian the
observables X and p which we physically expect to be slow.

In the following, we write the operators acting on the slow subsystem Hgo, with hats,
such as ;. We also write the operators acting on both subsystems with hats, such as the
Hamiltonian H of a molecule without the kinetic energy of the nuclei of Eq. (2.3). On the
other hand, operators acting solely on the fast subsystem are written without hat, such
as the operator H(R) acting on the electrons with fixed position of the nuclei introduced
in Sec. 2.1.2. This convention is useful to distinguish easily between operators and Weyl
symbols in the following.

Perturbative variable )\

In the case of a molecule or of an electron in a crystal, H depends only on commut-
ing observables of the slow subsystem: respectively the positions R of the nuclei or the
Bloch momenta k. To diagonalize H we can freeze the slow variables and diagonalize the
remaining Hamiltonian of the fast system for each value of the slow variables, leading re-
spectively to the electronic eigenstates |1, (R)) for the molecule and the unit-cell periodic
Bloch states |u,(k)) for the electron in a crystal. This corresponds to the Step 2 of the
Born-Oppenheimer method discussed in Sec. 2.1.2.

In the general case where H depends on both X and p, it is not possible to freeze all
the slow variables because Z; and p; do not commute. The intuitive strategy is to build
a perturbative theory whose perturbative parameter corresponds to this commutator.
Intuitively, the lowest order of this approximation corresponds to commuting X and p
such that we freeze them and diagonalize the remaining Hamiltonian acting on the fast
subsystem.

Besides, the physical intuition about the ideal adiabatic limit is that all slow variables
involved in the total Hamiltonian are constants of motion. So we have to consider their
commutator with the total Hamiltonian f[tot, and not only with H. Phrased differently,
in Heisenberg representation, the time variation of these observables is given by their
commutator with the total Hamiltonian. One way to recover the limit of infinitely slow
observables is then to rescale their commutator.

We thus introduce a family of physical problems indexed by the variable A, given by
the Hilbert space and Hamiltonian introduced above. For each problem, the operators of
the slow subsystem satisfy
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2.3. Framework of adiabatic perturbation theory

As such, the A — 0 limit corresponds to a problem where all the observables of the slow
subsystem commute with the total Hamiltonian, so they are conserved quantity: they
do not change with respect to time. So this limit corresponds indeed to the limit of an
infinitely slow subsystem.

Let us comment on the physical dimension of the commutator of the slow observables.
In the case of an electron in a crystal, the operators of the slow subsystem are the Bravais
lattice position R and the Bloch momenta k introduced in Sec. 2.2.1. Their commutator
does not involve h. To build a perturbation theory in this case, the variable A is introduced
as

[Ri, ;) = Nidi;1. (2.51)

Similarly, if the slow subsystem is made of quantum electromagnetic modes, z; and p; can
correspond to quadratures of the field, which can be adimensionalized, such that their
commutator is 71. In this case, the starting point is also a commutation relation with
the variable A and no factor A. In the following, we consider that the commutator of
the conjugated observables of the slow subsystem involves i through (2.50). Namely, z;
and p; have the dimension of classically conjugated physical observables.

2.3.3 Wigner-Weyl phase space representation

We want to construct a perturbation theory in A introduced in Eq. (2.50). A suited
technical tool to perform computation in perturbative series in the scale of commutators
is the Wigner-Weyl representation. We present in this section the most useful technical
aspects of this representation and refer to the Appendix 2.A for further technical details.
Different aspects of this representation were first introduced by Wigner [114], Weyl [115],
Baker [116], Moyal [117], and Bopp [118], as well as Blount [91] in the context of band
theory. For pedagogical introductions of these notions, we refer the reader to [119-121].

Weyl symbol

The Wigner-Weyl representation is a phase space representation of quantum mechanics.
In this representation, an operator A acting on the total system Hi, is represented by
a function of operators A(x,p). For each point (x,p) in the phase space of the slow
system, A(x,p) is an operator acting on the fast subsystem Hpg. A(x,p) is called the
Weyl symbol, or symbol, of the operator A.

We consider that the slow variables have a continuous and infinite domain x, p € RV.
This is the case for the position and momentum of the nuclei of a molecule, and for
quadratures of a quantum electromagnetic mode. We discuss below the case of discrete
and compact variables like the Bravais lattice position and Bloch momenta.

The symbol A(x,p) of the operator A and is defined by

X — y> . (2.52)

A(x,p) = /dy exp(—ip .hy> <X —i—% 5

Note that if the operator A acts on the slow subsystem Hgoy only, then A(x, p) is a scalar.
In general, A(x,p) is an operator acting on H ;.
Conversely, the expression of the operator A from its symbol A(x,p) is given by

A 1 P (X —X2) X1 + Xg
(x1|Alx2) = W/dp exp (Z/\h> A( 5 ,p) . (2.53)

A
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The factor Ak in the exponential corresponds to the factor of the commutator (2.50).
A useful expression is the trace of an operator A, given by the phase space integral of
the trace of its symbol A(x, p)

Try,., (A) = /dxdp Try,.., (A(x,p)). (2.54)

1
(A2wh)N
Product of observables — Moyal product

The main reason for the usefulness of this representation within the adiabatic perturbation
theory is the natural expansion in A of the symbol of a product of observables.

Noting C' = AB the product of two observables, the symbol C(x,p) of this product
is given by a non-commutative product of the symbols A(x,p) and B(x,p), called the
Moyal product or *-product, and often written (A * B)(x,p). It is given by

C(x,p) = (A* B)(x,p) (2.55)
e R
. Amz o9 97
= X

p P Oz; Op; 51%‘ Ox;
0A0B 0AOB
Ox; Op;  Op; O
We provide the expression of the expansion of the Moyal product at all order in A in
the appendix 2.A, explaining the condensed notation (2.56). The Weyl symbol of the
operators Z; and respectively p; are naturally given by the functions (x, p) + z;14,,., and

respectively (x,p) +— pily,,,. As such, from the expression of the Moyal product, the
Weyl symbol of their commutator is naturally given by the constant function A\ihly, .

B(x,p) (2.56)

= A(x,p)B(x,p) + )\Zh g: ( ) (x,p) + O(N\?). (2.57)

Wigner function

The Wigner function is a rescaled Weyl symbol of a density matrix, which plays a role of
quasi-density in phase space, in the sense explained below.
We consider a state of the total system |U) € Hor. We note p(x, p) the Weyl symbol
of its density matrix p = |¥) (V|
p=10) (U] —  px,p). (2.58)

Weyl symbol
The Wigner function of the slow subsystem is the scalar function
1
—— T . 2.59
()\27Th>N ot [,O(X, p)] ( )

For an observable a of the slow subsystem, i.e. an operator acting on Hgyy only, its Weyl
symbol a(x,p) is a scalar function. The average of the observable a in the state |¥) is
then given by

w<X> p) =

(U] a|w) = / dxdp w(x, p)a(x, p). (2.60)

As such, the normalization of the Wigner function by the factor (A2wh)™ enables us to
interpret it as a phase space quasi-density’. The Wigner function is a quasi-density and
not a proper phase-space density because it can take negative values.

"Eq. (2.60) is not an immediate consequence of the trace relation (2.54). We expect from Eq. (2.54) to
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2.3. Framework of adiabatic perturbation theory

Case of discrete and compact variables

In Eq. (2.52) and Eq. (2.53), the integrals are over RY because we consider slow variables
of continuous and infinite domain x,p € RY. Blount introduced a similar Wigner-Weyl
representation in the case of electron in a crystal [91,122] which he called “mixed repre-
sentation”. In this case x is replaced by the Bravais lattice position R and p by the Bloch
momentum® k. The formulas do not involve A in this case, because k- R is dimensionless.
The integrals over k are done over the Brillouin zone, and the integral over p are replaced
by discrete sum for R lying on the Bravais lattice. Note that Blount does not introduce
a dimensionless perturbative variable A. He identifies the order of perturbative expansion
in Eq. (2.56) as the order of phase space derivative. For more technical discussions on the
Wigner-Weyl formalism for lattice models, we refer to [123].

2.3.4 Other introductions of a perturbative parameter

In the literature, a “small parameter” € is often used saying that it controls the separation
of timescales between the slow and the fast quantum system, and that its physical meaning
depends on the context. The Wigner-Weyl formalism is then used to study the limit e — 0.
We cite [124], which provides in particular a discussion of the literature. We discuss briefly
different ways which are often employed to introduce this parameter, and then explain
the main difference of our approach.

Semiclassical approximations

The perturbative variable A is introduced in factor of # in Eq. (2.50), because we want to
consider the limit of small commutators of the slow variables. In the first chapter, to define
the adiabatic states of a slowly time-dependent quantum system, we also introduced the
parameter A in factor of A in Eq. (1.26). It originated from the fact that we considered
the dynamics under the Hamiltonian H(\t).

The fact that A can be introduced as a factor of h explains why in many works
the adiabatic approximations are discussed as semiclassical approximations. We cite for
example [74].

Quantization of adiabatic invariants

An adiabatic small parameter € was used historically in classical mechanics, with a classical
Hamiltonian depending on two pairs of conjugated variables (¢, p) and (@, P) by

Hio(eq, p; Q, P) (2.61)

where the limit ¢ — 0 leads to p being a classical conserved quantity. The degree of
freedom (g, p) can be seen as the slow degree of freedom, and (@, P) as the fast degree of

have a Moyal product between the Wigner function w(x,p) and the symbol a(x, p) in the integral. The
result (2.60) shows that the leading term w(x, p)a(x,p) in the expansion in A is the only non-vanishing
one after integration.

8The fast subsystem then correspond to Hunitcell, as discussed in Sec. 2.2.1. Blount does not discuss
directly operators acting on this subspace. Instead, he uses a band representation, with band indices.
This just means that he expresses these operators in the Bloch basis |u, (k)) of Eq. (2.32).
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freedom. The quantization of such classical system proceeds by introducing a Hamiltonian
Hiot(eq, —ih0,; Q, —ihdg). (2.62)

The study of such problem can be traced back to the Solvay Congress in 1911. We cite
the work of Karasev [125] which aim at comparing the adiabatic limit and semiclassical
limit by comparing € and A, in a sense which has to be precised.

Coupled wave equations and multicomponent WKB approximation

A small parameter € is also often introduced when discussing multicomponent classical
wave equations. We recover wave equations from a slow-fast quantum system using the
position representation of the slow variables. A state of the slow subsystem is represented
by a wavefunction ¥ (x). A possible representation of the operators x and p satisfying
the commutation relation (2.50) is

(Zi)(x) = i) (x) (2.63)

(B = M=) 5 ). (2.64)

In this case, the degrees of freedom of the fast subsystem are captured by a multicom-
ponent wave field 1,(x). Within a quantum mechanical language, we introduce a ba-
sis |eq) of Hpse and for a state of the total system |¥) € Hiy, the field components
read ¥,(x) = ((x| ® (eq|) |¥). The Hamiltonian Hiy is then represented by a matrix of
differential operators acting on the wave vector field 1,(x)

Ht0t<X7 —)\ZFLVX) (265)

The multi-component WKB approximation is a method to determine the eigenstates
of a Hamiltonian written similarly, H(x,—i€Vy), in the limit ¢ — 0. Littlejohn and
Flynn [126] revealed the role of Berry phases and Berry curvature in this theory. In
WKB theory, the eigenstates are constructed from a classical Hamiltonian description.
Littlejohn and Flynn showed that this classical Hamiltonian description is affected by
the Berry curvature and by a modified energy, in a similar way than the semiclassical
equations of motion of an electronic wavepacket in the later theory of Niu et al., see
Eq. (2.45) in Eq. (2.43a).

Scale of phase space variation of an observable

The perturbation theory based on Wigner-Weyl calculus is also well suited when we deal
with observables which are slowly varying in phase space. Indeed, as explicitly written in
appendix 2.A, a term of a given order in \ is of the same order of the number of phase
space derivative of symbols.

This is relevant in the context of an electron in a crystal, where we deal with pertur-
bative electromagnetic potentials slowly varying in space. Blount discussed the notion of
order of perturbation theory in this way [91]. In general, the Wigner-Weyl representa-
tion is relevant for any wave equations with slowly varying parameters [126]. We refer
to the PhD thesis of Nicolas Perez for applications in the context of topological waves in
geophysics [127].
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2.4. Adiabatic theory of a slow-fast quantum system

Distinct formalisms

Other approaches have been developed to study the adiabatic or semiclassical theory of
slow-fast quantum systems. For example, Kuratsuji and Iida developed a path integral
approach in the late '80s [128-132]. See also [133] for a Lagrangian approach in the
context of the Born-Oppenheimer treatment of a molecule. In this manuscript, we focus
on Hamiltonian approaches.

Gosselin et al. developed Hamiltonian approaches motivated by the study of the
electron dynamics of a crystal [134—-137]. Their approaches do not use phase space repre-
sentation, but contains ideas similar to the previous works of Littlejohn and Flynn [126],
and of Emmrich and Weinstein [74]. We do not discuss the approach of Gosselin et al. in
this manuscript.

Main difference of our approach

In the different approaches discussed above, € is considered as a small parameter and
computations are done in the limit ¢ — 0. In our case, we use a variable \ to interpolate
between a problem of infinitely slow subsystem and the problem we are interested in,
which enables us to determine the conditions of validity of the adiabatic expansion via
the condition (i) of Sec. 2.3.1. This condition is not stated explicitly in the literature which
I have considered. We will provide an explicit form of this condition in the following.

2.4 Adiabatic theory of a slow-fast quantum system

In this section, we detail a general adiabatic theory of a slow-fast quantum system. For
a general slow-fast quantum system introduced in Sec. 2.3.2, the goal is to construct a
family of states of the total system evolving slowly, and to evaluate their dynamics. This
is the idea of a slow manifold mentioned in Sec. 1.2.1 of the first chapter.

The family of states is defined from a projector, called the adiabatic projector. We
introduce it in Sec. 2.4.1. The evaluation of the dynamics of this family of states is
discussed in Sec. 2.4.2. These two subsections are partly based on the work of Emmrich
and Weinstein [74], and of Stiepan and Teufel [124]. In these works, the authors do not
talk about a slow manifold. Their goal is to construct a family of states of the total
system which is stable by the dynamics, and to evaluate the effective dynamics within
this subspace. We provide our personal understanding of these results.

In Sec. 2.4.3, we provide an explicit expression of the adiabatic projector at first
order. This enables us to discuss quantitatively the conditions of validity of the theory in
Sec. 2.4.4. These two subsections describe an original work.

2.4.1 Adiabatic projector and adiabatic subspace
Adiabatic projector

The adiabatic projector 11, defines the family of initial states for which the adiabatic dy-
namics is valid. This is the slow manifold, constructed perturbatively in the parameter A,
where the limit A\ — 0 corresponds to the problem of infinitely slow subsystem. We thus
assume that it can be expressed as an asymptotic series of A, given by Eq. (2.47).
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The adiabatic projector II, is defined as an orthonormal projector into an almost-
invariant subspace, meaning that it commutes with the total Hamiltonian up to non-
perturbative terms in A\. As such, an initial state prepared in the adiabatic subspace
remains in it during the dynamics, up to non-perturbative effects. The defining equations
of this projector are then

[Hior, 11,] = O(X™), (2.66a)
(I1,)% = I1,,. (2.66h)
Written in terms of the Weyl symbol 11, (x, p), these defining equations read
(Hior x I1,) (%, p) = (I, * Hiot) (X, P), (2.67a)
(II, % IL, ) (x, p) = IL,(x, P). (2.67b)

The Weyl symbol 11, (x, p) of the adiabatic projector is constructed order by order insert-
ing the decomposition (2.47) of the adiabatic projector and the expansion (2.116) of the
*-product into Egs. (2.67).

The mathematical definition of the adiabatic projector is discussed in the book of S.
Teufel [71], which contains a review of the various contributions to its definition. The
most important ones are the mathematical work of Emmrich and Weinstein [74] who gave
the detailed algorithm of computation based on the previous physical work of Littlejohn
and Flynn [126], and the article of Stiepan and Teufel [124] who showed the existence

under certain conditions?.

Zeroth order

In the Born-Oppenheimer treatment of a molecule, we identify a subspace of variational
ansatz by a diagonalization of the Hamiltonian of the electrons fixing the position R
of the nuclei. This subspace H, is characterized by the Born-Oppenheimer projec-
tor 11, (2.10).

For an electron in a crystal, we consider a band subspace H,, characterized by a
spectral projector (2.39). It is defined from the diagonalization of the Bloch Hamiltonian
for which the Bloch momentum k is a parameter.

We show that the zeroth order of the adiabatic projector ﬁy,g has a similar structure.
It is obtained from the diagonalization of the fast Hamiltonian by “freezing” the slow
variables. Here we “freeze” the slow variables by considering the Weyl symbol Hy (X, p)
of the total Hamiltonian Hi.

Indeed, at zeroth order, Eq. (2.67) read

Htot (X7 p>HV,O(X7 p) - HV,O (X7 p)Htot (X; p), (268>
Hu,O (X7 p>2 = HV,O (X7 p)7 (269)

which is satisfied for the projector on an eigenstate |1, (x,p)) of Hiw (X, P)
[,0(x, p) = |1, (x, p)) (b (x, P)[ - (2.70)

9 Stiepan and Teufel [124] showed mathematically that (under certain conditions) the adiabatic pro-
jector is a true projector, in the sense that (2.66b) does not require non perturbative O(A>°) corrections.
In the literature preceding their work, the adiabatic projector is constructed as an almost projector
(I1,)% = 11, + O(X\*). The fact that (2.66b) does not require O(A>°) terms is physically meaningful. Tt
means that II, defines effectively a subspace of states the total Hilbert space, the adiabatic states. But
this subspace is stable under time evolution only up to non-perturbative (Landau-Zener) effects in A.
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2.4. Adiabatic theory of a slow-fast quantum system

Notation of the energies

To clarify the following notations, we note that from the decomposition of the total
Hamiltonian (2.49), its symbol splits into

Htot (X7 p) = HSIOW(X7 p)]‘Hfast + H(Xa p) (271)

where Hgow (X, p) is the scalar Weyl symbol of the slow Hamiltonian H,., which is nothing
but the classical Hamiltonian of the slow system.

We diagonalize the symbol of the total Hamiltonian Hi.(x, p), or equivalently the
one of the fast system H(x,p), for each value of the phase space coordinates of the
slow variables (x,p). We note &,(x,p) the corresponding energies associated to the
eigenstate |1, (x,p)) € Hiast:

Hio (%, P) U0 (x,P)) = &(%,P) [ (X, P)) (2.72)
with
E,(x,P) = Hyow(Xx,P) + E,(x, P), (2.73)

and with F,(x,p) the eigenenergy of the fast Hamiltonian H(x,p). The slow timescales
will be derived from &,, from both Hg,, and FE,, whereas the fast timescales will be
derived from the gaps &, — £, = E, — E,, only from the fast Hamiltonian'®. This is
expressed by Egs. (2.102) and (2.101) in Sec. 2.4.4.

Adiabatic subspace

The specificity of the Born-Oppenheimer setting is that the fast quantum system couples
only to one of the two conjugated variables of the slow subsystem, either x or p. In such
a case, the operator ﬂy,o associated to the symbol 11, o(x, p) is itself a projector acting on
the total system Hio. It thus defines a subspace of the total Hilbert space H, o introduced
in Eq. (2.9) and Eq. (2.38).

The Born-Oppenheimer approximation assumes that the eigenstates lies in H, o, while
the electronic wavepacket approach assumes that the state stays in ‘H, o during the dynam-
ics. This is an approximation, this subspace is not stable under the dynamics of the total
Hamiltonian. Equivalently the eigenstates of the total Hamiltonian are dressed with com-
ponents in the different subspaces. It terms of operators, this just means [ﬁtot, f[,,,o] # 0.
The conditions of validity of this approximation are not easily derived within the Born-
Oppenheimer method, nor from the wavepacket approach of the dynamics of an electron
in a crystal.

The adiabatic projector I1, defines the adiabatic subspace H,, of the total Hilbert space
which is stable by the dynamics up to non-perturbative effects. The adiabatic subspace
consists in the projected states

Hy = { 1) € Huey | 11, [0) = W) }. (2.74)

10As explained in Sec. 2.3.2, this choice of notation separating the energy of the slow and fast sub-
systems is useful to interpret physically the results and to adopt similar notations to the historical
Born-Oppenheimer problem, but it is not necessary for the general theory. One can deal solely with
the energies &, (x,p) of the symbol of the total Hamiltonian. Then their gaps are associated to the fast
timescales and their phase space derivatives are associated to the slow timescales, in a sense which will
be precised in Sec. 2.4.4.
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Besides, in the case where the fast system couples to both conjugated variables x
and p, the operator f[,,,o is not even a projector acting on H, despite the fact that for
each (x,p) its Weyl symbol (2.70) is a projector on Hiast. As such, there is no relevant
notion of zeroth order adiabatic subspace outside the Born-Oppenheimer situation.

We further describe the adiabatic subspace in Sec. 2.4.4. The core problem consists
in deriving the dynamics within this subspace.

2.4.2 Projected dynamics
Role of the classical equations of motion in the literature

In the Born-Oppenheimer problem, classical equations of motions of the nuclei are some-
times considered using a correspondence principle from the Hamiltonian (2.6), leading to
a Lorentz force originating from the Berry curvature [80], as discussed in Sec. 2.1.4. In
the context of the construction of WKB eigenstates of coupled linear wave equations, a
classical Hamiltonian system is used to construct the eigenstate. This classical system is
then sometimes interpreted as providing equations of motion of the slow variables. Little-
john et al. showed the role of the Berry curvature in these equations [126, 138]. Finally,
in the wavepacket approach of the dynamics of an electron in a crystal of Niu et al. [13],
equations of motions governing the center of the wavepacket prepared in the zeroth order
subspace H, o are derived, involving the Berry curvature.

The relation between these classical equations of motion and the adiabatic dynamics
is indeed rather general. We present here the result of Stiepan and Teufel [124], which
clarify this relation between the effective classical Hamiltonian and the quantum dynamics
within the adiabatic subspace H,. They show that the effective classical Hamiltonian
system governs in first order in A the time evolution of the Wigner function of the slow
system, and of the Weyl symbol of the slow observables.

Classical equations of motion

To each subspace H, is associated a classical Hamiltonian of the slow system, i.e. a
function h,(x,p) defined on the phase space of the slow system

hy(x,p) = E,(x,p) + AM,(x, p), (2.75)

where the correction of the energy M, (x, p) is expressed as

MV<X7 p) = hZ: Im <8xiwu(xa p)‘ (Htot(x> p) - 51/(X7 p)) |8piwu(x> p)> . (276)

It corresponds to the “no-name” term of Littlejohn and Flynn’s multicomponent WKB
approximation [126]. It also corresponds to the modified energy Eq. (2.45) including the
effect of the electron orbital magnetization of the electron wavepacket approach.

The classical equations of interest contains the components of the Berry curvature

Fyap(X,p) = i ((Oatu (%, P)|05¢ (%, p)) — (v > ) . (2.77)

48



2.4. Adiabatic theory of a slow-fast quantum system

These equations are

Oh,, o oh, Ohy,
r; = AR —F, . — 2.78
T apz + z:: < V,piPj a ,PiTj apj > ( a’)
oh, oh,, oh
= — A v —F,,I.x.—y . 2.78b
pl azz Z ( iDj a PRy ] ap]> ( 78 )

Classical Hamilton equations require a Poisson bracket or equivalently a symplectic form
characterizing the geometry of the classical phase space!!. These equations correspond
to a modified symplectic form involving the Berry curvature Q,(x,p) = =N, dp; A da; +
MRE,(x,p).

The solutions of these equations of motion are summarized by the classical Hamiltonian
flow ¢ (x,p), which corresponds to the evolution in phase space after a time ¢ under the
equations (2.78) for an initial condition, namely

(x(t),p(t)) = @), (x(t = 0),p(t = 0)), (2.79)

where (x(t), p(t)) satisfy Eqs. (2.78).

Time evolution of a slow observable

We are interested in a first result of Stiepan and Teufel [124] which states that the equa-
tions of motion (2.78) govern the time evolution of a slow observable in Heisenberg repre-
sentation. We consider an observable a of the slow subsystem, i.e. a hermitian operator
acting on Hgow only. We consider its time evolution in Heisenberg representation a(t).
Stiepan and Teufel showed that the classical equations govern at first order the evolution
of the Weyl symbol of the observable. More precisely, the observable a is associated to a
Weyl symbol a(x, p), a scalar function on the slow phase space defined from Eq. (2.52).
The classical equations of motion leads to a classical evolution in phase space ao ¢’ (x, p).
This scalar function on phase space can then be translated with the Weyl quantization
Eq. (2.53) into an operator @ acting on Hgew. When projected by f[l,, i.e. for initial
states within H,, (ﬁ\qbf, corresponds to the quantum mechanical evolution a(t) at first
order in A:

= 0O(\?). (2.80)

11, (a(t) —aoéf) 11,

Time evolution of an average value of observable

The above result illustrates that the classical equations are mainly useful in the phase
space representation, using the Wigner-Weyl transform. Indeed, the Weyl quantization
of the classically evolved symbol a o ¢! (x,p) is hardly trackable in practice. It is much
more convenient to compute the average value of an observable using directly the phase
space representation. To do so, we consider an initial state of the total system |¥ (¢ = 0))
lying in the adiabatic subspace H,. We insist on the fact that the following relation is

H'We refer to [139] for a presentation of classical Hamiltonian mechanics within the formalism of
symplectic geometry.
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valid only for initial states prepared within this subspace, i.e. the initial state has to be
projected

I, |U(t = 0)) = [¥(t = 0)). (2.81)

This condition is often overlooked in the literature. We will study its consequences in
details in Chap. 5. We note w(x, p) the Wigner function of the initial state |V (¢ = 0)),
given by Eq. (2.59). The relation Eq. (2.80) translates into the evolution of the average
value of observable (U(¢)|a|¥(t)) in the projected state

()] a () = [ dxdp w(x.p) a(4}(x.p)) + O (2:82)

This relation is the precise sense in which the classical equations (2.78) govern the dy-
namics of the slow subsystem within the adiabatic subspace H,,.

Remark on the phase space measure It is tempting to introduce a notion of time-
evolution of the Wigner function of the slow subsystem from Eq. (2.82), with a change
of variable leading to w(¢;,*(x,p)) as the time evolution of the Wigner function. How-
ever, such a change of variable does not preserve the phase space measure dxdp. In-
deed, ¢! (x,p) is the Hamilton flow associated to a Hamilton system of symplectic two-
form Q, = Zi]\il dp; A dx; + AaF),. The Liouville measure associated to this Hamilton
system is the phase space measure invariant under the Hamilton flow. This measure is

1 N
(_1)N(N71)/2ﬁ QI/ /\ o« e /\ Qll = (1 — )\hz Fl/ﬂ%pi) dXdp + O()\Q) (283)
' N times =1

Accordingly, to be relevant, the notion of time-evolution of the Wigner function should
contain the prefactor (1 — AN, F,,,xipi) of Eq. (2.83), see [124]. This prefactor is dis-
cussed as a modified phase space density in [140], which is important when we consider
thermodynamic equilibrium quantities [13,124]. We show in the next section that it also
enters the condition of validity of the adiabatic expansion.

2.4.3 Adiabatic projector at first order

In this section, we derive an explicit expression of the first order term ]./_\.[VJ of the adia-
batic projector 1L, Doing so, we obtain explicit conditions of validity of the adiabatic
approximation. In particular, we precise in which sense the slow subsystem has to be
“slow”, and derive an extra condition based on new gauge covariant tensors. We define
the gauge covariance and provide expressions of these tensors in Appendix 2.B.1.

The adiabatic projector I1, can be constructed recursively order by order, as explained
in Sec. 2.4.1. The corresponding procedure is provided by Emmrich and Weinstein in [74].
They show the existence at all order of the projector under certain conditions, but do not
provide explicit expressions. In this section, we derive such an explicit expression of the
Weyl symbol at first order II,,;(x, p) in terms of gauge covariant quantities.
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2.4. Adiabatic theory of a slow-fast quantum system

First order equations

In the following, we give the expression of the first order correction of the adiabatic pro-
jector II, 1 (x, p) in the basis of H.e consisting of the eigenstates [, (x, p)) of Hiot(X, D).
These matrix elements will involve the components of the non-abelian Berry connection

Aﬂl/,a(X7 p) =1 <¢H(X7 p)’aa¢u(xa p)> ’ (284)

where we note £ = {{*} = (x,p) the phase space coordinates, and 0, = 8%. These
coefficients are gauge covariant for p # v. We provide further details in Appendix 2.B
on the derivation of the following results. In the following expressions, we do not always
write explicitly the dependence on (x,p) of the symbols to lighten the notations.

Using the development (2.47) of the adiabatic projector and the expansion (2.57) of
the Moyal product, the defining equations (2.67) give at first order

ih ih
HtotHu,l - Hu,lHtot = E{Hu,m Htot} - E{Htota Hu,o} (2.85a)
h
[0 = Myl = Mol = 5 {T0,T0} (2.85b)

where, for two symbols A(x,p) and B(x,p), we define the Poisson bracket {A, B}(x, p)

by {A, B} =N, (gﬁ gf ‘gl‘:‘ gf) not to be confused with an anticommutator.

Block-diagonal matrix elements — Curvatures

From Eq. (2.85b) we obtain the first matrix element in terms of the Berry curvature F),

<¢V(X7 p)| Hu,l(x7 p) |¢V(X7 p) = -3 Z Fr/ ,TiDi X p) (286)

=1

The other block-diagonal matrix elements, for p;, o # v are written in terms of the
non-abelian curvature Fi 5. This curvature is associated to the family of eigenstates {'}
made of all the eigenstates ; # v. This is an operator-valued two-form, whose compo-
nents Fy (x,p) are operators acting on the subspace generated by the [, (x, p)).
A simple expression of its matrix elements in terms of the connection (2.84) is

FE2) (%, P) = i (Aua (%, P) A5 (x, D) — (@ 43 ). (2.87)

We give further expression of this object in Appendix 2.B.1.
From Eq. (2.85b), we get the block diagonal matrix element for py, ps # v:

h
(Y (%, P)[ T2 (%, P) [, (%, P)) =3

N
Z {l"lﬂ? (288)

V} TiPg

Two levels energy tensor

To express the other matrix elements, we introduce a new tensor. It is homogeneous to
an energy and associated to a pair of energy levels (i, v). To motivate the definition of
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this quantity, we first identify in the modification of energy M, (2.76) a rank 2 tensor G,
homogeneous to an energy. Its components are given by

Gu,aﬁ (X7 p) = <aot¢u(x7 p)| (Htot (Xa p) - 5V<X, p)) |8577/}V(X7 p)> . (289)

If z; and p; are two conjugated coordinates, their product has the dimension of an action,
and the component hG, .., (X, p) has the dimension of an energy. The modification of
the energy takes the form

N
M,(x,p) =hY_ ImG, 4 (x,p). (2.90)

=1

The tensor G, enters the expression of the orbital magnetization of a Bloch electron [13,63]
and is discussed in [141] for many-body physics.

We introduce a new tensor associated to a pair of energy levels. To motivate its
definition, we first analyze the definition (2.89) of the tensor GG, associated to the energy
level v. It corresponds to matrix elements of the Hamiltonian whose energies are expressed
with respect to &,(x,p). We note this operator A, H(x, p)

AH = H = By, (2.91)
= Z (EU - EV) ‘wa> <wa‘ ) (292)
ocH#v
such that'?
Gl/,oz,é’ = <ao¢¢1/‘ AI/H ‘aﬁ¢u> . (293)

We now introduce a new tensor G, homogeneous to an energy, which we call the two
levels energy tensor. It is defined for a pair of energy levels (u, V) as

GHaVyaﬂ - <aawu| AH,VH |a3¢u> ) (294)
where
Alt,VH =H - Euleast - (EV - EH) |¢V> <¢V| (2'95)
= > (Bs = E)Ys) (sl (2.96)
o¢{uv}

Note that p and v do not play symmetric roles.

Again, if x; and p; are two conjugated coordinates, their product has the dimension
of an action and the component AG,, , 4,p, (X, p) has the dimension of an energy. We give
further expressions of the tensor G, in Appendix 2.B.1.

12Note that since we consider energy differences, from Eq. (2.73) the energy of the slow sys-
tem Hgow(x,p) in the expression (2.71) of the total Hamiltonian Hio(x,p) does not play a role in
the expression. Only the fast Hamiltonian H (x, p) with its eigenergies E,(x, p) are involved.

52



2.4. Adiabatic theory of a slow-fast quantum system

Off-diagonal matrix elements

The relation (2.67a) gives the expression of the off-diagonal matrix elements of I, ;. We
obtain for p # v (omitting the implicit (x,p) dependence of all quantities)

0 <5V+5#) hAwy, O <5y+5#) PR X<
E,, — EN 8pl

N
Wl ) = 3|
pid ; dr; \ 2 2 )E,—-E, E,—E,
(2.97)

= (| W1 [9)"

2.4.4 Conditions of adiabaticity

As explained in Sec. 2.3.1, the condition of validity of the expansion of the adiabatic
projector is obtained by constraining the first order correction fL,J to be small compared
to the zeroth order ﬁu,o- We require the symbol II, ;(x,p) to be small compared to the
symbol IT, o (x, p). Given the expression Eq. (2.70) of I, o(x, p), we require all the matrix
elements of II,, 1 (x, p) to be small compared to 1

|<¢01 <X7 p)| Hu,l(x7 p) |¢02 <X7 p)>| <L (298)

This gives a family of dimensionless quantities which have to be small. Let us discuss
them.

The off-diagonal matrix element Eq. (2.97) is a sum of different terms. We require all
of them to be small. We rewrite the first two terms to obtain similar conditions as the
Eq. (1.40) we derived in the first chapter in the definition of the adiabatic states of a time
dependent quantum system. We recognize in Eq. (2.97) derivatives of energies with respect
to a phase space variable. This can be interpreted as the time derivative of its conjugated
variable in a classical Hamiltonian formalism, for a classical Hamiltonian (&€, +&,)/2. We
note this classical Hamiltonian

511<X7 p) + SI—L(XJ p)
2

EU(X7 p) + E}L(X7 p)
2 )

%,u(xa P) = = Hslow(xa p) + (299)
which contains explicitly the Weyl symbol Hgoy(x, p) of the slow Hamiltonian, i.e. its
classical Hamiltonian in a classical description of the slow degrees of freedom. We interpret

the partial derivatives of 7, as phase space velocities of the slow degrees of freedom

' (x,p) = aa%; (x,p) (2.100a)
o O,
Py (x,p) = == "(x,p). (2.100b)

The first two terms of Eq. (2.97) give the conditions

‘EV(Xv p) B EH<X7 p)|
h

‘EV<X7 p) — EH(X7 p)|
h

(%, P) A, (X, p)‘ < for p # v (2.101)

(%, P) Apas (X, p)‘ < for u # v (2.102)
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which are similar to Eq. (1.40). These equations express quantitatively how “slow” the
slow subsystem has to be: the components of the multiband Berry connection A, ,
translate the classical velocities ¢! and p¢! into frequency scales, which have to be small
compared to the Bohr frequencies.

We obtain another condition from the third term of Eq. (2.97). It states that the
components of the two-level tensor hG,, associated to conjugated variables have to be
small compared to the gap in energy

[BT0 Gy (%, 9)| < | By (%, D) — Ep(x,p)|for i # 1. (2.103)

From the block-diagonal matrix elements Eq. (2.86) and Eq. (2.88), we obtain con-
ditions on the coefficients of the Berry curvature associated to conjugated phase space
coordinates

\hF, 4, (x,p)] <1  and hF{(g}lfj>l(x p)| <1 for pu,ps # v. (2.104)
We can interpret this condition from the effective classical dynamics Eq. (2.78) which in-
volves a modified symplectic form 0, = SV | dp;Adaz;+AAFE,. The condition A|F, ,.,,,| < 1
compares the zeroth and first order in A of the component of €2, along dp; A dx;. This
can be interpreted in terms of phase space density comparing the trace of II,(x, p)
and II,;(x,p). From properties on the multilevel Berry curvature Fr W given in Ap-
pendix 2.B.1, Eq. (2.86) and Eq. (2.88) gives

TrHslow [HVl(X p = _hZFl/J?LpL X p) (2105)

=1

The trace of II, o(x, p) is 1. We then obtain the condition

N
hY o Fyap, (X, p)‘ <1 (2.106)

=1

where we recognize the correction of the phase space density discussed on Eq. (2.83).

Here we recover the same notion of phase space density by computing the total number
of states within the adiabatic subspace H,. A state of the slow subsystem occupies a phase
space volume (27A)\)Y. We have formally

(2.107)

. dxdp
dim Fetow = / (\2rh)N

The total number of states within the adiabatic subspace H, is given by the trace of the
adiabatic projector II,. Using the expression of the trace of an operator from its Weyl
symbol (2.54), we get

dxdp

——— = hE,... 2. 2.1
)\27Th h Vymzpz(x7p) _'_ O()\ ) ( 08)

dimH, = dim Hyon — A Z /

The components of the Berry curvature with respect to conjugated variables gives the
difference in number of states between the adiabatic subspace and the Hilbert space of
the slow subsystem.
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2.4. Adiabatic theory of a slow-fast quantum system

Example: a two-level system as the fast subsystem

The interpretation of ¢ and p¢! as classical phase space velocities of the slow subsystem
is even more natural if we consider the fast subsystem to be a two level system. In this
case, the fast Hamiltonian H(x,p) can be decomposed on Pauli matrices — without term
proportional to 1y, ,—, with two opposite eigenergies E, (x,p) = —E,(x,p). The Hamil-
tonian H,,(x,p) then reduces to Hyow (X, p), such that &' and p§' correspond precisely
to the phase space velocities of the slow subsystem when we describe it classically.

Moreover, when the fast subsystem is a two-level system, the two-level energy ten-
sor G, vanishes, as explicitly seen from Eq. (2.96). As such, hIm G, , ;. (X, p) can be
interpreted as a source of transition between two levels originating from the presence of
additional levels.

We will study in details the situation where the fast subsystem is a two-level system
in chapter 5.

Domain of validity in phase space

We derived the conditions of validity of the adiabatic expansion Egs. (2.101) to (2.103)
and (2.106). They are conditions on different functions depending on the phase space
coordinates (x, p) of the slow subsystem. The most restrictive conditions are Eqs. (2.101)
to (2.103) which require in particular that the eigenenergy E,(x,p) of the symbol of the
fast Hamiltonian H(x,p) is not degenerate.

For the operator 11, to be defined, we require its Weyl symbol I1,(x, p) to be defined
a priori on the whole phase space. This requires in particular E,(x,p) to be nowhere
degenerate. This is the condition used to prove mathematically the existence of the
adiabatic projector II,, [74,124].

This condition is satisfied when dealing with the dynamics of an electron in a band
insulator. But it is quite strong and rarely satisfied in other physical contexts. As a
consequence, in general, the adiabatic projector 11, is not an operator well-defined on the
whole Hilbert space Hyo;. Mathematically, it is neither surprising nor annoying. After all,
usually operators are not defined on an entire infinite dimensional Hilbert space but only
on a restricted domain. Physically, it is not surprising either. It just states that some
states of the total system lead to a dynamics containing a separation of timescales, and
other states do not. The mathematically rigorous definition of this domain is certainly
a difficult task. We provide a physically motivated definition, saying that it is made of
the states whose phase space support is localized on the regions satisfying the required
conditions.

We thus define the phase space domain on which the previous conditions hold

D, ={ (x,p) | Egs. (2.101) to (2.103) and (2.106) holds } . (2.109)

Then the domain of definition Dy = of the adiabatic projector I1, is defined to be made
of the states |¥) € Ho of the total system whose Wigner function w(x,p), defined
by Eq. (2.59), has a support lying in D,. This makes sense because the product of two
operators is local in phase space from the expression of the Moyal product. Hence, to
compute the action of II, on |¥), only the values of the symbol II,(x, p) for (x,p) lying
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Chapter 2. Slow-fast quantum systems

in the support of w(x, p) matters'®. Physically, the subspace Dy, of Hyoy corresponds to
the states of the total system whose dynamics contains a separation of timescales. The
adiabatic subspace H, is then made of the projection of these states

H, = {10, |¥) | |¥) €Dy, }. (2.110)

In a sense which will be precised in Chap. 5, they are those that evolve at the slow
timescales.

Let us comment on the domain of validity of the adiabatic theory. The adiabatic
theory applies for initial states localized within the phase space region D,. The theory
describes the dynamics as long as the time-evolved state remains localized within this
region. If we are interested in spectral properties of the total Hamiltonian or thermody-
namic equilibrium quantities, we are often led to consider states which are delocalized in
phase space, such as the electronic Bloch eigenstates of a crystal. The condition that the
support of these eigenstates is localized within the region D, is more restrictive. Hence,
the use of the adiabatic projector would provide an incomplete description of eigenstates
in general.

Presence of degeneracies

When the energy F,(x,p) of the fast Hamiltonian H(x,p) is degenerate with a constant
multiplicity in an extended region in phase space, an adiabatic projector can also be
constructed. Technically, the symbol at lowest order II,o(x,p) in Eq. (2.70) is simply
replaced by the spectral projector of E,(x,p) [74]. This is relevant when we consider an
electron in a crystal within a degenerate or quasi-degenerate band, which can be the case
when dealing with the electron spin. In this case, the semiclassical equations governing
the center of an electron wavepacket involves a non-abelian Berry curvature [13].

The case where F,(x, p) is degenerate on localized regions in phase space leads to very
different physical phenomena. These regions in phase space are called conical intersections
in the Born-Oppenheimer treatment of a molecule [86]. They are called mode conversion
points in the context of semiclassical analysis of wave equations [142]. Mode conversions
are non-perturbative tunnelling processes between two adiabatic subspaces, reminiscent
of Landau-Zener transitions discussed in the previous chapter. The semiclassical notions
loose their relevance in this case. We come back to these aspects in Chap. 6.

2.5 Conclusion of chapter

We have considered closed, time independent, quantum systems which decompose into
two types of degrees of freedom, the slow and the fast ones. The goal of this chapter
was to present the adiabatic theory of such slow-fast quantum system. We considered
in Sec. 2.1 the historical example of a molecule studied with the Born-Oppenheimer
approximation. This example brings the notion of effective subspace of the total sys-
tem, the Born-Oppenheimer subspace, within which the eigenstates are computed via the

13The Moyal product Eq. (2.56) is not rigorously local because it contains all the orders of phase space
derivatives. If the Wigner function vanishes identically outside D, we expect no problem to happen, up
to maybe — once again — non-perturbative effects.
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2.5. Conclusion of chapter

Born-Oppenheimer variational ansatz. We then considered another historical example in
Sec. 2.2, which is the dynamics of an electron in a crystal perturbed by an electromagnetic
field. In this example, the separation into slow and fast degrees of freedom is more subtle.
A spectral band of the unperturbed crystal plays the role of the Born-Oppenheimer sub-
space. The theory based on localized electronic wavepacket projected in a band highlights
the role of the Berry curvature in the effective dynamics. The equations of motion govern-
ing the center of a localized electronic wavepacket contain the Berry curvature, defining
an anomalous velocity.

We then defined a theory of adiabatic dynamics of general slow-fast quantum systems.
In Sec. 2.3, we introduced the framework on which this theory relies, which corresponds
mainly to the use of the Wigner-Weyl representation to define a notion of order of per-
turbative expansion. The theory is presented in Sec. 2.4. The main idea is to construct
perturbatively a subspace of the total system, the adiabatic subspace, which is stable
under the dynamics (up to non-perturbative effects). The adiabatic dynamics is the dy-
namics of states within this subspace. This adiabatic subspace is defined from a projector,
the adiabatic projector, which is constructed perturbatively from the Born-Oppenheimer
projector. While the perturbative construction of the adiabatic projector was introduced
by the mathematical physics community, we provide an original interpretation of the per-
turbative expansion. We then present results of the literature concerning the role of the
Berry curvature in the effective dynamics within the adiabatic subspace, at first order in
the perturbative expansion.

Our interpretation of the adiabatic expansion enabled us to derive in Sec. 2.4.4 quanti-
tative conditions of validity of the adiabatic approximation, from a quantitative expression
of the first order adiabatic projector detailed in Sec. 2.4.3. Doing so, we define the domain
of the adiabatic projector, which, physically, are the states of the total system for which
a separation of timescales exists. The projection of these states are the states of the total
system for which the adiabatic dynamics is valid, i.e. the states within the adiabatic
subspace.

These adiabatic states are tricky to characterize. This point is usually overlooked in
the literature. We will study it in detail in Chap. 5. In particular, the slow and fast
subsystems are usually physically distinct degrees of freedom. As such, it is natural to
consider the entanglement between the subsystems. We quantify it in Chap. 5, and address
the question of the experimental preparation of the projected states. In this Chap. 5, we
establish the relation between the adiabatic states of a slowly driven quantum system, and
the states of the total system lying in the adiabatic subspace H,,, for a class of models. We
also characterize the dynamics within this subspace beyond the center of wavepacket and
beyond the average of observables, quantifying the time evolution of quantum fluctuations
of the slow observables.

In the introduction of this thesis, we presented topological pumps as it was historically
considered, namely a topological response of a slowly driven quantum system. As such,
it mainly relies on the time-dependent adiabatic theory, in the sense that it focuses on
the quantum dynamics of a slowly driven quantum system. We argued that to consider
it as a pumping phenomenon, it is much more natural to embed it in a description of
slow-fast system, where the topological property manifest itself in the dynamics of the
slow subsystem. We develop such description in Chap. 3. We introduce a hybrid classical-
quantum model enabling to identify the physical observables whose dynamics is affected
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Chapter 2. Slow-fast quantum systems

by the topological property, by defining a topological coupling between slow and fast
systems.
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2.A. Wigner-Weyl phase space representation

2.A  Wigner-Weyl phase space representation

We give further relations concerning the Wigner-Weyl representation in complement of
the Sec. 2.3.3.
The trace of the product of two operators is given by

W/dxdpA(x p)B(x,p). (2.111)

The expression for more than two operators do not only involve the product of symbols,
but also the Moyal x-product.

Expressions of the Moyal product

In the following, we do not write explicitly the phase space coordinates dependence of the
Weyl symbols A(x,p), B(x,p) of the operators A, B to lighten the notations.

The expansion of the Moyal x-product in powers of A is simple for one degree of

freedom, N =1,
99 99
e >\ 2.112
* exp (ax dp Op (‘)x)] ( )
00 1 ih n oA B
U’ 2.113
z:: ( 2 ) kz:%)( ) (/{:) 8pk3$”_k axkﬁp”—k ( )
:AB+A§{A, B} + O(\?). (2.114)
It generalizes for N degrees of freedom x = (z1,...,2x), P = (P1,---,PN)
<— — — —
b Jd 9
e 2 B 2.11
* exp 2 ; (83:@ Op; api 31'@)] ( 5)
=> X" C, 2.116)
n=0

where the symbol of order A" is given by

1 (ik\" & w(n) & oA "B

n! = L Opiy - Opy Oy - .03, 0piy,, - - Op;,,
(2.117)

These expressions show that the order in A in the x-product also corresponds to the order
of phase space derivatives of the symbols.

In particular, if one of the two operators is polynomial in x and p, the series contains
a finite number of terms such that an exact expression of the x-product is easily obtained.

29



Chapter 2. Slow-fast quantum systems

2.B Derivation of the adiabatic projector at first or-
der

2.B.1 Gauge covariant tensors

We provide relations concerning the gauge covariant tensors entering the matrix elements
of I, 1 (x, p).

We note £ = {£“} = (x, p) the phase space coordinates, and 0, = ag%' We note |1, (§))
the (continuous) normalized eigenstates of H (&) of eigenenergy E,,(§).

We introduce below different quantities depending on energy levels indices, written
from a gauge choice [¢,(§)). A quantity X, (§) is gauge covariant if under a gauge
transformation,

(€)= €€ 1, (), (2.118)

it transforms as

X (§) = e OX,, ()™ ®, (2.119)

such that it corresponds to the matrix elements of an operator.
In the following, the non-abelian Berry connection A,, (&) is gauge covariant for p #

v, the Berry curvature of a family & of levels F (5;“ ;23(6) is gauge covariant for u,v € &,
and the two levels energy tensor G, .s(§) is gauge covariant.
To lighten the notations in the following, we omit the & dependence of the tensors.

Berry connection

The components of the non-abelian Berry connection satisfy

Auu,a =1 <77/}M|aawu> =— <8oc¢/t|7v/}u> . (2120)

They are gauge covariant for p # v. In the derivation, it is always useful to write the
result in terms of the components of the non-abelian Berry connection.
We note the Berry connection of level v as

Au,a - Aw/,a =1 <¢V‘aawu> . (2121)
It is gauge dependent. In the derivations, the components of the Berry connection for a

single level v have to be combined to the other components of the Berry connection to
form the following gauge covariant tensors.

Berry curvature of level v

Foap =1({0athn|0s0s) — (a < B)) (2.122)
=i 3" (Auas — (0 6 B) (2.123)
p#EV
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2.B. Derivation of the adiabatic projector at first order

Berry curvature of the complement family of levels m

We note {v} = {1,2,... \{v} the ensemble of all the levels p # v.

The non-abelian curvature F@ is an operator-valued two-form, whose components
F@’mm are operators acting on the subspace generated by the [¢),,2,). Its matrix elements
in terms of the connection (2.84) satisfies, for py, o # v

FAv =i (@% 105a) = 3 Ay Apa,p = (0 & 5)) (2.124)
HFEV
=i (ApvaAvms — (@ & B)). (2.125)

We have the following relation between F, and the trace of F@

3 F%‘)aﬁ — —Fup. (2.126)
p#v 7

Berry curvature of an ensemble of levels

The two previous definitions generalize for an ensemble & = {vy,15,...} of levels. The
components of the Berry curvature of the ensemble & are, for vy, € &

F@SJ,’&?) =1 (<3a1/1u1|85¢u2> - %AVIV’QAVW,IB — (Oé <~ ﬁ)) (2127)
ve
=iy (Apadums — (@ B)). (2.128)
ugeE

The Berry curvature associated to two levels & = {u, v} will be involved in the following
relations.

Energy tensor of level v

From the spectral decomposition

H= ZEM [¥u) (Wl (2.129)

and from the above relations, we derive the following expressions of the imaginary part
of the energy tensor of band v in terms of the eigenenergies and the Berry curvatures

ImG,ap =Im (0,0, | (H — E,) |0s¢y) (2.130)
= Im (9,1, | (Z(Eu —E,) [Yu) w) |051),) (2.131)
H#EV
_ 1 1 ()
=SB Fras = ; EF (2.132)
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Chapter 2. Slow-fast quantum systems

Two levels energy tensor of levels (uv)

Similarly, we obtain the following expression of the imaginary part of the two-levels energy
tensor of bands i and v in terms of the eigenenergies and the Berry curvatures

I Gpap = M (Gathy| ( Y. (B — E,)|vo) w) |051)1) (2.133)

o {n, V}
1

2E F{W}aﬂ Z E,F {U}aﬁ (2.134)
2 o)

2.B.2 Matrix elements of the first order projector
From Eq. (2.85b), we obtain

h
(Wl T ) = = ([ {Tuo, T} [) (2.135)
Zh N ( 61’[1,0 81_L,O

--5%

Inserting the identity >, [1,) (¥,| between the derivatives of II, o = [1,) (¢,|, we obtain
after development of the derivative of |1,) (1, |

)

|wy> (zi < pi)> : (2.136)

ih X
<¢V| I s = 5 z:l %: AV;L ;4 uv,p; (xz — pz) (2137)
=1 pAfv
= _5 Zl Fl/,:vipp (2138)

where we use the expression of the Berry curvature in terms of the non-Abelian connec-
tion (2.123).
From Eq. (2.85b), we obtain for i, ps # v

(W Tt ) = 2 (| {0 T} ) (2.139)
N
= Zzh ; <<¢“1| 3;1;;0 ag];:o |y, — (i pi)) (2.140)
ih X
= 2 (A#IV@Z'AV#%PZ' - (xz i) (2.141)
-2 i e) (2.142)
2 = {vhoipi©

From Eq. (2.85a), we obtain for u # v
th 1

(Wl Mo [v) = 5 g (ul ({Huor, o} = {Tho, Hio}) [1) (2.143)
v 0
_dh 1 & OHyo, 0,0 O, Hyoy
ZM;EWM‘(@% dp;  Ox; Op; — (@i o pi) | 1) -
(2.144)
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2.B. Derivation of the adiabatic projector at first order

We then use the spectral decomposition

Hiot = ) & ) (Vo] (2.145)

insert the identity >,/ [t,) (o] between the derivatives of the operators, and expand
the derivatives. We first write the expression in terms of the non-abelian Berry connec-
tion (2.120), and then in terms of the Berry curvatures for ensemble of levels Eq. (2.128).
It leads to

h N[0 (E+E
) = 55 3 (o (25 ) A= 010

Boi=1

L (kv) (uv)
+2MZ(E#F{H7V}7IiPi_ Z EUF@J%‘ZH . (2146)

i=1 o¢{nr}

We recognize in the last term the expression of the two-level energy tensor provided in
Eq. (2.134), leading to the final result Eq. (2.97).
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Chapter

Hybrid classical-quantum formulation of
topological pumps

In the introduction of this thesis, we presented historical descriptions of topological pump-
ing as the response of a driven quantum system. We discussed examples for quantum
systems of different physical dimension D. These previous descriptions focused on the
dynamics of the driven quantum system, imposed by an external classical drive. This
description of pumping calls for a key generalization that includes explicitly the coupled
degrees of freedom of the environment if one wants to model the observable topological
transfer.

We develop such a global framework in this chapter. We discuss topological pumps as
a particular type of couplings between a fast quantum system and slow degrees of freedom.
We consider the driving fields as a dynamical system, and topological pumping manifests
itself in the dynamics of these fields. This enables us to identify the physical observables
affected by the topological property, and provides a unified framework for the description
of different physical realizations of topological pumps. In particular, we show that to
define a topological Chern coupling, what is important is not the physical dimension D of
the fast quantum system, but the number of slow degrees of freedom coupled to it. This
allows us to define a notion of topological coupling between two slow degrees of freedom
and a fast quantum system.

In this chapter, we restrict our attention to a classical treatment of the slow degrees
of freedom of the environment. In particular, this is sufficient to identify the physical
observable carrying the topological transfer. This hybrid classical-quantum framework
is technically simpler than the general theory of slow-fast quantum systems introduced
in Chap. 2. We pay attention on the case of classical modes, or action-angle variables,
which describe the periodic drives of a quantum system. These drives were discussed
as classical parameters in previous descriptions of topological pumps. Here we consider
them as slow classical degrees of freedom. The interaction between them and the gapped
quantum system, when treated within the adiabatic approximation, effectively reduces on
average to a topological coupling leading to a quantized pumping between the classical
subsystems composing the environment.

This chapter is based on the first three sections of the publication [56].
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Chapter 3. Hybrid classical-quantum formulation of topological pumps

Comment on the notations

In this chapter, we adopt the notations of Chap. 2 regarding eigenstates and eigenenergies,
which slightly differ from the Chap. 1. We are led to consider a Hamiltonian H(q) of the
fast subsystem depending on classical variables q = {¢;}. Its eigenstates are noted |1, (q))
and its eigenenergies E,(q).

3.1 Slow classical degrees of freedom coupled to a
fast quantum system

We provide a general model of coupled fast and slow degrees of freedom by resorting to
a mixed classical - quantum description, see Fig. 3.1. Hybrid classical-quantum dynam-
ical systems have been considered in different contexts in the literature, not necessarily
to describe slow-fast systems. For example, semiclassical theories of gravity have been
discussed in this way [143,144], introducing a notion of mixed brackets [145,146]. Similar
mixed classical-quantum descriptions for slow-fast systems were used by M.V. Berry and
J. Robbins [73] to discuss a geometric force on the slow subsystem, without deriving an
effective classical dynamics of the slow subsystem. Q. Zhang et al. [147] used a similar
formalism to discuss the geometric forces in a restricted class of Hamiltonian, relying
technically on canonical transformations. Such frameworks based on canonical transfor-
mations were also used in [148] to discuss the role of Berry phase and Hannay angle in the
effective dynamics. Our general framework of coupled classical-quantum system enables
us to derive the classical dynamics of the slow subsystem relying only on the adiabatic
approximation described in chapters 1 and 2.

3.1.1 Hamilton equations of motion

The slow degrees of freedom are described by classical pairs of conjugated variables g;, p;,
i = 1,...N satisfying the Poisson bracket relations {g;, p;} = d;; [149]. The dynamics of
each pair of classical variables, prior to the coupling to the quantum system, is assumed
to be slow and described by classical dynamics deduced from a classical Hamiltonian
Hi(q;, pi) following

(0 OH;

0) _ (0 OH;
4; Op;

and p; = — .
' 0y

(3.1)

We consider the common case where the quantum system couples to only one of the
variable of each pair of conjugate variables, which includes in particular the case of a
driven quantum system. We note them collectively q = {¢;}.

The quantum system is then described by a Hamiltonian H(q) that depends on the
states of the classical variables ¢;. We focus on quantum systems that remain gapped
during the evolution of the classical modes. This allows to approximate at shorter times
the dynamics of the quantum system by an adiabatic evolution, driven by the slow dy-
namics of the classical modes. More precisely, we consider a quantum system prepared
at time ¢ = 0 into one of the eigenstates denoted |1, (q(t = 0))) of the ¢ = 0 Hamiltonian
H(q(t =0)). This amounts to assume an initial correlation between the state {g;(t = 0)}
of the classical environment and the quantum system. Through the coupling to ¢;(t), the
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—
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Figure 3.1: We consider a general gapped and fast system (in blue) coupled to slow
variables of the environment (in red). The energy separation of the fast quantum system is
assumed to be much larger than that of the slow degrees of freedom, allowing a description
of the latter by classical pairs of conjugate variables. While of different nature, we denote
generically these variables by ¢;, p;. The dynamics of each pair follows from a classical
Hamiltonian H;. The quantum system couples instantaneously to a single variable ¢; of
each degree of freedom of the classical environment.

quantum system will slowly evolve in time on a timescale dictated by the slow classical
environment. We denote its instantaneous state |¥(¢)) and assume that it remains ap-
proximately within the same eigensubspace of the Hamiltonian, which is the essence of
the adiabatic approrimation discussed in Chap. 1. In return, the coupling of the classical
degrees of freedom to the quantum system also perturbs their dynamics and results in an
effective coupling between different pairs of slow degrees of freedom.

The modified Hamilton equations of motion for the slow variables are

6 =", (32)
b= — (WO 5 VO 3.3)

Let us stress that the above description ensures the conservation of the total energy of
both quantum and classical degrees of freedom. Indeed, the Schrodinger equation in
finite dimension corresponds to classical Hamiltonian equations associated to a Hamilto-
nian function F(¥) = (V| H |¥) and to a natural Poisson bracket structure on the Hilbert
space [150,151]. Therefore, the total phase space also inherits a Poisson bracket structure
and the above equations of motion derive from the Hamiltonian function Hio ({g: }, {pi}, ¥)
> Hi(qi, pi) + (V| H({g;}) |¥), thus abiding by the conservation of the total energy.

Backaction of the quantum system

The second term in Eq. (3.3) represents the backaction of the quantum system onto the
classical system. To evaluate it, we now describe the adiabatic evolution of the quantum
state [W(¢)). Due to the slow evolution of the Hamiltonian H(q(t)), the state |¥(¢)) of the
quantum system does not identify with the instantaneous eigenstate |1, (q(t))) defined by
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Chapter 3. Hybrid classical-quantum formulation of topological pumps

H(q(t)) [v.(a(t)) = E.(q(t)) |¥.(q(t))). Its expression is given by Eq. (1.8) of the first
chapter. The corresponding correction to the dynamics of the slow classical variables p;

in Eq. (3.3) is now expressed as

Pi=pi =5

S T2 A\ Fy gias (3.4)
¢ JFi

see Appendix 3.A for the detailed derivation. The first correction relates to the energy
variation of the quantum state and follows from the standard classical - quantum coupling.
The last correction is more exotic: it manifests an effective coupling between the different
slow variables ¢;, p;. The strength of this transverse coupling depends on the geometry

of the eigenstates |1/, (q)) of the quantum system through the components F, . of the
two-form Berry curvature which are defined as
o (Wl O H [Wu) (| O, H (W) .
Fygiq; =1 Z . v — (i ¢ J). (3.5)

n#v (EV - EM)Q

The equation (3.4) enables the identification of the physical observables affected by the
geometrical and topological properties of the coupling between the slow and fast subsys-
tems. They enter the dynamics of the variables p; conjugated to the variables ¢; coupled
to the quantum system. We use this consideration of conjugated variables in the next
chapter in an experimental proposal of topological coupling between a superconducting
qubit and microwave modes, in order to identify the physical observables carrying the
geometrical and topological properties.

Adiabatic states and slow manifold

As detailed in Appendix 3.A, to recover Eq. (3.4) at first order in the adiabatic ap-
proximation, the quantum system has to be initialized not in its instantaneous eigen-
state |1, (q(t =0))) but in an adiabatic state, provided by Eq. (3.25). If the quantum
system is initialized in its instantaneous eigenstates, then we have extra terms oscillating
at the Bohr frequencies. In such a case, the classical variables do not evolve only on the
slow timescales associated to the classical Hamiltonian, but also on the fast timescales of
the quantum system.

We thus recover that the adiabatic states are the initial state on a slow manifold,
leading to a slow evolution of the physical observables, as discussed in Sec. 1.2.1 of the
first chapter. Eq. (3.4) is the equation of motion within this slow manifold.

Condition of adiabaticity

The condition of validity of the time dependent adiabatic approximation is discussed
in details in Sec. 1.2.3 of the first chapter. In particular, the velocity q§°) of the slow
variable, given by Eq. (3.1), has to satisfy the condition (1.40), and the time of validity
of the adiabatic approximation is given by Eq. (1.56).

3.1.2 Geometrical power transfer

The geometrical coupling in (3.4) between the different subsets of slow variables g;(t), p;(t)
is associated with an energy transfer between them. The change of energy of each classical
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degree of freedom is:

d¢; . O0H, . OH,

@~ o TPop,
@28

_ 7+ B A4, - (3.6)
@ J#i

The antisymmetry of the Berry curvature ensures the conservation of the total energy.

3.1.3 Nature of classical degrees of freedom

Let us discuss briefly the implications of the previous modification of Hamilton equations
for different types of classical slow degrees of freedom coupled to a quantum system.

Massive classical particles

The initial context of the Born-Oppenheimer approximation, at the origin of the adiabatic
approximation, was the description of light particles, the electrons, coupled to heavy
particles, the nuclei. In this situation, the slow degrees of freedom described classically
are those of the massive particles: their position ¢; and conjugated momentum p;. The
corresponding Hamiltonian is H; = p?/(2M) + V(¢;), parametrized by the mass M and
potential V' (¢). The equations of motion in this case take the form

(3.7)

. Pj
pi = _V/(Qz) — 0qiE,, ‘l— hz ]\Z—Fyqlqj (38)
i

Equation (3.8) describes the associated anomalous geometrical force [73,80].

Classical modes

While the previous adiabatic formalism was initially designed with classical massive degree
of freedom in mind, it also applies to the case of slow action-angle ¢;, n; variables, which we
will call a classical mode. In more details, we consider a variable p; = hn; where n; takes
only integer values and its canonical phase ¢; = ¢;, a 27 periodic phase. Of particular
interest is the situation of a monochromatic mode, corresponding to the Hamiltonian
H; = hwn; = w;p; whose linearity in n; is the distinctive feature compared with the
massive case. In this situation, the modified Hamilton equations of motion read

b = i = wi, (3.9)

OE,
hnz = p, = — A + hz ijV7¢i¢j' (310)
0¢i j#i

In the case of classical modes, the Eq. (3.10) describes the filling rate of mode i. The
energy transferred between the different modes corresponds to

dé; 0E,
dt = — wi% + h;winFl,’@%. (311)

69



Chapter 3. Hybrid classical-quantum formulation of topological pumps

3.2 Topological pumps as coupling between a classi-
cal environment and a quantum system

In the following, we develop a slow-fast description of topological pumps by showing how
they can naturally be described with the formalism of Sec. 3.1 of adiabatic topological
coupling between classical slow variables of different nature.

3.2.1 Topological versus geometrical couplings

In the above section, we have shown how a geometrical quantity, the Berry curvature,
encodes the strength of the effective coupling mediated by a quantum system between
classical variables. Of particular interest is the case of two classical variables, e.g. ¢
and ¢o with a compact configuration space denoted [0,27]. In this situation, the Chern
number C,, 12, defined as

/[02 ]2 dq1dq2 Fl/,(hqz = 27'(' CV712, (312)

is an integer topological quantity, i.e. it is insensitive to perturbations of the quantum
Hamiltonian H provided the gap between F, and other states does not close.

Noting that (3.12) is nothing but the averaged Berry curvature over the configuration
space, the case of a Hamiltonian H characterized by a topological Chern number corre-
sponds to a quantized averaged coupling in Eq. (3.4). We define the topological coupling
as that between two slow degrees of freedom and the fast quantum system when the Chern
number is non-zero.

When the Berry curvature fluctuates in the configuration space around its topological
average, a quantized coupling between the classical variables is only recovered when aver-
aging over initial position in configuration space, which is hardly practical. Alternatively,
we can resort to a time average: if the evolution of classical phase variables is ergodic on
the compact configuration space [0, 27]?, an average over the configuration space can be
replaced by an average over a sufficiently long time.

3.2.2 D =2 Quantum Hall pump

In an enlightening argument, B. Laughlin related the quantization of the transverse con-
ductivity of the quantum Hall state to a transfer of charge between edges in a Corbino
geometry as the flux threading the disk is increased by one quantum [6]. Later on, Niu,
Thouless and Wu introduced the notion of generalized boundary conditions for quantum
Hall states [27]. The quantum Hall topological properties are expressed as the Chern
number of the ensemble of many-body groundstates over the closed manifold of phase
boundary conditions. These boundary conditions parameters were later related to elec-
tromotive forces through loops connecting opposite edges of the sample [3,29] effectively
generalizing the topology of Laughlin’s gedanken experiment to that of a torus and al-
lowing for a dynamical description of the quantum Hall effect over a classical parameter
space [54].

Here we consider the classical phases entering the generalized boundary conditions as
dynamical variables. This effectively amounts to realize a quantum Hall topological pump
between two LC harmonic circuits. Let us consider a quantum Hall sample coupled to
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Figure 3.2: (a) Schematic quantum Hall circuit where two LC branches, described by
classical conjugate variables ® and (), are connected through a quantum Hall sample.
(b) Schematic Thouless pump driven by a phase ¢o = wst conjugate to a variable na,
and coupled to an LC branch. Topological pumping gives rise to a current in the LC
circuit. (c¢) Topological mode coupler, or frequency converter, in which two classical modes
described by ¢1,n; and ¢o, ny variables are coupled topologically through a quantum
system.

two independent electrical circuits in the z and y direction, see Fig. 3.2(a). The coupling
between each circuit and the quantum Hall sample follows from the boundary conditions
of Niu et al. [27] on the many-body ground state wave function W(zy, y):

\I/(CC]C + Lx, yk) = 6iq)1 \If(l‘k, yk), (313&)
U (g, y + Ly) = €72 U(a, y). (3.13b)

The two phases @1, &, are related to the voltage drop V; in each directions as ®;(t) =
(e/R) [*Vi(t")dt'. If we model each electric branch associated to this voltage drop as an LC
circuit [152], these phases are dynamical classical variables, whose canonically conjugate
momenta are the (rescaled) accumulated charge in each circuit Q; = (h/e) [* I;(t')dt', I;
being the current in each circuits. The classical Hamiltonian describing each LC circuit
is . h2 2

H; = 2h2(] Q; + 2L o7 (3.14)
where L; is the inductance and C; the capacitance of the corresponding circuit [152].
Hence, the dynamics of an LC circuit identifies to that of a massive particle of position
¢; = ®; and momentum p; = ();, in a harmonic potential.
The Hamilton’s equations (3.7 and 3.8) include a correction to the usual relations
between flux and current

: h h\™ &,
Q1 = gll = — (e) I, + hFs, 0, hV2 (3.15)
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via the Berry curvature Fg, ¢, of the quantum Hall effect ground states derived by Niu et
al. [27]. This Berry curvature being independent of the external fluxes and thus constant
over the parameter space, it is related to the quantum Hall Chern number C;5 via Fg, 9, =
Ci2/(27). Thus, the corrected classical equation of motion of the LC circuits reads

h CI>1 62
L = ———+4 —Cy5Vs. 3.16
1 ¢ Ly + j L12V2 ( )
We recover the quantization of Hall conductivity in the limit L; — oc.
Note that the energy transferred from one LC circuit to the other, following (3.6), is

dE1 62

- = hF(plq)Q(i)l(‘.DQ - 012 - ‘/1‘/2 - 5[1‘/1 (317)
dt h

In the limit of an ideal Hall measurement, where the L;C; circuit corresponds to an
ammeter, we get V4 = 0, and no energy is transferred between the two circuits.

3.2.3 D =1 Thouless pump

Let us now turn to the canonical example of a topological pump, proposed by D. Thou-
less [11], which consists in a D = 1 crystal suitably periodically driven in time, such as the
Rice-Mele model [12]. The single electron dynamics is thus described by a time-dependent
Bloch Hamiltonian H (k, ¢(t)) periodic both in momentum over the Brillouin zone, and in
a 27 periodic phase ¢(t) = wt. This Hamiltonian is assumed to be gapped at all time, and
with energy band eigenstates |1, (k, ¢)) possessing a finite Chern number C, ;4 over the
2-torus constituted of the D = 1 Brillouin zone and periodic phase configuration space of
phase ¢. In such a system, topological pumping is usually described as the appearance of
a steady current in the bulk of a closed ring, corresponding to an anomalous geometric
velocity for semi-classical states in band v (&) = (F, j4)0i¢ = 27 Cy jp w [13,101]. We refer
to the review [26] on Thouless pumping, which in particular discusses its generalizations
and experimental realizations.

The difference between topological and geometrical coupling discussed in Sec. 3.2.1 is
reminiscent of the difference between topological and geometrical charge pumping in the
context of Thouless pumps [153], while the use of a time-average on the slow variables is
reminiscent of the use of Bloch oscillations to recover a topologically quantized Thouless
pumping [154, 155].

We propose an alternative description of such a Thouless pump, by considering an open
D =1 crystal of size L connected on both ends to an electrical LC circuit, analogous to
the quantum Hall pump, see Fig. 3.2(b). The coupling between the charged particles in
the crystal and the LC circuit follows from the boundary conditions (3.13) on the many-
body groundstate wavefunction ¥(z = 0,¢(t)) = e®1W¥(x = L, ¢(t)). This amounts to
couple the crystal to a pair of classical conjugated variables )1, ®; identical to those in the
quantum Hall pump, with a classical Hamiltonian (3.14) describing their dynamics. The
periodic driving of the Hamiltonian is now interpreted as the coupling between the charges
of the crystal and a dynamical classical variable ¢ = wt, conjugated to a variable ny. The
dynamics ¢y = w, 1y = 0, correspond to that of a classical mode introduced in Sec. 3.1.3.

In this representation, the topological coupling between the LC' circuit and the classical
mode leads to a modified equation of motion in the LC' circuit, manifesting the appearance
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of a charged current. The modified Hamilton equation (3.7) reads

2
. h h\~ @
Ql = g[l = — <€> f + hF¢,1¢2w, (318)
which leads to a steady charge current Iy = e2mFg,4,/T through the driven crystal,
corresponding to an average number C, 4,4, = C, s Of charge transferred across the chain
per period T of the drive. This result identifies with the standard steady anomalous
velocity in the bulk of the Thouless pump.

3.2.4 D =0 Power pump

In the previous section, we interpreted a time-periodic quantum Hamiltonian as a coupling
between a fast quantum system and a slow classical mode. A natural extension consists
in considering a single quantum system coupled to the phases ¢; of an arbitrary number
N of classical modes, see Fig. 3.2(c). The quantum dynamics of such a system can be
described within Floquet theory [44]. The topological Chern numbers of such a quantum
system are defined in Floquet space, and, when non-zero, leads to a topological frequency
conversion mechanism.

The description of such a quantum mode coupler is natural in terms of an effective
classical dynamics of the modes. We assume that the quantum system couples only to
the phases of the modes, corresponding to a Hamiltonian H(¢;(t),...,¢n(t)). In such a
case, the equations of motions are given by (3.9, 3.10) with a power leaving each mode
given by Eq. (3.11). In the particular case of two modes of frequency wy,ws, we recover
the result of Martin et al. for the averaged power transfer between two modes given by

dgl/dt = hwl(,dg CV7¢1¢2/(27T) [44]

3.3 Conclusion of chapter

We presented a formalism of slow-fast quantum system, where the slow subsystem is
described classically. The formalism focuses on the effective slow dynamics of the classical
system. It is motivated by the modelization the observable topological transfer occurring
in topological pumps. These topological pumps were discussed historically through the
dynamics of a driven quantum system. Considering this driving as originating from the
coupling to external dynamical variables, we show that the geometrical properties of the
coupling impact the dynamics of the conjugated observables of these variables. To define
a topological Chern coupling, what is essential is not the physical dimension D of the fast
quantum system, but the number of slow degrees of freedom coupled to it. We defined
a topological coupling between two slow degrees of freedom and a fast quantum system.
We described the D = 2 quantum Hall effect, the D = 1 Thouless pump, and the D = 0
topological frequency conversion within this formalism of topological coupling between
classical slow variables of different nature.

In the next chapter, building on this general description of topological pumping, we
propose a realization of such a quantum topological coupler between microwaves modes
using an artificial 3 level atom, a qutrit. We identify the physical observables carrying
the topological property. The experimental proposal is designed for their measure to be
of experimental reach.
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This hybrid classical-quantum formulation of topological coupling between slow and
fast systems misses fundamental quantum aspects, such the entanglement between the two
subsystems, the quantum fluctuations of the slow degrees of freedoms, or the dynamics
of non-classical states. We describe these aspects in Chap. 5. Besides, we emphasize the
importance of the preparation of the initial state in this chapter.
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3.A Derivation of the backaction at first order

In this appendix, we derive the expression of the backaction of the quantum system onto
the dynamics of the variable p;.

We consider the time-evolution |W(¢)) of the quantum system evolving according to
the Hamiltonian H(q(t)) which is time-dependent due to the coupling to the time de-
pendent variables q(¢). According to Sec. 1.1 in the first chapter, when prepared in an
instantaneous eigenstate |V (t = 0)) = |, (q(t = 0))), the time evolution of the quantum
state at first order in adiabatic perturbation theory is given by

— Mo®O+i7) () | AMV,QJ' (a(t))
oo+ o) | 4 A, (a(t))
%S [W)EV@@)) ST ey, 19

with the components of the non-abelian Berry connection satisfying for u # v

RCACY S (a) ()
E

A (@) = 1 () |0y (q)) = @) =B (3.20)
and where the zeroth order dynamical phase reads
ot / E,( (3.21)
and the zeroth order geometric phase reads
a0) = [ wnlal)li 5 i ale) dr. (322

We recall that, in this chapter, we use the notations |1, (q)) for the eigenstates and F,(q)
for the eigenenergies of the Hamiltonian of the fast system, in contrast to the first chapter.
The correction to the equation of motion of the variable p; at first order is then

oH
dq;

—(¥(t)

(1)) = wy@fw
OH
R (w (|wu><m)aqj |¢V>+C.C.)

2
pFEV J L, — By

_ w}f,i’%r WZ,O(t)_i'YS,o(t) QJ(O)AquJ( (0)) OH e
1S5 (e e O a0 S talt) o)) + e

(3.23)

where in the first two lines, the derivatives of the Hamiltonian, the eigenstates, and the
eigenenergies are evaluated at q(t). The last term of (3.23) corresponds to terms rapidly
oscillating at the bare instantaneous Bohr frequencies

N ) = 7fal0) ~ o) = =3 [ W(EW) - Bufale)). (320
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They come from the fact that the effective adiabatic dynamics is actually valid for the
quantum states prepared in an adiabatic state rather than in an eigenstate. Indeed, these
terms are canceled at first order if the initial state is prepared in an adiabatic state at
this order, namely

o) lal = 0))) - (¢ = 0) A, (at = 0) _
(= 0) = valalt = 0) ~ 0 3 e el = 0),
(3.25)

We recover that the adiabatic states are the initial states on a slow manifold, leading to
slow evolution of the physical observables as discussed in Chap. 1.

Returning to Eq. (3.23), the dynamics of the classical variables g; is not modified by the
coupling to the quantum system, ¢; = qj(o) 8HJ . Thus, using the relation <¢V\ ]wl,> =

% and the expression of the components of the Berry curvature two form given in (3.5),
%

we obtain for the correction of Di

) == Y E, (326)

~ (] o >
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Chapter

Topological pump in quantum circuits: the
topological qutrit

In the previous chapter, we developed a formalism of topological pumps as topological
coupling between a quantum system and slow degrees of freedom of its environment. The
topological nature of the coupling leads to a quantized energy transfer between the clas-
sical subsystems composing the environment. To illustrate the virtues of this formalism,
we propose a realization of a Chern mode coupler enabling to measure a topologically
protected power transferred between electromagnetic modes. The proposed setup con-
sists in using a three level quantum system, a qutrit, realized from the first three levels of
a highly anharmonic superconducting circuit, a fluxonium, driven at multiple microwave
frequencies. The driven fluxonium realizes a time-dependent version of a Haldane model
on a Lieb lattice. The corresponding phase diagram can directly be revealed by measuring
the power transfer between the microwave modes. The topological pumping leads to a
topological redistribution of energy between the three microwave modes. This experimen-
tal proposal is guided by the goal to measure directly the physical observables carrying
the quantized energy flow. For pedagogical introductions of the field of circuit quantum
electrodynamics, we refer to [156,157], and to [158] for a review on recent progress of the
field.
This chapter is based of the section IV of the publication [56].

4.1 Case of a qubit

It is possible to apply the concept of geometrical and topological response of gapped states
to the simplest quantum system, the quantum bit or qubit. The first experimental measure
of a Berry phase using a superconducting qubit was done in 2007 [159]. The measure of a
Berry curvature from the inner dynamics of a superconducting qubit, in order to deduce its
associated topological Chern number, was done in 2014 [160,161]. The role of geometrical
response in dephasing of a superconducting qubit was also demonstrated [162]. A quantum
metric was measured with a superconducting qubit in [163] to infer the value of a Chern
number.

The seminal work of Martin, Refael, and Halperin [44] proposed to use a spin-1/2
under two frequency drives to observe the quantized pumping of energy from one drive to
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the other. Measuring such a power transfer presents a substantial experimental challenge.
Recently, Malz and Smith [164] used the IBM Quantum Experience to observe the inner
dynamics of a superconducting qubit state that would correspond to a topological quan-
tum transition. However, their control scheme was mixing the flows of power between the
drives — hindering a direct measurement of the power transfer. As such, this protocol is
similar to the previous experiments [160, 161]. Similarly, other experiments on NV cen-
ters demonstrate a topological transition in the qubit dynamics but could not explore the
quantized pumping of power [165].
Essentially, the model proposed in Ref. [44] consists in engineering the Hamiltonian

H(¢1, ¢2) o sin(¢1)ox + sin(¢a)oy + (M — cos(¢1) — cos(¢2)) 0z, (4.1)

where o; are the Pauli operators of the qubit, M is a parameter that drives the topological
transition and the phases ¢ = wit and ¢ = wot are driven at two incommensurate
frequencies. We envision three ways to realize this Hamiltonian.

o As in Ref. [164], it is possible to drive a single superconducting qubit, i.e. a

. . rt
transmon, with a complex amplitude [X(¢) + Y (¢)] e~ 2imfat=2i [ 2 (D47 Where f, is

the qubit frequency in order to implement any driving term of the sort H(t) =
X(t)ox +Y(t)oy + Z(t)oz. However, while it is possible to infer what is the trans-
ferred power between frequency components at w; and wy from the measured qubit
dynamics, this power flow lacks physical embodiment and cannot be measured using
any known apparatus.

o Alternatively, the oz term in the Hamiltonian (4.1) can be achieved by control-
ling the frequency of the qubit directly, hence physically separating the source of
power from the three terms corresponding to each Pauli operator in Eq. (4.1). The
frequency of flux tunable qubits can be tuned rapidly using an on-chip flux con-
trol. However, measuring the power of the drive used for such a flux-tunable bias
has never been achieved to our knowledge and requires some important technical
development.

« Lastly, the frequency of the qubit can be controlled by exploiting the AC-Stark shift
created by a drive far detuned from the qubit transition frequency. The AC-Stark
shift is a commonly used method to engineer the spectrum of artificial atoms but
the relatively low anharmonicity of transmons imposes a finite bandwidth on the
control parameter Z(t).

All these solutions present serious practical limitations either on the achievable Z-
control or — more importantly — on the ability to measure the quantized power transfer.
To circumvent this difficulty, we propose to extend the size of the Hilbert space. In this
extended pumping scheme, we use a qutrit to engineer gapped states.

4.2 Implementation with a superconducting qutrit

4.2.1 Principle of the experiment

The experiment we propose consists in driving a superconducting qutrit at several fre-
quencies in order to establish a topologically given power flow between microwave modes
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Figure 4.1: (a) Schematic of the experimental setup. A fluxonium circuit is embedded
in a host cavity. The transitions between the first three levels of the fluxonium are
driven with a detuning d;, an amplitude ;, and a modulation frequency w; (blue, red and
green). The power of the outgoing signals are recorded with a power spectrum analyzer
that provides the instantaneous photon flux of each frequency mode. (b) Spectrum of the
driving tones. Each fluxonium transition is driven with two side-bands used to implement
a topologically protected power transfer. (c) For decoherence rates smaller than the
modulation frequencies w;, the power of each sideband can be resolved. The quantized
power transferred is expressed as a function of the difference of the spectral power AS;
in the sidebands of each reflected driving tone according to Eq. (4.8).
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at various frequencies. We propose to use a superconducting circuit behaving as a qutrit
where every transition can be addressed individually with a well-defined phase. In the
following, we denote the transitions [0) — [1) as 1, [1) — |2) as 2, and |0) — |2) as 3 for
the sake of simplicity. By modulating the drive amplitude €2; of each transition i at a fre-
quency ¢; = w;, it is possible to engineer an effective Hamiltonian in a configuration space
defined by the phases ¢1, ¢9, p3. By enforcing ¢35 = ¢ — ¢9, the dimension is reduced while
still enabling the observation of a topological transition in the power transferred between
the various driving tones. The difference between any two transition frequencies of the
qutrit shall be much greater than any drive amplitude €2; and modulation frequency w; in
order to enable the direct measurement of the power transfer between any driving modes.
Finally, all the above-mentioned timescales should be much smaller than the coherence
time of the qutrit transitions.

An example of a superconducting circuit satisfying these requirements is the fluxonium
artificial atom. The fluxonium is a highly anharmonic superconducting circuit whose
first three energy levels can be used as a three level atom, a qutrit. The circuit is a
loop composed of a Josephson junction shunted by a large inductance, see Fig. 4.1(a).
When the loop is threaded by an external magnetic flux corresponding to almost (but
not exactly) half a flux quantum, no selection rule prevents the direct driving of all three
transitions while the circuit transitions have been shown to display record long coherence
times [166-168].

The circuit is embedded in a cavity with a single port connected to a transmission
line. The cavity is used as an off-resonant readout mode dispersively coupled to the
circuit transitions [169]. The cavity also acts as a filter that protects the circuit from
direct energy dissipation into the electromagnetic environment of the transmission line,
while preserving fast microwave control through the direct coupling of the input port to
the circuit antenna.

Incoming microwave modes carry the modulated drives [see Fig. 4.1(b)] to the qutrit
and outgoing modes carry the reflected signal before being measured by a power spec-
trum analyzer. At the input, each drive at frequency f; is modulated in amplitude at a
frequency wj, resulting in the pairs of sidebands in Fig. 4.1(b). The geometrical and topo-
logical signatures can be observed in the power transfer between these various frequency
modes. We model the propagating mode in the transmission lines at frequency f as a
classical mode of energy hfny such that the net photon flux is given by the difference
between the outgoing and incoming signals at this frequency (Sout[f] — Si[f])/hf. Pre-
cisely, one first needs to probe the difference AS; in power spectral density between two
sidebands [see Fig. 4.1(c)] and convert it in photon flux n; = AS;/hf; (see Appendix 4.B
for a refined expression).

4.2.2 Hamiltonian in the rotating frame

The fluxonium Hamiltonian reads [170]
o 2 EL A2 N
Hﬁuxonium - 4ECN + 790 - EJ COS(SO - ‘;Oext)a (42)

where N is the charge on the capacitor of the circuit, ¢ is the phase twist across the
inductance, @q is the external magnetic flux threading the loop, and F¢, Ep, E; are
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respectively the charging energy, inductive energy and Josephson energy of the circuit.
The fluxonium is addressed by a microwave drive applied on a capacitance, so that each
pump induces a term proportional to cos(¢;) cos(6;)N in the Hamiltonian, where 6;(t) =
27 fit + 09 is the phase of each tone and ¢;(t) = w;t is the phase of their amplitude
modulation. We denote as |0),|1),|2) the first three energy levels of the fluxonium (4.2).
The frequencies of the three drives f1, fo» and f3 are constrained to satisfy f3 = fi + fo
such that each tone drives a single transition of the fluxonium. This constraint can be
enforced in the microwave domain by using mixers to generate a tone at f3 using tones
at f; and fy or by direct numerical synthesis.

We use a rotating frame description by applying the unitary diagonal transforma-
tion U(t) = diag(1, exp(—2imfit),exp(—2imf3t)). One can choose the initial phases 6
of the tones such that, in the rotating frame and using the rotating wave approximation,
the dynamics of the qutrit is governed by the Hamiltonian

) 0 Q cos(¢py) —ifd3 cos(ops)
H(¢r, ¢, ¢3) = h | 1 cos(¢n) 01 Qcos(¢2) |, (4.3)
Q3 cos(p3) o cos(p2) 3

which depends on the phases ¢;(t) = w;t of the drive amplitude modulations, the two d; =
27 for — 27 f1 and 03 = 27 foo — 27 f3 being the frequency detuning between the fluxonium
transition frequencies and the drive frequencies (see Appendix 4.A for details). Note that
the above constraint on drive frequencies sets do = d3 — d;. Besides, in order to simplify
the dynamics, we impose an additional constraint on the modulation frequencies, namely
¢3 = ¢1 — ¢o. Therefore, the effective Hamiltonian can be described by a Hamiltonian
evolution controlled by two phases only H(¢1,¢3) = H(¢1, ¢a, ¢1 — ¢2). The rotating
wave approximation is valid if the detunings §; and the drive amplitudes €); are much
lower than the fluxonium transitions frequencies f;; and the difference between any two
transition frequencies, which is one of the requirements detailed above.

4.2.3 Chern insulator on the Lieb lattice

In this section, we show that the fluxonium qutrit emulates in time the physics in momen-
tum space of a Chern insulator on a Lieb lattice, which is illustrated in Fig. 4.2(a). This
proposal thus provides a missing implementation of a new three level topological model,
which in particular supersedes a recent proposal based on molecular enantiomers [53].
In this quantum simulation correspondence, the drive detunings d; and d3 correspond to
onsite potential energies on the Lieb lattice, while the drive amplitudes 2; and €25 mimic
nearest-neighbor tight-binding amplitudes, and €23 simulates a next-nearest-neighbor cou-
pling along one diagonal direction. The relative m phase between the €2y, {2, and 23 terms
in Eq. (4.3) originates from a periodic pattern of staggered magnetic fluxes, as shown in
Fig. 4.2(a). These fluxes break the time-reversal symmetry of the tight-binding model,
while preserving the translation invariance of the Bravais lattice.

We thus end up with a generalization of the celebrated Haldane’s model [171] but on
the Lieb instead of the honeycomb lattice. In the sublattice basis (0,1, 2) [see Fig. 4.2(a)],
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Figure 4.2: (a) Schematic representations of a Haldane model on the Lieb lattice and its
square Brillouin zone with the four inversion-invariant momenta. The sublattices 0, 1, and
2 respectively have on-site potential energies 0, d;, and d3. The regular and bold black
lines represent the nearest-neighbor tight-binding amplitudes €2; and €2;. The dashed
black lines depict the next-nearest-neighbor coupling 23. (b) Two allowed configurations
of the band parities p, at the inversion-invariant momenta. A trivial insulator can be adi-
abatically connected to an atomic limit, which is necessarily characterized here by positive
parity products m, = +1. A band insulator exhibiting negative parity products m, = —1
is therefore topological. Identifying all the configurations of the parity eigenvalues of the
different phases of the model allows to identify their topological nature and leads to the
topological phase diagram in panel (c¢) (see Appendix 4.C). (¢) Phase diagram of the
qutrit model. Each colored region corresponds to a set of band Chern numbers. On the
boundaries one of the two gaps closes for at least one combination of phases ¢; and ¢s.
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the corresponding Bloch Hamiltonian is

0 4 cos (%) —i{23 cos (@)
H(k)=nh Q4 cos (%’”) 01 Q, cos (%) . (4.4)
€23 cos (k””gky) ), cos (%) 83

The pseudo-momentum k is dimensionless, corresponding to a lattice constant chosen as
a length unit. The qutrit Hamiltonian (4.3) is then recovered through the substitutions
ky — 2¢1 and k, — 2¢9. Note that our model also captures the dynamics of other
quantum systems such as spin chains [172].

First, we determine the phase diagram of the model (4.4). This is achieved by de-
termining the conditions for a crossing between two of the bands. The parity symmetry
constrains these crossing to occur at the high symmetry points I', X, Y, M of the Brillouin
zone, which simplifies greatly the analysis, see App. 4.C. The resulting phase diagram is
shown in Fig. 4.2(c). In more details, we aim at determining the nature of the various
phases in this diagram, i.e. the range of drive parameters €;, 9; that lead to topologically
nontrivial band structures for the model of Eq. (4.4). By definition, a topological band
structure cannot be smoothly deformed to that of an atomic limit [173]. In contrast, a
trivial band structure admits some band representations of the crystal space group on a
basis of symmetric localized orbitals [174-177]. An efficient strategy to detect topological
band structures then consists in enumerating all possible band representations of a space
group and identifying band structures that do not support such representations. This
strategy lies at the heart of the recent paradigm of Topological Quantum Chemistry and
led to the predictions of exhaustive catalogues of topological materials [178-182]. We can
use this methodology to efficiently determine the phase diagram of model (4.4).

We first determine the band representations of the Lieb lattice in Fig. 4.2(a) for the
atomic limit €25 93 = 0. For non-degenerate onsite energies ;3 # 0 and d; # d3, and in
the presence of staggered magnetic fluxes, the lattice only has inversion symmetry and
belongs to the wallpaper space group p2. The three orbitals occupy the maximal Wyckoff
positions ¢y = (1/2,0), ¢1 = (0,0), and g2 = (0,1/2) in the primitive unit cell. Their
elementary band representations are determined from the band parities p, = +1 — i.e.
eigenvalues of the parity operator — at the inversion-invariant momenta in the Brillouin
zone depicted in Fig. 4.2(a) [183]. It leads to the band representations summarized in the
top panel in Fig. 4.2(b). The parity product

Ty = pV(F)pV (X)pu(Y)pu(M) (45)

of each band v is always positive in the atomic limit. Therefore, band structures with
negative parity products 7, fall outside these band representations and are topological.
Away from the atomic limit, 7.e. for £, o3 # 0, we identify all the parity configurations
of the band structure H (k) at the inversion-invariant momenta (see Appendix 4.C and
Fig. 4.6). Each configuration leads to a colored region in the d;ds-plane in Fig. 4.2(c).
The ivory colored regions correspond to the parity configurations of the atomic limit
in Fig. 4.2(b). Thus, they describe trivial band insulators. In contrast, we find that
the red, green, and yellow regions exhibit negative parity products, thus characterizing
topological insulators. As an illustration, the bottom panel in Fig. 4.2(b) specifies the
parity configuration of the yellow region, where 7, = —1 for v = 0 and v = 2. It shows
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that the change of parity products between the trivial atomic limit and the topological
insulator requires the bands ¥ = 1 and v = 0 (v = 2) to switch parities at point X (Y) of
the Brillouin zone. More generally, a parity switch cannot occur continuously and requires
the band gap to close at one of the inversion-invariant momentum (see Appendix 4.C).
We recover the announced very efficient determination of the phase diagram of Fig. 4.2(c)

by considering the gap closing at these inversion-invariant momenta as a function of the
Q2; and ;. Such band crossings mark the borders between topologically distinct regions
in the phase diagram represented in Fig. 4.2(c), where from now on we use the shorthand
notation for the Chern number C, = [ 02 dd1dg2 Fy4,4,/(27). One can further show
that this Chern number is non-zero when the parity product is negative [184,185]. Since
the qutrit Hamiltonian in Eq. (4.3) is recovered via the substitutions k,, — 2¢1 2, the
Chern number for the fluxonium qutrit is four times larger than for the Lieb insulator,
hence the values summarized in the table in Fig. 4.2(c).

4.2.4 Topological power transfer between three modes

We now discuss how the topological nature of the qutrit pump manifests itself in fill-
ing rates of the three modes. The dynamical system consists of three classical modes
described by the classical phases ¢; conjugated to n; coupled to the qutrit through the
Hamiltonian (4.3) in the rotating frame. The equations of motion have the same form
in the rotating frame n; = —3 (¥| 0y, H |¥) ;i = 1,2,3 where the dynamics of the qutrit
state |¥(¢)) in the rotating frame is governed by the Hamiltonian (4.3), see Appendix 4.D
for details.

As said above, the frequencies of amplitude modulation satisfies w3 = w; — wy such
that ¢;rr = @1 — @2 — @3 is a constant of motion. Hence, we can keep ¢1 — ¢po — ¢p3 = 0
at all time. As such, the qutrit is effectively coupled to two dynamical phases ¢; and ¢,.
According to the model described in Chap. 3, the backaction of the qutrit affects the
dynamics of their conjugated numbers of quanta n; and n;;. They are defined such that
they satisfy the canonical commutation relations with ¢; and ¢s, while commuting with
the constraint ¢; — ¢o — ¢3. We identify them by the following canonical transformation
ny = ny +ng, Ny = ng —n3, ¢ = ¢1, ¢ = ¢o. If the qutrit is prepared in its v-th
eigenstate, the dynamics of n; and nj; is then given by

. . . 10E,

ny=mnp;+ng= —£ 8¢1 + F,,7¢,1¢2w2 (46&)
. . . 10FE,
Nir = N9 — Ny = _ﬁ 0¢2 - Fy7¢1¢2wl (46b)

with £, the energy and F), the Berry curvature of the band v of the Hamiltonian H (¢, ¢2) =
H(¢1, ¢2, o1 — ¢2) in which the qutrit is initially prepared (see Appendix 4.D for details).
Then, the topological power transfer between the modes 1,2, 3 is

L C, . .
hwl (n1 + n3>t = hﬂ&)ﬂﬂg = —hw2<n2 — n3>t, (47)
with C, the Chern number of the band v of the Hamiltonian.
Let us recall that, as explained in Sec. 3.1 of Chap. 3, to recover Eq. (4.6), the qutrit

has to be initialized in an adiabatic state, which slightly differs from the eigenstate at
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first order. A superconducting qutrit is fully controllable, and any quantum state can
be prepared [186-188]. For this experimental proposal, a preparation in an eigenstate is
sufficient. It would induce subdominants corrections to the pumping rate. We discuss in
details the role of the initial state in Chap 5.

From a more experimental point of view, the power transfer to demonstrate is

AS; ASs C, ASy;  ASs C,
el I e S 4.
i Tl 2 M G T T (4:8)

In order to get a sense of how feasible this measurement is, let us set some possible figures
for the experiment that fulfill the criterion discussed earlier. The fluxonium frequencies
could be set to fo1 = 4 GHz, fi» = 6 GHz and fps = 10 GHz. It is then possible to
drive the transitions with € 53/27 = 100 MHz and a similar range of variation for the
detunings. The modulation frequencies could then be wy /27 = 5 MHz, wy/27 ~ 3 MHz.
From the simulations below, we see that the topological power transfer can be resolved
in about 30 periods 27 /w;, which is a few ps. This is well below the typical decoherence
times of fluxonium qubits, which will not limit the dynamics of the system during the
measurement. Thus, verifying Eq. (4.8) requires measuring instantaneous powers in the
range of h fiw;. This corresponds to a power of several dozens of aW, which is a level of
precision that is now routinely reached experimentally [189-191].

4.3 Numerical analysis of topological pumping

4.3.1 Topological power transfer

In order to perform numerical simulations of the proposed experiment, we solve the time-
dependent Schrodinger equation of the qutrit under the rotating wave approximation (4.3).
We first determine the optimal parameters for the pump: the stability of the adiabaticity
evolution requires the largest gap. This is reached at the resonant drive 6, = d3 = 0,
point A in the phase diagram in Fig. 4.4(a), and with equal driving amplitudes €2, 5 3 = €,
resulting in a gap 0.87 AQ. In these conditions, from the analysis of Fig. 4.2(c) both
bands 0 and 2 have non-zero Chern number C = +4, whereas the band 1 is topologically
trivial with C = 0. Therefore, the two lowest energy states do not constitute an effective
topological qubit, given than only one of these bands is topological: this will lead to a
different dynamics than for a conventional 2 level pump as we will see below. To ensure
an ergodic exploration of the classical configuration space of the pump, we choose an
irrational ratio between phases frequencies w; /wy = (1 + v/5)/2.

Keeping parameters of the pump to point A in the phase diagram in Fig. 4.4(a), we
initialize the qutrit at t = 0 in its ground state. The evolution of the filling n; of each
individual modes is represented in Fig. 4.3(a), and varies linearly in time. However, the
filling rate n; are not set by the topological nature of the pump, and depend on the precise
values of the pump parameters: changing slightly these from point A to point B in the
same topological region of Fig. 4.4(a) leads to different filling rates, as seen in Fig. 4.3(a).
On the other hand, the linear combination corresponding to the topological power transfer

defined in Eq. (4.7) is insensitive to the precise values of the pump parameters, as shown
in Fig. 4.3(b).
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Figure 4.3: Pumping by a qutrit initialized in its ground state. (a) Filling of the different
modes n; as a function of time, for three different sets of pump parameters corresponding
to points A, B and C in Fig. 4.4(a). The driving amplitudes are chosen all equals ;3 =
Q). The filling rates are found to depend on the parameters of the pump. (b) The two
different combinations of fillings display the topological power hwiwsCo/2m (grey dashed
lines), invariant on the region of stability of the phase diagram, where Cy = 4 is the Chern
number of the ground state for all parameter sets A,B,C.

Besides the linear topological evolution in time, this power transfer displays temporal
fluctuations which have two different origins as deduced from Eq. (4.6): a dominant spec-
tral term, corresponding to variation of the energy Ej of the qutrit, and a geometrical
contribution originating from fluctuations of the Berry curvature around its topologically
quantized average value (see Appendix 4.E). Thus, the order of magnitude of the correla-
tion timescale of these fluctuations corresponds to the period of the drive. A reasonable
requirement to detect the topological power transfer is to average it over 30 such indepen-
dent fluctuations, leading to a measurement time of 8 us, as announced in the previous
section.

4.3.2 Numerical detection of topological transitions

Having established that the average topological power transfer gives access to the Chern
number of the band in which the qutrit was initialized, we now address the detection of
the topological phase transitions of Fig. 4.2(c) when the detuning parameters d;, 0 are
varied. The richness of the adiabatic dynamics of the qutrit pumps requires different
experimental protocols adjusted to each phase transition. For example, sets A and C
of parameters in Fig. 4.4(a) lead to exactly the same topological power rate for a qutrit
initialized in the ground state, as shown in Fig. 4.3(b), but corresponds to a different
topological qutrit phase. Indeed, the corresponding qutrit phases differ by the topological
nature of the excited bands 1 and 2, while the nature of the ground state is unchanged.
Thus detecting this particular transition requires an initialization of the qutrit in the first
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Figure 4.4: Topological transitions for bands 0 and 1 in the case of drive ampli-
tudes €203 = (2. For each working point of the phase diagram, we fit the time evo-
lution of the energy E; = fwi(ny + n3) linearly over a time At = 8us to construct
the reduced power rate 27 E; /fiwiw, (red dots) when the qutrit is initialized in band 0,
panels [(b),(e),(h)], or in band 1, panels [(c),(f),(i)]. The average populations of the
qutrit p, = x; S| (b, (1)U (1)) |2dt are displayed to evaluate adiabaticity. [(a)-(c)] Tran-
sition line DE, with a transition between bands 1 and 2 at 6;/Q2 = —1, and between
bands 0 and 1 at §;/Q = 1. [(d)-(f)] Transition line HI, with a transition between bands 0
and 1 at 0,/ = —1, and between bands 1 and 2 at 6, /2 = 1. [(g)-(i)] Transition line FG,
with a transition between the three bands at d,/Q = ++/2/2.
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excited state 1.

To detect all transitions, we monitor the evolution of the pumps with both initialization
in the 0 and 1 states. Figure 4.4 displays the resulting power rate, determined by a linear
fit using Eq. (4.7), as well as the average populations p, = =; S| (b, (B[ ()) |2dt of
the qutrit state |¥(¢)) on the three instantaneous eigenstates |1, (t)). Figures 4.4(b,eh)
correspond to a pump with qutrit initialized in band 0, while Fig. 4.4(c,f,i) correspond to
an initial preparation in band 1.

Along the lines DE and HI in Fig. 4.4(a,d), the topological transitions occur between
two bands only, whereas along the line FG in Fig. 4.4(g) the gaps between all three bands
close at the transitions. Along any line, the transition is detected by the evolution of the
populations. Moreover, a quantized power transfer in a given state appears as a direct
test of the adiabatic nature of the evolution, related to the distance to the transitions.
In that respect, optimal choice of parameters for the pump correspond to point A in
the yellow topological phase of the phase diagram, in which the bands 0 and 2 are non-
trivial and spectrally separated by a trivial band 1 and thus generically separated from a
trivial phase by two transitions. Far from any transition near point A, the instantaneous
energy separation with different eigenstates is large, resulting in an adiabatic evolution:
the average population of the qutrit in the initial band remains close to 1 and the power
rate is quantized and set by the Chern number of the band.

In the other topological states of the qutrit, the effects of non-adiabaticity are manifest,
resulting from shorter distances to phase transitions and thus small gaps. For example
along line DE for a qutrit prepared in band 1, while the Chern number C; takes values —4
and +4 for respectively d;/Q < —1 and 0, /2 > 1, the qutrit does not evolve adiabatically
and the dynamics of the classical variables (4.6) must be corrected, leading to an unquan-
tized power transfer shown in Fig. 4.4(c). Similarly, in Fig. 4.4(b) the Chern number +4
of band 0 for §;/Q < 1 manifests itself as a pleateau of power rate for a reduced set of
parameters for —1.5 < 4, /€2 < 0.5 (between points C and B).

4.3.3 Non-adiabatic pumping

The importance of the non-adiabatic effects can be anticipated from the estimation of
the time of validity of the adiabatic approximation Tqi.p introduced in Eq. (1.56) of the
first chapter. In this expression, we consider the maximum of the adiabatic parameter €,
— given by Eq. (1.38) — evaluated on all the values of phases ¢; and ¢s. The mean
free time 7,p 1S the time between two successive Landau-Zener transition whose order
of magnitude is the phases’ periodicity, we take T = 27 /ws ~ 0.3 ps. For the point
A, B and C of the phase diagram, the Landau-Zener collision time 75! associated to
the transition between states 0 and 1 is one order of magnitude below this mean free
time, which is consistent with the assumptions made in the derivation of the adiabatic
time T,giap discussed in Sec. 1.2.5.

For the point A of maximal stability with a preparation in band 0, we get 72, ~
150 ms such that the non-adiabatic effects will not be a limiting factor for experiments
with these parameters values. This is illustrated in Fig. 4.5(a), where the evolution
for 100 us of the energy hwi(ni + n3) and the populations p,(t) = | (¢, (t)|¥(¢))]?* of
the qutrit state |W(¢)) on the three instantaneous eigenstates |, (t)) are displayed. The
qutrit stays in the ground state with po(t) > 0.997, and the energy is transferred at the
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Figure 4.5: Non-adiabatic effects at longer time. The time evolution for the qutrit pre-
pared in band 0 of the topological energy combination fw;(n; + n3) and qutrit popula-
tions p,(t) in the instantaneous eigenstates are displayed for three working points A, B
and C in the phase diagram of Fig. 4.4(a). (a) Point A, case of resonance d; = d3 = 0
where the evolution of the qutrit remains adiabatic during 200 periods, so the pumping
rate is stable. (b) Point B, limit case beyond which pumping is no longer quantized on
Fig. 4.4(b), where the evolution of the qutrit is no longer adiabatic after approximately
8 us, so the pumping rate is no longer quantized. (c) Point C, other limit case beyond
which pumping is no longer quantized on Fig. 4.4(b), where in this phase the Chern num-
ber of band 1 is opposite to band 0, so we see pumping in the other direction when band 1
is mainly populated. Downsampling of data has been applied for clarity of presentation.

topologically quantized rate.

Figure 4.5(b) corresponds to point B closer to the topological transition line towards
the phase where Cy = 0. The estimated time of adiabaticity for band 0 is 7.5, ~ 6 us.
After this typical time, the population on state 1 exceeds 0.1, in agreement with the
definition of T,giap, and the pumping rate deviates from its topologically quantized value.
Figure 4.5(c) corresponds to point C, where we crossed a different topological transition
line, where the ground state remains topological but the first excited state switches from
trivial to non-trivial with Chern number C; = —4. We compute here 75, ~ 8 us in
agreement with the observed deviations from the adiabatic evolution. At longer times,
about 70 us, the first excited state is mostly populated and the energy pumping is reversed,
manifesting the associated change of Chern number.

4.4 Conclusion of chapter

We have proposed an experiment that is able to observe a topologically protected power
exchange. The topological properties appear in the measured incoming and outgoing
energy flows that drive a quantum system. Considering a qutrit instead of a qubit is
key for two aspects. First, it offers a path to circumvent the tremendous challenge to
probe the power flows that drive a two level topological pump. Second, owing to its richer
dynamics, which simulates the topological band properties of a 3-band Chern model, it
gives access to various protocols of pumping which can be freely chosen by setting the
initial state of the qutrit.

Besides the fascinating perspective to actually measure this topological power transfer,
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such a system also opens the paths to the study of the interplay between decoherence
and the topological adiabatic evolution of the quantum system. Our framework raises
two natural questions. Topological pumping requires an initial correlation between the
qutrit and the classical modes. How long does this correlation and thus the pumping
survive in presence of qutrit decoherence? Besides, could we revert the perspective and
use the developed framework and measurable pumping rate as a tool to characterize the
correlations between the quantum system and the classical modes. We consider this aspect
in the next chapter.

Let us stress that while we have proposed an experiment demonstrating the topologi-
cally protected transfer of microwave power using a superconducting circuit, our general
framework can be applied to any quantum system and its driving environment such as
cold atoms, mechanical oscillators or polaritons. Besides, symmetries are essential to
classify topological matter and in particular topological pumps [192]. The enforcement of
these symmetries to protected topological pumping in these different systems is another
stimulating perspective.
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4.A Details on the derivation of the Hamiltonian

We detail here the derivation of the Hamiltonian of the qutrit in the rotating frame ex-
plained in Sec. 4.2.2. The circuit is driven by three drives whose amplitudes are modulated
in time according to the drive Hamiltonian

3
Hyrive = thi cos(¢;) cos(@i)ﬁ, (4.9)

i=1
with 6;(t) = 2n fit + 69 the phase of the electromagnetic field of frequency f;, ¢;(t) = w;t
the phase of the time modulation of the amplitude, and g; the coupling rates. In the

basis (]0),|1),|2)) of the three eigenstates of Hy,ux (4.2) of lowest energy, the Hamiltonian
in the laboratory frame Hi.,o = Haux + Harive has the form:

2 3
Hyano = 27lifor [1) (1] + 27hufoz [2) (2] + 7 D >~ Qiap cos(¢y) cos(6i) |a) (b  (4.10)
a,b=0 i=1

where fo; and fy2 are the transition frequencies of Hyyx, and €; o = ¢; (a| N |b). We change

of reference frame with the unitary transformation U(t) = diag(1, exp(—i27 fit), exp(—i27 fst)).
The frequencies of the three pumps satisfy the constraint f3 = f; + fs, so the Hamiltonian

in the rotating frame is

H,ot = U HypoU — ihU! (ji[t] (4.11)
2 3
= 161 1) (1] + hd3 |2) (2] + B> Qi ga cos(e;) cos(b;) |a) (al
a=01i=1
3
+ <6_i2”f1t > Q01 cos(;) cos(6;) 10) (1] + hec. )
i=1
A 3
+ (e_’%fzt > Q12 cos(¢;) cos(6;) [1) (2] + h.c. )
i=1
‘ 3
i <€—z27rf3t > Q02 cos(¢;) cos(6;) [0) (2] + h.c. ) (4.12)
i=1
with the detuning J; given by
(51 = 27Tf01 - 27Tf1 (4.13)
52 = 27Tf12 — 27Tf2 (414)
53 = 27Tf02 - 27Tf3 = (51 + (52. (415)

The phases of the drives are given by 6;(t) = 27 f;t +6?. In the rotating wave approxima-
tion, we ignore the terms of the Hamiltonian in the rotating frame which oscillate at the
frequency of the drives, so we approximate the Hamiltonian by

0 %91,01 COS(¢1)€Z€? %Qz,oz COS(¢3)€%9§
Hoot(t) >~ H(¢1, 92, 93) = h | c.c. 01 20 15 cos (o) e (4.16)
c.c. c.c. 03
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where the other terms oscillate at the frequency f; &+ f;. We recover the Hamilto-
nian (4.3) by noting the drive amplitudes Q1 = £|Q,01| = 391/ (0] N1, Qy = 21Q9,10] =
1go) (1N |2)| and Q3 = 1|Q302] = 193/ (0| N[2) |, and by choosing the initial pump
phases 6 to set the complex phase of the couplings at the desired value. The rotating
wave approximation is valid if the drive amplitudes and detunings are much lower than
the frequencies f; & f; of the oscillating terms, which means that they must be much lower

than the difference between any two transition frequencies of the fluxonium as said in the
Sec. 4.2.1.

4.B Classical variables coupled to the qutrit

In terms of slow-fast system, the total system is actually made of three subsystems.
The slowest subsystem is made of the three degrees of freedom associated to the phases of
amplitude modulation ¢, ¢2, and ¢3 of the microwave modes introduced in Appendix 4.A.
The fastest subsystem is made of the bare fluxonium and of the three degrees of freedom
associated to the phases of the carrier waves 6, 6, and #3. The intermediate system
emerges after the rotating wave approximation discussed in Appendix 4.A. It is made
of the fluxonium highly dressed by the carrier waves, which reduces to a qutrit whose
dynamics is governed by Eq. (4.16). So the rotating wave approximation is a first adiabatic
elimination, reducing the total dynamics to the dressed fluxonium coupled to the slow
degrees of freedom ¢;. The second adiabatic elimination reduces the dynamics to ¢, ¢o,
¢3, and their conjugated number of quanta n;. We identify these observables n; in the
following.

The fluxonium is coupled to three drives whose amplitudes are modulated in time.
The coupling Hamiltonian in the laboratory frame is

Havive = h (23: gi cos(o;) cos(&ﬁ) N (4.17)

where 0;(t) = 2nf;t is the phase of the drive and ¢;(t) = w;t is the phase of time-
modulation of the amplitude of the drive. The term in parentheses is proportional to the
amplitude of the propagating wave on the line

A(t)

Z} 2A; cos(¢s(t)) cos(6i(t)) (4.18)

I
1=

.
Il
—

A; (cos(ej(t)) + cos (9[ (t))) (4.19)

with 0 = ;= ¢;. Thus, the transmission line contains six modes at frequencies fi = f;+
w;/2m, for i = 1,2, 3 (see Fig. 4.1). As explained in Sec. 4.2.1, we model the propagating
mode at frequency fi as a classical mode of energy hfni, where the phase 6F of each
mode is conjugated to Ani, such that the net photon flux is given by the difference
between the outgoing and incoming signals at this frequency hfnf = Soulf] — Swlf5].

The topological pumping describes the dynamics of the observables conjugated to ¢;.
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Let us identify these observables. The change of variables

1,

b= (65 +0;) (4.20)
1, .

o= (65 —067) (4.21)

m; =n; +n; (4.22)

n; =n; —n; (4.23)

is a canonical change of variables, which means that it preserves the Poisson brackets, so
the variable Ain; = h(n] — n;) is conjugated to the phase ¢;. The topological pumping
relates the rates n;, so we want to measure

o Sout[fi+] - Sin[fi+] . Sout[fi_] - Sin[fi_] (424)

e hfF hf,
AS;

= hfi

with AS; = Souw[fiT] — Seuws[f; | if we consider fii ~ fiand S [fT] = Sulf].

(4.25)

4.C Chern insulator on the Lieb lattice

The three-band insulator on the Lieb lattice satisfies inversion symmetry. We write the
inversion operator as P(k)=diag(e**= 1,e?*v). It leads to four inversion-invariant momenta
in the 2D Brillouin zone: T' = (0,0), X = (7,0), Y = (0,7), and M = (m, 7). At these
high-symmetry points, the Bloch Hamiltonian commutes with the inversion operator.
Thus, the parities p, — eigenvalues of the inversion operator — are good quantum numbers
to label each energy band v at the inversion-invariant momenta. We sort the energy bands
as Fy < E; < Fy and introduce the triplet @ = (mg, 71, m2), where m, is the band parity
product

= pu(D)pu (X)p, (Y )pu (M) = £1 . (4.26)

We now determine the different configurations of parity products allowed for the three
bands emulated by the fluxonium.

At momentum I', the parity operator reduces to the identity matrix. All energy bands
have the same parity, regardless of the Hamiltonian parameters. This leads to the parity

triplet p(T') = (po(T'), p1(I), p2(T)) = (+, +, +).

At momentum X, the parity operator and the Bloch Hamiltonian read P(X) =
diag(—1,1,1) and

00 0
HX)=|0 6 Q |. (4.27)
0 € 6
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Figure 4.6: Parity product of the bands: The central map represents the minimum value of
the lower gap (Ag1) or upper gap (Aj2) over the Brillouin zone, as a function of the detunings 1
and 0. It is obtained from numerical diagonalization of the Bloch Hamiltonian (4.4). Energy is
in units of Q1 = Q9 = Q3 = Q. The white areas correspond to values of the detuning for which
a band gap closes. They are well described by the dashed (dotted) lines obtained analytically
from the closing conditions of gap Ag; (A12) at the inversion-invariant momenta I';, X, Y, and
M in the Brillouin zone. These degeneracy lines mark the transitions between topologically
nonequivalent band insulators, where the parity product 7, of certain bands changes signs. The
inversion eigenvalues labeling the bands at I'; X, Y, and M are shown in the green boxed insets,
as a parity triplet p = (po, p1,p2) associated with the band energies Ey < E; < Eo. It is only
shown for insulating regions that exhibit negative band parity products. In such regions, the
band structures do not support any band representation and cannot be adiabatically connected
to an atomic limit. The fluxonium qutrit then simulates nontrivial Chern insulators.



4.C. Chern insulator on the Lieb lattice

The eigenspace of parity —1 is associated with the energy level E,(X) = 0. This is fixed
regardless of the Hamiltonian parameters. In contrast, the eigenspace of parity +1 refers
to the energy levels

01+ 03
2
which depends on the fluxonium drives. This allows three different configurations of
parities:
e E(X)< E_(X) < E{(X) with parities p(X) = (—, 4+, +). It occurs when §; > 0,
(53 > 0, and (53 > 93/51

EL(X)

1
+ 5\/495 + (61— 65)2 (4.28)

e F (X)< E(X) < E.(X) with parities p(X) = (4,4, —). It occurs when §; < 0,
53 < 0, and 53 < 93/51

o F (X)< E.(X) < E{(X) with parities p(X) = (4, —, +) otherwise.

At momentum Y, the parity operator and the Bloch Hamiltonian read P(Y) =
diag(1,1,—1) and

0 9 0
HY)=| @ 46 0 |. (4.29)
0 0 6

The eigenspace of parity —1 is associated with the energy level E,(Y) = 03. The
eigenspace of parity +1 refers to the energy levels

& 1
Ei(Y)ZE1 5\/49%4—5%. (4.30)

This allows three different configurations of parities:
e E.(Y) < E_(Y) < EL(Y) with parities p(Y') = (—,+,+). It occurs when 2d3 <
01 — /493 + 63
e E (Y)< E.(Y) < E.(Y) with parities p(Y') = (+,+, —). It occurs when 243 >
81 + /492 + 6.
« F (Y)< E.Y) < E.(Y) with parities p(Y') = (4, —, +) otherwise.

At momentum M, the parity operator and the Hamiltonian read P(M) = diag(—1, 1,
and

0 0 —i
HM)=| 0 & 0 |. (4.31)
i3 0 b

The eigenspace of parity +1 is associated with the energy level E,(M) = §;. The
eigenspace of parity —1 refers to the energy levels

55 1
E.(M) = 53 o403+ 03 (4.32)

This allows three different energy configurations:
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e E.(M) < E_.(M) < E.(M) with parities p(M) = (4, —,—). It occurs when
51 < 0 and (53 > (51 — Q%/él

« F (M) < Ef(M) < E.M) with parities p(M) = (—,—,+). It occurs when
(51 > (0 and 63 < 61 — Q%/(;l

e E (M) < E.,(M) < E,(M) with parities p(M) = (—, 4, —) otherwise.

This shows that any change of band parity requires the band gap to close at the
inversion-invariant momenta. All the band-parity configurations determined above, as
well as their parity products, are summarized in the insets of Fig. 4.6 as a function of 4,
and 53.

4.D Dynamics in the rotating frame

The equations of motion of the classical variables n; conjugated to the phases ¢; are first
written in the laboratory frame

n; = — | Wabo (1)), (4.33)
where the dynamics of state |W,(t)) of the qutrit in the laboratory frame is governed
by the Hamiltonian Hi.pe({®;,6;}), introduced before (4.10). In the rotating frame, the
dynamics of [W,(t)) = UT(t) [Wiano(t)) is governed by Hyoy = UTHyapoU — ihUT% which
satisfies 2ot — [ T%U since the unitary transformation U(t) does not depend on the
phase ¢;. rfhus7 the elquation of the dynamics of n; has the same form in the rotating

frame
1 OH, ot

ni =5 (Wrot (1) 00; [Wrot(2)) (4.34)

where in the rotating wave approximation, we consider H,o({¢;,0;},1) =~ H(¢1, ¢a, 3),
with the 3 phases Hamiltonian given by (4.3). This is, as explained in Appendix 4.B, a
first adiabatic elimination of the fastest degrees of freedom {6;}.

As derived in Chap. 3, under the approximation, the equations of motions of the
variables n; are given by Eq. (3.10). This provides the equations of motion of the three
degrees of freedom (¢;,n;), 7 = 1,2,3. We further impose a condition on the frequencies w;,
leading to ¢ — ¢ — ¢3 being a conserved quantity. Thus, the dynamics finally simplifies to
two effective slow degrees of freedom. We note them (¢, n;) and (¢rr,nr). We identify
them by the following canonical change of variable

nr =mnp +n ; b1 = ¢ (4.35a)
nir =mng —Ng ) ¢r1 = P2 (4~35b)
ni = —ng ; Grir = Q1 — P2 — @3 (4.35¢)

satisfying {¢a,np} = 1/h, A,B = I,I1,I11. Since these new variables are conjugated,
the equations of motion are

10E,
hdga

i = + 3 68Fga0m (4.36)

B#A
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4.E. Temporal fluctuations

with F, the energy and F, the Berry curvature of the band v of H(¢r, ¢rr, 1) =
ﬁ(¢1,¢11,¢1 — ¢rr — ér1r). The frequencies of the phases ¢1, ¢o, 3 are chosen such
that w3 = w; — woy, thus </5111 = 0 and we keep ¢;;;7 = 0 at all time with the initial
condition. Thus, the equations of motion reduce to (4.6).

4.E Temporal fluctuations

Point A

1 —— Qutrit energy exchange /
4- Berry curvature fluctuations

Energy (unit 7)

Time (us)

Figure 4.7: Different terms in the variation of the energy Aw(n; + n3), in the case of
resonance 0; = d3 = 0, point A in Fig. 4.4(a). In blue: Time-integration of the term of
variation of the energy of the qutrit —w; ‘ggl”. In orange: Time-integration of the term
of fluctuation of the geometrical coupling hwiws(Fy g6, — g—;) In green: Topological
energy transfer at constant rate 1“3*2C,. The fluctuation of the energy of the qutrit is

the predominant source of temporal fluctuation of the energy.

During the adiabatic evolution, the time derivative of the energy of a mode can be

decomposed into a sum of three terms
hwl(’fll + 713) = —wlgljly + hwlw2(Fl,’¢1¢2 — g;_) + h

The first term is the variation of the energy E, of the band v of the qutrit, corresponding
to an energy exchange between the qutrit and the mode. The second term corresponds to
the fluctuation of the Berry curvature F, 4 4, around its topologically quantized average
value g—;, with C, the Chern number. This corresponds to the fluctuation of the geometrical
transfer of energy between the two modes. The last term is the topological power rate,
the only non-zero term in time-average. The two first terms are responsible for the time
fluctuation of the energy of the mode.

In Fig. 4.7 is represented the time-integration of each term in the case of resonance d; =
03 = 0, point A in Fig. 4.4(a). We see that the temporal fluctuation of the energy is mainly
due to the energy exchange between the qutrit and the mode, and the fluctuation of the
Berry curvature is much lower. This is the case for every value of parameters in the region
of interest of the phase diagram.

These temporal fluctuations are further discussed in the following chapter.

wWi1Wws
27

C,. (4.37)
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Chapter

Adiabatic cat states

In Chap. 3, we described topological pumps as a topological coupling between a fast
quantum system and slow classical degrees of freedom of its environment. In particular,
we described the mechanism of topological frequency conversion as a topological coupling
between two slow classical modes driving a quantum system, focusing on the dynamics of
the slow classical modes. We showed that the topological nature of the coupling induces
a transfer of energy from one mode to the other. In this chapter, we consider on equal
footing the drives and the quantum system, describing all of them quantum mechanically.
We model the drives as quantum modes, characterized by a pair of conjugated operators
accounting for their phase and number of quanta. This extends previous mixed quantum-
classical descriptions of the drives [56,193-195]. We will focus on the simplest case where
the fast quantum system is a two-level system, a qubit.

We thus consider such a topological pump as a particular example of a slow-fast
quantum system in the sense discussed in Chap. 2, where we introduced the general
adiabatic theory of such system, which amounts to define effective dynamics of peculiar
initial states, the adiabatic states lying in the adiabatic subspace. At first order in the
perturbative theory, this effective dynamics involves a Berry curvature which carries the
topological property discussed in Chap. 3. While most of the works on slow-fast quantum
systems focus on the derivation of the effective dynamics, here we pay attention on the
nature of the states of the total system for which it applies. We show that these adiabatic
states entangle the slow and the fast subsystems. As such, they are not naturally prepared
experimentally, but they form a basis on which any initial state decomposes. The adiabatic
dynamics acts on all three components of the pump. In the case of topological couplings,
it separates in phase space the components of the two modes, leading to a creation of
a cat state. We denote cat state a superposition of two states distinguishable through
measures of the modes’ energy, but not necessarily an equal weight superposition. In this
sense, we show that the creation of cat states is generic and not accidental.

This chapter also makes the bridge between Chap. 1 and Chap. 2 concerning the
nature of adiabatic states. In Chap. 1, we introduced a notion of adiabatic state of a
slowly driven quantum system, here corresponding to the qubit. We introduce a model
of quantum modes coupled to a fast quantum system which enables the generalization of
these states into adiabatic states of the fast quantum system — the qubit — parametrized
by the phases of the slow quantum modes. This enables us to define a notion of dressed
Berry curvature, which generalizes the Berry curvature beyond the order 0 of the adiabatic
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expansion. The dynamics of the slow quantum modes involve this dressed Berry curvature
instead of the bare Berry curvature. We show that both carry the same topology. We
further show that the entanglement between the slow and fast subsystems — between the
quantum modes and the qubit — depends on the geometric properties of these adiabatic
states. We unveil the role of their quantum metric tensor in this entanglement, as well as
in the weight of the cat states.

Interestingly, similar qubit-modes quantum systems were recently proposed [196] and
experimentally realized in quantum optical devices [197] to simulate topological lattice
models. In this context, the Hamiltonians of a qubit coupled to cavities was expressed in
terms of Fock-state lattices, and shown, with two cavities, to realize a chiral topological
phase [198,199], and, with three cavities, the quantum or valley Hall effect [196, 200].
Indeed, the focus of these realizations was on synthetic topological models and their asso-
ciated zero-energy states. Our approach bridges the gap between the study of topological
pumping of driven systems and these studies of quantum optical devices.

This chapter is organized as follows. In Sec. 5.1 we introduce the model of a qubit
driven by two quantum modes (Sec. 5.1.1) and discuss qualitatively the typical dynamics
of adiabatic cat states (Sec. 5.1.2). In Sec. 5.2 we characterize the two components of
the cat states as adiabatic states and identify their effective dynamics which splits them
apart in energy. We characterize the weight of each cat component for a separable initial
state. In Sec. 5.3 we study each cat component, relating the entanglement between the
qubit and the modes to the quantum geometry of the adiabatic states (Sec. 5.3.1), and
discussing the evolution of the number of quanta of each mode in relation with Bloch
oscillations and Bloch breathing (Sec. 5.3.2).

This chapter is based on the submitted article [57].

Comment on the notations

In this chapter, we are lead to consider the Hamiltonian H (®) of the fast quantum system
— the qubit — parametrized by the phases ® of the slow modes. We adopt similar notations
than in Chap. 1. We note [, o(®)) the eigenstates of H(®), E, o(P) their eigenenergy,
and Fj 4,4, 0(®) = z'(<8¢iwy70(¢>)‘8¢jwy7o(@)> — (i ¢ j)) the Berry curvature. We will
define the adiabatic states of the qubit noted [¢),(®)), their energy E,(®), and their
dressed Berry curvature F,(®) =i ((0p, ¥ (P®)]|0p, 10 (®)) — (1 > 2)).

In this chapter, we use the convention for the conjugated quantum phase and number
of quanta [#, é] = i, rather than the convention {¢,in} = 1 of conjugated classical phase
and number of quantum used in Chap. 3. With the classical convention {hn,¢} = 1

corresponding to the quantum convention adopted in this chapter, the classical equations
of motion (3.9), (3.10) read

oF,
hn; = . + hzijl’7¢z’¢j,07 (5.1&)
09 g
¢ = —wi. (5.1b)

We will recover similar equations with this convention of signs in this chapter.
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5.1. A qubit driven by two quantum modes

5.1 A qubit driven by two quantum modes

ni

Figure 5.1: Phase and number representations of a quantum qubit — 2 modes model.
(a) Phase representation, convenient to represent the dynamics of the qubit. At each
value of the phases ® are associated qubit eigenstates |14 o(®)) represented by a vector
bio(®) = £h(®)/|h(P)| on the Bloch sphere (in grey). The adiabatic states |¢4(P)),
represented by a vector by (®), are a perturbative deformation of the eigenstates. (b)
Number representation, convenient to represent the dynamics of the modes. In this view-
point the model can be interpreted as an unusual model of spin-half particle on a discrete
lattice where N = (nq,ny) € Z? represents its position on the lattice and ® € [0, 27]?
the Bloch momenta. This particle is submitted to an electric field fiw - N and a strong
spin-orbit coupling h(‘iJ) -o. As a consequence, the adiabatic states are associated to
energy bands F. tilted in the direction w of the electric field and separated by the gap A
due to the spin-orbit coupling.

5.1.1 Model of quantum rotors

We consider the dynamics of two quantum modes coupled to a fast quantum degree of
freedom, chosen for clarity as a two level system, a qubit. Each slow mode is described by
a phase operator le of continuum spectrum [0, 27|, conjugated to a number operator 7;
of discrete spectrum Z, such that [f;, ¢;] = id;; [90]. We assume that the fast degree
of freedom couples only to the phases of the modes, through a Hamiltonian H (<i>) with
& = (¢1, ds). Noting w = (wy,ws) the frequencies of the modes, and N = (7, fip) their
respective number operators, the dynamics of the full quantum system is governed by the

Hamiltonian ,

Hop=hw - N1+ H®), H®) = h,(®)@0,. (5.2)
a=1

Such a model appears as the natural quantization of a 2-tone Floquet systems, where
the time-dependent parameters ¢;(t) = w;t of the qubit Hamiltonian h(¢q(t), ¢2(t)) - o
are here considered as true quantum degrees of freedom. Note that we will focus on the
adiabatic dynamics of such a Floquet model, valid for slow frequencies hw; compared with

the qubit’s spectral gap 2|h]|.
Physically, the two modes of model (5.2) often result from the coupling to harmonic
oscillators [193,195,196, 198]. Describing this oscillator by a pair of conjugated operators
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n;, QAﬁl is valid for states with a number of quanta n large compared to any dynamical
variation of and spreading of n, An < n [193]. We will come back to these aspects in
Chap. 6, showing in addition that such rotor model captures very well the dynamics of
quantum harmonic oscillators coupled to a two level system on a first part of the dynamics,
at short times.

The modes’ intrinsic energies depend on the number of quanta IN while the qubit’s
energy depends on their phases: hence we will use two dual representations of the dynam-
ics of the system through this paper. When focusing on the qubit’s evolution, the phase
representation is natural, represented in Fig. 5.1(a): at each value of the phases ® are
associated qubit’s eigenstates [¢5 o(®)). The modes’ dynamics translate into an evolution
with time of the phase, and thus an evolution of the associated qubit’s states |14 (®))
which slightly differ from the eigenstates and will be discussed in section 5.2.1.

Focusing on the quantum modes, their dynamics is conveniently represented in num-
ber representation, Fig. 5.1(b). In this viewpoint, we can interpret the model as that
of a particle on a 2D lattice of sites N = (ny,ng), ® = (¢1,¢2) being the associated
Bloch momenta in the first Brillouin zone. The Hamiltonian (5.2) describes its motion,
submitted to both a spin-orbit coupling H(®) and an electric field fiw. We will use this
analogy to relate the geometrical and topological properties of gapped phases on a lattice
to those of the above quantum model. Note that in this case, there is no embedding of
this lattice in R? as opposed to the Bloch theory of crystals discussed in Sec. 2.2.1 of
Chap. 2. The position operator identifies with coordinate operator on the lattice. As a
consequence, there is no ambiguity in a choice of Bloch convention and definition of the
Berry curvature [62,93].

Topological coupling

In the following, we consider a topological coupling between the qubit and the two quan-
tum modes. This corresponds to the situation where the qubit remains gapped irrespec-
tive of the phase ® of the quantum modes, i.e. |h(®)] > A > 0 for all values of ®.
Besides, the topological nature of the drive originates from the condition that the map
® < [0,27]> — h(®) wraps around the origin in R3. This is a condition of strong cou-
pling between the qubit and the drive. Indeed, if we represent the qubit’s eigenstates by
a vector by o(®) = £h(P®)/|h(®)| on the Bloch sphere, then any point of the sphere cor-
responds to a ground state of the qubit for a particular phase state of the drive. This is in
contrast with the familiar weak coupling limit where states around the south pole, ||), are
associated to the ground states and those close to the north pole, |1), to excited states.
In the present case, knowledge of the state of the qubit is not sufficient to determine
whether it is in the excited or ground state: information on the state of the driving modes
is necessary.

Throughout this paper, the numerical results are obtained by considering an example
of such a topological coupling provided by the quantum version of the Bloch Hamiltonian
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of the half Bernevig-Hughes-Zhang (BHZ) model [201]:

ho(®) = ﬁsin(g%l), (5.3a)
(@) =~ sin(8), (5.30)
h.(®) = ? (1 - cos(&l) - cos(@)) : (5.3¢)

where the parameter A > 0 is the gap of the qubit. See appendix 5.F for details on the
numerical method.

5.1.2 Topological dynamics of adiabatic cat states

In this section, we illustrate the topological dynamics of the system starting from a typical
state. This dynamics is analyzed quantitatively in the remaining of this paper. We focus
on separable initial state, easier to prepare experimentally:

(W (t=0)) = |x1) ® |x2) ®[tg) - (5.4)

Each quantum mode is prepared in a Gaussian state |y;), characterized by an average
number of quanta nY and a phase ¢? = 0, with widths An;, A¢; satisfying A¢;An; = %
The qubit is prepared in a superposition |¢,) = (|1.) + [{.))/Vv2.

We consider modes with frequency of the same order of magnitude, Aw; = 0.075A and
wy/wy = (1 4++/5)/2 ~ 1.618, such that in the following, time is arbitrarily expressed in
unit of period of the first mode 77 = 27 /w;. In Fig. 5.2, we represent the dynamics of
this state |W(t)) by displaying the associated number distribution of the modes P, ,,(t) =
(ny, ng| p12(t) [nq, na), with pio(t) the corresponding reduced density matrix of the modes.
Three initial states with respective initial number width An = An; = An, =5, An = 0.7
and An = 1/(27) (quasi-Fock state delocalized in phase A¢ = m) are shown respectively
in Fig. 5.2 (al), (bl) and (c1). The time evolved states at respectively ¢ = 0,8/3,16/3,8
and t = 32/3 are represented respectively on columns 1 to 5 of Fig. 5.2. We observe a
splitting of the initial state into a superposition of two states

(W) = [V-(1)) + V(1)) - (5:5)

The photon number distributions of |¥_(¢)) and |V, (¢)) drift in opposite directions,
corresponding to energy transfers between modes 1 and 2 in opposite directions. This
drift is a manifestation of the topological pumping discussed in classical-quantum models
of Chap. 3. This pumping is conveniently represented by introducing rotated number
coordinates

- 5.6

e =1 (wing + wans), (5.6)
1

n; = m(—wznl + wlng), (57)

with |w| = /w} 4+ w3. hlw|ng corresponds to the total energy of the modes and is constant
up to the instantaneous energy exchange with the qubit. n, is the coordinate in the
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Figure 5.2: Typical dynamics of adiabatic cat states. Distribution of number of quanta
of the two modes P, = (n1,ns| p12|n1,n2) at different times for three initial states.
The modes are prepared in a Gaussian state with an average value of phase ¢ = ¢J =0
and an equal width in number of quanta An; = Any = An, corresponding to a width
A¢ = 1/(2An) in phase. The qubit is prepared in (1) + |{))/v/2. The evolution of
states with different initial width An is represented: line (a), An =5, A¢ ~ 0.037; line
(b), An = 0.7, A¢ ~ 0.237, and line (c), Quasi-Fock state An = 1/(27), delocalized in
phase A¢ = . The columns (2) to (5) represent the time evolved state at respectively
t =8/3,16/3, 8 and t = 32/3 in units of the period of the first mode 77 = 27 /w;. The
dynamics splits the initial state in a cat state in the sense of a superposition of two states
with distinguishable energy content.
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direction perpendicular to w. A transfer of energy between mode 1 and mode 2 naturally
translates into a drift in the n, direction, at fixed average np. We also observe that for
small initial An, corresponding to lines (b) and (c), each component |W_(¢)) and |V, (t))
undergoes a complex breathing dynamics around the drift. This oscillatory behavior is
reminiscent of Bloch oscillations of the associated particle submitted to an electric field,
superposed with a topological drift originating from the anomalous transverse velocity.
After an initial time of separation, the number distributions for |¥_(¢)) and |V, (t))
no longer overlap (Fig. 5.2 columns 4 and 5). The system is then in a cat state: a
superposition of two states with well distinguishable energy content.

We will now study quantitatively these cat states and their dynamics. In section 5.2,
we identify the two components |V, (t)) as adiabatic states (Sec. 5.2.1). We study their
topological dynamical separation into a cat state (Sec. 5.2.2). We characterize the weight
of each component of the cat (Sec. 5.2.3) and identify a family of cat states with equal
weight on each component. In section 5.3.1 we analyze the entanglement between the
qubit and the modes for each cat component, and relate it to the quantum geometry of
the adiabatic states. Finally, we discuss the dynamics of each cat component around the
average drift, in relation with Bloch oscillations and Bloch breathing on the associated
lattice (Sec. 5.3.2).

5.2 Adiabatic decomposition

5.2.1 Adiabatic projector

When the driving frequencies remain small compared to the qubit’s gap, hw; < A, we
naturally describe the effective dynamics of the coupled qubit and drives in terms of
fast and slow quantum degrees of freedom. This is traditionally the realm of the Born-
Oppenheimer approximation, discussed in Sec. 2.1 of Chap. 2. Historically both degrees of
freedom were those of massive particles, the slow modes being associated with the heavy
nucleus of a molecule and the fast ones with the light electrons [68,79,86]. In this context,
the Born-Oppenheimer approximation assumes that the time evolved state decomposes
onto the instantaneous eigenstates of the fast degrees of freedom — more precisely remains
projected on the Born-Oppenheimer subspace introduced in Sec. 2.1.2 —, and describes
the resulting effective dynamics of the slow degree of freedom.

The distinctive characteristic of the present quantum modes - qubit model from the
usual Born-Oppenheimer setting is the linearity of the Hamiltonian (5.2) in the vari-
able N. This allows to express in a simple form the corrections to the Born-Oppenheimer
approximation for the adiabatic states. This rotor model enables to express the states of
the adiabatic subspace of a slow-fast quantum system introduced in Sec. 2.4 of Chap. 2
in terms of the adiabatic states of a slowly driven quantum system introduced in Sec. 1.2
of Chap. 1. Let us explain the procedure to construct such states, while referring to
appendix 5.B for technical details.

YVe note |®) the eigenstates of the phase operator of the modes &. Due to the linearity
in IN of the Hamiltonian (5.2), the time evolution of a phase eigenstate |®) ® |¢)), where
|1) is a state of the qubit, is |® — wt) ® U(t; @) |¢). The time evolution operator U is
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deduced from that for the time-dependent model parametrized by classical phases wt:
1 t
Ut; ®) = T exp {—;/ dr H(® — wr)| | (5.8)
0

where T denotes time ordering. See Appendix 5.A for details. This property is the reason
why the adiabatic projector (as defined in Chap. 2) of the quantum rotors model is going
to be written in terms of adiabatic states of the fast subsystem as defined for a slow driven
quantum system in Chap. 1.

Adiabatic projector of the qubit

We denote by [1,0(®)), v = £, the normalized eigenstates of the two-level Hamilto-
nian H(®) [1,0(®)) = v|h(P)]| |t,0(®)) for each ® in [0,27]%. For small frequencies w;,
given the time evolution of phase eigenstates, we can reasonably expect that the coupled
qubit-modes system prepared in an eigenstate |®) ® |1, o(®)) will remain in a trans-
lated eigenstate. However, this simple picture is only qualitatively valid: eigenstates get
hybridized by adiabatic dynamics, even at arbitrarily small driving frequencies. As a con-
sequence, we identify the family of adiabatic states |1, (®)) such that the dynamics occurs
within each family of states |®) ® |1, (®)). Adiabatic evolution is then represented as a
transport from |®) ® |1, (®)) to |®) @ |, (P®’)) within this family, indexed by translations
of ® - @' =P — wt.

In practice, the adiabatic states of the fast subsystem |¢,(®)) are conveniently deter-
mined from their adiabatic projector 7, (®) = |1, (®) (¢, (P®)], similarly to the adiabatic
state of a slowly driven system defined from their density matrix in Chap. 1. As in
Chap. 1 and 2, we define them perturbatively from the limit of infinitely slow subsystem.
In this model of rotors, this limit is simply reached by rescaling the frequencies w by a
dimensionless factor A, such that the limit A — 0 corresponds to the limit of infinitely
slow quantum modes, and the limit A\ — 1 to our problem of interest. m,(®) is defined
as a series in \: 7, (®) = 3, \fm, 1 (®). Stability of each family of adiabatic states under
the dynamics amounts to impose the condition

Ult; @; M), (@)U (t; ®; N = 7, (P — Iwt), (5.9)

where the evolution operator U(t; ®; \) is defined in (5.8) replacing w by Aw. Solving
order by order in A for this equation, together with the constituting property of a projector
72(®) = 7, (P), leads to the solution at order 0: 7,5(®) = |10,0(P)) (¢,o(P)| and to first
order S hod (@)
T () = 3 [10(®)) s (W0(@)] + b (5.10)
uz;éu 8 EMO((I)) - EV,O((I))
with A,i0(®) = @ (0(P)|0p,1,0(P)) the components of the non-abelian Berry con-
nection of the eigenstates, and Fyo(®) = +|h(®)| the eigenenergies, similarly to the

derivation of Chap. 1.

Adiabatic grading of the Hilbert space

The above adiabatic decomposition of the qubit states allows for a natural decomposition
of all states of the qubit-modes system. We proceed by extending the adiabatic projector
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of the qubit 7,(®) to the adiabatic projector acting on the Hilbert space of the whole
system

ﬂ,,:/dqn 1B (®| @71, (B) , v =+ (5.11)

This projector provides a decomposition of any qubit-mode state |¥) into two adiabatic
states A

For a separable initial state (5.4), each adiabatic component |V, ) is characterized by
a wave amplitude x,(®) according to

0,) = [ (@) @) @ (@) | (5.13)
(@) = X(®) (1 (@) 1) - (5.14)

with x(®) = (é1]x1) (¢2]|x2) the wavefunction of the modes in the initial state (5.4). This
splits the total Hilbert space Hoy in two adiabatic subspaces Hior = H- & H, where
H_ and H, are respectively the images of the projectors II_ and II,.

Topology of the family of adiabatic states

The ensemble of adiabatic states |1, (®)) parametrized by the classical configuration space
® € [0,27)? defines a vector bundle, the adiabatic bundle. This vector bundle is a smooth
deformation parametrized of the eigenstates bundle |1, o(®)) associated to a spectral
projector (Fig. 5.1(a)).

As a consequence, the local curvature associated with the adiabatic bundle

Fy(®) = 1 (05,90 (®) [0, (®)) — (1 2 2), (5.15)

differs from the canonical Berry curvature associated with the eigenstates bundle [64]. The
curvature (5.15) generalizes the Berry curvature to all orders in the adiabatic parameter A,
in a similar way that the Aharonov-Anandan phase [202] generalizes the Berry phase.

On the other hand, the Chern number C, of both bundles are identical. Indeed, the
switching on of finite but small frequencies w; and wy is a smooth transformation of the
fiber bundle of the eigenstates [1),,0(®)) to that of the adiabatic states |¢,(®)). Such a
smooth transformation does not change the bundle topology. This fails for larger frequen-
cies comparable with the spectral gap. In other words, the perturbative variable A € [0, 1]
defines a smooth transformation between the eigenstate bundle and the adiabatic bundle.
As such, they are topologically equivalent and share the same Chern number.

The decomposition of the total Hilbert space is not a spectral decomposition of the
total Hamiltonian. It cannot be deduced from a measure on the two-level system alone,
since for a topologically non-trivial decomposition of states [¢1(®)), any qubit state
corresponds either to a state [¢)_(®)) of the ground bundle or to a state |1 (®')) in its
complementary bundle depending on the states ® and ®’ of the modes.

Non-adiabatic Landau-Zener transitions

The adiabatic splitting of the Hilbert space is defined perturbatively in the perturbative
variable A by the stability condition (5.9). As discussed in the first two chapters, this
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stability is valid up to non-perturbative effects with typical exponential dependence of
the form exp(—a/\). The adiabatic dynamics is the effective dynamics on each sub-
space, and the non-perturbative transitions between the two subspaces are Landau-Zener
transitions. The amplitude of the Landau-Zener transitions can be estimated to obtain
the time of validity of the adiabatic approximation as presented in Sec. 1.2.5, Tagiap =~
0.1exp(m/(4€adiab))T1, With €adian = maxe Al (Wil UL |h_o) |/(Eso — E_p)*. In this
work, we choose the coupling and the frequencies of the modes such that T,4;., ~ 310077,
allowing to neglect such Landau-Zener transitions. Within this approximation the weight
on each adiabatic subspace

W, (V) = [|IL, | &) ||* = (T, |V,) (5.16)

is a conserved quantity.

Comment on the linearity in number of quanta

In terms of slow-fast quantum system, the specificity of the rotor model is the linearity
of the total Hamiltonian in N, and the coupling of the fast subsystem — the qubit — only
to its conjugated variable ®. This property is at the origin of the decomposition (5.11) of
the adiabatic projector in phase representation: 11, is written only in terms of the phase
operators of the modes I, = IT,(®). This enables us to define adiabatic states of the fast
subsystem |1, (®)) depending only on the value of the phases ® of the slow subsystem.

For other models which are not linear in IN, for example if quadratic terms proportional
to A7 are added to the total Hamiltonian, we can show that the adiabatic projector
at all orders II, is written also in terms of IN. Projected states then have the form
[A2® f(P)|®) @ |1y s(P)) with states of the qubit |4, ;(®)) depending both on the
value of the phase ® and on the derivatives of the envelope function f(®) (which is
related to the value of IN). This is natural: the adiabatic states of the fast subsystem
depend on both conjugated variables of the slow subsystem. The use of a phase-space
representation, such as the Wigner-Weyl representation, may be more suited to study this
particular situation.

However, for initial states such that the matrix elements of the linear term of the
Hamiltonian hw - N are dominant over the non-linear terms, we expect Eq. (5.11) to be
a very good estimate of the adiabatic projector defined in Sec. 2.4 of Chap. 2. The rotor
model is a model from which we can characterize quantitatively many aspects of the dy-
namics which are expected to remain present in realistic situations. Such terms quadratic
in the slow variables are natural in the Born-Oppenheimer context, corresponding to the
kinetic energy of the nuclei. If ® and IN correspond respectively to superconducting
phases and number of Cooper pairs of superconducting leads, capacitive elements are also
associated to quadratic Hamiltonian in n;. The characterization of the adiabatic states
in situations where they are significant goes beyond the scope of this thesis.

5.2.2 Topological splitting of adiabatic components

In this section, we show that the topological dynamics splits in energy the two adiabatic
components, thereby creating an adiabatic cat state.
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Equation of motion

The energy function E, (®) = (¢, (®)| H(®) |, (P)) as well as the curvature (5.15) govern
the adiabatic dynamics of the slow modes. Using the Ehrenfest theorem, for each adiabatic
component of the initial state, we get

d 10H

it = [ €@ NKLOE @ - wnl 2 28 v, (@ - wt) 617
= /d2<I> |XVV \12)| (iliggj (D — wt) +wr b (P — wt)) : (5.18)

A similar relation obtained by the exchange 1 <> 2 holds for the second mode. See
appendix 5.D for details. This expression differs by two aspects from the first order
average power transfer obtained within a classical-quantum description [44,56] described
in Chap. 3.

First, the instantaneous rate in parentheses is averaged by the normalized phase
wavepacket density |x, (®)|?/W,(¥) of the adiabatic component. The phase density plays
the role of density probability of the initial phase, due to its quantum fluctuations. The
linearity in N of the rotor model induces a non-dispersive evolution of the phase, such
that, during time evolution, the phase density is just translated on the torus [0,27]%.
Second, at all orders in adiabatic theory, the equation of motion takes a similar form
as the first order theory of Chap. 3 and Chap. 2, obtained by replacing respectively the
eigenenergy and Berry curvature by the adiabatic energy and dressed Berry curvature.
The geometric details of the dynamics changes, but the topological drift is the same, as
discussed below.

Topological splitting

As in the case of a hybrid classical-quantum description of a topological pump [44, 56]
of Chap. 3 and Chap. 4, we assume an incommensurate ratio between the frequencies w;
and wy such that a time average of the rate of change (5.18) reduces by ergodicity to an av-
erage over the phases ® € [0, 27]?. The average of the derivative of the energy in Eq. (5.18)
vanishes by periodicity, while the average of the adiabatic curvature F,(®) is quantized
by the first Chern number C, of the vector bundle of adiabatic states [, (®)). The
topological coupling between the modes and the qubit corresponds to two non-vanishing
Chern numbers C;, = —C_. In this situation, we recover a topological pumping or topo-
logical frequency conversion between the two modes. In terms of the rotated coordinates
of Eq. (5.6,5.7), the topological pumping corresponds to opposite evolutions of n; for the
two adiabatic components |W,):

(AL)we() = (m>\11i(0)¢|ﬂc +oni(t), (5.19)

where dn, () denotes bounded oscillations, the temporal fluctuations of pumping, dis-
cussed in Sec. 5.3.2.

As a result, the topological dynamics splits in energy the two adiabatic components
of the initial state from each other. A cat state is created when the two adiabatic com-
ponents no longer overlap. We note An7** the maximal spread in n,; developed during
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the dynamics, which is discussed in section 5.3.2. The time of separation of the two cat
components reads

y 2m
" Jule

with C = |Cx|. After tgp, the weight of the state on the region n; < nY identifies with
the adiabatic weight W_ ().

S ApT (5.20)

5.2.3 Weight of the adiabatic cat state

In this section, we focus on the weight W, (V) (5.16) of each component of the cat state.
This will allow us to show that the dynamical splitting into a cat state is generic, and to
identify the conditions on the initial states to realize ideal adiabatic cat states with equal
weights W, (V) = W_(U).

We can represent the states |1, (®)) and |¢),) by vectors on the Bloch sphere, respec-
tively b, (®) and Q, see Fig. 5.3(a). The qubit’s state representation @ is parametrized
by the angle 6, with the z-axis and its azimuthal angle ¢,. In this section, we focus
without loss of generality on ¢, = 0, i.e. on Q lying in the xz plane, and on the mode
prepared in a Gaussian state centered on ¢{ = ¢3 = 0. The adiabatic states are obtained
in a perturbative expansion around the eigenstates [1,,o(®)). Hence, they are represented
by b, (®) which is perturbatively close to b, o(®).

General expression of the weights

The phase states in the decomposition (5.13) being orthogonal, the weight W, (¥), v = £
is the weight of the wave amplitude x,(®) = x(®) (o (P)|),):

W, (W) = /d2<1> o (®)2. (5.21)

The overlap between [0, (®)) and |¢),) is | (¢, (®)[1,) [ = (14 b,(P®) - Q)/2 such that the
weight (5.21) now reads

W, (¥) == (145,-Q) , v==, (5.22)

l\D\H

with
b= [ (@) b, (@) (5.23)

the statistical average of the adiabatic states with respect to the initial phase distribu-
tion |x(®)|?. The phase density |x(®)|* on the torus translates via the map ® — b, (P)
to a density of adiabatic states on the Bloch sphere. b, is the average of this density.
We represent the density associated to the ground state b_(®) in colored density plot
on Fig. 5.3(b) as well as the average ground state b_ for four widths AP = APy = Ags.
b_ is perturbatively close to b_ .

For small A¢, the phase density is localized around ®° and b, ~ b,(®°) close to
the surface of the Bloch sphere. When increasing the width A¢, we average vectors over
an increasing support on the Bloch sphere, reducing the norm |l_)i] which controls the
minimum weight of the cat (Fig. 5.3(d)). For the chosen value ¢9 = ¢ = 0, b_ lies
on the z-axis as inferred from (5.3). In the extreme case of A¢p = 7 (Fock state), the
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Figure 5.3: Weight W_ of the adiabatic states superposition. The modes are in a Gaus-
sian state centered on ¢? = ¢J = 0. We vary the width A¢ of the Gaussian state and
the qubit initial state |¢,) represented by its polarization @ on the Bloch sphere. (a)
Averaged ground state I_L,o, lying on the z-axis. The average adiabatic state b_ is per-
turbatively close to b_o. (b) The phase density |x(®)|> on the torus translates via the
map ® — b_(P) to a density of adiabatic states on the Bloch sphere represented in color
for different A¢. b_ is the average of this density. (c) Weight of the cat depending on
the width in phase A¢. The average Bloch vector remains approximately on the z-axis,
such that a cat with W_ = 1 is obtained for the qubit on the equator 6, = 7/2. The
deviation from W_ = 1/2 at 6, = /2 is due to the difference between the eigenstates
and the adiabatic states. In the limit of small A¢ for |¢,) = |[_(®°)) (§, = 0) and
[1g) = [t (@°)) (6, = 7) the weight of adiabaticity is controlled by the quantum metric
g—i;(®Y) of the adiabatic states. (d) Weight of the cat depending on the initial state
of the qubit, varying 6, at ¢, = 0. The norm of the average adiabatic state defines the
bounds (14 1|b_|)/2 of the weight. For A¢ = 0.387, |bx| ~ 0 such that a cat with almost
equal weight is created independently of the initial state of the qubit.
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density is homogeneous on the torus. However, while by (®) covers the whole sphere, the
associated density is not homogeneous due to the anisotropy of the couplings (5.3). This
leads to a non-vanishing b_.

Symmetric cat states

Following the analysis above, we can identify two types of initial states that give rise
1

to symmetric cat states with W, = W_ = 5. The first class is obtained by preparing
the qubit orthogonally to this average adiabatic state by. For our initial phase ®°, this
average adiabatic state is perturbatively closed to the z-axis as discussed above. Hence, a
qubit prepared on the equator of the Bloch sphere corresponds to two almost equal weights
for all A¢. This corresponds to the choice made for Fig. 5.2. This case is represented by
the orange curve on Fig. 5.3(c). The adiabatic weight is computed numerically from the
topological splitting of the adiabatic components discussed in the previous section. The
deviation to W_ = 1/2 originates from the difference between the eigenstates and the
adiabatic states, see appendix 5.G for details. The second class of symmetric cat states
is obtained for well-chosen gaussian states of the modes: the weight (5.22) of the cat is
bounded by (1 4 |b|)/2. For A¢ = 0.387, b ~ 0 such that the cat has (almost equal)
weights W, = W_ independently of the initial state of the qubit 6, (Fig. 5.3(d) green

curve).

Quasi phase states

The only separable states lying in an adiabatic subspace, corresponding to W, = 1 or
W_ = 1, are pure phase states |®°) @ |11 (®°)) for which |bL| = 1, shown as the blue and
green curves of Fig. 5.3(c) in the A¢ = 0 limit. Given that these states are fully delocalized
in quanta number IN, and thus in energy according to (5.2), we expect them to be hard
to realize. Any other separable state lies at a finite distance from each adiabatic subspace
and will be split into a cat state under time evolution. Let us comment on this adiabatic
decomposition for almost pure phase states with small A¢. In this case, the correction to
adiabaticity is controlled by the quantum metric g4 ;; of the adiabatic states [80,203]:

95 = Re (Dp | (1= [t} (2]) |00 ) (5.24)

Indeed, the weight (5.21) is dominated by the local variations of the adiabatic states
|1 (®)) over the narrow phase support |x(®)[>. These variations are encoded by the
quantum metric: | (14 (P° + 0P) [t (P°)) |* = 1 — 3 94,5 (B°)00:00; + O(0¢°). In the
limit of a small width (A¢y, Ags) the weight (5.21) for |¢,) = |1 (®°)) reduces to

Wi(\IJ) =1- (Agbl)zgi,ll(q)o) — (A¢2)29i’22(q>0) + O(A¢4) (525)
Hence for a state close to a phase state, the first correction to W, is quadratic in A¢ =
1/(2An) with a factor set by the quantum metric of the adiabatic states, as shown in
black dashed line on Fig. 5.3(c).
5.3 Characterization of cat components

Having characterized the balance between the two components of an adiabatic cat state,
we now study the dynamics of each component. We will focus first on the entanglement
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between the qubit and the two modes, before focusing on their Bloch oscillatory dynamics
in the number of quanta representation.

5.3.1 Entanglement

Adiabatic states naturally entangle the fast qubit with the slow driving modes, a phe-
nomenon out-of-reach of previous Floquet or classical descriptions of the drives [44, 45,
47,48,51-53,56]. We focus on cat states with almost equal weight W, ~ 1/2, obtained
with ®° = 0 and 6, = 7/2 following the analysis of section 5.2.3. In the following, we
study the entanglement of the qubit with the modes for the different types of cat states,
varying the initial spread A¢ of the modes and the initial azimuthal angle ¢, of the qubit.

The entanglement between the qubit and the two modes in an adiabatic component
|V, (1)), v = &, is captured by the purity 7, (t) = Tr(pg’l,(t)) = (14 |Q.,(t)[*)/2 of the
qubit, where p, () is the reduced density matrix of the qubit and Q,(¢) its polarization.
From the adiabatic time evolution (5.9), we deduce the reduced density matrix p,,(t) of
the qubit in the adiabatic state |V, (t)) as

) = [ v AR LS 2 (5:20)
-1 Qu) ), (5.27)

where the polarization of the qubit @Q,(t) reads

X (2 + wit)|?

(@), (5.28)

Q1) = [ ¢
The qubit is in the statistical mixture of the adiabatic states |1, (®)) weighted by the
translated normalized phase density |y, (® + wt)|*/W,,.

Entanglement of quasi-phase states.

Let us first focus on the adiabatic component of a cat obtained from a quasi-phase state of
small A¢. We show below that entanglement between the qubit and the quantum modes
of such a state is set by the quantum metric of the adiabatic states.

The translated phase density |x(® + wt)|? of the modes is a normalized 27-periodic
Gaussian centered on ®°—wt and of width (A¢y, Ag,). Plugging expansions of Egs. (5.14)
and (5.21), and b, (®) around ®° — wt in the limit of small A¢;, Agy into Eq. (5.28) we
get
0%b,
547

Note that in the limit A¢; = A¢s = 0 of the classical description of the phase, we
recover that the qubit follows the instantaneous adiabatic state b, (®° — wt). From the
normalization of the adiabatic states |b,,\2 = 1, we deduce the relation b, - Qiby =
—04,b, - 0p,b, = —4g,,;; where the last equation is an expression of the quantum metric of
a two-level system in terms of the Bloch vectors [204,205]. From this, we unveil the role

Q. (t) = b,(®° — wit) + ;Z(A‘W (®° — wt) + O(Agh). (5.29)
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Figure 5.4: Purity of the qubit v, (¢) and v_(¢) in each cat components |V, (¢)) and
|W_(t)). The qubit is prepared on the equator 6, = 7/2 to create a cat of equal weight
Wy = 1/2 for all values of A¢ and ¢,. (al), (bl) The phase densities |y_(® + wt)|?
and |y, (® + wt)|?* of each cat components translate to densities of adiabatic states on
the Bloch sphere (respectively in blue and orange). The qubit state is the statistical
mixture weighted according to these densities with resulting polarizations Q. (a2) For
small A¢, the phase densities are localized around ®°—wt. The adiabatic states have small
variations around ®°—wt; and larger variation around ®°—wt,, inducing y_(¢;) > v_(t2).
These local variations are quantified by the quantum metric of the adiabatic states. (b2)
(d) For large A¢, the adiabatic states cover a large part of the Bloch sphere, corresponding
to a high entanglement. The phase densities of the two components have complementary
support on the torus, leading to different densities on the Bloch sphere. The purity of
each component oscillates in opposite phase around their temporal average (black dotted
line). The details of the oscillations depend on the shape of the phase densities which
changes with the qubit initial state ¢,. (c) Time average of the purity and temporal
fluctuations (errorbars) depending on A¢. A large support A¢ on the torus translates to
a large support on the Bloch sphere due to the topological nature of the coupling, and
thus a large entanglement.
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of the quantum metric in the entanglement between the qubit and the quantum modes.
We obtain the expansion at order A¢? of the purity

W (t) = 1= 2(A1) g1 (D" — wit) — 2(Ad2)?g22(P° — wit) + O(Ag"). (5.30)

For a two level system, the quantum metric of the two levels identifies g4 ;; = g—;; such
that the qubit is equally entangled with the modes in each adiabatic component |W.). The
topological coupling corresponds to a non-vanishing average Berry curvature F,. From
the inequality ¢,11 + gv20 > |F,| originating from the positive semidefiniteness of the
quantum geometric tensor [206] we obtain a lower bound on the entanglement between
the qubit and the modes:
_ Gl Ay 1

() < 1= =——(80)" + O(A¢7). (5.31)
This demonstrates that a topological pump necessarily entangles the qubit with the modes,
a property only captured by the quantum description provided in this paper.

The statistical average of the adiabatic states is represented on Fig. 5.4(al) for an
initial width of the Gaussian state A¢p = A¢p; = Agy ~ 0.097, corresponding to An; =
Ang >~ 2.6, with the qubit initialized in ¢, = 0. At a given time ¢, the densities on the torus
of each component |y (® + wt)[>/W, is centered on ®° — wt with the initial width Ag.
This translates into complementary densities of adiabatic states on the Bloch sphere (in
blue and orange) encoding the statistical mixture of the qubit in [V). In Fig. 5.4(a2),
the purity of the qubit after the time of separation s, is represented respectively in blue
and orange for each component |V, (¢)). The temporal fluctuations of this purity follow
those of the quantum metric at ®° — wt represented by a black dashed line, as predicted
by Eq. (5.30). As an illustration, we notice that the quantum metric is smaller at time ¢,
than at t,, manifesting that the evolution of adiabatic states with the phase ® is weaker
at ® = ®° — wt; than at & = ®° — wt,. This translates into a larger purity of the qubit
at t = t; than at ¢t = ¢5.

Entanglement of quasi-Fock state

We now consider states with an increasing initial width in phase A¢. The dependence on
A¢ of the time averaged qubit purity (74), is represented on Fig. 5.4(c) for each adiabatic
component. The amplitude of its temporal fluctuations are represented as errorbars. This
average purity decreases with A¢, corresponding to an increase of entanglement: the larger
the phase support on the torus, the larger the support on the Bloch sphere, and thus the
smaller the polarization (5.28). The large support on the Bloch sphere originates from
the topological nature of the coupling, which imposes that the adiabatic states by (®)
reaches all points of the Bloch sphere as ® varies. A topologically trivial coupling would
lead to a localized distribution of adiabatic states on the Bloch sphere corresponding to
an almost pure state of the qubit. This is another manifestation that topological pumping
and entanglement between the qubit and the modes are strongly intertwined.

The time average of the purity is the same for the two adiabatic components (v, ); =
(v_)¢ for every A¢. A qualitative explanation is the following. Given (5.28) the pu-
rity (1), corresponds to an average of adiabatic states with respect to translated phase
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distributions. The time average depends only on the extension of the phase density |y (®)|?,
which, from (5.14), satisfies

X (@ + wt) > + | x_ (@ + wt)|* = |x(® + wt)|*. (5.32)
Hence, they split the phase density of the total system |y (®+wt)|? in two complementary
supports, as illustrated in appendix 5.H. For cat states with equal weight W, = W_|
according to (5.21) these two supports have equal weight, leading to the same average
purity over time.

As discussed above, for quasi phase states the purity of both components fluctuates
temporally in phase Fig. 5.4(a2). In the opposite limit of an initial Fock state fully de-
localized in phase with A¢ = 7, these two purities fluctuates in phase opposition. This
is represented Fig. 5.4(b2) and (d), where the qubit is initialized respectively on ¢, = 0
and ¢, = 7/4. The phase density of the modes is uniform |x(®)|* = 1/(27)?, such that
according to (5.32) the phase density of the two cat components have complementary
supports on all the torus [0,27]2. We represent on Fig 5.4(b1) in blue the density of
adiabatic states b_(®) associated to the support |y_(® —wt)|? and in orange the density
of adiabatic states b, (®) associated to the support |y (® — wt)[®. At t = t3, the den-
sity | x4 (® — wt3)|? covers a larger portion of the sphere than the density |y_(® — wt3)|?,
corresponding to |Qy(t3)]* < |Q_(t3)]* and v, (t3) < v_(t3) on Fig. 5.4(b2), while the
situation is opposite at ¢t = t4. The details of the temporal variations of the purity depend
on the details of the shape of the densities |y+(®)|?, which depends on the initial state ¢,
of the qubit. Temporal oscillations for ¢, = m/4 are represented on Fig 5.4(d): the tem-
poral average remains of the same order of magnitude and the temporal fluctuations of
the purity of each component remain in phase opposition.

5.3.2 Breathing dynamics and Bloch oscillations

We now discuss in more details the oscillations of both the center of mass and of the
width in number of each adiabatic component of cat states that manifest themselves on
the examples of Fig. 5.2. This dynamics is reminiscent of Bloch oscillations and Bloch
breathing [195,207-209]. As discussed in Sec. 2.2.2 of Chap. 2, Bloch oscillations corre-
spond to temporal oscillations of the center of a wavepacket on a lattice when submitted
to an electric field. Bloch breathing corresponds to temporal oscillations of the width of
this wavepacket. The nature of these oscillations and breathing depends on the width
of the wavepacket’s momentum distribution. In our context, the lattice corresponds to
the numbers of quanta N = (nq,ny). The first term of the Hamiltonian (5.2) is linear
in IN and plays the role of the coupling to an electric field w, while the second term
corresponds to a spin-orbit coupling as discussed in section 5.1.1. Hence, the dynamics in
NN representation of the adiabatic components identifies with the Bloch oscillations and
breathing in the presence of both a longitudinal electric field and an anomalous transverse
topological velocity.

Qualitative evolution of an adiabatic component

A

Two trajectories of the average value of number of quanta (IN)y, () are represented on
Fig. 5.5(a) and (b) for two widths A¢. The two adiabatic subspaces v = + are associated
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Figure 5.5: From Bloch oscillations to Bloch breathing. (a) Trajectories of the average
values of numbers of quanta of each cat component |V (t)) for the example of Fig. 5.2(a)
localized in phase. The two components split along n, at an average velocity +v =
F(—wq,wq)C/(2m). Bloch oscillations are the temporal fluctuations of the average number
of quanta around this drift. (b) Trajectories for the initial Fock state of Fig. 5.2(c). The
temporal fluctuations are reduced. (c¢) Photon number distribution of Fig. 5.2(c4) zoomed
on the component |¥_(¢)) for t = t, a quasi-period. (d) Photon number distribution
of Fig. 5.2(c5) zoomed on the component |[W_(t)) for ¢ = t, a time of expansion. (e)
Circles: amplitude Ay () and A (n ) of the Bloch oscillations depending on the width
in phase A¢. Triangles: temporal average of the spreading Agn, and Agn,, with the
amplitude of their temporal fluctuations in errorbar. In small A¢ limit, the spreading
is constant, the state remains gaussian with Agn; = 1/(2A¢). When A¢ increases, the
amplitude of the Bloch oscillations A(7;) decreases and the temporal fluctuations of the
spreading increase, corresponding to a breathing. (f,g,h) Bloch oscillations. Temporal
fluctuations of the average value of number of quanta (N in the component |¥_(%))
around the quantized drift vt. At quasi-periods ¢t = t, and t = t,, the evolution is
almost given by the quantized drift (N ) = vt. The increase of A¢ corresponds to a
decrease of the temporal fluctuations. (i) Time evolution of the spreading A, in the
component |¥_(¢)) for an initial state localized in phase. The state remains Gaussian
with constant spreading Agn; = 1/(2A¢). (j.k) Bloch breathing of the spreading for
small A¢. The wavepacket localizes at quasi-periods ¢t = t, and t = t., and expands in
between (t = t;).
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to opposite anomalous velocities Fv with v = (wy, —w;)C_/(27). This induces a drift of
the two wavepackets in opposite directions along n,, shown on the figure. We highlight
the dynamics of the component |W_(#)) around this drift on Fig. 5.5(c) and (d), the results
for |, (¢)) being similar. In this figure, we note (7;)(¢) the average values of 7; in |[W_(t))
in the rotated coordinates (5.6), 7; referring to fi, or . We denote as Agn,(t) =

[(A2)(t) — (A;)(£)%)2 the quantum fluctuations, or spreading of #; in |¥_(¢)) Fig. 5.5(c-d).
The numbers of quanta (IN)(t) have temporal fluctuations around the quantized
drift vt represented on Fig. 5.5(f-h) for the three adiabatic cats of Fig. 5.2. When
we increase the width A¢ of the initial state, the amplitude A;(7;) of these tempo-
ral fluctuations is reduced, while the spreading of the wavepacket Agn, increases. For
small Ag, Agn,; is almost constant (Fig. 5.5(i)), the state remains Gaussian with its ini-
tial width Agn; = 1/(2A¢) as illustrated on Fig. 5.2(al-a4). When A¢ increases, Agn;
oscillates in time 5.5(j-k). This corresponds to breathing: oscillations, such as at t = t,
on Fig. 5.5(d), between relocalization occurring e.g. at t = t, and t. on Fig. 5.5(c). The
corresponding time evolution of the width A7, is represented on Fig. 5.5(i-k).

Quasi-periods

In Fig. 5.5(j-k), we observe, for a large initial A¢, a relocalization of the wavepacket at
specific times such as t, and t.. These fluctuations in time of the adiabatic wavepacket
correspond to two-dimensional Bloch oscillations [207-209]. We first introduce the quasi-
periods associated to two-dimensional Bloch oscillations before discussing wavepacket
relocalization below.

Historically, Bloch oscillations were first considered in one dimension [102]. The elec-
tric field induces a constant increase of the Bloch momenta of a semiclassical wavepacket,
which crosses periodically the one dimensional Brillouin zone. As a consequence the
average position of the wavepacket oscillates periodically. In two dimensions, Bloch os-
cillations are richer. The Bloch momenta evolves on the two-dimensional Brillouin zone
along the direction of the electric field: ®(t) = ®° — wt. Such an evolution is peri-
odic for a commensurate ratio between w; and ws, corresponding to an electric field in
a crystalline direction. Noting w;/we = p1/pe with p; and py coprime integers, the tra-
jectory of the Bloch momenta on the two-dimensional Brillouin zone is periodic with
period T' = p12m /wy = pa27/ws. In practice any real number wq /wy can be approximated
by a set of rational numbers [195,208]. Each rational approximation leads to a quasi
period T for which ®° — wT ~ ®°. The times t, and ¢, on Fig. 5.5 are two examples of
these quasi-periods for our choice of wy, ws.

The periodicity of a trajectory on the Brillouin zone translates into a periodic motion
in the direction of the electric field n; but not in the transverse direction n,, even in
the absence of an anomalous velocity [209,210]. For an initial phase ®°, the classical
equations of motion in adiabatic space v of the center of the wavepacket, recovered from
Eq. (5.18), can be written as

_ [t10E,
Jo RO,

ny(t) = /Ot (7%1 gfi (®(t)) — |w|FV(<I>(t’))> dt’, (5.34)

ng(t) (®(t'))dt", (5.33)
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where the evolution of the phase reads in the rotated phase coordinates: ¢(t) = ¢% —|w|t
and ¢, (t) = ¢Y. We choose the origin of the number of quanta set by their initial values,
such that ny(0, ®°) = n, (0, ®°) = 0. The time integral can be rewritten as a line integral
over ¢, leading to the conservation equation h|w|ng(t, ®°) = E,(®Y) — E,(®(t)), which
is vanishingly small at a quasi-period T such that ®(7T") ~ ®°. A quasi-period defines an
almost closed trajectory on the torus. The line integral of (5.34) does not vanish on this
closed trajectory, and reads n (T, ®°) ~ vT. The approximation gets better for longer
quasi-periods 7', i.e. large p; and ps.

Bloch oscillations of the average number of quanta

In the hybrid classical-quantum description of a topological pump [44,56], the topological
quantization of the pumping rate is recovered under a time-average of the instantaneous
flux of quanta n;(¢). This time average of the Berry curvature entering the pumping rate
is set by the Chern number of the adiabatic states over the torus [0,27]%. The quantum
nature of the mode induces another source of averaging. The time evolution of the average
number of quanta (5.18) corresponds to an average of the classical evolution (5.34) with
respect to the phase density |y, (®)|* of the adiabatic component. Thus, an increase of
the support |x, (®)|? reduces the temporal fluctuations of the average number of quanta
around its average drift. The quantization of topological pumping is indeed better between
quantum than classical modes. This is represented on Fig. 5.5(e). We note A.(7;) the
amplitude of the fluctuations with time of the average value of (f;). These temporal
fluctuations are reduced when A¢ increases (circles on Fig. 5.5(e)).

The reduction of the temporal fluctuations of pumping is set by the width of the phase
density |y, (®)]?. One would expect that a complete delocalization in phase, |y, (®)]* =
1/(2m)?, averages instantaneously the classical pumping rate over the whole phase space
such that (N)(t) ~ vt without any temporal fluctuations. Such a projected state with
uniform delocalization in ® corresponds to a Wannier state for a particle on a lattice
which is topologically obstructed [211-213]. First, let us note that the spreading Agn;
is infinite in such obstructed Wannier state, making them hard to realize experimentally.
Moreover, due to the adiabatic decomposition (5.12) of the initial (separable) state, such
adiabatic states are never realized: the phase density |y, (®)|?, defined in (5.14) contains
the density of projection of the qubit initial state | (¢, (®)|¢,) |* which necessarily vanishes
on the configuration space for a topological pump, irrespective of |1,). A Wannier state
cannot be obtained by the adiabatic decomposition of a separable state, and the temporal
fluctuations of the pumping remain finite.

Bloch breathing of the spreading

When the phase density |, (®)]? is localized around ®°, the center of mass performs Bloch
oscillations following the classical trajectory N (¢, ®°) (5.33), (5.34). Intuitively, when the
adiabatic state has a large support in phase |y, (®)|?, the different trajectories IN (¢, ®)
on this support superpose, inducing a spreading of the wavepacket. The spreading of the
wavepacket is then captured by the variance Var,, 2[n;(t, ®)] of the classical trajectories
with respect to the (normalized) initial phase distribution |y, (®)[*/W,:

Vary, 2[ni(t, ®)] = /d% Wﬂi”ni(t, )% — (/ 2P b(”(Wq:”ni(t, <I>)> . (5.35)
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We show in appendix 5.1 that the time evolution of the spreading Agn, in the adiabatic
state |W,(¢)) is indeed related to this variance, and is the sum of three different terms.

For a quasi-phase state with a narrow distribution |y, (®)|?, the classical trajectories
for an initial phase on this support are all similar, such that the variance term (5.35) van-
ishes. The quantum fluctuations weakly evolve in time Agn,;(t) ~ Agn;(0) ~ 1/(2A¢), as
shown in Fig. 5.5(i). In the case of large A¢, the classical evolution n;(t, ®) follows differ-
ent trajectories for the different values of ® on |y, (®)|?, leading to a large Vary,, j2[n; (¢, ®)]
and an expansion of the wavepacket, seen for example at ¢ = t, on Fig. 5.5(d)(k). At a
quasi-period T' discussed in Sec. 5.3.2, the classical trajectories lead almost to the same
quantized drift N (7, ®) ~ vT for all initial phases ®, such that Vary,, 2[n;(T, ®)] ~ 0.
The wavepacket refocuses at these quasi-periods, seen at t = ¢, and ¢t = t. on Fig. 5.5(k).

The default of refocusing is usually discussed in the literature in relation with the
default of rephasing Var,, j2[n;(T, ®)] # 0 [195,207], such that (Agn;)(T) 2 (Aghu)(t =
0). We note an important point about these rephasing events: even if the refocus-
ing is perfect (Agn;)(T) = (Agn;)(t = 0) the spread at these refocusing times corre-
sponds to the initial spread of the adiabatic component |¥_(¢ = 0)) and not to the initial
state |U(t = 0)). This is the reason why on Fig. 5.5(c) the state does not refocus into a
Fock state. Indeed, as discussed above the phase distribution |x_(®)|? is not fully de-
localized on the torus, such that by Heisenberg inequality the distribution of number of
quanta in |W_(¢ = 0)) is not fully localized. For the cat state with equal weight, we dis-
cussed in section 5.3.1 that |y_(®)|* covers approximately half the torus, corresponding
to a spread of order 7/4, such that Agn,(t = 0) > 2/m ~ 0.63. This is approximately the
values of the spreading at the refocusing times on Fig. 5.5(k).

5.4 Conclusion of chapter

In this chapter, we have shown that the dynamics of a qubit topologically coupled to
two slow quantum modes generically creates a cat state, a superposition of two adiabatic
states with mesoscopically distinct energy content. For each adiabatic component of the
cat, the topological nature of the coupling induces an intrinsic entanglement between the
qubit and the modes, characterized by the geometry of adiabatic states of the qubit, their
quantum metric.

Let us stress that we have focused on the adiabatic limit of a quantum description of
a Floquet system. We characterized the entanglement between the drives and the driven
quantum system in terms of the quantum geometry of adiabatic states. Extending this
relation between entanglement and geometry beyond the adiabatic limit [214,215] is a
natural and stimulating perspective.

The realization of such topological adiabatic cat states opens interesting perspectives,
in particular to elaborate protocols to disentangle the qubit from the quantum modes,
creating an entangled cat state between the modes. Omne can build on existing pro-
tocols for a superconducting qubit dispersively coupled to quantum cavities, with cats
composed of coherent states non-entangled with the qubit, of typical form (|aq, ag,T) +
181, Ba, 1)) /v/2 [216]. From our analysis of Sec. 5.3.1, similar states are obtained from an
adiabatic cat state in the quasi-phase limit at a time ¢ where a small value of the quantum
metric g;;(®° — wt) is reached. Besides, it is worth pointing out that the topological split-
ting of the two adiabatic components allows for the experimental preparation of adiabatic
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states, by using a projection on the number of quanta (n1, ny) such that ny —ny > nf —nj

after the time of separation. In the perspective of a superconducting qubit coupled to
quantum cavities, such a measurement protocol can be adapted from the methods of
photon number resolution [217] using an additional qubit dispersively coupled to the two
cavities.

Our model of quantum rotors coupled to a qubit shows that the adiabatic curva-
ture, which generalizes the Berry curvature while carrying the same topology, governs
the dynamics of adiabatic states. The models of quantum rotors describes accurately the
dynamics of quantum harmonic oscillators topologically coupled to a fast quantum sys-
tem. In the next chapter, we consider the dynamics of such system on longer timescales,
unveiling a rich dynamics combining adiabatic pumping and Landau-Zener scattering,
which leads to a non-standard notion of chaos.

121



Chapter 5. Adiabatic cat states

5.A Time evolution of phase states

We consider a model of quantum rotors whose Hamiltonian is f]tot = hw-N+ H (i))
where w = (wy, -+ ,wn), N = (g, -+ N, b = (ggl, e ,ggN), where the operators 7;
and (ﬁz are conjugated [ﬁi,qgj] = i0;;1, and w - N = Ywin;. We determine the time
evolution of a phase eigenstate |¥(t = 0)) = |®) ® |[¢)) with |[¢)) an arbitrary state of the
two-level system. In the interaction representation with respect to the Hamiltonian of the
modes, the time evolved state is:

W()) = exp [itw - N| [V(1)). (5.36)

The dynamics of |¥;(¢)) is governed by the Hamiltonian in the interaction representation:

A

H(t) = exp [itw : ]\Af} H(®)exp [—itw . ]\Af} (5.37)
= H(® — wt) (5.38)

since the operators 7; are generators of phase translations. As a consequence,
Hi(t) (1) @ [¢) = | @) © H(® — wt) [¢)) (5.39)

such that the time-evolution of the initial state |®) ® |¢)) in the interaction representation
is

Wi(0) = Texp [~ [ ar f(r)] 1) & 1)
—12) 9 U1 @) |v) (5.40)

where T denotes time-ordering and U(t; ®) = T exp [—% Jodr H(® — UJT)} is the time
evolution operator associated to the time-dependent Hamiltonian H(® — wt) for classical
modes. We then obtain the time-evolved state in the Schrodinger representation

|W(t)) = exp [—itw - N| [W(1)) (5.41)
=|® —wt) QU(: ®) |1h) . (5.42)

5.B Definition of the adiabatic subspaces

For the sake of completeness, we detail the definition of the adiabatic states of the qubit,
which is similar to the construction of adiabatic states in Chap. 1.

We construct the states of the two-level system |1, (®)) such that the family of states
|®) ® [, (®)) with @ € [0,27]* is stable under the dynamics governed by the total

Hamiltonian Hyo, = Y, hw;n; + H(P). This family of states corresponds to the image of
the associated adiabatic projector

fl, = [ d® @) (@@ [4,(®)) (. (@) (5.43)
:/dcp 1B (®] @ 7, (D). (5.44)
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We first construct the family of projectors of the two-level system 7, (®) = |1, (P)) (1, (P)].
As detailed in appendix 5.A, for an arbitrary state |1)) of the fast quantum degree of free-
dom, the phase eigenstates evolve according to

exp(—iflit/h) (1®) @ [0)) = |® — wt) @ U(t; ®) [¢) (5.45)

with U(t; ®) the time evolution operator associated to the Floquet Hamiltonian H(® —
wt). Thus, the previous family of states is stable if the projectors 7, (®) satisfy

Ult; ®)m, (®)U(t; @) = 7, (® — wt), (5.46)

or equivalently —ifiw - Vg, (®) = [H(®P),m,(P)]. This equation can be solved pertur-
batively from the limit of infinitely slow subsystem. We introduce the dimensionless
parameter A connecting this limit to our problem by rescaling the frequencies: w — Aw.
We search a projector m,(®) expressed a formal series of A

T (@) =D Ny 1 (@) = m0(®) + A1 (P) + ... (5.47)

solution of (5.46), which translates into

—Nihw - Ve, (®) = [H(®), 7, (P)] (5.48)
7, (®)? = 7, (P). (5.49)

The algorithm of construction of 7, (®) from these equations is identical to the algorithm
detailed in Sec. 1.2.2 of Chap. 1, leading to the expression provided in Sec. 5.2.1.

5.C Time evolution of the adiabatic states

For the sake of completeness, we derive the time evolution of the adiabatic states of
the fast subsystem, which is similar to the one derived in Chap. 1 for a driven system,
replacing time dependence by dependence on ® — wt. The only difference is that here
we keep track of the initial phase ®, such that the dynamical and geometrical phases,
summarized into 6, (t; @) below, depend on this initial phase. This aspect is relevant when
considering the time evolution of quantum fluctuations in appendix 5.1.

In appendix 5.B we constructed the projectors m,(®) = |1, (®)) (¢, (®)| on the states

of the two-level system such that the image of the adiabatic projector II, is stable under
the dynamics. As discussed in the main text, such states |1, (®)) have to satisfy

U(t; ®) 1), (®)) = P EP) |, (@ — wit)) (5.50)
with U(t; ®) the time evolution operator associated to the time-dependent Hamiltonian

H(® — wt) and with 60, (t; @) a phase factor to be determined. By definition, the time
evolution operator U (t; ®) satisfies

z’h(iU(t; ®) = H(® — wt)U(t; D), (5.51)
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such that (5.50) leads to

LH(® — wt) [0,(® — wh))

= i1 @) i (@ — o)) — 3 0@ — ) (5.52)

th
The phase factor 6, (t; ®) is then given by
t
0,(t; ®) = / dt (-711/5”(@ —wt) = S Wi, (@ — wt’)> (5.53)
0 i
with the energy function
E,(®) = (4 (@) H(®) |1 (®)) (5.54)
and the connection
Api(®) = 1 (¥ (P)|0g, 10, (P)) (5.55)

of the adiabatic states |1, (®)).

5.D Pumping rate in an adiabatic state

We derive the time-evolution (5.18) of the pumping rate (f;) for an initial state (5.12)
projected in the adiabatic subspace v

(= 0)) = [ a2 (@) |2) @ [1:,(®)). (5.56)
From appendix 5.C, the time evolution of this projected state is
,(1) = / EP x, (@)™ @ — wit) @ |1, (D — wi)) (5.57)
with the phase factor 6, (t; ®) given by (5.53). The Ehrenfest theorem reads
d . 1
&<n1>\11u(t) zh<[n1’ Hyot))w, 0 (5.58)

where from the Hamiltonian (5.2) we have [fiy, Hyo] = ion (<i>) such that

linya = [ e KLy @ >§(Z<¢ wt) (@ — ) (559

with W, = (¥, (¢)|V,(t)) given by (5.23). The average value of the derivative of the
Hamiltonian can be Written

(¥ | |¢V> 8¢ (ol H [¢00)) = (0,400 H [thy) — (| H |0g,1b0) (5.60)

where the dependence on ® — wt is implicit. The first term of this equation gives the
term of variation of energy in (5.18). We recall that |¢,) are not the eigenstates of the
Hamiltonian, but the adiabatic states, such that H |¢,) is given by (5.52). Using this
relation as well as the normalization condition (94,1, |1,) = — (¥, |04, ¢), wWe write the
last two terms of (5.60) in terms of the curvature F, (5.15) such that we obtain the
expression (5.18) of the pumping rate

|2

§t< Dt _/d2q) |XVV<VV)| <;g§:(¢—wt)+wgﬂ,(¢—wt)> (5.61)

with the energy function E,(®) = (¢, (®)| H(®) |¢,(®)) and the curvature F,(®) (5.15).
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5.E  Gaussian phase states

The modes are prepared in a Gaussian state (n;|x;) o< exp(—(n; — n?)?/(2An;)? + i¢?n;)
centered on (nY,#?), and of width An;. In the case of a quantum harmonic oscillator

for which 7; = afa, a coherent state |o) with o = \/nfe’® with an average number of

quanta n? > 1 reduces to a Gaussian state with An; = \/n{. By Fourier transform, the

phase distribution | (¢;|x;) |* of the modes is a periodic normalized Gaussian centered on
@Y and of width A¢; = 1/(2An;) in each direction

S A
(6l P = 16— ot Aoy (- G2 (5.62

where f(¢; — @Y, Ag) is a function ensuring normalization and periodicity. Explicitly

i o—An*(An; 2
F(6i — 02, A¢) = 2(An ’793< 2im(An;)* (¢ _¢°) n(an)?) |
U3 (0, e 2<A"i>2>

(5.63)

with ¢3 the third Jacobi theta function. Such phase distribution is almost uniform
for Ag 2 .

5.F Numerical construction of the adiabatic projec-
tor

For the numerical simulation, we diagonalize the Hamiltonian in (ny,ns) representation,

where ¢i: In;) = |n; — 1), with the truncation —59 < n; < 59 and —52 < ny < 52.

We keep only the positions (nq,nz) in a rectangle oriented along the directions n; and
& (5.6), corresponding to

1
|TLE| = 7|W1TL1 +WQTLQ| < 30 (564)
VWi + w3
1
| — wony + w1n2] < 50 (565)

(Y
w1 +CLJ2

with wy/w; = (14 1/5)/2. We use open boundary conditions.

We construct numerically the adiabatic projector up to order 1 in the perturbative
variable X\. The adiabatic projector 11, is defined by an asymptotic series in the formal
dimensionless variable A

1, = > NI, =0 + AL, + ... (5.66)
k=0
such that
[ﬁtoh ﬁy] — O 5 67
11,11, = 11, (5.68
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with
Hior = H(¢1, ¢2) + Mwify + waia). (5.69)
We use the half-BHZ model for the qubit (5.3) with the gap parameter A = 2. The

maximum on (¢1, ¢o) of the ground state energy of H (¢, ¢2) for these values of parameters
is MG = —1, and the minimum of excited state energy is Effél =1

0 2000 4000 6000 8000 10000 12000
Eigenstate label a

Figure 5.6: Numerical spectrum of the truncated Hamiltonian H (gz@l, Qgg) In green, edge
states whose energy lies in the gap of the untruncated Hamiltonian H ((ﬁl,cﬁz). We do
not take them into account in the definition of the adiabatic projector. The zeroth order
adiabatic projector ﬂ_,g is the spectral projector on the ground band of H (ngﬁl, qgg) (states
in blue). The first order correction ﬁ_71 of the adiabatic projector has matrix elements
between the ground and excited band (states in orange) of H (q@l, ggg), given by Eq. (5.74).

At order 0, I, is a spectral projector of the Hamiltonian H ((51, ég) We diagonalize
numerically the Hamiltonian at zero frequency H (¢, ¢2) in the truncated Hilbert space,
providing the energies E, and states |V,) such that

H($1,62) Vo) = Eq [T,) . (5.70)

The projector at order 0 is the projector on the states of the ground band, i.e. on the
states such that F, < ET})"

H—,O - Z |\Pa> <\Ila| (571)

a
Ea<E™ax

Note that we do not take into account the edge states whose energy lie in the gap for the
construction of the projectors, as illustrated on Fig. 5.6.
The conditions (5.67) and (5.68) translate into recursive conditions for the different

126



5.G. Difference between eigenstates and adiabatic states.

orders ﬁ,,Jg of the projector

k
Hl/,k = Z Hu,lﬂu,kfl (572)
=0
[H(®),11,,4] = 11,41, hw - N] (5.73)

from which we can deduce order by order the expression of f[,,yk in the basis of |¥,). At
order 1 we obtain

. U, | hw - N |U
o= 3 |u)? 'E E' ) ([ + hec. (5.74)
a,b a — L
Eq<E™3
Ey> B3

which can be evaluated numerically.

5.G Difference between eigenstates and adiabatic states.

Fidelity
1.01
— F(U_,V_p)
FU_, U+ U ;)

T L e s
=
<
s
(G

0.99 \

0.98 1 .“ -

00 25 50 75 100 125

Figure 5.7: Fidelity F(V.,V_g) and F(¥_.,¥_, + V_;) between the cat compo-
nent |¥_(¢)) and the adiabatic projections at order 0 |W_ o(¢)) and at order 1 |[¥_((¢)) +
|W_,(t)). After the time of separation ts, =~ 8, the cat component |V _(¢)) is very close to
the lowest order adiabatic approximation |W_(¢)) with a fidelity of 99.5%. The fidelity
further increases with the adiabatic projection of order 1, such that |W_(¢)) identifies

with [T_(t)).

We show that after the time of separation s, the cat component which splits in the
direction n; < n9 identifies with the adiabatic component IT_ [¥(t)) of the total state.
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We note I1. the projector on the states |n,)®|n2)®|s) with n) = (—wan; +wing)/|w| <
n%, s =".,1., and |¥_(¢)) =1l |W(t)) the component of the system on this region n, <
n}. We aim at comparing II [¥(¢)) and II_ [¥(2)).

The adiabatic projector I1_ is constructed perturbatively by Eq. (5.66) detailed in
App. 5.F. The adiabatic projection of the total states then decomposes into

T [W(t) =D [0 k(1)) (5.75)

with the k-th order projection |W_4(t)) = II_, |¥(t)). Note that we let A\ = 1 since we
consider the adiabatic projector of our problem of interest.

We note F(Uy, Uy) = (U |Ws) /((Wq|Wy) (Uy|Ws)) the fidelity between two states |¥y)
and |U,). The figure 5.7 represents the fidelity between the n; < nY cat components and
the adiabatic states computed numerically respectively at zeroth and first order, namely
respectively F(U., W_g) and F(VU.,V_45+ U_ ;). After the time of separation t., >~ 8,
the cat component has a fidelity of approximately 99.5% with the zeroth order |W_ (%))
and 99.9% with the first order |W_(¢)) + |¥_1(t)). As such, the adiabatic projection at
order 0 gives a very good approximation of the cat component, corrected at higher orders
to give the full adiabatic component |¥_(¢)). The slight decrease with time of the fidelity
after the time of separation is due to the successive Landau-Zener transitions.

Weight

0.2 0.4 0.6 0.8 1.0

Ao/m

Figure 5.8: Effect of the difference between eigenstates and adiabatic states on the weight
of the cat. Initial state of the Fig. 5.3(c) with 6, = 7/2. In blue, weight W_ of the cat
computed dynamically from the splitting (same as Fig. 5.3(c)). In orange, weight W_ o =

(U(t=0)| f[_70 | (¢ = 0)) computed from the zeroth order adiabatic projector II_—, 0. In
green, weight W_o 4+ W_; = (U(t =0)| (II_o + [I_;) |¥(t = 0)) from the projector at
order 1, which almost identifies with the weight obtained dynamically.

The difference between the adiabatic projector [I_ and the spectral projector ﬂ,,o
is visible in the weight of the cat state. We represent on Fig. 5.8 the weight of the
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5.H. Purity from initial Fock state

adiabatic projection computed dynamically from the splitting W_ = (V_ (tsep) |V < (tsep)) =
(U(tsep)| e |W(tsep)). We also represent the weight in the adiabatic subspace computed
from the numerical construction of the adiabatic projector

W_ = ((t = 0)| L [¥(t = 0)) Zwk (5.76)

with the weight of order k given by W_, = (U(t = 0)| TI_, |¥(t = 0)).

The initial state is a Gaussian state centered on ®° = (0,0) and the qubit in ¢, = 0,
0, = /2. As discussed in Sec. 5.2.3, the corresponding average ground state b_70 lies on
the z-axis for all A¢ such that W_, = % As seen in Fig. 5.8, this zeroth order provides
a good approximation with the weight of the cat, while the weight computed at first
order W_ o + W_; almost identifies with the weight obtained dynamically W_.

5.H Purity from initial Fock state

(®)

G m

Q4 (1)

X+ (® + wty)]?

Figure 5.9: Phase densities |x+(® —wt)|? of the cat components |4 (¢)) translated to den-
sities of adiabatic states on the Bloch sphere via the map ® — by (®). The polarization
of the qubit Q+(t) is the average of adiabatic states with respect to these densities.

We illustrate the role of the phase densities in the entanglement between the qubit and
the modes in the cat components |W,(t)) for a quasi-Fock initial state A¢ = 7, and the
qubit initialized in 6, = 7/2, ¢, = 0. As discussed in Sec. 5.3.1, for an initial quasi-Fock
state the phase densities |y4(® +wt)|? of the two components of the cat split the torus in
two complementary supports of equal weight. We represent these densities on Fig. 5.9 at
the time t = t3 and t = t4 indicated on Fig. 5.4(b2). The densities on the torus translate
into densities of adiabatic states on the Bloch sphere via the map ® — b (®).

At t = t3, |x_(® + wt3z)|? covers a smaller part of the Bloch sphere than |y, (® +
wt3)|?, such that the qubit is more entangled with the modes in |¥ (¢3)) than in [¥_(¢3)):
|Q+(t3)| < |Q—(t3)|. During the dynamics, the phase densities are translated on the torus
with no dispersion, changing the densities on the Bloch sphere and the purity of the qubit.
At t = t,, the domains have been almost exchanged |y_(® — wty)]? =~ |xo (P — wi3)]?,
such that Q_(t4) ~ —Q+(t3) and Q. (t4) ~ —Q_(t3).

For the figures, the densities are computed from the eigenstates |1)_ o(®)).
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Chapter 5. Adiabatic cat states

5.1 Time evolution of the quantum fluctuations

We derive the time evolution of the quantum fluctuation, or spreading, of the modes’
number of quanta in an adiabatic component |V, (t)) (5.13)

[Agiu ()] = (A7), ) — (7)3, ) (5.77)

with <@>\py(t) = (T, ()| O, (£)) / (T, ()|, (t)), and i = 1,2. We show that due to the
linearity in N of the Hamiltonian we can relate these quantum fluctuations to the vari-
ance of the classical trajectories n;(t; ®) [44,56] which are obtained in a hybrid classical-
quantum description of the qubit-mode coupling

¢ 10F,
nz(t, (I)) = / dt/ *8 (‘I) - wt’) + ijFl/ Z]((I’ — wt’) . (578)
0 h 3@ J ’
According to (5.57) the time evolution of the adiabatic component is given by

0,(0) = [ @D & (1, ®)|@ - wt) @ [13,(@ — wt)) (5.79)

with
&, (t, ®) = X, (B)e (6P, (5.80)

Xv(®) = xu(®)/W, the normalized wave-function of the decomposition (5.12) of the
initial state and 6, (t; ®) the phase factor (5.53). This form of the time evolution is due to
the linearity in IN of the Hamiltonian: the phase density is translated without dispersion
and the acquired phase 6,(t; ®) is given by the energy function E,(®) (5.54) and the
connection A, ;(®) (5.55).

As derived in appendix 5.D, the time evolution of the average number of quanta
reduces to a statistical average of the classical trajectories with respect to the initial
phase density |x,(®)?

(AYw @) = (Pi)w, (=0 + /d2q> 10, (@) 20, (¢, B). (5.81)

Using (¢ n; |¢;) = —i0s,0(¢; — ¢i), we get after a few lines

a 2
(0= [0 60087 (1504 4@ =) 6.00.8) 4 [0 16(0.8) (8 - )
(5.82)

with ¢, the quantum metric of the adiabatic states (5.24). Let us comment this equa-
tion. In a single band approximation of Bloch oscillations, we ignore the rotation of the
states |1, (®)) such that we assume that &, (¢, ®) is the wavefunction of the modes ig-
noring the role of the projection I,. The average value of n? is then given by (5.82)
without the connection A, ; and the metric g, ;. Here the first term corresponds to the
average value of the projected observable (ﬂuﬁiﬁy)Q, where ﬂyﬁiﬂy reduces to a covariant
derivative with the connection A, ; in the representation |®) ® |4, (®)). The second term
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5.1. Time evolution of the quantum fluctuations

involving the quantum metric originates from the difference between the observables and
the projected observables

11,211, = (I1,7,01,)% + 1,7, (1 — IL,)A,I1,, (5.83)

such that we show (IT,7;(1 — I1,)7,IL,) = [ A2®€, (¢, ®)[2g,.:(® — wt).

We express the time evolution (5.82) it terms of the classical trajectories n; (¢, ®) (5.78).
Using A,;(® — wt) — A,;(®) = [y dt' >, w;0;4,;(® — wt') and F,;; = 0;A,; — ;A
these trajectories can be expressed in terms of the phase factor 6, (¢, ®) (5.53)

0,
= =50 (B + Ai(® - w) — Ay (@), (5.84)

such that after expanding the time evolution (5.80) of the wavefunction &, (¢, ®) we obtain

20,0 = [ £ 3,(®) (af; - Ay,i<<1>>)2;zy<<1>> + [ 8 5, (@)t ®)
+ 2/d2q> T, (®)ni(t, ®) + /d2<1> 150 (@)[2g,.16(® — wi) (5.85)
= (1B usm0) + [ LB [T (@) it B) +2 [ B (), @)
[ P8 [30(®) R (g(B — ) — () (5.56)

with the current density of the initial state

T (_,0x, . OX} ~ 9
in: ’ y — Xv z v Aui 5.87
, 2<X”a¢i X8¢i>+|x| , (5.87)
satisfying (7;)w, =0y = [ Ju:i(®)dP.
As a result, the tlme evolution of the spreading is given by the variance (5.35) of the
classical trajectories and by two other terms

(Aai) () =[(Agin)(t = O + Vary, pfrni(t, @)
+ [ 4P [ (@) (i(® — wt) = 0,(®) +3Ci(1),  (5:38)

where dC;(t) is a bounded term taking the form of correlations between the classical
trajectories n;(t, ®) and a current density of the initial state J,,;(®)

3Ci(t —2/d2<1> Toi(®)na(t, ®) — 2(ii)w, o) /ch)|X,,( )2 (t, @) (5.89)

As discussed above, the classical trajectories n;(t, ®) characterize the spreading of the
projected observables ﬂyﬁiﬂy, and the quantum metric relates the spreading of the pro-
jected and non-projected observables. Concerning Bloch oscillations and Bloch breathing,
the important feature of this quantum metric contribution is that it is small compared to
the initial value [(Agn;)(t = 0)]? in the case of small Ag, and it is vanishingly small at
quasi-periods 7" such that ® — w7 ~ ®. The last term 6C;(t) has the same features. It is
vanishingly small at quasi-periods T since n;(T, ®) ~ 0. It is also small in the small A¢
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Chapter 5. Adiabatic cat states

limit since it can be written as classical correlations with respect to the density |y, (®)|*
between the function 0;a(®) + A, ;(®) and n,(t, ®), with a(®) the complex argument
of 7, (®).

We thus recover the behaviors of Bloch oscillations and Bloch breathing discussed
in Sec. 5.3.2: the spreading of the cat component remains almost constant (Agn;)(t) ~
(Agn;)(t = 0) in the case of localization in phase A¢ < 1, and it refocuses at quasi-

periods T', (Agn;)(T') =~ (Agn;)(t = 0) irrespective to the value of A¢.
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Chapter

Long-time topological dynamics and chaos

The model of rotors couped to a two-level system studied in Chap. 5 describes accurately
the dynamics of quantum modes on short timescales for initial states localized in number
of quanta. It is an approximation of more natural couplings between quantum harmonic
oscillators and a qubit. In the rotor model, we consider a coupling of the qubit to the
phase of the quantum modes only. When considering harmonic oscillators, natural cou-
pling involve quadratures, such that the qubit couples also to the number of quanta. In
this chapter, we study the consequences of topological coupling between two harmonic
oscillators and a qubit on the dynamics on long time-scales and on the spectral properties
of the model.

In Sec. 6.1, we define the topological coupling between two harmonic oscillators and
a qubit. The main difference with Chap. 5 is that, due to the coupling of the qubit to
the number of quanta, the topological nature of the coupling depends on the number of
quanta, leading to topologically trivial and non-trivial domain in the space of number of
quanta.

In Sec. 6.2, we study the long time dynamics of the system. Initial states prepared
inside the topological domain leads to topological pumping dynamics on short timescales,
non-adiabatic Landau-Zener scattering on intermediate timescales, and reaches a quasi-
stationary state on long timescales with a notion of ergodicity within the topological
domain. On the other hand, initial states prepared in the topologically trivial domain
remains localized, without any notion of ergodicity.

In Sec. 6.3, we study the spectrum of the system from the perspective of quantum
signatures of chaos. The two families of initial states translate into two families of eigen-
states of the total system lying at the same energy. The trivial family of eigenstates has
no signature of chaos, whereas the topological family displays such signatures. Estimat-
ing the Thouless energy of the topological family of eigenstates, we argue that they lie in
the limit of validity of random matrix theory, in contrast with standard quantum chaotic
systems.

This chapter is based on an article in preparation.
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Chapter 6. Long-time topological dynamics and chaos

hy

Figure 6.1: Two quantum harmonic oscillators, represented by cavities, coupled to a two
level system, represented by the Bloch sphere. Generically every Pauli direction of the
qubit can couple to the quadratures of the oscillators, leading to a total Hamiltonian of
the form Hig, = hwidlay + hwabis + X aeyy . haldn, al, as, a})o,.

6.1 Topological coupling between a qubit and two
harmonic oscillators

In Chap. 5, we considered two quantum modes topologically coupled to a two-level system,
a qubit. We described the modes by quantum rotors, with number of quanta and phase op-
erators n, (ﬁ A rotor model is a natural approximation of a quantum harmonic oscillator,
described by creation and annihilation operators a;, aj, i = 1,2, satisfying [a;, d}] = 0;1.
In terms of phase and number of quanta, a; and &ZT correspond to /n;e™ in the classical
limit. In this case, the natural couplings between a qubit and the modes involve linear
combinations between the qubit observables and these operators. The rotor model ig-
nores the n; dependence of these coupling. The analysis of Chap. 3 and Chap. 5 based on
the phase dependence of the qubit Hamiltonian enables to define a notion of topological

coupling between a qubit and quantum harmonic oscillators. Let us precise this definition.

6.1.1 Topological coupling

We consider two quantum harmonic oscillators coupled to a two level system, a qubit. We
denote “mode” each harmonic oscillator in the following. The annihilation and creation
operators of the modes are noted a;, &;r , 1 = 1,2, satisfying [a;, CAL}] = 0;;1. Using similar

notations as those of Chap. 2 and Chap. 5, the Hamiltonian of the total system reads
Hior = hundlay + hwadlas + H, (6.1)

where H contains the bare Hamiltonian of the qubit and the coupling to the modes.
Generically, we decompose this Hamiltonian on the Pauli matrices of the qubit, consider-
ing that each of them can couple to the quadratures of the modes,

H=Y ha(ar,al,a,a})0,. (6.2)

=Ty,

This is represented schematically on Fig. 6.1. For example, for one mode only, the Hamil-
tonian of the frequently considered quantum Rabi model [218,219] contains the bare qubit
Hamiltonian, corresponding to a z component in the above decomposition, and a coupling
to a quadrature in the perpendicular = component, H Jh=w,0./2—ig(a—a')o,, with w,
the qubit bare frequency and g a coupling strength.
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6.1. Topological coupling between a qubit and two harmonic oscillators

Figure 6.2: Topologically trivial and non-trivial coupling. Yellow surface: closed surface
defined by the ensemble of vectors h(¢i, ¢2,n1,n2) for all values of the phases ¢, o €
[0,27] at fixed (nq,mn2). (a) Trivial coupling: the surface does not enclose the origin. In
blue and red: ensemble of respectively excited and ground state of the qubit for all values
of phases. (b) Topological coupling: the surface encloses the origin. Any qubit state on
the Bloch sphere corresponds either to a ground or excited state depending on the value
of the phases.

As in Chap. 3, the definition of topological couplings relies on a classical description
of the modes, because we need to assign definite values to both n; and ¢; variables.
Of course, having said this, the model has to be solved fully quantum-mechanically. It
amounts to replacing respectively the operators a; and d! by the classical variables \/n_iei‘z’i
and /n;e”*, where the phase ¢; and number of quanta n; satisfy the classical Poisson
bracket relation {fAn;, ¢;} = d,;. This is precised by considering the Hamiltonian H in
the Weyl representation introduced in Chap. 2, see appendix 6.A for details. We then
consider the Hamiltonian of the qubit parametrized by the phase space variables of the
modes

H(¢1, g2, n1,n9) = h(¢1, 2, m1,12) - 0, (6.3)

with h(¢1, ¢2,n1,n2) a vector of R? parametrized by the phases and numbers of quanta of
the modes. At fixed value of the number of quanta, we recover a quantum system coupled
to two periodic phases for which we can define the regime of topological coupling as in
section 3.2.1. We provide here a simple condition for a two-level system.

When we fix ny, ne and vary the periodic phases ¢y, @2 in their compact configuration
space [0, 27], the ensemble of vectors h(¢y, g2, n1,n9) defines a closed surface in R®. Such
a surface is represented schematically on Fig. 6.2. The bare qubit Hamiltonian hw,o,/2
leads to a component of these vectors along the z-axis, defining the center of the surface.
The size of the surface is related to the amplitude of the couplings between the qubit and
the phases.

In the usual case where the qubit bare transition frequency wy, is very large compared
to these couplings, the surface is high along the z direction and does not enclose the
origin. This is the situation of topologically trivial coupling, represented on Fig. 6.2(a).
The eigenstates of the qubit for a given value of phases and numbers of quanta are given
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Chapter 6. Long-time topological dynamics and chaos

by the Bloch vectors +h(¢1, ¢o,n1,n2)/|R(d1, P2, 1, n9)|. The ensemble of excited states
of the qubit at fixed (ny,ng) is represented on the Bloch sphere by the projection of
the surface, represented in red, whereas the ensemble of qubit ground states is the blue
surface. Since the blue and red surfaces do not overlap, we can determine whether the
qubit is in its ground or excited state without any knowledge on the state of the modes.
This is the common situation of a weak coupling.

In contrast, the topological coupling corresponds to the case where the surface encloses
the origin. Then any point on the Bloch sphere can correspond either to a ground or
excited state, depending on the state of the modes. There is no relevant notion of qubit
ground or excited state independently of the modes. The topological coupling is a regime
of strong coupling, in the sense explained above: the coupling of the qubit to the phases
have to be of same order of magnitude as the bare qubit frequency. We will consider
linear couplings between the modes’ quadratures and the qubit Pauli matrices, of the form
gla; + al )0, such that topological coupling requires g,/n; of same order of magnitude
as the bare qubit frequency. Moreover, this picture shows that the topological coupling
requires to couple all three Pauli matrices of the qubit to the quadratures of the modes.

6.1.2 Model

Any model of quantum system topologically coupled to classical periodic phases ¢1, ¢
provides a model of topological coupling between harmonic oscillators by replacing cos(¢;)
and sin(¢;) by respectively (a; +a!)/2 and (a; — a)/(2i). In the following numerical re-
sults, we consider the simplest example of Hamiltonian displaying this regime of topolog-
ical coupling, the quantum oscillators version of the half Bernevig-Hughes-Zhang model
considered in Chap. 5:

PN . N N . N N W, N N ~ N
H/h=—igi(aq — GD% +igo(ag — ag)ay + (; —g1(a1 + ai) — golas + &E)) 0., (6.4)

with wy/w, = 0.1 ; g1/w, = 0.0925 ; go/w, = 0.0675, and we use the same ratio between
the frequencies as in Chap. 5, wy/wy = 12—‘/5 ~ 1.618. We thus consider the regime where
the coupling rates are of the same order of magnitude as the frequency of the modes. This
is a regime of deep strong coupling [220,221]. In the following, we express the energies in
units of the bare transition energy of the qubit hw,.

We use the same notations as in Chap. 5, ® = (¢1, ¢2) and N = (ny,n2). The qubit
Hamiltonian with classical description of the slow modes (i.e. its Weyl symbol) is given

by Eq. (6.3) with

ha(®, N) [ = 29,/ sin(én), (6.52)
hy(®, N) [ = —2g, /7 sin(0), (6.5b)
h,(®,N)/h = % — 2g1+/n1 €os(P1) — 2g2+/Na cos(h2), (6.5¢)

such that the symbol of the total Hamiltonian reads
Htot(q), N) = hwlnl + h/OJQnQ + h(‘I), N) - 0. (66)

The following numerical results are obtained from an exact diagonalization of the Hamil-
tonian in a truncated Hilbert space. We detail the numerical method in appendix 6.C.
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6.2. Dynamics

The frequencies of the modes are chosen to be an order of magnitude smaller than
the bare transition frequency of the qubit, leading to a slow-fast system with the slow
modes and the fast qubit. We thus describe the dynamics of this system using the general
adiabatic theory described in Chap. 2.

6.2 Dynamics

6.2.1 Adiabatic dynamics

Domain of adiabaticity in phase space

max
PLZ

EE— |
(a) (b)
0.00 025 050 075 1.00

Figure 6.3: Adiabatic dynamics. (a) Domain of adiabaticity in phase space, estimated
with a maximum of Landau-Zener transition probability. The adiabatic theory describes
the evolution of states localized in the region of small P**. When F** = 1, the gap of the
qubit closes for one value of phases, corresponding to the orange curve on (b). (b) Sketch
of adiabatic classical trajectories of the two adiabatic subspaces. At a fixed energy F,
they are confined in domains of constant energy gi(q), N) = E, represented respectively
in red and blue for the subspaces + and —. The regions of non-zero Chern number are
the domains of topological coupling and lead to topological drifts in opposite directions
for the two subspaces, represented by opposite arrows. In the region of vanishing Chern
number, the trajectories are confined without average drift, represented by a black dot.

The first step of the adiabatic theory is to identify its domain of validity in the phase
space of the slow modes, as detailed in Sec. 2.4.4. To do so, we consider the dimensionless
adiabatic ratio €,qian(®, N) which has to be small, defined by Egs. (2.101) to (2.103)
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Chapter 6. Long-time topological dynamics and chaos

and (2.106). Following the notations of Chap. 2, we note £L(®, N) and | (®, N)) the
energy and eigenstates of the symbol of the total Hamiltonian (6.6). We have

gi(@, N) = hwml + hWQTlQ + |h(‘I’, N)| (67)

The condition (2.103) is not involved for a two level fast system, since the two level
energy tensor vanishes. As a first estimate of the adiabatic ratio, let us consider the sole
conditions (2.102) and (2.101) which provide

gadiab(q)> N) = (68)

22: hwiAJrﬁ@((I)v N) |
T E(®,N) - £ (®,N)
with AHV7¢i =1 <¢ula¢i¢u> =1 <¢u| % |¢V> /(gv - gu)-

We represent the domain of validity of adiabatic dynamics projected in the (nq,nsy)
plane. To do so, at a given value of number of quanta, we use the adiabatic parameter (6.8)

to express a maximum probability of Landau-Zener transition, following the analysis of
Chap. 1:

T
PN = pLAX, OXP <_45adiab((1);m>. (6.9)
We come back to the Landau-Zener processes in the next section, explaining in more
details the meaning of this maximum of Landau-Zener transition probability. In the
regions of small P/, the dynamics is well described by the adiabatic theory. It is
represented for the model on Fig. 6.3(a). The black domain corresponds to a transition
probability close to one, meaning that the adiabatic parameter is high for some values of

phases: adiabaticity breaks down when the phase density approaches this point.

Classical equations of motion

Let us consider an initial state located in the phase space region for which e,4iap(®, V)
is small (see Fig. 6.3(a)). It decomposes into a sum of two adiabatic states, lying in the
adiabatic subspaces Hy discussed in the previous chapter 5. The dynamics within each
subspace at first order in adiabatic expansion is governed by the equations of motion®
discussed in Sec. 2.4.2 of Chap. 2:

. 108 1 OE+ OEs

== — Figo——Frpn—1|, 6.10
n h a¢7, + h ; ( i,(ﬁZd)] 8713 i7¢1 J 8¢] ( a>
. 1 85; 1 agi agi

R Y U ey e .10b
b I o, hzj: ( £, n; +nin; 0¢j> (6.10b)

The Hamiltonian containing the modified energy function
E+(®,N) = hiwing + hwyny = |h(®, N)| + My (®, N), (6.11)

'We have factors 1/h in the equations of motion because n; and ¢; are dimensionless, namely their
Poisson bracket is {fin;, ¢;} = 1. Writing Eqs (2.78) with z; = Ain; and p; = ¢; leads to (6.10). In other
words, Egs. (6.10) are the Hamilton equations of motion associated to the classical Hamiltonian E; and
the symplectic form Q4 = k)", d¢; A dn; + hFy, at first order in the Berry curvature Fi.
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6.2. Dynamics

where the modification of energy M, (®, N) is given by? Eq. (2.76). The Berry curvature
is defined by

Fiop(®, N) = i ((0a+(®, N)[059+(®, N)) — (o > ), (6.12)

with the phase space coordinate notation & = {®, N} = {{*} and 0, = a%.

Let us show that we recover the equations of motion of the rotor model in the limit of
large ny and ny. For a coupling between the qubit and the modes linear in the quadratures,
such as the model we consider, we show in Appendix 6.B the following scaling of the
energies and Berry curvature components in the limit ny,ny > 1

B =0(y) ; Mi:o@%) (6.13)

1 1
Fise =001) ;3 Figpn =0— o Finn =0 6.14
i (1) 5 From, <%> e man, <mm> (6.14)
such that, in the limit ny,ny > 1, the classical equations of motions reads
1 0|h| 1
n; = +— + ZM'F:E,@(PJ' +0O ( ) , (615)
h E)qﬁz i J A/ T
. 1
i = —w; + O . 6.16
¢i = —wi + ( \/n_> (6.16)

We thus recover Eqgs (5.1) and the topological pumping dynamics when the Berry curva-
ture carries a non-vanishing Chern number, which depends on the value of N

1

T or

Co(N) /[02 LR Fip(® N) €2 (6.17)
The regions of non-vanishing Chern number correspond to the topological coupling regime
defined in Sec. 6.1. The Chern number is an integer associated to a gapped spectrum of
qubit eigenstates. Discontinuous changes of Chern number occur when the gap closes for
at least one value of phase ®, which correspond to the curve P%** = 1 on Fig. 6.3(a) and
to the orange curve on Fig. 6.3(b). It separates the (n1,ns) plane into regions of different
Chern number configurations.

Classical trajectories

We sketch on Fig. 6.3(b) the structures of the classical trajectories (6.10) projected on
the (n1,ny) plane. At a given energy FE, the classical trajectories lie in the region of
phase space of constant Hamiltonian g’i(q), N) = E. The projection of these domains on
the (n1,n2) plane for the ground and excited adiabatic subspaces are represented respec-
tively in blue and red on Fig. 6.3(b). Within the region of non-vanishing Chern number,
the topological pumping dynamics corresponds to an average drift in IN represented by
the arrows, in opposite directions for the two subspaces, as described in Chap. 5. For the
numerical illustration, we used 4 (®, IN) as an approximation of £ (®, N), ignoring the
subdominant correction My (®, V).

2The expression of the modified energy is obtained from Eq. (2.76) with x; = hn; and p; = ¢;.
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Chapter 6. Long-time topological dynamics and chaos

In the region of zero Chern number, the trajectories correspond to confined Bloch
oscillations described in Chap. 5, without any topological drift. As such, an initial state
prepared outside the topological region — at a distance to the topological boundaries
larger than the amplitude of Bloch oscillations — remains confined within the domain of
adiabaticity, whereas a preparation in the topological region leads to a topological drift
towards a domain of breakdown of adiabaticity, leading to a Landau-Zener scattering pro-
cess discussed below. Topology manifests itself as an inherent breakdown of adiabaticity
at an intermediate timescale, and leads to a new type of dynamics described below.

6.2.2 Landau-Zener scattering

Pn1n2
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Figure 6.4: Landau-Zener scattering. (a) Photon number distribution P,,,, of the initial
state. (b) Adiabatic drift in (mostly) the ground-space, t = 12.7 T}. (c) Qubit ground
and excited energy £|h(®, N)| respectively in blue and orange, for N = (46.5,33) on
the topological transition line (green point on (b)). The gap closes locally at ® = (0, 7).
(d) First Landau-Zener tunnelling at t = 16.11 77 when the center of wavepacket reaches
a small gap minimum in phase space. (e) Second Landau-Zener tunneling at t = 27.92 T}

(f) Succession of Landau-Zener tunnelling leading to a complex scattering process between
the two adiabatic subspaces, t = 48.32 T7.
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6.2. Dynamics

Initial state decomposition

Let us start our discussion of the Landau-Zener scattering by an illustration on a numerical
example. We first discuss briefly the initial state. We consider the quantum modes in
coherent states |o;), with a; = \/TT?GM?, nY and ¢! the respective average number of
quanta and phase of the coherent state, and the qubit in the groundstate associated to
the center of the coherent state

W(t=0)) = |a1) ® |az) @ [ (8%, N)). (6.18)

We consider an initial state in the topological region. The photon number distribution of
this initial state is represented on Fig. 6.4(a), for n{ = 36, n = 61, ¢9 =0, ¢5 = 7/2. We
represent in blue and red the lines delimitating the phase space regions of the classical
dynamics corresponding to the energy of the initial state £ = (U(t = 0)| Hyo | ¥ (t = 0)).

As shown in Chap. 5, such an initial state is close to but not exactly an adiabatic state:
it splits in two components of unequal weights during the adiabatic dynamics. The time
evolution at ¢t = 12.7 T}, with 77 = 27/w; the period of the first mode, is represented on
Fig. 6.4(b). The component in the excited band is small for large n?, barely seen in the
red excited region, whereas the dominant ground-space component drifts from mode 2 to
mode 1, with its center localized in the blue ground region.

We estimate the weight W, in the excited subspace from the expression (5.25) which
provides a contribution (A¢;)%g_ 4,4,(®%, N?) to the weight due to the quantum fluctua-
tion A¢; of each phase variable and due to the phase dependence of the qubit eigenstates,
with g_ the quantum metric of the qubit groundstates®. The formula does not take into ac-
count the dependence on IN of the eigenstates. The spreads in photon number and phase of
a coherent state are given respectively by An; = \/77?, and Ag; = 1/(2An;) =1/ (2\/77?).
We extend the relation (5.25) to take into account the dependence on the number of
photons as

1 1
W = rnog_7¢1¢1 (.1)07 NO) + 477109_’(752(752 ((I)O’ NO) + ntl)g—mum ((I)O’ NO) + ngg—mznz ((I)Oa NO)
! 2

(6.19)
where the quantum metric components satisfy the scaling relations g_ 4,4, = O(1) and
G min; = O(1/(n?)) for n; > 1.

Let us now illustrate the Landau-Zener scattering process, leading to a splitting of
the wavepacket and a reverse direction of pumping. A similar process was discussed
qualitatively in [193] in the restricted case where one of the two modes is not a dynamical
quantum mode but a Floquet drive, which in particular does not allow for the following
analysis based on energy domains.

Landau-Zener tunnelling

Landau-Zener transitions split the wavepacket, and correspond to partial tunneling be-
tween the two adiabatic subspaces. Following the analysis of Chap. 1, we expect such
a tunnelling to occur when the center of the wavepacket reaches a local gap minimum,
located at a point (P, Neo) of phase space. This is illustrated on Fig. 6.4(c) where we

3We consider here the qubit eigenstates rather than adiabatic states as a first estimate.

141



Chapter 6. Long-time topological dynamics and chaos

represent the qubit energies £|h|(®, N) for N = (46.5,33) on the topological boundary
(green point on Fig. 6.4(b)), the gap closing locally for ® = (0, 7). A wavepacket com-
ponent of relative weight proportional to exp(—m/(4€adian(Peol, Neol))) Scatters between
the two subspaces. In particular, the relative weight is given by the maximum Landau-
Zener probability P (Neo) (6.9), when the phase distribution of the state is localized
around (0, 7). Note that when the center of wavepacket approaches the topological tran-
sition line in NN-space, Landau-Zener tunnelling does not immediately occur. It requires
the phase distribution of the state (which is almost translated in time on the torus ac-
cording to (6.16)) to be localized near (0,7) in ®-space. We observe such a transition
at t = 16.11 77 (Fig. 6.4(d)), where part of the wavepacket tunneled from the blue to
the red region. This component now follows the adiabatic dynamics of the excited space,
pumping energy in the direction opposite to the initial component, such that it drifts
away from the Landau-Zener region and does not tunnel back in the ground-space (in
first approximation).

We have a succession of Landau-Zener splittings of the initial wavepacket, at all times
where the phases reach a gap minimum, which are separated typically by timescales
of order of magnitude of a few modes’ period. Indeed, a second transition is visible
at t = 27.92 T (Fig. 6.4(e)). The succession of Landau-Zener tunnelling leads to a complex
scattering process between the two adiabatic subspaces, until most of the ground-space
component has tunneled to the excited space (Fig. 6.4(f) at t = 48.32 T3). In Fig. 6.4(f),
we also see weight in the ground-space region, due to split wavepackets that underwent
already two Landau-Zener scattering.

We expect this process combining topological pumping and Landau-Zener scattering
to occur in any model of topological coupling between two harmonic oscillators and a
qubit. Indeed, such a model contains topologically distinct sectors in IN-space, associ-
ated to regimes of topologically trivial or non-trivial coupling. The topological pumping
dynamics carries wavepackets towards transition curves between these domains, neces-
sarily associated to a gap closure, i.e. a breakdown of adiabaticity and a Landau-Zener
scattering process.

6.2.3 Long time quasi-stationary state

After the first Landau-Zener scattering on a topological boundary, the wavepacket has
been split in several wavepackets in the excited band. Each of them evolves adiabatically,
with a pumping in the opposite direction toward the other topological boundary. This
leads to a series of Landau-Zener scattering events, separated by the time of pumping
between the two topological boundaries.

After a few scattering processes, the wavepacket reaches a quasi-stationary state de-
localized in IN in the region delimited approximately by the topological transition lines
and the region of energy conservation. We represent the photon number distribution of
this long time quasi-stationary state at ¢ = 150 T} on Fig. 6.5(a).

We obtain a notion of ergodicity in phase space, in the sense that at long times the state
is delocalized in the entire region allowed by energy conservation, and (approximately) by
the topological constraint.

On the other hand, an initial state prepared outside the topological region remains
localized in IN space, on a scale given by the amplitude of Bloch oscillations, without any
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Figure 6.5: Long time quasi-stationary states vs eigenstates. (a) Quasi-stationary state
at t = 150 T for an initial state prepared inside the topological region (center on green
dot). After multiple Landau-Zener scattering processes between the topological regions,
the state is delocalized in a domain delimited by the topological boundaries and energy
conservation. (b) Eigenstate delocalized within the topological region, with components
on both adiabatic domains. (c) Quasi-stationary state at ¢ = 150 7} for an initial state
outside topological region (initial center on green dot). The state remains localized outside
the topological domain. (d) Eigenstate localized outside the topological region, confined
mainly on one adiabatic domain (the blue ground-space domain).
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notion of ergodicity. We represent such a state at ¢ = 150 7} on Fig. 6.5(c), for an initial
state prepared with N? = (70.4,4) (green dot).

The two initial states corresponding to the long time quasi-stationary states of Fig. 6.5(a,c)
have the same total energy E = (U] Hyo |¥) ~ 10.7. We identified two families of initial
states, whether they lie inside or outside the topological region, leading to very different
long times quasi-stationary states, delocalized or not, related to a presence or absence
of notion of ergodicity. It is natural to wonder whether the very different natures of the
quasi-stationary long time states in different parts of the phase diagram are also present
for the corresponding eigenstates. Besides, ergodicity is often discussed in relation with
chaos. We now turn to the study of the eigenstates and spectrum, from the perspective
of quantum signatures of chaos.

6.3 Eigenstates and spectrum

6.3.1 Two families of eigenstates

The two examples of long time quasi-stationary states, originating from a preparation
inside or outside the topological region (see Fig. 6.5(a,c)), have the same average en-
ergy £ ~ 10.7. We show on Fig. 6.5(b) an eigenstate of similar energy whose average
number of quanta is located inside the topological region. It has the same qualitative fea-
ture as the long time quasi-stationary state of Fig. 6.5(a): it is delocalized (approximately)
inside the entire topological region, constrained by the energy boundaries of the classical
dynamics. On the other hand, on Fig. 6.5(d), we represent an eigenstate at approximately
the same energy located outside the topological region: it is localized in IN-space and lies
only within one of the two adiabatic regions (in this case the ground-space).

Let us describe more quantitatively these two families of eigenstates. On Fig. 6.6(a),
every point corresponds to the average value of N in one eigenstate. The color is the
spreading An, in the direction of pumping n; = (—wsn; +wing)/|w| (see Fig. 6.5(b,d)).
Every eigenstate located outside the topological sector is localized in the pumping direc-
tion, corresponding to a small An |, whereas every eigenstate located inside the topological
domain is extended in the pumping direction, with a large An of the order of magnitude
of the width of the topological domain. Note that we consider only the eigenstates of
energies not affected by the numerical truncation of Hilbert space, see appendix 6.C for
details.

On Fig. 6.6(b), we represent in color the relative weight W, —W_ of each eigenstate in
the two adiabatic subspaces. The weight W of an eigenstate of energy £ is computed by
summing the photon number probability P,,,, of the eigenstate for (n;,ns) lying in the
blue or red region of Fig. 6.3(b) associated to its eigenenergy E. The eigenstates located
outside the topological region have a relative weight of approximately +1, corresponding
to a localization on one of the two adiabatic subspaces only. On the other hand, the eigen-
states located inside the topological domain are delocalized in both adiabatic subspaces,
with approximately W, — W_ ~ —0.3 (due to the larger extension of ground-space re-
gion, see Fig. 6.5(b)). We identify a third family of eigenstates, whose average value of N
lies near the topological boundaries, which have different repartition between the ground
and excited spaces. We interpret them as a signature of the dynamical mechanism of
successive Landau-Zener transitions occurring in this region of breakdown of adiabaticity.
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Figure 6.6: Two families of eigenstates. Every point corresponds to the average value
of N in an eigenstate. (a) In color: spreading An, = 1/(A%) — (7, )? of the eigenstate in
the pumping direction (see Fig. 6.5(b,d)). Eigenstates outside the topological domain are
localized, with small An, . Eigenstates inside the topological region are delocalized in the
pumping direction, in between the two topological boundaries. (b) Distribution of the
eigenstates between the two adiabatic subspaces. In color: difference of weights W, —W_
between the two subspaces. In the topologically trivial domain (and far from the topolog-
ical boundaries), the eigenstates are localized within one adiabatic subspace. Inside the
topological domain, the eigenstates are distributed between the two subspaces.
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We recover properties related to the Eigenstate Thermalization Hypothesis (ETH) [222]
for eigenstates located within the topological region. This hypothesis states in particular
that the average value of an observable O in an eigenstate varies very little with respect
to the energy, i.e., neighboring eigenstates in energy have similar average values of ob-
servables. We observe this behavior for the eigenstates within the topological region on
Fig. 6.6: their average value of N forms a dense cloud localized at mid-distance of the
two topological boundaries (illustrating their almost uniform delocalization between the
boundaries). On the other hand, the average value of eigenstates outside the topologi-
cal region fills almost uniformly the IN-space, illustrating that eigenstates with similar
eigenenergies have very different average value of N in this region, thereby violating ETH.
This is explicitly shown on Fig. 6.7(a), where we display the average value of the pump-
ing coordinate n, with respect to the energy eigenstate. The dense cloud of eigenstates
between the orange dotted lines corresponds to the dense cloud of eigenstates within the
topological region of Fig. 6.6: their average value of n, varies little with respect to the
energy, satisfying ETH. On the other hand, the eigenstates above and below the dotted
lines are the eigenstates localized in the topologically trivial domains, with average values
varying erratically with respect to the energy. In the following, we denote “topological
family” the eigenstates contained in between the orange dotted lines of Fig. 6.7(a), and
“trivial family” the eigenstates above and below the orange dotted lines. Note that in the
trivial family of eigenstates, we also consider the little amount of “Landau-Zener” eigen-
states located near the topological boundaries inside the topological domain on Fig. 6.6.
The low energy eigenstates in grey on Fig. 6.7(a) correspond to eigenstates localized in
the region of small (7;) (below 15 on Fig 6.6). In this region, the adiabatic dynamics does
not apply, so we do not take them into account in the analysis.

A family of eigenstates satisfying ETH is often considered as a quantum signature of
chaos [222]. A striking feature here is the coexistence of these two families of eigenstates
at similar energies. Usually, an entire range of energy has either chaotic or non-chaotic
signatures. Here, a model of topological coupling exhibits mixed spectrum, with the
topological family of eigenstates carrying signature of chaos, and a family of eigenstates
carrying signature of absence of chaos. Other common signatures of chaos lie in spectral
statistics [223], which we consider in the following.

6.3.2 Spectral statistics

For quantum systems having a classical correspondence, it is understood that the distri-
butions of energy level spacings differ radically whether the classical analog of the system
is chaotic or integrable [223]. The quantization of a chaotic classical Hamiltonian displays
a level repulsion, i.e. quasi-degenerate energies are very rare, whereas for a classically
integrable system, quasi-degenerate energies occur. Due to the presence of the two-level
quantum subsystem, our total system has no immediate classical correspondence. Nev-
ertheless, let us examine if the spectra of the two families of eigenstates have similar
properties.

We represent the level spacing distribution P(§) of the two families of eigenstates on
Fig. 6.7(b). More precisely, we consider the ordered eigenstates Ej of each family, Fy, >
E}, and show the histogram of energy differences between two successive eigenstates o, =
Eri1 — Ex. We observe a clear level repulsion for the topological family (in orange), i.e.
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Figure 6.7: (a) Average value in eigenstates of the pumping coordinate n; = (—wang +
wing)/|w| depending on the eigenenergy. Between the orange dotted lines: “topological
family” of eigenstates, forming the dense cloud inside the topological domain of Fig. 6.6.
Above and below the orange dotted line: “trivial family” of eigenstates filling (almost)
uniformly the trivial domains in Fig. 6.6 and violating ETH. We do not consider the low
energy eigenstates (in grey). Note that in the trivial family, we also consider the little
amount of “Landau-Zener” eigenstates located near the topological boundaries inside the
topological domain on Fig. 6.6. (b) Level spacing statistics. Histogram of the level
spacing 0, = Fr11 — Ej between two successive eigenstates of the trivial family (in blue,
without level repulsion), and for the topological family (in orange, with level repulsion).
The trivial family follows the Poisson exponential distribution. The topological family
does not follow exactly the Wigner distributions of the Gaussian unitary (dotted green
line) or symplectic (dotted red line) random matrices ensembles. Spectra have been
unfolded following the procedure detailed in appendix 6.D.
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the distribution satisfies P(§) — 0 as § — 0, in contrast to the distribution of the trivial
family (in blue).

A success of the Random Matrix Theory (RMT) for the study of quantum chaotic
systems lies in the justification that, in many situations, the level spacing distribution
follows a universal law determined by symmetry classes of the Hamiltonian [223, 224].
Integrable systems typically display Poisson distribution of level spacings, leading to the
exponential decay in grey dotted line of Fig. 6.7(b). The trivial family of eigenstates
follows this law. The most common ensemble of random matrices are Gaussian ensembles,
leading to the Wigner distributions of level spacings [223]. We represent in dotted green
and red lines respectively the laws obtained from Gaussian unitary (GUE) and symplectic
(GSE) ensembles, corresponding respectively to a breaking of time reversal symmetry, or
to time reversal symmetry with 72 = —1. The level spacing distribution of the topological
states does not follow these two laws. The topological family does not carry any standard
signatures of chaos.

These universal laws describe statistical variations of the level spacing. To compare a
spectrum to these universal laws, we have to unfold it in order to evaluate the statistical
variation of the level spacing ¢;, with respect to the mean level spacing 6. We describe the
unfolding procedure in appendix 6.D. In the following, we estimate the Thouless energy
of the topological family of eigenstates, in order to show that it lies at the limit of validity
of random matrix theory. As such, this family displays signatures of chaos which are not
accurately described by the most canonical ensembles of RMT.

6.3.3 Thouless energy and Random Matrix Theory
Thouless energy

The Thouless energy Ery, was historically introduced in the context of the Anderson
localization of an electron in a mesoscopic disordered sample [225], as an energy scale as-
sociated with the sensitivity to boundary conditions. For a diffusive system, it is defined
by Emy, = hD/L? = ht;l, with D the diffusion constant, L the sample size, and t4 the clas-
sical diffusion time through the sample. It was then extended for ballistic systems [226],
as an inverse time of flight between scattering events. In our model, Landau-Zener scat-
tering occurs on the boundaries of the topological region. We note Niqp, the length of the
topological domain in the pumping direction n, , represented on Fig. 6.8(a). We define
the Thouless energy as Et, = ht;ulmp with the pumping time between the topological
boundaries tpump = Niopo/NL = 27 Niopo/ (Jw|C), with C = |C4|.

When looking for a quantum signature of chaos, the Thouless energy is understood
as the maximum energy range on which random matrix theory accurately describes spec-
tral correlations [224,226]. Namely, statistical correlations between eigenergies lying in
range [, F + Ery] (where statistical averages are taken with respect to the position E of
the range) are accurately described by statistical correlations of a random matrix ensem-
ble. In particular, RMT applies when Fry, is large compared to the mean level spacing 6.

Let us estimate the Thouless energy from the spectral properties of the model. To do
so, we consider the variance of the number of states VarN(AFE) in a strip of width AE.
Noting N(F,AF) the number of states whose energy lies in [E, F + AFE], this variance
is defined by

VarN(AE) = (N(E,AE)*) — (N(E,AE))y, (6.20)
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Figure 6.8: (a) Estimation of the mean energy level spacing 0 of topological family of
eigenstates. The number of topological eigenstates of energy lying in a range dF is equal
to the number of quantum state in the grey domain. (b) Variance of number of states
in an energy range [F,E + AFE]. In blue, topologically trivial family of eigenstates:
the variance follows at low energy the result of a Poisson distribution of energy levels
(grey dotted line). In orange, topological family of eigenstates: the variance growths
logarithmically at small AFE, following approximately the GUE random matrix result,
and follows a power law above AE > § providing an estimation of the Thouless energy.



Chapter 6. Long-time topological dynamics and chaos

where (.),, denotes average! with respect to E. We represent the variance of number of
states for the trivial and topological families of eigenstates in respectively blue and orange
on Fig. 6.8. For a random matrix model, this variance increases logarithmically for AE
large compared to the mean level spacing & [224] (green dotted line in Fig. 6.8(b) for GUE).
In the study of the motion of an electron in a mesoscopic disordered system, it was shown
that for energy range AE larger than Ery,, the number variance is proportional to (AE)%/2,
with d the space dimension [224,227]. This enables to estimate the Thouless energy from
a spectrum, as the energy scale of crossover between logarithmic and polynomial growth
of the number variance [228].

The number variance of the topological family (in orange on Fig. 6.8(b)) follows ap-
proximately the GUE law at small AE, up to AE < 8, above which it increases as a power
law. As a result, we estimate the Thouless energy to be of the order of the magnitude of
the mean level spacing. This is a regime at the limit of validity of random matrix theory,
thereby we expect the signatures of chaos of the topological family of eigenstates to be
non-standard. For § < AE < 20 §, the number variance scales approximately as (AE)®
(black dotted line on Fig. 6.8(b)). We interpret this as a signature of an almost one di-
mensional transport between scattering events, corresponding to the topological pumping
dynamics between Landau-Zener scatterings. A more precise fit of the variance on this
range of energy provides a scaling of approximately (AE)%®7. On the other hand, the
number variance of the trivial family (in blue on Fig 6.8(b)) increases linearly with AE for
small AE (dotted grey line). This is characteristic of Poisson spectra without correlations
obtained for non-chaotic systems [224, 228].

We observe on Fig. 6.8(b) another break point in the number variance near AE ~ 10 6,
for both the topological and trivial families of states. This can be explained considering
that an increase of the energy translates the energy domain of the eigenstates (blue and
red in Fig. 6.3(b)) along the direction of the frequency vector w (see Fig. 6.8(a)). We
therefore expect a transition when the energy difference between two eigenstates is large
enough such that they have small overlaps.

Mean level spacing

Considering spectral statistics, we observed above that the Thouless energy Ery of the
topological family of eigenstates is of the order of the magnitude of their mean level
spacing 0. Let us precise this relation by estimating the mean level spacing 6 of this
family of eigenstates.

We consider the number of eigenstates d/N(E) inside the topological domain of energy
lying in [E, E 4 dE], such that § = (AN/dE)~'. As discussed in Sec. 6.3.1, a topological
eigenstate of energy FE is delocalized in the n, direction inside the topological region,
inside the blue and red energy domains displayed in Fig. 6.3(b). These two energy do-
mains are approximately symmetric with respect to the line of constant energy of the
modes Awiny + Awane = E (green dotted line in 6.8(a)). Hence, when the energy F is
increased by dFE, these domains are slightly translated in the direction of the frequency
vector |w| by dE/(h|w|). The number of extra states corresponds then to the number of
states in the grey area of Fig. 6.8(a): dN =~ 2N;,,,dE/(h|w|), where the factor 2 accounts

4The spectrum E} of each family of eigenstates is first unfolded to remove macroscopic variation of
the density of states § with respect to F, see appendix 6.D.
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for the qubit degree of freedom. Hence, we estimate 0 ~ h|w|/(2Niopo)-
Moreover, we estimated above the Thouless energy as the inverse pumping time be-
tween the topological boundaries: Eqy, = h|w|C/ (27 Niopo). We thus obtain

By ~ 5. (6.21)
™

The above argument is independent of the model-dependent shape of the topological
domain. As a result, we expect it to be valid for any model of topological coupling
between two harmonic oscillators and a qubit. The topological family of eigenstates has
a Thouless energy of the order of magnitude of their mean level spacing. As such, this
family lies at the limit of validity of RMT. It is expected to display signatures of chaos
which are not accurately described by the canonical ensembles of RMT.

Role of Landau-Zener scattering matrix

The Thouless energy was historically introduced as a measure of the sensitivity of a
diffusive system to boundary conditions. In our situation, we have semiclassical trajecto-
ries of wavepackets drifting towards a topological boundary due to topological pumping.
A Landau-Zener tunnelling event can be viewed as a scattering process between these
classical trajectories. As such, the spectral properties of the topological family of eigen-
states, and their possible universality class, should depend on the associated scattering
matrix. More precisely, let us note ‘j:, N, li>> an adiabatic wavepacket within the adia-

batic subspace H. and localized in phase space around (N, ®). A Landau-Zener tun-
nelling event is a scattering process between an input adiabatic wavepacket ’—, N éin>
(Fig. 6.4(b)) into a superposition of two output wavepackets in the two adiabatic subspaces
S ‘—,Nin, <i’m> = ‘—,Nﬂ“t, @‘iut> + ’+, Nout, i’ﬁ’r“t> (Fig. 6.4(d)). The relative weight of
S’ ’_, Nin’ (i)in> 2
Landau-Zener transition probability (which rely on a hybrid classical-quantum descrip-
tion of the system). However, the phase space positions of the output states (N, )
cannot be estimated by a Landau-Zener analysis as described in Chap. 1, which involves a
classical description of the slow degrees of freedom. A full quantum mechanical description
of the Landau-Zener tunnelling process is required. A possible origin of the signatures of
chaos of the topological family of eigenstates can be an extreme sensitivity of the output
phase space position (IN"*, @) on the input phase space position (N, ™).

We illustrate in appendix 6.E the dependence of the spectral properties of the topolog-
ical eigenstates on a numerical example, by considering another set of parameters of the
Hamiltonian leading to quantitatively different spectral statistics of the topological family,
while displaying the same level repulsion and order of magnitude of Thouless energy.

the + component, namely ’<—|—, Ni“t, <i>‘jrut , can be estimated using the

6.4 Conclusion of chapter

We extended the model of quantum rotors topologically coupled to a two level system to
the case of two quantum harmonic oscillators topologically coupled to a qubit. A classical
limit of the harmonic oscillators enables to define the topological coupling between the
qubit and the two modes following the result of Chap. 3. The topological or trivial
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nature of the coupling depends on the number of quanta of the two harmonic oscillators.
The quanta number plane is then split in topologically distinct domains. Far from the
transitions lines between these domains, the adiabatic dynamics is valid.

The adiabatic dynamics of a wavepacket prepared inside the topological domain is
characterized by topological pumping leading to a drift of the wavepacket towards a
topological transition line, where adiabaticity breaks-down. This leads to a Landau-Zener
scattering mechanism from one adiabatic subspace to another, and to a reverse direction
of pumping. After a succession of adiabatic drifts and Landau-Zener scattering events,
the wavepacket reaches a quasi-stationary state delocalized within a domain delimited by
the topological and energy conservation boundaries. This provides a notion of ergodicity
for initial states prepared within the topological domain. On the other hand, initial
states prepared in the topologically trivial domain remain localized during the dynamics,
without any notion of ergodicity.

These two families of long time quasi-stationary states translate into two families of
eigenstates, the trivial and the topological family. The topological family of eigenstates
satisfies an ETH feature, characteristic of chaotic systems, while the trivial does not. The
striking property of the system is the coexistence of two family of eigenstates lying at
similar energies. The topological family carries quantum signatures of chaos, whereas the
trivial family does not.

We precised the quantum signatures of chaos of the topological family of eigenstates by
considering spectral statistics. The topological family of eigenstates displays a clear level
repulsion, in contrast to the trivial family. Interestingly, the level spacing distribution of
topological states does not follow precisely universal laws of canonical classes of random
matrix theory. We explained this by estimating their Thouless energy, which sets the
domain of application of random matrix theory. From spectral statistics, we deduce this
energy to be of the same order of magnitude as the mean level spacing, corresponding to
the limit of validity of RMT. By estimating the Thouless energy as an inverse of topological
pumping time, we argued that this behavior is expected for any model of topological
coupling between two quantum harmonic oscillators and a qubit. A characterization of
the non-adiabatic Landau-Zener scattering matrix would precise the origin of the chaotic
behavior.
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6.A Phase and number of quanta of the harmonic
oscillator

The adimensionalized quadratures of the modes are defined by

& = ai\j;g (6.22)
At
P = az\_/; (6.23)
satisfying [Z;, p;| = id;;1, i.e. in the classical limit the quadratures satisfy the Poisson
bracket relations { Vh;, \/ﬁpj} = 0;5. The following change of variable is symplectic
x; = /2n; cos(¢;), (6.24)
pi = V/2n;sin(¢;), (6.25)

meaning that the photon number and phase satisfy the classical Poisson bracket {in;, ¢;} =
8. The classical limit of @ and a' is then |/n;e*:.
6.B Scaling of energies and Berry curvature

To express the scaling relations of the Berry curvature and the quantum metric, we write
them in terms of the Hamiltonian. We consider the quantum geometric tensor

Ty,aﬁ = <aa¢l/‘ (1 - ’¢V> <¢V|) |aﬁwu> (626)
_ <wu| O0uH |wu> (%ﬂ aBH sz)
_ ; i (6.27)

where the last expression is obtained using (1,|0,%.) = @ (¢,| 0o H |t) /(E, —E,,) for pn #
v.

We consider a linear coupling between the bosonic operators a;, &;r and the qubit, i.e.
H does not involve products of annihilation or creation operators. As such, its sym-
bol H(®,N) scales as /n;. Its eigenvalues have the same scaling £,(®, N) = O(\/n),
and the matrix elements of Jy, H scale as /n; whereas those of 0,,H scale as 1/,/n;. We
deduce from (6.27)

Tigp; =01) 5 Tigm =0 <1> ; Thpn, = O ( ! ) : (6.28)

1

We have F, .3 = —2ImT, o3 and g, .3 = ReT, o5, such that the components of the Berry
curvature and quantum metric satisfy the same scaling.
The energy correction reads

2
My = 3" T (0,5 (H — E,) 015,) (6.29)
=1
2
i=1 w T Hr

such that, according to the above scaling relations, M, = O(1//n;).
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Chapter 6. Long-time topological dynamics and chaos

6.C Numerical Truncation

Let us first provide the analytical expressions of the topological and energy boundaries
of Fig. 6.3(b). The orange lines are the topological boundaries, corresponding to the
values of IN for which the gap of the qubit |h|(®, N) closes for some value of phase ®.
From (6.5), we obtain gap closing if ® is (0,0), (0, ), or (m,0) and IN satisfies

% + 29, /ny £ 2g2\/M2 = 0. (6.31)

The above condition leads to the tilted orange parabola on 6.3(b) delimitating the topo-
logical domain.
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Figure 6.9: Numerical truncation of the Hilbert space. (a) We first consider a box in IN-
space 0 < ny < n 0 < ny < nP**. Here (nP™, nd*) = (100, 175). We then consider
the domain of maximum energy E™** which lies in this box (dotted lines). We ignore
the points IN above this domain (white region) in the diagonalization. (b) Example
of (photon number distribution of) eigenstates of energy E > E™* affected by the
finite size numerical truncation. In the spectral analysis, we keep only the eigenstates of
energy F < E™* unaffected by the numerical truncation.

The blue and red energy domains on 6.3(b) are the values of IN such that it exists ® €
[0, 27]? for which hAwny + hwyng + |A(®, N)| = E. We define

W
AN /1= s (2, N /= 0 4 290 /1 + 200 (6:32)
5= 2g14/n1 + 2g2/12
AN /= min [B(@,N)|/A=min ) % 12, /i~ 2o (69

— 5 4 2g1y/11 + 292/ 102
such that the blue ground domain of Fig. 6.3(b) corresponds to the values of IN such that
E+ |h(N)’mm < mlnl + hWQnQ < E+ |h<N)|maX, (634)
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and the red excited domain to the values of IN such that
FE— ’h(N)|max S hwlnl + hw2n2 S E— |h(N)|mm (635)

Let us now detail the truncation of Hilbert space and the selection of eigenstates of low
enough energy. We diagonalize the Hamiltonian in the basis |n;)®|no)®[1 / |). We expect
the eigenstates to be contained in the energy domains of Fig. 6.3(b), whose boundaries
are defined above. We first consider a rectangle, 0 < n; < n"*, 0 < ngy < ni)**. For the
numerical simulation of main text, we use n™** = 100 and n5™* = 175 (see Fig. 6.9(a)).
We then keep only the values (ni,ns) lying in energy domains fully contained in this

rectangle. The corresponding maximum energy is

max max w
win™ + wang™ — St — 2g1/ni"

k (6.36)
WInT™ + wend™ — 5L — 2g91/n5™

E™/h = max {

The domain of energy E™** is represented in dotted lines on Fig. 6.9(a). We then keep
only the (nq,ng) values satisfying

Wiy + wWang — % — 291\/71_1 — 292\/71_2 S Emax/h’ (637)
which amounts to truncate the white domain on Fig. 6.9(a). We thus expect all the
eigenstates of the untruncated Hamiltonian of energy £ < E™®* to be localized in our
truncation of Hilbert space.

We diagonalize the Hamiltonian within this truncation. The eigenstates of energy
greater than E™** are expected to be affected by the finite size effects of the truncation,
because their energy domain is outside the Hilbert space truncation, see for example such
an eigenstate on Fig. 6.9(b). We ignore them in our analysis, keeping only the eigenstates
of energy F < E™* (which, for our parameters, amounts to consider the 12397 eigenstates
of lowest energies among the 17600 eigenstates of the truncated Hamiltonian).

6.D Spectrum unfolding

In order to compare the statistics of a spectrum to laws provided by random matrix theory,
the mean level spacing has to be uniform, i.e. to be independent of the energy range.
In other words, random matrix theory describes fluctuations of energy level spacings of
a spectrum around its mean level spacing. To do so, the spectrum is “unfolded”. We
note Fj the original spectrum of a family of eigenstates, ordered such that E, < Ej.q.
Let us insist on the fact that Ej is not the entire spectrum, but only a selected family
of eigenstates (in our case, the topological or trivial family of eigenstates). We represent
the original spectrum of the trivial and topological families of eigenstates respectively
in blue and orange on Fig. 6.10(a). The energy is almost linear with respect to k for
the topological family, illustrating that the mean density of state of this family is almost
independent of the energy. On the other hand, the mean density of states of the trivial
family clearly varies with the energy, such that unfolding is required.

The unfolding is a transformation of a spectrum e, = f(Fj), such that the unfolded
spectrum e, has a mean level spacing equal to 1. There exist different unfolding pro-
cedures, i.e. transformation function f [223]. A common choice is the following. We
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Figure 6.10: Spectrum unfolding. (a) Energy spectrum Fj of the trivial family of eigen-
states (in blue) and the topological family of eigenstates (in orange). In order to compare
the spectral correlations to results of random matrix theory, the spectra have to be un-
folded, in order to have a uniform mean level spacing. (b) Unfolded spectrum e, = f(Ej),
increasing linearly with respect to k£ up to fluctuations which can be compared to those
of a random matrix.

require ey — e = %% = 1 in average, such that f is the integrated mean density of
states 2 AN
f(E) = E(E’)dE’ (6.38)

with the mean density of states obtained by computing the number AN of eigenstates
whose energy lie in [E’, E' + AFE], where AFE has to be large compared to the mean level
spacing and small compared to the scale of macroscopic variation of the density (which,
as seen on Fig. 6.10, is of order 1 in units of fuw,). We take AE = 1 in the numerical
analysis. This provides the unfolded spectrum on Fig. 6.10(b). The unfolded energy ey, is
linear with respect to k, up to fluctuations which can be compared to the fluctuations of
a random matrix.

6.E Role of topological boundary position

Let us illustrate the dependence of the spectral properties of the topological eigenstates
on a numerical example, by considering another set of parameters of the Hamiltonian.
We diagonalize the Hamiltonian with ¢, /w, = 0.035, g2/w, = 0.0575, wy/w, = 0.05, and
the same ratio between the frequencies of the modes. This set of parameters leads to the
topological boundary in red on Fig. 6.11(a). The difference between this example and the
one of main text is the right part of the topological boundary, which here lie almost along
the ny = 0 axis for the energy scales we consider. This leads to an almost gap closing of
the qubit |h(®, N)| ~ 0 for ny ~ 0, ny; =~ 50 on the entire line ¢; = 0 on the torus (see
Fig. 6.11(b)), rather than a local gap closing on ® = (0,7) as on Fig. 6.4(c). We thus
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Figure 6.11: Spectral analysis of the Hamiltonian for another set of parameters ¢, /w, =
0.035, ga/w, = 0.0575, wy/w, = 0.05. (a) Average value of N of each eigenstate. In or-
ange, the dense family of topological eigenstates. (b) The bottom part of the topological
boundary (in red on (a)) lie almost on the ny = 0 axis, where the qubit gap almost closes
on the entire line ¢; = 0 on the torus for N ~ (50,0) (green point), in contrast with the
local gap closing at ® = (0, ) for IN on the topological boundary of the model considered
in main text (Fig. 6.4(c)). We thus expect a qualitatively different Landau-Zener scatter-
ing matrix inducing qualitatively different spectral statistics of the topological eigenstates.
(c) The level spacing distribution of the topological eigenstates (in orange) still displays a
clear level repulsion but differs more radically from the GUE and GSE laws (respectively
green and red dotted lines). The distribution of topologically trivial states follows the
Poisson (non-chaotic) distribution (grey dotted line). (d) Variance of number of eigen-
states for topological (orange) and trivial (blue) families of eigenstates. Green (respective
red) dotted lines: GUE (respectively GSE) laws. The topological family still displays a
crossover between logarithmic and polynomial scaling around AE ~ §, such that Ery, ~ 6.
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expect different features of the Landau-Zener scattering matrix, translating into different
spectral statistics of topological states.

The dense cloud of selected topological eigenstates is shown in orange on Fig. 6.11(a).
Their level spacing distribution is represented in orange on Fig. 6.11(c). It displays
a clear level repulsion, but deviates more from the GUE and GSE laws (respectively
dotted green and red lines) than the level spacing distribution of topological eigenstates
of the Hamiltonian considered in main text (Fig. 6.7(b)). The level distribution of the
topologically trivial family of eigenstates (in blue on Fig. 6.11(c)) follows the Poisson
distribution characteristic of non-chaotic systems, as for the example of main text.

The number variance is represented on Fig. 6.11(d) (respectively in blue and orange
for the trivial and topological families of eigenstates). They have the same qualitative
dependence as the case considered in main text (Fig. 6.8(b)). The number variance of the
topological family of eigenstates displays a crossover between the GUE logarithmic scaling
(green dotted line) and a polynomial scaling around AE ~ &, such that we estimate the
same Thouless energy Erp, ~ 4.
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1 Results

Reinterpreting topological pumps within the context of slow-fast quantum systems allowed
us to define a notion of topological coupling between slow and fast quantum degrees of
freedom. Topological pumps were historically described as a response of a slowly driven
quantum system. The purpose of this thesis was to consider these drives as dynamical
quantum degrees of freedom topologically coupled to the quantum system. The topologi-
cal nature of the couplings leads to a transfer of charge or energy between the slow degrees
of freedom. We payed special attention to the nature of the quantum states leading to the
pumping dynamics, the adiabatic states, i.e. the states for which the effective adiabatic
dynamics accurately describes the evolution of the slow degrees of freedom. We called
them the adiabatic states, in close analogy with the notion of slow manifold.

In the chapter 1, we introduced the adiabatic evolution of a slowly driven quantum
system, where we defined in particular the adiabatic states as those leading to the slowest
time evolution of physical observables. Here no backaction of the quantum system onto
the slow drives was considered. These slow drives were described in chapter 2 as slow
quantum degrees of freedom coupled to a fast quantum system, allowing to consider
the backaction of the fast subsystem onto the slow one. Our main contribution in this
chapter was to precise the conditions of validity of the adiabatic approximation, providing
quantitative conditions of existence of the adiabatic states. The description of the effective
slow dynamics of these adiabatic states involves a geometric object, the Berry curvature,
which carries the topological invariant.

This enabled us to define a notion of topological coupling between slow and fast
quantum systems in chapter 3, reinterpreting examples of topological pumps within this
framework. We illustrated the virtues of this formalism in chapter 4 with an experimental
proposal of topological coupling between microwave modes and a superconducting quan-
tum circuit, with a detailed measurement protocol for the topological redistribution of
energy between the modes.

Considering the simplest example of topological coupling between two quantum rotors
and a qubit, we showed in chapter 5 that adiabatic states are not naturally prepared
experimentally, but any initial state decomposes into a pair of those. The topological
pumping dynamics splits apart the two adiabatic components in the phase space of the
modes, leading generically to a cat state. We described the weights of the cat as well as the
entanglement between the modes and the qubit in terms of the geometry of the adiabatic
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states, quantified by their quantum metric tensor. Finally, in chapter 6, we considered
quantum harmonic oscillators topologically coupled to a qubit, with more common type of
coupling encountered in quantum optics. The topological nature of the couplings depends
on the number of quanta of the oscillators, leading to two families of initial states lying
at the same energy scales, the topological and the trivial ones. The dynamics on short
timescales is accurately described by the rotor model of chapter 5. On long timescales,
the topological family of initial states leads to quasi-stationary states with a notion of
ergodicity constrained by topological transition lines. The two families of quasi-stationary
states translate into two families of eigenstates lying at similar energies. The trivial family
of eigenstates carries no signature of chaos, whereas the topological family carries non-
standard signatures of chaos. A more precise characterization of the chaotic behavior of
the topological eigenstates is a stimulating perspective. In particular, the origin of chaos
is suspected to arise from features of the Landau-Zener scattering matrix, more precisely
from the sensitivity of the phase-space output position of scattered wave-packets to initial
conditions.

2 Perspectives

Other topological invariants

We defined a topological coupling between two slow quantum degrees of freedom and a fast
quantum system characterized by a non-trivial first Chern number. A natural perspective
is to translate topological pumps based on other topological invariants into an extended
notion of topological coupling between slow-fast quantum systems, which could lead to
new types of long-time dynamics and spectral statistics as those discussed in Chap. 6.

For example, a gapped quantum system depending on four, six, and in general an
even number of periodic parameters allows to define higher Chern numbers. Higher di-
mensional topological pumps [26, 45, 229-234], corresponding to quantum Hall effect in
higher dimensions could then be translated into a topological coupling between an even
number of slow quantum degrees of freedom and a fast quantum system. Similarly, other
types of topological coupling could be defined, considering the classification of topolog-
ical pumps based on symmetry [235,236], higher-order symmetry protected topological
invariants [26, 237, 238], or non-abelian generalizations for a degenerate fast quantum
system [26,239-241]. Tt would also be interesting to extend the recent Floquet energy
pumps [242-246], characterized by a topological winding number, into a coupling between
quantum modes and a quantum system. This would correspond to a different type of slow-
fast system since some of the modes are not slower than the quantum system, such that
they have to be included as part of the fast subsystem.

Open slow-fast quantum systems

We studied the dynamics of closed quantum system with a slow-fast separation. Consider-
ing dissipation and decoherence is a natural and experimentally very relevant perspective.
As we saw in chapter 5, the adiabatic states are the only ones whose dynamics does not
lead to cat states of the modes, such that they may correspond to pointer states [247]
when considering the environment coupled to the qubit - two modes system.
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Besides, in the experimental proposal of chapter 4, we modeled each microwave mode
at a given frequency by a pair of conjugated phase and number of photons. Transmission
lines having finite bandwidth, a continuous family of modes is actually present. In order
to take into account the continuous family of slow degrees of freedom, we could extend
as a first step the model introduced in chapter 3, where we expect the pumping equa-
tion (3.10) to be replaced by an integral over the mode frequencies, with a continuous
number of Berry curvature components. Wether the presence of these Berry curvature
components would affect the topological dynamics is a natural question. An interesting
alternative description would be to formulate the reflection of microwave pulses on the
superconducting qubit using an input-output approach [248]. Such a formulation may
share similarities with the scattering formulation of parametric pumping [192, 249, 250],
which is another form of (non necessarily quantized) pumping.

In order to consider dissipation in topologically coupled slow-fast quantum system,
we could also build on the description of pumping in open systems described by a slowly
time-dependent master equation [251-253], where the pumped observables are not related
to a topological Chern number — obtained by integrating a Berry curvature — but to a
circulation of a Landsberg connection (an open system analog of the Berry connection).
The strategy would be to promote the drive parameters as dynamical slow quantum
degrees of freedom and look at their effective slow dynamics. Moreover, other notions
of adiabatic elimination exist in open systems, where the slow and fast time-scales do
not correspond to inner dynamical timescales but to ratios between dissipative terms in
a master equation [254]. Combining these different ideas of adiabatic eliminations of
closed and open systems, with their geometric and topological features, is a stimulating
perspective.

161






Bibliography

1]

[10]

[11]

K. V. Klitzing, G. Dorda, and M. Pepper, “New method for high-accuracy determi-
nation of the fine-structure constant based on quantized hall resistance,” Physical
Review Letters, vol. 45, no. 6, pp. 494-497, 1980.

D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, “Quantized
Hall conductance in a two-dimensional periodic potential,” Physical Review Letters,
vol. 49, no. 6, p. 405, 1982.

J. E. Avron, R. Seiler, and B. Simon, “Homotopy and quantization in condensed
matter physics,” Physical Review Letters, vol. 51, no. 1, p. 51, 1983.

B. Simon, “Holonomy, the quantum adiabatic theorem, and Berry’s phase,” Physical
Review Letters, vol. 51, no. 24, pp. 21672170, 1983.

S.-s. Chern, “Characteristic Classes of Hermitian Manifolds,” The Annals of Math-
ematics, vol. 47, no. 1, p. 85, 1946.

R. B. Laughlin, “Quantized Hall conductivity in two dimensions,” Physical Review
B, vol. 23, no. 10, pp. 5632-5633, 1981.

B. I. Halperin, “Quantized Hall conductance, current-carrying edge states, and the
existence of extended states in a two-dimensional disordered potential,” Physical
Review B, vol. 25, no. 4, pp. 2185-2190, 1982.

C. L. Kane, “Topological band theory and the Z, invariant,” in Contemporary Con-
cepts of Condensed Matter Science, vol. 6, pp. 3—34, Elsevier, 2013.

S. H. Simon, “Proposal for a quantum Hall pump,” Physical Review B, vol. 61,
no. 24, p. R16327, 2000.

A. Fabre, J.-B. Bouhiron, T. Satoor, R. Lopes, and S. Nascimbene, “Laughlin’s topo-
logical charge pump in an atomic hall cylinder,” Physical Review Letters, vol. 128,
no. 17, p. 173202, 2022.

D. Thouless, “Quantization of particle transport,” Physical Review B, vol. 27, no. 10,
p. 6083, 1983.

163



BIBLIOGRAPHY

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

22]

23]

[24]

164

M. J. Rice and E. J. Mele, “Elementary excitations of a linearly conjugated diatomic
polymer,” Physical Review Letters, vol. 49, no. 19, p. 1455, 1982.

D. Xiao, M.-C. Chang, and Q. Niu, “Berry phase effects on electronic properties,”
Reviews of Modern Physics, vol. 82, no. 3, p. 1959, 2010.

M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger, and I. Bloch, “A Thouless
quantum pump with ultracold bosonic atoms in an optical superlattice,” Nature
Physics, vol. 12, no. 4, pp. 350-354, 2016.

S. Nakajima, T. Tomita, S. Taie, T. Ichinose, H. Ozawa, L. Wang, M. Troyer,
and Y. Takahashi, “Topological Thouless pumping of ultracold fermions,” Nature
Physics, vol. 12, no. 4, pp. 296-300, 2016.

J. Minguzzi, Z. Zhu, K. Sandholzer, A.-S. Walter, K. Viebahn, and T. Esslinger,
“Topological Pumping in a Floquet-Bloch Band,” Physical Review Letters, vol. 129,
no. 5, p. 053201, 2022.

D. Dreon, A. Baumgértner, X. Li, S. Hertlein, T. Esslinger, and T. Donner, “Self-
oscillating pump in a topological dissipative atom—cavity system,” Nature, vol. 608,
no. 7923, pp. 494-498, 2022.

Y. E. Kraus, Y. Lahini, Z. Ringel, M. Verbin, and O. Zilberberg, “Topological states
and adiabatic pumping in quasicrystals,” Physical Review Letters, vol. 109, no. 10,
p. 106402, 2012.

M. Verbin, O. Zilberberg, Y. Lahini, Y. E. Kraus, and Y. Silberberg, “Topological
pumping over a photonic fibonacci quasicrystal,” Physical Review B, vol. 91, no. 6,
p. 064201, 2015.

Y. Ke, X. Qin, F. Mei, H. Zhong, Y. S. Kivshar, and C. Lee, “Topological phase
transitions and Thouless pumping of light in photonic waveguide arrays,” Laser &
Photonics Reviews, vol. 10, no. 6, pp. 995-1001, 2016.

A. Cerjan, M. Wang, S. Huang, K. P. Chen, and M. C. Rechtsman, “Thouless
pumping in disordered photonic systems,” Light: Science € Applications, vol. 9,
no. 1, p. 178, 2020.

M. Jirgensen, S. Mukherjee, and M. C. Rechtsman, “Quantized nonlinear Thouless
pumping,” Nature, vol. 596, no. 7870, pp. 6367, 2021.

I. H. Grinberg, M. Lin, C. Harris, W. A. Benalcazar, C. W. Peterson, T. L. Hughes,
and G. Bahl, “Robust temporal pumping in a magneto-mechanical topological in-
sulator,” Nature Communications, vol. 11, no. 1, p. 974, 2020.

E. Riva, M. I. N. Rosa, and M. Ruzzene, “Edge states and topological pumping in
stiffness-modulated elastic plates,” Physical Review B, vol. 101, no. 9, p. 094307,
2020.



BIBLIOGRAPHY

[25]

[35]

[36]

[37]

[38]

[39]

Y. Xia, E. Riva, M. I. Rosa, G. Cazzulani, A. Erturk, F. Braghin, and M. Ruzzene,
“Experimental observation of temporal pumping in electromechanical waveguides,”
Physical Review Letters, vol. 126, no. 9, p. 095501, 2021.

R. Citro and M. Aidelsburger, “Thouless pumping and topology,” Nature Reviews
Physics, vol. 5, no. 2, pp. 87-101, 2023.

Q. Niu, D. J. Thouless, and Y.-S. Wu, “Quantized Hall conductance as a topological
invariant,” Physical Review B, vol. 31, p. 3372, 1985.

Q. Niu and D. J. Thouless, “Quantised adiabatic charge transport in the presence
of substrate disorder and many-body interaction,” Journal of Physics A: General
Physics, vol. 17, no. 12, pp. 24532462, 1984.

J. Avron, R. Seiler, and L. Yaffe, “Adiabatic theorems and applications to the
quantum Hall effect,” Communications in Mathematical Physics, vol. 110, no. 1,
pp- 33-49, 1987.

J. E. Avron, A. Raveh, and B. Zur, “Adiabatic quantum transport in multiply
connected systems,” Reviews of Modern Physics, vol. 60, no. 4, pp. 873-915, 1988.

L. J. Geerligs, S. M. Verbrugh, P. Hadley, J. E. Mooij, H. Pothier, P. Lafarge,
C. Urbina, D. Esteve, and M. H. Devoret, “Single Cooper pair pump,” Zeitschrift
fur Physik B Condensed Matter, vol. 85, no. 3, pp. 349-355, 1991.

R. Leone, L. P. Lévy, and P. Lafarge, “Cooper-Pair Pump as a Quantized Current
Source,” Physical Review Letters, vol. 100, no. 11, p. 117001, 2008.

R. Leone and L. Lévy, “Topological quantization by controlled paths : Application
to Cooper pairs pumps,” Physical Review B, vol. 77, no. 6, p. 064524, 2008.

R.-P. Riwar, M. Houzet, J. S. Meyer, and Y. V. Nazarov, “Multi-terminal Josephson
junctions as topological matter,” Nature Communications, vol. 7, no. 1, p. 11167,
2016.

E. Eriksson, R.-P. Riwar, M. Houzet, J. S. Meyer, and Y. V. Nazarov, “Topologi-
cal transconductance quantization in a four-terminal Josephson junction,” Physical
Review B, vol. 95, no. 7, p. 075417, 2017.

P. A. Erdman, F. Taddei, J. T. Peltonen, R. Fazio, and J. P. Pekola, “Fast and
accurate Cooper pair pump,” Physical Review B, vol. 100, no. 23, p. 235428, 2019.

T. Herrig and R.-P. Riwar, “A" minimal" topological quantum circuit,” arXiv
preprint arXiv:2012.10655, 2020.

J. S. Meyer and M. Houzet, “Conductance quantization in topological Josephson
trijunctions,” Physical Review B, vol. 103, no. 17, p. 174504, 2021.

V. Fatemi, A. R. Akhmerov, and L. Bretheau, “Weyl josephson circuits,” Physical
Review Research, vol. 3, no. 1, p. 013288, 2021.

165



BIBLIOGRAPHY

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[52]

[53]

166

L. Peyruchat, J. Griesmar, J.-D. Pillet, and C. O. Girit, “Transconductance quanti-
zation in a topological Josephson tunnel junction circuit,” Physical Review Research,
vol. 3, no. 1, p. 013289, 2021.

T. Herrig and R.-P. Riwar, “Cooper-pair transistor as a minimal topological quan-
tum circuit,” Physical Review Research, vol. 4, no. 1, p. 013038, 2022.

H. Weisbrich, R. L. Klees, O. Zilberberg, and W. Belzig, “Fractional transconduc-
tance via non-adiabatic topological Cooper pair pumping,” no. arXiv:2212.11757,
2022.

L. Peralta Gavensky, G. Usaj, and C. A. Balseiro, “Multi-terminal Josephson junc-
tions: A road to topological flux networks,” Furophysics Letters, vol. 141, no. 3,
p. 36001, 2023.

[. Martin, G. Refael, and B. Halperin, “Topological frequency conversion in strongly
driven quantum systems,” Physical Review X, vol. 7, no. 4, p. 041008, 2017.

Y. Peng and G. Refael, “Topological energy conversion through the bulk or the
boundary of driven systems,” Physical Review B, vol. 97, no. 13, p. 134303, 2018.

W. Ma, L. Zhou, Q. Zhang, M. Li, C. Cheng, J. Geng, X. Rong, F. Shi, J. Gong, and
J. Du, “Experimental Observation of a Generalized Thouless Pump with a Single
Spin,” Physical Review Letters, vol. 120, no. 12, p. 120501, 2018.

S. Korber, L. Privitera, J. C. Budich, and B. Trauzettel, “Interacting topological
frequency converter,” Physical Review Research, vol. 2, no. 2, p. 022023, 2020.

Q. Chen, H. Liu, M. Yu, S. Zhang, and J. Cai, “Dynamical decoupling for realization
of topological frequency conversion,” Physical Review A, vol. 102, no. 5, p. 052606,
2020.

P. J. Crowley, I. Martin, and A. Chandran, “Half-integer quantized topological
response in quasiperiodically driven quantum systems,” Physical Review Letters,
vol. 125, no. 10, p. 100601, 2020.

Z. Qi, G. Refael, and Y. Peng, “Universal nonadiabatic energy pumping in a
quasiperiodically driven extended system,” Physical Review B, vol. 104, no. 22,
p. 224301, 2021.

D. Malz and A. Smith, “Topological Two-Dimensional Floquet Lattice on a Single
Superconducting Qubit,” Physical Review Letters, vol. 126, no. 16, p. 163602, 2021.

S. Korber, L. Privitera, J. C. Budich, and B. Trauzettel, “Topological burning glass
effect,” Physical Review B, vol. 106, no. 14, p. 1.140304, 2022.

K. Schwennicke and J. Yuen-Zhou, “Enantioselective topological frequency conver-
sion,” The Journal of Physical Chemistry Letters, vol. 13, no. 10, pp. 2434-2441,
2022.



BIBLIOGRAPHY

[54]

[55]

[56]

[57]

[58]

[59]

[65]

[66]

[67]

[68]

V. Gritsev and A. Polkovnikov, “Dynamical quantum Hall effect in the parameter
space,” Proc. Natl. Acad. Sci., vol. 109, no. 17, pp. 6457-6462, 2012.

M. Kolodrubetz, D. Sels, P. Mehta, and A. Polkovnikov, “Geometry and non-
adiabatic response in quantum and classical systems,” Physics Reports, vol. 697,
pp- 1-87, 2017.

J. Luneau, C. Dutreix, Q. Ficheux, P. Delplace, B. Doucot, B. Huard, and D. Car-
pentier, “Topological power pumping in quantum circuits,” Physical Review Re-
search, vol. 4, no. 1, p. 013169, 2022.

J. Luneau, B. Dougot, and D. Carpentier, “Topological dynamics of adiabatic cat
states,” no. arXiv:2211.13502, 2022.

P. Ehrenfest, “Adiabatische Invarianten und Quantentheorie,” Annalen der Physik,
vol. 356, no. 19, pp. 327-352, 1916.

M. Born and V. Fock, “Beweis des Adiabatensatzes,” Zeitschrift fiir Physik, vol. 51,
no. 3-4, pp. 165-180, 1928.

T. Kato, “On the Adiabatic Theorem of Quantum Mechanics,” Journal of the Phys-
ical Society of Japan, vol. 5, no. 6, pp. 435439, 1950.

M. Nakahara, Geometry, Topology, and Physics. Graduate Student Series in
Physics, Bristol ; Philadelphia: Institute of Physics Publishing, 2nd ed ed., 2003.

M. Fruchart, D. Carpentier, and K. Gawedzki, “Parallel transport and band theory
in crystals,” Furophysics Letters, vol. 106, no. 6, p. 60002, 2014.

D. Vanderbilt, Berry Phases in FElectronic Structure Theory: FElectric Polariza-
tion, Orbital Magnetization and Topological Insulators. Cambridge University Press,
first ed., 2018.

M. V. Berry, “Quantal phase factors accompanying adiabatic changes,” Proceedings
of the Royal Society of London. A. Mathematical and Physical Sciences, vol. 392,
no. 1802, pp. 45-57, 1984.

M. Le Bellac, Physique quantique tome 2. Savoirs actuels, Les Ulis Paris: EDP
sciences CNRS éd, 3e éd ed., 2013.

J. J. Sakurai and J. Napolitano, Modern Quantum Mechanics. Boston: Addison-
Wesley, 2nd ed ed., 2011.

G. Rigolin, G. Ortiz, and V. H. Ponce, “Beyond the quantum adiabatic approxima-
tion: Adiabatic perturbation theory,” Physical Review A, vol. 78, no. 5, pp. 1-24,
2008.

A. Messiah, Quantum mechanics: volume II. North-Holland Publishing Company
Amsterdam, 1962.

167



BIBLIOGRAPHY

[69]

[76]

[77]

78]

[79]

[80]

[81]

[82]

[83]

168

D. Guéry-Odelin, A. Ruschhaupt, A. Kiely, E. Torrontegui, S. Martinez-Garaot,
and J. G. Muga, “Shortcuts to adiabaticity: Concepts, methods, and applications,”
Reviews of Modern Physics, vol. 91, no. 4, pp. 1-54, 2019.

L. Garrido and F. Sancho, “Degree of approximate validity of the adiabatic invari-
ance in quantum mechanics,” Physica, vol. 28, no. 6, pp. 553-560, 1962.

S. Teufel, Adiabatic Perturbation Theory in Quantum Dynamics. No. 1821 in Lecture
Notes in Mathematics, Berlin ; New York: Springer, 2003.

A. Lenard, “Adiabatic invariance to all orders,” Annals of Physics, vol. 6, no. 3,
pp. 261-276, 1959.

M. V. Berry and J. Robbins, “Chaotic classical and half-classical adiabatic reactions:
geometric magnetism and deterministic friction,” Proceedings of the Royal Society of
London. Series A: Mathematical and Physical Sciences, vol. 442, no. 1916, pp. 659—
672, 1993.

C. Emmrich and A. Weinstein, “Geometry of the transport equation in multicom-
ponent WKB approximations,” Communications in mathematical physics, vol. 176,
no. 3, pp. 701-711, 1996.

C. Zener, “Non-adiabatic crossing of energy levels,” Proceedings of the Royal Society
of London. Series A, Containing Papers of a Mathematical and Physical Character,
vol. 137, no. 833, pp. 696-702, 1932.

L. Landau, “On the theory of transfer of energy at collisions ii,” Phys. Z. Sowjetu-
nion, vol. 2, no. 46, p. 118, 1932.

S. N. Shevchenko, S. Ashhab, and F. Nori, “Landau—Zener—Stiickelberg interferom-
etry,” Physics Reports, vol. 492, no. 1, pp. 1-30, 2010.

M. Born and R. Oppenheimer, “Zur quantentheorie der molekeln,” Annalen der
Physik, vol. 389, no. 20, pp. 457-484, 1927.

M. Born and K. Huang, Dynamical Theory of Crystal Lattices. Clarendon Press,
1954.

M. V. Berry, “The quantum phase, five years after,” in Geometric Phases in Physics,
vol. 5 of Advanced Series in Mathematical Physics, pp. 7-28, World Scientific, 1989.

A. Bohm, A. Mostafazadeh, H. Koizumi, Q. Niu, and J. Zwanziger, The Geometric
Phase in Quantum Systems. Berlin, Heidelberg: Springer Berlin Heidelberg, 2003.

F. Faure and B. Zhilinskii, “Topological Chern Indices in Molecular Spectra,” Phys-
ical Review Letters, vol. 85, no. 5, pp. 960-963, 2000.

F. Faure and B. Zhilinskii, “Topological Properties of the Born-Oppenheimer Ap-
proximation and Implications for the Exact Spectrum,” Letters in Mathematical
Physics, vol. 55, pp. 219-238, 2001.



BIBLIOGRAPHY

[84]

[85]

[86]

[95]

[96]

[97]

[98]

F. Faure and B. Zhilinskii, “Topologically coupled energy bands in molecules,”
Physics Letters A, vol. 302, no. 5-6, pp. 242-252, 2002.

G. Herzberg and H. C. Longuet-Higgins, “Intersection of potential energy surfaces
in polyatomic molecules,” Discussions of the Faraday Society, vol. 35, p. 77, 1963.

C. A. Mead and D. G. Truhlar, “On the determination of Born-Oppenheimer nu-
clear motion wave functions including complications due to conical intersections and
identical nuclei,” The Journal of Chemical Physics, vol. 70, no. 5, pp. 2284-2296,
1979.

C. A. Mead, “The geometric phase in molecular systems,” Reviews of Modern
Physics, vol. 64, no. 1, pp. 51-85, 1992.

R. Jackiw, “Three elaborations on Berry’s connection, curvature and phase,” Inter-
national Journal of Modern Physics A, vol. 03, no. 02, pp. 285-297, 1988.

E. Deumens, A. Diz, R. Longo, and Y. Ohrn, “Time-dependent theoretical treat-
ments of the dynamics of electrons and nuclei in molecular systems,” Reviews of
Modern Physics, vol. 66, no. 3, pp. 917-983, 1994.

P. Carruthers and M. M. Nieto, “Phase and angle variables in quantum mechanics,”
Reviews of Modern Physics, vol. 40, no. 2, p. 411, 1968.

E. I. Blount, “Formalisms of Band Theory,” Solid State Physics, vol. 13, no. C,
pp- 305-373, 1962.

R. D. King-Smith and D. Vanderbilt, “Theory of polarization of crystalline solids,”
Physical Review B, vol. 47, no. 3, pp. 1651-1654, 1993.

S. H. Simon and M. S. Rudner, “Contrasting lattice geometry dependent versus
independent quantities: Ramifications for berry curvature, energy gaps, and dy-
namics,” Physical Review B, vol. 102, no. 16, p. 165148, 2020.

G. Nenciu, “Dynamics of band electrons in electric and magnetic fields: Rigorous
justification of the effective Hamiltonians,” Reviews of Modern Physics, vol. 63,
no. 1, pp. 91-127, 1991.

M.-C. Chang and Q. Niu, “Berry Phase, Hyperorbits, and the Hofstadter Spec-
trum,” Physical Review Letters, vol. 75, no. 7, pp. 1348-1351, 1995.

M.-C. Chang and Q. Niu, “Berry phase, hyperorbits, and the Hofstadter spectrum:
Semiclassical dynamics in magnetic Bloch bands,” Physical Review B, vol. 53, no. 11,
pp- 7010-7023, 1996.

G. Sundaram and Q. Niu, “Wave-packet dynamics in slowly perturbed crystals:
Gradient corrections and Berry-phase effects,” Physical Review B, vol. 59, no. 23,
pp. 14915-14925, 1999.

N. W. Ashcroft and N. D. Mermin, Solid State Physics. New York: Holt, Rinehart
and Winston, 1976.

169



BIBLIOGRAPHY

[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

107]

108

[109]

[110]

[111]

[112]

170

F. Bloch, “Uber die Quantenmechanik der Elekronen in Kristallgittern.,” Zeitschrift

fiir Physik, vol. 52, pp. 555-600, 1929.

C. Zener, “A theory of the electrical breakdown of solid dielectrics,” Proceedings of
the Royal Society of London. Series A, Containing Papers of a Mathematical and
Physical Character, vol. 145, no. 855, pp. 523-529, 1934.

2

R. Karplus and J. Luttinger, “Hall effect in ferromagnetics,” Physical Review,

vol. 95, no. 5, p. 1154, 1954.

E. Mendez and G. Bastard, “Wannier-Stark Ladders and Bloch Oscillations in Su-
perlattices,” Physics Today, vol. 46, no. 6, p. 34, 1993.

H. M. Price and N. R. Cooper, “Mapping the Berry curvature from semiclassical
dynamics in optical lattices,” Physical Review A, vol. 85, no. 3, p. 033620, 2012.

A. Dauphin and N. Goldman, “Extracting the Chern Number from the Dynamics of
a Fermi Gas: Implementing a Quantum Hall Bar for Cold Atoms,” Physical Review
Letters, vol. 111, no. 13, p. 135302, 2013.

G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, and
T. Esslinger, “Experimental realization of the topological Haldane model with ul-
tracold fermions,” Nature, vol. 515, no. 7526, pp. 237-240, 2014.

M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T. Barreiro, S. Nascim-
bene, N. R. Cooper, 1. Bloch, and N. Goldman, “Measuring the Chern number of
Hofstadter bands with ultracold bosonic atoms,” Nature Physics, vol. 11, no. 2,
pp. 162-166, 2015.

N. Fléaschner, B. S. Rem, M. Tarnowski, D. Vogel, D.-S. Lithmann, K. Sengstock,
and C. Weitenberg, “Experimental reconstruction of the Berry curvature in a Flo-
quet Bloch band,” Science, vol. 352, no. 6289, pp. 1091-1094, 2016.

K. Wintersperger, C. Braun, F. N. Unal, A. Eckardt, M. D. Liberto, N. Goldman,
I. Bloch, and M. Aidelsburger, “Realization of an anomalous Floquet topological
system with ultracold atoms,” Nature Physics, vol. 16, no. 10, pp. 1058-1063, 2020.

J. Zhou, W.-Y. Shan, W. Yao, and D. Xiao, “Berry Phase Modification to the
Energy Spectrum of Excitons,” Physical Review Letters, vol. 115, no. 16, p. 166803,
2015.

M. Onga, Y. Zhang, T. Ideue, and Y. Iwasa, “Exciton Hall effect in monolayer
MoS2,” Nature Materials, vol. 16, no. 12, pp. 1193-1197, 2017.

M. Wimmer, H. M. Price, . Carusotto, and U. Peschel, “Experimental measurement
of the Berry curvature from anomalous transport,” Nature Physics, vol. 13, no. 6,
pp- 545-550, 2017.

A. Gianfrate, O. Bleu, L. Dominici, V. Ardizzone, M. De Giorgi, D. Ballarini, G. Ler-
ario, K. W. West, L. N. Pfeiffer, D. D. Solnyshkov, D. Sanvitto, and G. Malpuech,
“Measurement of the quantum geometric tensor and of the anomalous Hall drift,”
Nature, vol. 578, no. 7795, pp. 381-385, 2020.



BIBLIOGRAPHY

[113]

114]

[115]

[116]

[117]

18]

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

T. Chalopin, T. Satoor, A. Evrard, V. Makhalov, J. Dalibard, R. Lopes, and
S. Nascimbene, “Probing chiral edge dynamics and bulk topology of a synthetic
Hall system,” Nature Physics, vol. 16, no. 10, pp. 1017-1021, 2020.

E. Wigner, “On the quantum correction for thermodynamic equilibrium,” Physical
Review, vol. 40, no. 5, pp. 749-759, 1932.

H. Weyl, The Theory of Groups and Quantum Mechanics. Dover Books on Advanced
Mathematics, New York: Dover publ, facsim. ed ed., 1950.

G. A. Baker, “Formulation of quantum mechanics based on the quasi-probability
distribution induced on phase space,” Physical Review, vol. 109, no. 6, pp. 2198-
2206, 1958.

J. E. Moyal, “Quantum mechanics as a statistical theory,” Mathematical Proceedings
of the Cambridge Philosophical Society, vol. 45, no. 1, pp. 99-124, 1949.

F. Bopp, “La mécanique quantique est-elle une mécanique statistique classique par-
ticuliere?,” Annales de [’Institut Henri Poincaré, vol. 15, no. 2, pp. 81-112, 1956.

W. B. Case, “Wigner functions and Weyl transforms for pedestrians,” American
Journal of Physics, vol. 76, no. 10, pp. 937-946, 2008.

T. L. Curtright and C. K. Zachos, “Quantum Mechanics in Phase Space,” Asia
Pacific Physics Newsletter, vol. 01, no. 01, pp. 37-46, 2012.

A. Polkovnikov, “Phase space representation of quantum dynamics,” Annals of
Physics, vol. 325, no. 8, pp. 1790-1852, 2010.

E. I. Blount, “Bloch Electrons in a Magnetic Field,” Physical Review, vol. 126, no. 5,
pp. 1636-1653, 1962.

I. Fialkovsky and M. Zubkov, “Precise Wigner-Weyl calculus for lattice models,”
Nuclear Physics B, vol. 954, p. 114999, 2020.

H.-M. Stiepan and S. Teufel, “Semiclassical approximations for hamiltonians with
operator-valued symbols,” Communications in Mathematical Physics, vol. 320,
no. 3, pp. 821-849, 2013.

M. V. Karasev, “New global asymptotics and anomalies for the problem of quanti-
zation of the adiabatic invariant,” Functional Analysis and Its Applications, vol. 24,
no. 2, pp. 104-114, 1990.

R. G. Littlejohn and W. G. Flynn, “Geometric phases in the asymptotic theory of
coupled wave equations,” Physical Review A, vol. 44, no. 8, p. 5239, 1991.

N. Perez, Topological Waves in Geophysical and Astrophysical Fluids. PhD thesis,
Ecole Normale Supérieure de Lyon, 2022.

H. Kuratsuji and S. lida, “Effective Action for Adiabatic Process: Dynamical Mean-
ing of Berry and Simon’s Phase,” Progress of Theoretical Physics, vol. 74, no. 3,
pp. 439-445, 1985.

171



BIBLIOGRAPHY

[129]

[130]

[131]

[132]

[133]

[134]

[135]

[136]

[137]

138

[139)]

[140]

141]

[142]

[143]

172

H. Kuratsuji and S. Iida, “Semiclassical quantization with a quantum adiabatic
phase,” Physics Letters A, vol. 111, no. 5, pp. 220-222, 1985.

H. Kuratsuji and S. lida, “Dynamical Meaning of Quantum Adiabatic Phase: The
Case of a Noncanonical System,” Physical Review Letters, vol. 56, no. 10, pp. 1003—
1006, 1986.

S. lida and H. Kuratsuji, “Adiabatic theorem and anomalous commutators,” Physics
Letters B, vol. 184, no. 2-3, pp. 242-246, 1987.

H. Kuratsuji and S. Tida, “Deformation of symplectic structure and anomalous com-
mutators in field theories,” Physical Review D, vol. 37, no. 2, pp. 441-447, 1988.

J. Moody, A. Shapere, and F. Wilczek, “Adiabatic Effective Lagrangians,” in Ge-
ometric Phases in Physics, vol. 5 of Advanced Series in Mathematical Physics,
pp- 160-181, World Scientific, 1989.

P. Gosselin, F. Ménas, A. Bérard, and H. Mohrbach, “Semiclassical dynamics of
electrons in magnetic Bloch bands: A Hamiltonian approach,” Europhysics Letters,
vol. 76, no. 4, pp. 6561-656, 2006.

P. Gosselin, A. Bérard, and H. Mohrbach, “Semiclassical diagonalization of quantum
Hamiltonian and equations of motion with Berry phase corrections,” The European
Physical Journal B, vol. 58, no. 2, pp. 137148, 2007.

P. Gosselin, J. Hanssen, and H. Mohrbach, “Recursive diagonalization of quantum
Hamiltonians to all orders in h,” Physical Review D, vol. 77, no. 8, p. 085008, 2008.

P. Gosselin, A. Bérard, and H. Mohrbach, Quantum Hamiltonian Diagonalization
and Equations of Motion with Berry Phase Corrections, vol. 9, pp. 253-266. World
Scientific, 20009.

R. G. Littlejohn and S. Weigert, “Adiabatic motion of a neutral spinning particle in
an inhomogeneous magnetic field,” Physical Review A, vol. 48, no. 2, pp. 924-940,
1993.

V. I. Arnold, Mathematical Methods of Classical Mechanics, vol. 60 of Graduate
Texts in Mathematics. New York, NY: Springer New York, 1978.

D. Xiao, J. Shi, and Q. Niu, “Berry Phase Correction to Electron Density of States
in Solids,” Physical Review Letters, vol. 95, no. 13, p. 137204, 2005.

R. Resta, “Geometry and topology in many-body physics,” no. arXiv:2006.15567,
2020.

L. Friedland and A. N. Kaufman, “Congruent reduction in geometric optics and
mode conversion,” Physics of Fluids, vol. 30, no. 10, p. 3050, 1987.

D. N. Page and C. D. Geilker, “Indirect evidence for quantum gravity,” Physical
Review Letters, vol. 47, no. 14, pp. 979-982, 1981.



BIBLIOGRAPHY

[144]

[145]

[146]

[147]

148

[149]

[150]

[151]

[152]

[153]

[154]

[155]

[156]

[157]

[158]

[159]

J. Oppenheim and Z. Weller-Davies, “The constraints of post-quantum classical
gravity,” Journal of High Energy Physics, vol. 2022, no. 2, p. 80, 2022.

A. Anderson, “Quantum backreaction on "classical" variables,” Physical Review Let-
ters, vol. 74, no. 5, pp. 621-625, 1995.

J. Maddox, “Classical and quantum physics mix,” Nature, vol. 373, no. 6514,
pp. 469-469, 1995.

Q. Zhang and B. Wu, “General approach to quantum-classical hybrid systems and
geometric forces,” Physical Review Letters, vol. 97, no. 19, p. 190401, 2006.

H. D. Liu, S. L. Wu, and X. X. Yi, “Berry phase and Hannay’s angle in a quantum-
classical hybrid system,” Physical Review A, vol. 83, no. 6, pp. 1-8, 2011.

L. Landau and E. Lifshitz, Course of Theoretical Physics: Mechanics. Butterworth-
Heinemann, 1976.

P. Kramer and M. Saraceno, Geometry of the Time-Dependent Variational Principle
in Quantum Mechanics, vol. 140 of Lecture Notes in Physics. Berlin, Heidelberg:
Springer Berlin Heidelberg, 1981.

A. Heslot, “Quantum mechanics as a classical theory,” Physical Review D, vol. 31,
no. 6, p. 1341, 1985.

M. H. Devoret, “Quantum fluctuations in electrical circuits,” in Quantum Fluctua-
tions: Les Houches Session LXIII, pp. 351-386, Elsevier, 1995.

H.-1. Lu, M. Schemmer, L. M. Aycock, D. Genkina, S. Sugawa, and 1. B. Spielman,
“Geometrical pumping with a bose-einstein condensate,” Physical Review Letters,
vol. 116, no. 20, p. 200402, 2016.

Y. Ke, S. Hu, B. Zhu, J. Gong, Y. Kivshar, and C. Lee, “Topological pumping
assisted by Bloch oscillations,” Physical Review Research, vol. 2, p. 033143, 2020.

W. Liu, S. Hu, L. Zhang, Y. Ke, and C. Lee, “Correlated topological pumping of
interacting bosons assisted by Bloch oscillations,” Physical Review Research, vol. 5,
no. 1, p. 013020, 2023.

A. M. Zagoskin, Quantum Engineering: Theory and Design of Quantum Coherent
Structures. Cambridge ; New York: Cambridge University Press, 2011.

U. Vool and M. Devoret, “Introduction to quantum electromagnetic circuits,” In-
ternational Journal of Circuit Theory and Applications, vol. 45, no. 7, pp. 897-934,
2017.

A. Blais, A. L. Grimsmo, S. M. Girvin, and A. Wallraff, “Circuit quantum electro-
dynamics,” Reviews of Modern Physics, vol. 93, no. 2, p. 025005, 2021.

P. J. Leek, J. M. Fink, A. Blais, R. Bianchetti, M. Goppl, J. M. Gambetta, D. 1.
Schuster, L. Frunzio, R. J. Schoelkopf, and A. Wallraff, “Observation of Berry’s
Phase in a Solid-State Qubit,” Science, vol. 318, no. 5858, pp. 1889-1892, 2007.

173



BIBLIOGRAPHY

[160]

[161]

162]

[163]

[164]

[165]

[166]

[167]

[168]

169

[170]

174

M. D. Schroer, M. H. Kolodrubetz, W. F. Kindel, M. Sandberg, J. Gao, M. R.
Vissers, D. P. Pappas, A. Polkovnikov, and K. W. Lehnert, “Measuring a Topological
Transition in an Artificial Spin-1/2 System,” Physical Review Letters, vol. 113, no. 5,
p. 050402, 2014.

P. Roushan, C. Neill, Y. Chen, M. Kolodrubetz, C. Quintana, N. Leung, M. Fang,
R. Barends, B. Campbell, Z. Chen, B. Chiaro, A. Dunsworth, E. Jeffrey, J. Kelly,
A. Megrant, J. Mutus, P. J. J. O’'Malley, D. Sank, A. Vainsencher, J. Wenner,
T. White, A. Polkovnikov, A. N. Cleland, and J. M. Martinis, “Observation of
topological transitions in interacting quantum circuits,” Nature, vol. 515, no. 7526,
pp. 241-244, 2014.

S. Berger, M. Pechal, P. Kurpiers, A. A. Abdumalikov, C. Eichler, J. A. Mlynek,
A. Shnirman, Y. Gefen, A. Wallraff, and S. Filipp, “Measurement of geometric
dephasing using a superconducting qubit,” Nature Communications, vol. 6, no. 1,
p. 8757, 2015.

X. Tan, D. W. Zhang, Z. Yang, J. Chu, Y. Q. Zhu, D. Li, X. Yang, S. Song, Z. Han,
Z.1i, Y. Dong, H. F. Yu, H. Yan, S. L. Zhu, and Y. Yu, “Experimental Measurement
of the Quantum Metric Tensor and Related Topological Phase Transition with a
Superconducting Qubit,” Physical Review Letters, vol. 122, no. 21, p. 210401, 2019.

D. Malz and A. Smith, “Topological two-dimensional Floquet lattice on a single
superconducting qubit,” Physical Review Letters, vol. 126, no. 16, p. 163602, 2021.

E. Boyers, P. J. D. Crowley, A. Chandran, and A. O. Sushkov, “Exploring 2d
synthetic quantum Hall physics with a quasiperiodically driven qubit,” Physical
Review Letters, vol. 125, no. 16, p. 160505, 2020.

A. Somoroff, Q. Ficheux, R. A. Mencia, H. Xiong, R. V. Kuzmin, and V. E.
Manucharyan, “Millisecond coherence in a superconducting qubit,” arXiv preprint
arXiv:2105.08578, 2021.

H. Zhang, S. Chakram, T. Roy, N. Earnest, Y. Lu, Z. Huang, D. K. Weiss, J. Koch,
and D. I. Schuster, “Universal fast-flux control of a coherent, low-frequency qubit,”
Physical Review X, vol. 11, no. 1, p. 011010, 2021.

L. B. Nguyen, Y.-H. Lin, A. Somoroff, R. Mencia, N. Grabon, and V. E.
Manucharyan, “High-coherence fluxonium qubit,” Physical Review X, vol. 9, no. 4,
p. 041041, 2019.

G. Zhu, D. G. Ferguson, V. E. Manucharyan, and J. Koch, “Circuit QED with
fluxonium qubits: Theory of the dispersive regime,” Physical Review B, vol. 87,
no. 2, p. 024510, 2013.

V. E. Manucharyan, J. Koch, L. I. Glazman, and M. H. Devoret, “Fluxonium: Single
cooper-pair circuit free of charge offsets,” Science, vol. 326, no. 5949, pp. 113-116,
2009.



BIBLIOGRAPHY

[171]

[172]

[173]

[174]

175

[176]

[177]

[178]

179]

[180]

[181]

[182]

[183]

[184]

F. D. M. Haldane, “Model for a Quantum Hall Effect without landau levels:

"o

Condensed-matter realization of the "parity anomaly",” Physical Review Letters,
vol. 61, pp. 20152018, 1988.

A. Vepsildinen and G. S. Paraocanu, “Simulating spin chains using a superconduct-
ing circuit: Gauge invariance, superadiabatic transport, and broken time-reversal
symmetry,” Advanced Quantum Technologies, vol. 3, no. 4, p. 1900121, 2020.

J. Cano, B. Bradlyn, Z. Wang, L. Elcoro, M. G. Vergniory, C. Felser, M. I. Aroyo,
and B. A. Bernevig, “Building blocks of topological quantum chemistry: Elementary
band representations,” Physical Review B, vol. 97, p. 035139, 2018.

J. Zak, “Symmetry specification of bands in solids,” Physical Review Letters, vol. 45,
no. 12, p. 1025, 1980.

J. Zak, “Band representations and symmetry types of bands in solids,” Physical
Review B, vol. 23, no. 6, p. 2824, 1981.

J. Zak, “Band representations of space groups,” Physical Review B, vol. 26, no. 6,
p. 3010, 1982.

L. Michel and J. Zak, “Elementary energy bands in crystals are connected,” Physics
Reports, vol. 341, no. 1-6, pp. 377-395, 2001.

B. Bradlyn, L. Elcoro, J. Cano, M. G. Vergniory, Z. Wang, C. Felser, M. 1. Aroyo,
and B. A. Bernevig, “Topological quantum chemistry,” Nature, vol. 547, no. 7663,
pp- 298-305, 2017.

H. C. Po, A. Vishwanath, and H. Watanabe, “Symmetry-based indicators of band
topology in the 230 space groups,” Nature Communications, vol. 8, no. 1, pp. 1-9,
2017.

M. G. Vergniory, L. Elcoro, C. Felser, N. Regnault, B. A. Bernevig, and Z. Wang, “A
complete catalogue of high-quality topological materials,” Nature, vol. 566, no. 7745,
pp. 480-485, 2019.

F. Tang, H. C. Po, A. Vishwanath, and X. Wan, “Comprehensive search for topolog-
ical materials using symmetry indicators,” Nature, vol. 566, no. 7745, pp. 486489,
2019.

T. Zhang, Y. Jiang, Z. Song, H. Huang, Y. He, Z. Fang, H. Weng, and C. Fang,
“Catalogue of topological electronic materials,” Nature, vol. 566, no. 7745, pp. 475—
479, 2019.

J. Cano and B. Bradlyn, “Band representations and topological quantum chem-
istry,” Annual Review of Condensed Matter Physics, vol. 12, no. 1, pp. 225-246,
2021.

T. L. Hughes, E. Prodan, and B. A. Bernevig, “Inversion-symmetric topological
insulators,” Physical Review B, vol. 83, p. 245132, 2011.

175



BIBLIOGRAPHY

[185]

[186]

[187]

[188]

[189)]

[190]

[191]

[192]

193]

[194]

[195]

[196]

197]

176

C. Fang, M. J. Gilbert, and B. A. Bernevig, “Bulk topological invariants in nonin-
teracting point group symmetric insulators,” Physical Review B, vol. 86, p. 115112,
2012.

R. Bianchetti, S. Filipp, M. Baur, J. M. Fink, C. Lang, L. Steffen, M. Boissonneault,
A. Blais, and A. Wallraff, “Control and tomography of a three level superconducting
artificial atom,” Physical Review Letters, vol. 105, no. 22, p. 223601, 2010.

M. J. Peterer, S. J. Bader, X. Jin, F. Yan, A. Kamal, T. J. Gudmundsen, P. J.
Leek, T. P. Orlando, W. D. Oliver, and S. Gustavsson, “Coherence and decay of
higher energy levels of a superconducting transmon qubit,” Physical Review Letters,
vol. 114, no. 1, p. 010501, 2015.

Q. Ficheux, Quantum Trajectories with Incompatible Decoherence Channels. Theses,
Ecole normale supérieure - ENS PARIS, Dec. 2018.

N. Cottet, S. Jezouin, L. Bretheau, P. Campagne-Ibarcq, Q. Ficheux, J. Anders,
A. Auffeves, R. Azouit, P. Rouchon, and B. Huard, “Observing a quantum maxwell

demon at work,” Proceedings of the National Academy of Sciences, vol. 114, no. 29,
pp. 7561-7564, 2017.

A. Ronzani, B. Karimi, J. Senior, Y.-C. Chang, J. T. Peltonen, C. Chen, and J. P.
Pekola, “Tunable photonic heat transport in a quantum heat valve,” Nature Physics,
vol. 14, no. 10, pp. 991-995, 2018.

R. Kokkoniemi, J.-P. Girard, D. Hazra, A. Laitinen, J. Govenius, R. Lake, I. Salli-
nen, V. Vesterinen, M. Partanen, J. Tan, et al., “Bolometer operating at the thresh-

old for circuit quantum electrodynamics,” Nature, vol. 586, no. 7827, pp. 47-51,
2020.

D. Meidan, T. Micklitz, and P. W. Brouwer, “Topological classification of adiabatic
processes,” Physical Review B, vol. 84, no. 19, p. 195410, 2011.

F. Nathan, I. Martin, and G. Refael, “Topological frequency conversion in a driven
dissipative quantum cavity,” Physical Review B, vol. 99, p. 094311, 2019.

C. Psaroudaki and G. Refael, “Photon pumping in a weakly-driven quantum cavity—
spin system,” Annals of Physics, vol. 435, p. 168553, 2021.

D. M. Long, P. J. Crowley, A. J. Kollar, and A. Chandran, “Boosting the quantum
state of a cavity with floquet driving,” Physical Review Letters, vol. 128, no. 18,
p. 183602, 2022.

D.-W. Wang, H. Cai, R.-B. Liu, and M. O. Scully, “Mesoscopic Superposition States
Generated by Synthetic Spin-Orbit Interaction in Fock-State Lattices,” Physical
Review Letters, vol. 116, no. 22, p. 220502, 2016.

J. Deng, H. Dong, C. Zhang, Y. Wu, J. Yuan, X. Zhu, F. Jin, H. Li, Z. Wang,
H. Cai, C. Song, H. Wang, J. Q. You, and D.-W. Wang, “Coherent control of
quantum topological states of light in Fock-state lattices,” no. arXiv:2208.03452,
2022.



BIBLIOGRAPHY

198

[199]

200]

[201]

202]

[203]

204]

[205]

206]

207]

208]

209]

[210]

211]

212]

[213]

H. Cai and D.-W. Wang, “Topological phases of quantized light,” National Science
Review, vol. 8, no. 1, p. nwaal96, 2021.

J. Yuan, C. Xu, H. Cai, and D.-W. Wang, “Gap-protected transfer of topological
defect states in photonic lattices,” APL Photonics, vol. 6, no. 3, p. 030803, 2021.

P. Saugmann and J. Larson, “A Fock state lattice approach to quantum optics,”
no. arXiv:2203.13813, 2022.

B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, “Quantum spin hall effect and
topological phase transition in hgte quantum wells,” Science, vol. 314, no. 5806,
pp. 1757-1761, 2006.

Y. Aharonov and J. Anandan, “Phase change during a cyclic quantum evolution,”
Physical Review Letters, vol. 58, no. 16, p. 1593, 1987.

J. Provost and G. Vallee, “Riemannian structure on manifolds of quantum states,”
Communications in Mathematical Physics, vol. 76, no. 3, pp. 289-301, 1980.

F. Piéchon, A. Raoux, J.-N. Fuchs, and G. Montambaux, “Geometric orbital sus-

ceptibility: Quantum metric without berry curvature,” Physical Review B, vol. 94,
no. 13, p. 134423, 2016.

A. Graf and F. Piéchon, “Berry curvature and quantum metric in n-band systems:
An eigenprojector approach,” Physical Review B, vol. 104, no. 8, p. 085114, 2021.

S. Peotta and P. Torma, “Superfluidity in topologically nontrivial flat bands,” Na-
ture Communications, vol. 6, no. 1, p. 8944, 2015.

D. Witthaut, F. Keck, H. J. Korsch, and S. Mossmann, “Bloch oscillations in two-
dimensional lattices,” New Journal of Physics, vol. 6, pp. 41-41, 2004.

A. R. Kolovsky and H. J. Korsch, “Bloch oscillations of cold atoms in two-
dimensional optical lattices,” Physical Review A, vol. 67, no. 6, p. 063601, 2003.

S. Mossmann, A. Schulze, D. Witthaut, and H. J. Korsch, “Two-dimensional Bloch
oscillations: A Lie-algebraic approach,” Journal of Physics A: Mathematical and
General, vol. 38, no. 15, pp. 3381-3395, 2005.

J. M. Zhang and W. M. Liu, “Directed coherent transport due to the Bloch oscilla-
tion in two dimensions,” Physical Review A, vol. 82, no. 2, p. 025602, 2010.

N. Marzari, A. A. Mostofi, J. R. Yates, I. Souza, and D. Vanderbilt, “Maximally
localized wannier functions: Theory and applications,” Reviews of Modern Physics,
vol. 84, no. 4, p. 1419, 2012.

D. Thouless, “Wannier functions for magnetic sub-bands,” Journal of Physics C:
Solid State Physics, vol. 17, no. 12, p. 1.325, 1984.

D. Monaco, G. Panati, A. Pisante, and S. Teufel, “Optimal decay of wannier func-
tions in chern and quantum hall insulators,” Communications in Mathematical
Physics, vol. 359, no. 1, pp. 61-100, 2018.

177



BIBLIOGRAPHY

[214]

[215]

[216]

217]

[218]

[219]

[220]

[221]

222]

[223]

[224]

[225]

[226]

[227)

[228]

178

N. Ng, S. Wenderoth, R. R. Seelam, E. Rabani, H.-D. Meyer, M. Thoss, and
M. Kolodrubetz, “Localization dynamics in a centrally coupled system,” Physical
Review B, vol. 103, no. 13, p. 134201, 2021.

G. Engelhardt, S. Choudhury, and W. V. Liu, “Unified Light-Matter Floquet Theory
and its Application to Quantum Communication,” no. arXiv:2207.08558, 2022.

Z. Leghtas, G. Kirchmair, B. Vlastakis, M. H. Devoret, R. J. Schoelkopf, and M. Mir-
rahimi, “Deterministic protocol for mapping a qubit to coherent state superpositions
in a cavity,” Physical Review A, vol. 87, no. 4, p. 042315, 2013.

D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff, J. M. Gambetta, A. Blais,
L. Frunzio, J. Majer, B. Johnson, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf,
“Resolving photon number states in a superconducting circuit,” Nature, vol. 445,
no. 7127, pp. 515-518, 2007.

I[. I. Rabi, “On the Process of Space Quantization,” Physical Review, vol. 49, no. 4,
pp- 324-328, 1936.

[. I. Rabi, “Space Quantization in a Gyrating Magnetic Field,” Physical Review,
vol. 51, no. 8, pp. 652-654, 1937.

P. Forn-Diaz, L. Lamata, E. Rico, J. Kono, and E. Solano, “Ultrastrong coupling
regimes of light-matter interaction,” Reviews of Modern Physics, vol. 91, p. 025005,
June 2019.

A. Frisk Kockum, A. Miranowicz, S. De Liberato, S. Savasta, and F. Nori, “Ultra-
strong coupling between light and matter,” Nature Reviews Physics, vol. 1, pp. 19—
40, Jan. 2019.

J. M. Deutsch, “Eigenstate thermalization hypothesis,” Reports on Progress in
Physics, vol. 81, no. 8, p. 082001, 2018.

F. Haake, Quantum Signatures of Chaos, vol. 54 of Springer Series in Synergetics.
Berlin, Heidelberg: Springer Berlin Heidelberg, 2010.

T. Guhr, A. Miiller-Groeling, and H. A. Weidenmiiller, “Random-matrix theories
in quantum physics: Common concepts,” Physics Reports, vol. 299, pp. 189-425,
June 1998.

D. Thouless, “Electrons in disordered systems and the theory of localization,”
Physics Reports, vol. 13, no. 3, pp. 93-142, 1974.

A. Altland, Y. Gefen, and G. Montambaux, “What is the Thouless Energy for
Ballistic Systems?,” Physical Review Letters, vol. 76, no. 7, pp. 1130-1133, 1996.

B. L. Al'tshuler and B. I. Shklovskii, “Repulsion of energy levels and conductivity
of small metal samples,” Sov. Phys. JETP, vol. 64, no. 1, p. 127, 1986.

D. Braun and G. Montambaux, “Spectral correlations from the metal to the mobility
edge,” Physical Review B, vol. 52, no. 19, pp. 13903-13909, 1995.



BIBLIOGRAPHY

[229]

[230]

[231]

232]

[233]

[234]

[235]

[236]

237]

238

239

240

[241]

H. M. Price, O. Zilberberg, T. Ozawa, I. Carusotto, and N. Goldman, “Four-
Dimensional Quantum Hall Effect with Ultracold Atoms,” Physical Review Letters,
vol. 115, no. 19, p. 195303, 2015.

T. Ozawa, H. M. Price, N. Goldman, O. Zilberberg, and I. Carusotto, “Synthetic
dimensions in integrated photonics: From optical isolation to four-dimensional quan-
tum Hall physics,” Physical Review A, vol. 93, no. 4, pp. 1-17, 2016.

M. Lohse, C. Schweizer, H. M. Price, O. Zilberberg, and I. Bloch, “Exploring
4D quantum Hall physics with a 2D topological charge pump,” Nature, vol. 553,
no. 7686, pp. 55-58, 2018.

O. Zilberberg, S. Huang, J. Guglielmon, M. Wang, K. P. Chen, Y. E. Kraus, and
M. C. Rechtsman, “Photonic topological boundary pumping as a probe of 4D quan-
tum Hall physics,” Nature, vol. 553, no. 7686, pp. 59-62, 2018.

O. Zilberberg, H. M. Price, and I. Petrides, “Six-dimensional quantum Hall ef-
fect and three-dimensional topological pumps,” Physical Review B, vol. 98, no. 12,
p. 125431, 2018.

H. Weisbrich, R. Klees, G. Rastelli, and W. Belzig, “Second Chern Number and Non-
Abelian Berry Phase in Topological Superconducting Systems,” PRX Quantum,
vol. 2, no. 1, p. 1, 2021.

J. C. Y. Teo and C. L. Kane, “Topological defects and gapless modes in insulators
and superconductors,” Physical Review B, vol. 82, no. 11, p. 115120, 2010.

F. Zhang and C. L. Kane, “Anomalous topological pumps and fractional Josephson
effects,” Physical Review B, vol. 90, no. 2, pp. 1-4, 2014.

W. A. Benalcazar, J. Noh, M. Wang, S. Huang, K. P. Chen, and M. C. Rechts-
man, “Higher-order topological pumping and its observation in photonic lattices,”
Physical Review B, vol. 105, no. 19, p. 195129, 2022.

J. F. Wienand, F. Horn, M. Aidelsburger, J. Bibo, and F. Grusdt, “Thouless Pumps
and Bulk-Boundary Correspondence in Higher-Order Symmetry-Protected Topolog-
ical Phases,” Physical Review Letters, vol. 128, no. 24, p. 246602, 2022.

V. Brosco, L. Pilozzi, R. Fazio, and C. Conti, “Non-abelian Thouless pumping in a
photonic lattice,” Physical Review A, vol. 103, p. 063518, 2021.

O. You, S. Liang, B. Xie, W. Gao, W. Ye, J. Zhu, and S. Zhang, “Observation of
Non-Abelian Thouless Pump,” Physical Review Letters, vol. 128, no. 24, p. 244302,
2022.

Y.-K. Sun, X.-L.. Zhang, F. Yu, Z.-N. Tian, Q.-D. Chen, and H.-B. Sun, “Non-
Abelian Thouless pumping in photonic waveguides,” Nature Physics, vol. 18, no. 9,
pp. 1080-1085, 2022.

179



BIBLIOGRAPHY

[242]

[243]

[244]

[245]

[246]

[247]

248

[249]

[250]

[251]

[252]

[253]

[254]

180

P. Titum, E. Berg, M. S. Rudner, G. Refael, and N. H. Lindner, “Anomalous floquet-
anderson insulator as a nonadiabatic quantized charge pump,” Physical Review X,
vol. 6, no. 2, p. 021013, 2016.

M. H. Kolodrubetz, F. Nathan, S. Gazit, T. Morimoto, and J. E. Moore, “Topo-
logical floquet-thouless energy pump,” Physical Review Letters, vol. 120, no. 15,
p. 150601, 2018.

P. J. Crowley, I. Martin, and A. Chandran, “Topological classification of quasiperi-
odically driven quantum systems,” Physical Review B, vol. 99, no. 6, p. 064306,
2019.

D. M. Long, P. J. Crowley, and A. Chandran, “Nonadiabatic topological en-
ergy pumps with quasiperiodic driving,” Physical Review Letters, vol. 126, no. 10,
p. 106805, 2021.

F. Nathan, R. Ge, S. Gazit, M. Rudner, and M. Kolodrubetz, “Quasiperiodic
floquet-thouless energy pump,” Physical Review Letters, vol. 127, no. 16, p. 166804,
2021.

S. Haroche and J.-M. Raimond, Ezploring the Quantum: Atoms, Cavities, and
Photons. Oxford Graduate Texts, Oxford: Oxford University Press, first published
in paperback ed., 2013.

C. W. Gardiner and P. Zoller, Quantum Noise: A Handbook of Markovian and
Non-Markovian Quantum Stochastic Methods with Applications to Quantum Optics.
Springer Series in Synergetics, Berlin ; New York: Springer, 3rd ed ed., 2004.

P. W. Brouwer, “Scattering approach to parametric pumping,” Physical Review B,
vol. 58, no. 16, p. R10135, 1998.

[. C. Fulga, F. Hassler, and A. R. Akhmerov, “Scattering theory of topological
insulators and superconductors,” Physical Review B, vol. 85, no. 16, p. 165409,
2012.

N. A. Sinitsyn, “The stochastic pump effect and geometric phases in dissipative and
stochastic systems,” Journal of Physics A: Mathematical and Theoretical, vol. 42,
no. 19, p. 193001, 2009.

J. E. Avron, M. Fraas, and G. M. Graf, “Adiabatic Response for Lindblad Dynam-
ics,” Journal of Statistical Physics, vol. 148, no. 5, pp. 800-823, 2012.

T. Pluecker, M. R. Wegewijs, and J. Splettstoesser, “Gauge freedom in observables
and Landsberg’s nonadiabatic geometric phase: Pumping spectroscopy of interact-
ing open quantum systems,” Physical Review B, vol. 95, no. 15, pp. 1-38, 2017.

A. Sarlette, P. Rouchon, A. Essig, Q. Ficheux, and B. Huard, “Quantum
adiabatic elimination at arbitrary order for photon number measurement,”
no. arXiv:2001.02550, 2020.






Abstract:

This thesis introduces a notion of topological coupling between quantum systems with
a slow-fast decomposition. I study the dynamics of the slow degrees of freedom, showing
that the topological nature of coupling induces a quantized transfer of charge or energy
between them. Considering the slow degrees of freedom as classical parameters imposing
a time-dependence to the fast quantum system, we recover the appearance of a permanent
current through this quantum system, discussed previously in the context of topological
pumps. Guided by the goal of a direct measure of this transfer, I propose an experimental
realization of such coupling between microwave electromagnetic modes and a supercon-
ducting quantum circuit.

I study then the nature of the quantum states of the total system, showing that
the topological nature of coupling imposes an entanglement between the slow and fast
subsystems. Generically, any initial state decomposes into a superposition of states which
are separated in phase space by the topological dynamics, thereby creating a cat state.

In a last part, I identify two families of initial states of such a system, leading or not to
a topological dynamics. This separation in two families of initial states translates into two
families of eigenstates of the total system at the same energies. The family of eigenstates
associated to a non-trivial topology carries signatures of a non-standard quantum chaos,
whereas the one associated to a trivial topology does not.

Résumé :

Cette these introduit une notion de couplage topologique entre des systemes quantiques
ayant une séparation lent-rapide. J’'étudie la dynamique des degrés de libertés lents,
montrant que la nature topologique du couplage induit un transfert quantifié d’énergie ou
de charge entre ceux-ci. En considérant les degrés de libertés lents comme des parametres
classiques qui imposent une dépendance temporelle au systeme quantique rapide, nous
retrouvons ’apparition d’un courant permanent au sein de ce systéme quantique discuté
précédemment dans le contexte des pompes topologiques. Guidé par l'objectif d'une
mesure directe de ce transfert, je propose une réalisation expérimentale d’un tel couplage
entre des modes électromagnétiques micro-ondes et un circuit quantique supraconducteur.

J’étudie ensuite la nature des états quantiques du systéeme complet, montrant que la
nature topologique du couplage impose une intrication entre les sous-systemes lents et
rapides. De fagon générique, tout état initial se décompose en une superposition d’états
que la dynamique topologique sépare dans I’espace des phases, créant un état de chat.

Dans une derniere partie, j’identifie deux familles d’états initiaux d’un tel systeéme, qui
menent ou non a une dynamique topologique. Cette séparation en deux familles d’états
initiaux se traduit en deux familles d’états propres du systeme total aux mémes échelles
d’énergies. La famille d’états propres associée a une topologie non triviale porte des
signatures d'un chaos quantique non standard, tandis que celle associée a une topologie
triviale n’en porte pas.
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