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Abstract
Nowadays there are various tools and techniques to monitor volcanoes in order to

predict their unrest and eruptions. One of the most effective approaches is based on
interpretation of seismic observations. Volcanoes are very dynamic systems hosting
a whole variety of processes reflected in diverse seismic signals recorded by seismic
stations. Analysis and interpretation of these signals is the principal task of seismo-
volcanic monitoring.

This work is aimed at investigating the seismicity within the Klyuchevskoy volcano
group (KVG) in Kamchatka. The KVG is one of the world’s largest and most active
subduction zone volcanic clusters whose aboundant seismo-volcanic activity make it a
great “natural laboratory” to study and advance volcano seismology.

In the first part, we study in details the deep long period (DLP) earthquakes
that systematically occur near the crust-mantle boundary beneath the Klyuchevskoy
volcano. This seismicity is believed to be one of the earliest manifestation of the
volcanic unrest. However, the source mechanism of the DLP earthquakes remains
poorly understood. To start with, the statistical analysis of DLP events was performed.
This investigation was done using a detailed catalog obtained after processing almost
two years of continuous data with the sensitive template matching algorithm. At the
next step, we tried to reconstruct the source of DLP earthquakes using comparison
of S-to-P waves amplitudes ratios instead the full waveform or polarity inversions.
As the main result of the first part, it was shown that the source mechanism of the
DLP seismicity is different from the one of tectonic earthquakes. Also, the obtained
observations turned out to be in agreement with previously reported connection of the
deep magmatic reservoir of the KVG with its active volcanoes.

Second part of this thesis is dealing with methods of automatic signal analysis
based on Machine Learning (ML) algorithms of classification and clustering. The ML
exploration was started with the problem of separating two general classes of seismic-
ity: tectonic and volcanic earthquakes. We show the results of events classification
using the data recorded during the seismic crisis in 2018-2019. Different possible repre-
sentations of signals and several ML algorithms were tested in order to obtain the best
performance. Further, a possibility to identify various classes of volcanic seismicity
from the simultaneously erupting volcanoes was considered. To do so, we clustered
the seismic waveforms recorded during October-November 2022 when the KVG re-
activated and the Shiveluch volcano has been active for several months. This work
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allowed to distinguish a particular cluster of seismicity with the location unusual for
the Shiveluch volcano.

The problems considered in this work are too broad and far from being solved within
a thesis. However, the obtained results can contribute both in physical interpretation
of observed signals and in development of the modern methods of volcano monitoring.
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Résumé
De nos jours, il existe divers outils et techniques pour surveiller les volcans afin

de prédire leurs manifestations de mécontentement et leurs éruptions. L’une des ap-
proches les plus efficaces repose sur l’interprétation des observations sismiques. Les
volcans sont des systèmes très dynamiques abritant une grande variété de processus
reflétés dans divers signaux sismiques enregistrés par des stations sismiques. L’analyse
et l’interprétation de ces signaux constituent la tâche principale de la surveillance sis-
movolcanique.

Ce travail vise à étudier la sismicité au sein du groupe de volcans Klyuchevskoy
(KVG) au Kamtchatka. Le KVG est l’un des plus grands et des plus actifs groupes de
volcans en zone de subduction au monde, dont l’abondante activité sismovolcanique
en fait un excellent "laboratoire naturel" pour étudier et faire progresser la sismologie
des volcans.

Dans la première partie, nous étudions en détail les séismes profonds de longue
période (DLP) qui se produisent systématiquement près de la limite croûte-manteau
sous le volcan Klyuchevskoy. On pense que cette sismicité est l’une des premières mani-
festations du mécontentement volcanique. Cependant, le mécanisme source des séismes
DLP reste mal compris. Pour commencer, une analyse statistique des événements DLP
a été réalisée. Cette enquête a été menée à l’aide d’un catalogue détaillé obtenu après
le traitement de près de deux ans de données continues avec l’algorithme sensible de
correspondance de modèles. À l’étape suivante, nous avons essayé de reconstruire la
source des séismes DLP en comparant les rapports d’amplitudes des ondes S-P plutôt
que les inversions de forme d’onde complètes ou de polarité. En tant que principal
résultat de la première partie, il a été montré que le mécanisme source de la sismicité
DLP est différent de celui des séismes tectoniques. De plus, les observations obtenues
se sont révélées être en accord avec la connexion précédemment rapportée du réservoir
magmatique profond du KVG avec ses volcans actifs.

La deuxième partie de cette thèse traite des méthodes d’analyse automatique des
signaux basées sur les algorithmes d’apprentissage automatique (ML) de classification
et de regroupement. L’exploration du ML a commencé par le problème de séparation
de deux classes générales de sismicité : les séismes tectoniques et volcaniques. Nous
montrons les résultats de la classification des événements à l’aide des données enreg-
istrées lors de la crise sismique de 2018-2019. Différentes représentations possibles des
signaux et plusieurs algorithmes ML ont été testés afin d’obtenir les meilleures per-
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formances. En outre, la possibilité d’identifier diverses classes de sismicité volcanique
provenant de volcans entrant en éruption simultanément a été envisagée. Pour ce faire,
nous avons regroupé les formes d’ondes sismiques enregistrées en octobre-novembre
2022, lorsque le KVG s’est réactivé et que le volcan Shiveluch est actif depuis plusieurs
mois. Ce travail a permis de distinguer un cluster particulier de sismicité avec une
localisation inhabituelle pour le volcan Shiveluch.

Les problèmes abordés dans ce travail sont trop vastes et loin d’être résolus dans le
cadre d’une thèse. Cependant, les résultats obtenus peuvent contribuer à l’interprétation
physique des signaux observés et au développement des méthodes modernes de surveil-
lance des volcans.
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Chapter 1

Introduction

Volcanoes are a vivid manifestation of the processes occurring in the Earth. Their
eruptions are impressing and captivating, yet volcanoes impose tremendous hazard on
the humanity: nowadays hundreds of millions of people live in close proximity to active
volcanoes. The encouraging fact is that, unlike tectonic earthquakes, volcanic erup-
tions can be predicted, and we already know successful cases of forecasting [McNutt
et al., 2015]. Thus, volcano monitoring is a task of the essential importance performing
which will allow to answer several questions. To start with, we are interested in the
temporal characteristics of an eruption: when will it start, how long will it last and
when will it end? Furthermore, we would like to estimate the power of potential event
and its form: for instance, will it be an effusive eruption or an explosive one? Finally,
the volcanic risk for the population and infrastructure, potential economic losses, etc
should be assessed as well. The mentioned problems are fairly general and broad,
and while monitoring is being performed, the other fundamental questions should be
addressed in order to understand the volcanoes behaviour better.

Nowadays there are various tools and techniques to monitor volcanoes: ground
deformation measurements, gravimetry, satellite interferometry, gas emissions moni-
toring, etc. One of the most effective approaches is based on interpretation of seismic
observations. Volcanoes are very dynamic systems hosting a whole variety of processes
within their plumbing systems and edifices. This volcanic activity reflects itself in di-
verse seismic signals recorded by seismic stations in vicinity of volcanoes. Analysis and
interpretation of these signals in order to understand a current state of a volcano and
its magmatic system and, when possible, to predict its changes leading to eruptions is
the principal task of seismo-volcanic monitoring.

The goal of this thesis was to test different approaches for the analysis of seismo-
volcanic signals and to apply them to the data collected in the region of the Klyuchevskoy
volcanic group in Kamchatka (Russia) that is known for its exceptional level and diver-
sity of volcanic activity and provides very rich data for advancing volcano seismology.
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Chapter 1

1.1 Anatomy of volcanoes

The main goal of this thesis is a comprehensive study of deep long period earth-
quakes in order to reconstruct their physical mechanism. Nevertheless, before com-
mencing a discussion on this specific subject a general image of volcanoes, their struc-
ture and driving forces should be introduced.

1.1.1 Magma generation

Current subsection expounds magma origin as this process is a crucial condition of
volcanoes formation. Magma itself is a mixture containing the following components:
melt (liquefied minerals), solids (crystals floating in the melt), volatiles (gases such as
CO2, SO2 and H2O vapor as well). A particular combination and a relative content of
listed elements define the magma nature, and a volcano eruption style, consequently.

Two important definitions should be introduced here. They are solidus, the tem-
perature of melting commencement, and liquidus, the temperature at which partially
molten material transits into a liquid state (Figure 1.1). Thus, generally speaking
magma is produced by mantle rocks melting but it can be done within different pro-
cesses.

Figure 1.1: A schematic pressure-
temperature diagram with solidus and
liquidus temperatures (red lines). Blue
arrows show possible ways of mantle
melting by:
(1) pressure decrease, (2) temperature
increase, and (3) changing the chemi-
cal composition. The image is modified
after [Grove and Till, 2015]

Decompression melting
Convection occurring in the mantle generate the flow of the asthenosphere under-

lying the lithosphere. As the Earth’s crust has low heat conductivity, there is no heat
release and no temperature change therefore. This system is considered adiabatically
isolated or, in other words, at this moment adiabatic cooling occurs. In this situation
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1.1. Anatomy of volcanoes

the only way for the system to change its internal energy is to lower the pressure.
Thus, a volume of hot mantle rising from the depths with higher temperatures finds
itself in the area of lower pressure compared to the starting point. Under the resulting
circumstances the material passes its melting point what means the start of melting
process which leads to the more magma rising.

Heat-induced melting

This type of melting can be observed at mantle plums, anomalously hot columns
of rock that ascend from the depthsc supplement the surrounding mantle with heat
energy causing its temperature increase. As a result molten rocks start to rise and
break through the lithosphere.

Flux melting

It is a process drastically different from the previous ones as it occurs due to
changing composition of the mantle matter. The most common situation is when
rocks become enriched with volatiles, for example H2O. Melting occurs due to the lower
solidus temperature of the new composition which remains in the same temperature
conditions starts to melt and ascend.

1.1.2 Volcanism in different tectonic settings

Diverse topographic settings and corresponding processes, such as earthquakes and
volcanism, are explained within the plate tectonics theory stating that the lithosphere,
i.e. the outer Earth’s layer, consists of several plates which move relatively to each
other.

Thus, both tectonic and volcanic activities are concentrated in the regions of plates
boundaries (Figure 1.2) which are generally separated into three groups. The first
one is called transform boundaries where plates move along each other (Figure 1.3).
Neither crust formation nor its destruction can be observed there, which explains
another name for this type of boundaries, conservative. In such conditions, there are
no triggers for magma generation and thus volcanoes do not form in these regions.

The case of plates moving towards each other is called convergent or destruc-
tive boundaries. Within this group one can distinguish two subgroups: collision and
subduction. Collisions are formed by continental plates of approximately the same
thickness and density, so there is no magma formation and no volcanism is possible.
And on the contrary, the subduction zones are characterised by strong and sustained
volcanic activity. If subduction is formed by a continental and an oceanic plates, the

3
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Figure 1.2: Map of tectonic plates. Colored lines represent different fault types, red
dots show the volcanic centers. The image is the courtesy of NASA [Lowman et al.,
1999]

Figure 1.3: A cartoon of volcanism in different tectonic settings showing the crust,
mantle, and lithosphere and corresponding melting mechanisms. The figure is adopted
from [Rogers, 2015]

latter one which is colder and denser starts to dip beneath a continental plate. Sub-
ducting H2O saturated oceanic lithosphere releases volatiles into the mantle causing
flux melting described in the subsection 1.1.1.

Consequently, magma starts to rise through the denser continental lithosphere
towards the surface and results in volcanism. Usually, long volcanic chains are formed
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1.1. Anatomy of volcanoes

in these regions, and the Klyuchevskoy volcano group studied in this work as a part
of the Eastern Kamchatkan range is an example of subduction volcanism. In case
of two oceanic plates converging, one of them starts to dip in the same way as in
continental-oceanic pair, forming an island arc.

The last option of tectonic plate movement is the case of moving them away from
each other. This process is accompanied by formation of young crust therefore these
plate boundaries are called constructive. Starting with a continental plate diverging
followed by thinning and final splitting of it into separate plates, the continental litho-
sphere of a former rift zone transforms into the oceanic lithosphere. Thus, the process
of plates diverging is not over, mid-ocean ridges are formed.

Volcanism described above is called inter-plate as in this case volcanoes emerge
on the boundaries of tectonic plates. Besides it there is intra-plate volcanism formed
by mantle plumes, anomalously hot columns of rock, resulting in magma rising and
breaking through the lithosphere. Built volcanic edifices can be observed within both
continental and oceanic lithospheres.

1.1.3 Plumbing systems and magmatic chambers

Probably when speaking about igneous systems of volcanoes the first association
that comes to mind is a picture of an enormous reservoir filled with completely melted
magma which flows through a well-defined conduit towards the surface. This paradigm
was prevailing in the last century, and many investigations were carried out based on
it. Yet, accumulating knowledge revealed inconsistencies between observations and
this primitive model of a magmatic chamber. To start with, the existence and main-
tenance of such vast volumes of melt could be hardly explained by physical principles.
Investigations in seismic tomography using local seismic data do not find evidences for
vast chambers filled with fluid magma. Moreover, the results of seismic tomography
revealed that the amount of melt in the medium beneath volcanoes is only of a few
percent [Lees, 2007].

Thus, with the paradigm shifting a new concept has arose. As magma starts
to solidify, the proportion of suspended crystals and thus the relative viscosity of
the magma increases until a relatively immobile, continuous network of crystals and
interstitial melt develops. In this crystal-dominated medium, so-called “mush”, melt
is kept either between crystals, or in small pockets [e.g., Hildreth, 1981, 2004, Marsh,
2015, Glazner et al., 2016, Cashman et al., 2017]. The rheological transition from a
magma to a crystal mush is partly dependent on its chemistry, but typically occurs
abruptly when the particle volume increases above the 50–65% range.

Although the definition of mush was supposed decades ago [Marsh, 1981, Bach-
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mann and Bergantz, 2004] it became widespread due to a new image of plumbing
systems. Thus, within the modern concept magmatic chambers are represented by
magma bodies such as sills or dykes when a plumbing system resembles a vertical
mush column extended through the lithosphere [e.g., Annen et al., 2006, Cashman
et al., 2017, Sparks et al., 2019]. With depth, the borders between components of this
system, both physical and chemical, blur with the time. Comparison of old and new
images of plumbing systems is presented in Figure 1.4.

Figure 1.4: A cartoon demonstrating the old and the new concepts of volcanic plumb-
ing systems: (a) a vast cavity filled with fully melted magma and (b) a mush column
extended through the lithosphere with magma chambers represented by interconnected
melt-rich lenses. The images are adopted from [Cashman et al., 2017] and [Sparks
et al., 2019]

One more hypothesis regarding igneous systems of volcanoes is worth to be noted
here. According to it magma is stored at “low” temperatures, i.e. below the solidus,
and is mobilised during crisis period [Cooper and Kent, 2014]. This idea supports
the observations that during some episodes of volcanic activation the erupted material
was found to have been stored for hundreds of thousands of years. Thus, according
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1.2. Monitoring of volcanoes

to [Cooper and Kent, 2014] a detection of a magma body with a high fraction of melt
can signal an impending eruption.

1.2 Monitoring of volcanoes

Timely monitoring of volcanoes is a crucial task for understanding the processes
within the igneous systems. In its turn, the advancement of our knowledge and solving
the fundamental problems of volcanology inevitably leads to the more precise estima-
tion of volcanic hazard and risks related to volcanic eruptions. Studies of volcanic
and igneous plumbing systems (VIPS) bring together specialists of diverse disciplines
(Figure 1.5).

Figure 1.5: A diagram show-
ing the various research fields
and their overlaping as a com-
prehensive study of VIPS. The
image is adopted from [Bur-
chardt et al., 2022]

Data obtained within the framework of one or another monitoring method can be
affected (for example, clouds or snow provide an impact on InSAR interferometry)
or be unavailable at all (destruction of a seismic station, etc). The combination of
various observations gives a more reliable picture of the state of a volcano and allows
to conduct continuous monitoring and short term forecasting.

1.2.1 Seismovolcanic monitoring

Although monitoring of volcanoes includes measurements of various parameters
such as ground deformations, gas emissions, heat transfer and so on, seismic investi-
gations are likely the most important ones. Volcano seismology appeared in the last
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century almost at the same time with the development and wide spreading of seis-
mic networks. Since then, volcanic earthquakes and tremors as well as corresponding
changes in their occurrence, rate and other parameters were noticed accompanying the
unrest and eruptive stage of volcanoes in various regions and environments with dif-
ferent edifice structures and magma contents [e.g., Chouet, 2003, Chouet and Matoza,
2013]. Thus, seismic activity has shown itself to be a reliable precursor of forthcom-
ing eruptions, [e.g., Shapiro et al., 2017a]. Nevertheless, as it was mentioned above,
forecasting should be performed using various observations, and an example of a suc-
cessful prediction based on diverse data is an eruption of the Soufriere Hills Volcano,
Montserrat in 1995–1998, preceded by swarms of volcanic earthquakes started in 1992
[Sparks and Young, 2002].

The general definition of seismology can be given in the next form:

Studies of generation and propagation of mechanical waves within plan-
ets and stars to understand their internal structure and dynamics and to
develop predictive models.

Within this scientific field data is represented by seismograms, i.e. recordings of the
ground motion as a function of time. Thus, one can define the main goal of seismology
as obtaining inferences from seismograms. Given definitions are easily applicable to
volcano seismology taking into account the fact that corresponding measurements and
observations are done in the vicinity of volcanoes. It should be noted, that seismic
stations deployed in volcanic regions register signals not only of volcanic origin but
tectonic earthquakes of different scales (local, regional, teleseismic), ambient and an-
thropogenic noise, etc. Thus, the signal (displacement u) recorded by a station in the
vicinity of a volcano can be expressed as:

u = uamb + uant + utect + uvolc + uinst (1.1)

where uamb and uant are the natural and the anthropogenic components of the ambient
noise wavefield, respectively, utect are signals generated by tectonic sources not related
to the volcano-magmatic activity, uvolc is the wavefield generated by different types
of seismo-volcanic sources, and uinst is the instrumental noise. Consequently, while
performing research a scientist should solve the problem of defining and extracting
the data useful in a particular investigation and corresponding to a phenomenon of
interest.

So far, the seismovolcanic analysis starts with the “detection” step aimed at separat-
ing the “useful” part uvolc from other contributions (ambient, tectonic, instrumental).
This task is not a fully trivial because different contributions in equation (1.1) can be
act simultaneously and overlap in frequencies.
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1.2. Monitoring of volcanoes

Then, the most important part of volcano-seismological analysis is interpreting uvolc

in order to infer information about the state of the volcano and processes occurring in
the volcano-plumbing system to eventually predict its evolution. In the most general
case, a time (t) dependent displacement uvolci (rr, t) associated with seismo-volcanic
sources and recorded on the component i of a receiver located in rr (the subscript r
stands for receiver) can be written as [Kumagai, 2009]:

uvolci (rr, t) =

∫ +∞

−∞

∫∫∫
V

f volc
j (r, τ) Gi,j(rr, t− τ, r, 0) dV (r) dτ (1.2)

where f volc
j (r, τ) is a time and space dependent equivalent body force (j-component)

and Gi,j(rr, t− τ, r, 0) is the Green’s function, i.e., the mathematical representation of
the seismic wave propagation from the source to the station.

In a simplified case of a few seismic sources generated by different processes within
a volcano and remaining stationary in space within the considered time window, this
equation can be simplified as:

uvolc(rr, t) =
∑
k

∫ +∞

−∞
Sk(rks , τ) G̃(rr, t− τ, rks , 0) dτ (1.3)

where k indexes different acting tremor sources located in positions rks , Sk(rks , τ) is a
generic representation of a source k time function that can be either a force vector or
a moment tensor, and G̃(rr, t − τ, rks , 0) represents either the Green’s function or its
spatial derivative.

Equation 1.3 explains the complexity of seismovolcanic signals with their very vari-
able time signature and frequency content [e.g., Kumagai, 2009, Chouet and Matoza,
2013] that is illustrated in Figure 1.6 showing one day of continuous data recorded
by station KMN located in the region of the Klyuchevskoy volcanic group in Kam-
chatka (Russia). Multiple seismic events with very variable properties are observed
and likely correspond to different sources (sometimes repetitive) related to different
physical processes.

Ideally, we would like to achieve a full physical interpretation of the observed
seismic signals. This would imply to identify all sources contributing to equation 1.3,
to locate them, to characterize their source mechanisms and source time functions
(rks , Sk(rks , τ)), and finally to find a physical relationship between the emitted seismic
waves and the underlying processes. Such a full physical interpretation is, however,
far from being achieved within the modern state of the art in volcano seismology
because of the multiple reasons, i.e., strong complexity of observed seismograms that
contain sometimes thousands of events per day, intricacy of wave propagation or poor
knowledge of the internal volcanic structure required to describe it (Green’s functions:
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Figure 1.6: One day of seismic data recorded at station KMN located in the KVG
region (top) and various signals and their spectra produced by different volcanic pro-
cesses (bottom)

G̃(rr, t − τ, rks , 0)), insufficient understanding of the physics of the source of most of
the seismo-volcanic phenomena, etc.

Considering the impossibility of the full physical interpretation, empirical ap-
proaches are most often used to link the seismovolcanic observations with the volcanic
unrest. Simplest methods are based on some approximate estimations of the level of
seismic activity such as the earthquake occurrence rate or average level of the recorded
signal estimated, for example, with the “Real-time Seismic Amplitude Measurement”
(RSAM) [Endo and Murray, 1991]. More advanced methods of interpretation of seis-
movolcanic signals require classifying in several distinct categories.
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1.2. Monitoring of volcanoes

1.2.2 Evolution of the volcanic seismicity classification and its

present-day state

Seismic signals recorded at volcanoes are numerous and correspond to different
processes. The first attempt to classify signals from volcanic earthquakes is described
in [Minakami, 1960], where the author singled out the following groups of seismic
signals based on the shape of waveforms and the hypocenters locations:

• A-type: earthquakes occurring at 1 − 10 km depth beneath volcanic edifices,
characterized by high frequencies of about 10 Hz and being observed before
eruptions;

• B-type: shallow earthquakes with depths up to 1 km in the vicinity of craters
with relatively low characteristic frequencies of 1− 3 Hz;

• explosive earthquakes: events accompanying explosions in volcanic craters, they
have frequency composition similar to that of the B-type, but with a higher
intensity;

• volcanic tremor: continuous process observed during lava or gas-ash flows, the
frequency composition is identical to the composition of explosive events.

At the same time another classification was developed independently in Kamchatka,
Russia [Tokarev, 1966]. According to it, volcanic events can be divided into 5 types
(I–V), where significant attention is paid to the ratio of body to surface waves in the
record and characteristic frequencies of these waves. In general, this classification is
similar to that described in [Minakami, 1960], and volcanic events of types IV and V
correspond to explosive earthquakes and volcanic tremors, respectively.

The classification problem has been puzzling scientists for many years, and nowa-
days volcanic seismicity is usually divided into two general groups: those occurring in
fluid and those occurring in solid medium [Gordeev, 1998]. The latter one are called
volcano-tectonic (VT) earthquakes and associated with the brittle failure of rocks in
volcanic edifices. These events act as sensors that highlight the stress concentrations
distributed throughout the volume of magma reservoirs. Figure 1.7a shows an exam-
ple of VT earthquake waveforms which are characterised by bright and clear onsets
of both P- and S-waves. These signals also have broad spectra with energy almost
uniformly distributed over the entire range of frequencies. Although the source mech-
anism of VTs is similar to the one of regular earthquakes, volcanic events tend to occur
in swarms rather than in mainshock-aftershock sequence [McNutt and Roman, 2015].
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Figure 1.7: Examples of different signals of volcanic origin and their spectrograms:
(a) Volcano-tectonic earthquake (Kilauea volcano, Hawaii). (b) Hybrid earthquake
(Mount St Helens, Washington). (c) Long-period earthquake (Shishaldin volcano,
Alaska). (d) Volcanic tremor (Kilauea volcano, Hawaii). (e) Deep long-period earth-
quake (Akutan volcano, Alaska) (f) Very long-period earthquake (Fuego volcano,
Guatemala). (g) Explosion event (Soufriere Hills volcano, Montserrat). (h) Rock-
fall event (Soufriere Hills volcano, Montserrat). The images and the description are
adopted from [McNutt and Roman, 2015]

The second big class of volcano seismicity called long-period (LP) is the result of
unstable mass transfer and thermodynamics of fluid [Chouet, 1996b]. Their nature,
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1.2. Monitoring of volcanoes

in particular the frequency of pressure fluctuations, provides direct information about
the state of the fluid. This broad class includes a large variety of signals lasting from
several seconds to days or even months (volcanic tremor).

Long-period earthquakes
As a rule, LP signals consist of emerging waves onsets followed by a harmonic coda

(Figure 1.7c). Another feature of waveforms produced by LP events is their similarity
within a recording channel that suggests a repeating excitation of a stationary source
generating these earthquakes.

As it was described in previous sections, plumbing magmatic systems are likely
to be sophisticated structures including magmatic bodies of different shapes and sizes
through which magma propagates in order to reach the surface. Seismic signals of
LP events as a result of this magma propagation often contain long lasting harmonic
coda. This waveforms feature is commonly interpreted as resonance of fluid-filled
bodies triggered by magmatic and hydrothermal activity. Thus, to reproduce a signal
with its particular amplitude, dominating frequency and coda attenuation, one should
reconstruct the shape and the characteristic size of the source as well as the parameters
of the fluid filling the magmatic body. Also, a triggering source of mechanical energy
is needed; this can be a small earthquake adjacent to a conduit, a flow transient or a
pressure fluctuation within a conduit, gas bubbles expanding or contracting, a shock
wave from choked flow, or other causes. Some researchers consider the source to be
the mechanical energy alone, while others treat the source as the ensemble of the
mechanical energy and the resonant response of the magma or water in conduits or
dikes.

Hybrid earthquakes
The term hybrid was introduced for the first time by [Lahr et al., 1994] in order

to describe earthquakes observed during the Redoubt volcano eruption. These events
could not be assigned either to an LP class or a VT one as they combined the waveform
characteristics of both of them. Thus, seismograms of hybrid events have a sharper
and a clearer P-wave arrival than LP events but at the same time they have a harmonic
coda atypical for VT (Figure 1.7b). Consequently, the general idea on the origin of
hybrid earthquakes is that they are LP events triggered by shear faulting [Chouet and
Matoza, 2013].

Volcanic tremor
As well as separate LP earthquakes, volcanic tremor is characterized by a harmonic

waveform of a stable amplitude lasting from several minutes to days, and sometimes
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several months or even longer. LP earthquakes and tremors differ in duration, while
they have the same temporal and spectral components what suggests the existence of
a common source underlying the two types of events [Chouet and Matoza, 2013]. Some
authors [e.g., Latter, 1979, Fehler, 1983, Neuberg et al., 2000] propose an idea that
volcanic tremor is the result of overlapping LP events, when their inter-event times
become too short such that the waveforms are no longer distinguishable. Nevertheless,
the controversial opinions can be found as well [e.g., Sciotto et al., 2022].

1.2.3 Limitations of classification schemes

The conventional approach of classification and further interpretation of volcanic
seismicity is rather conditional and subjective. Perhaps, it had been reasonable when
this part of volcano monitoring was at its birth stage, and instrumental and compu-
tational abilities were limited. Moreover, the assignment of an earthquake to one or
another seismicity group is usually performed either manually by operators or auto-
matically but using parameters defined from a human perspective. Also, generally
there is no underlying physics and understanding of ongoing processes in a volcano,
only visual characteristics. After all, usually no analysis of the obtained catalog is
performed. This problem is especially acute in the case of volcanic tremors.

Some scientists have already pointed out the idea of a more sophisticated classi-
fication approach not limited by several groups of signals. For example, in [Neuberg
et al., 2000] the results of spectral analysis of LP events observed at Montserrat are
presented. The authors exceptionally note on the variety of spectral characteristics
of signals, and reveal that this observation is due to a source effect and not a path
one. Nevertheless, they stay in terms of two classes of seismicity, LP and hybrids, as
end-members of the range with the other events falling in between.

In particular, ideas on improvement of the classification approach are widely spread
in the works dedicated to the application of machine learning in seismology. There are
two types of machine learning algorithms. The first class called “supervised learning”
defines non-linear relationships between observations and labels (indicating that they
belong to a particular class). Supervised approaches can be useful in detection and
classification of already known classes of signals. However, these algorithms need to
be “trained” on “labeled” datasets and strongly depend on the quality of the predefined
labels, which in the case of volcano seismology are estimated in the obsolete manner.
Therefore, they cannot be used for discovering new classes of seismic signals. To deal
with this task some researchers call for the use of “unsupervised machine learning”
[Bardainne et al., 2006, Köhler et al., 2009, Seydoux et al., 2020]. This type of al-
gorithms recover patterns and structure of unlabeled data free from the bias of the
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researchers perspective.

1.3 Motivations and content of this thesis

This work is aimed at investigating the seismicity beneath the Klyuchevskoy vol-
cano group (KVG) in Kamchatka. The KVG is one of the world’s largest and most
active subduction zone volcanic clusters which comprises 13 closely spaced stratovol-
canoes and covers a region with a diameter of 70 km. The extraordinary volcanic
activity of this region is associated with the tectonic setting of the KVG (Figure 1.8)
which is determined by the processes in the junction zone of the Kuril–Kamchatka
and the Aleutian island arcs [Shapiro et al., 2017b]. This region is also host to the
subduction of the Hawaiian–Emperor ridge, and the KVG in this framework is located
above the edge of the sinking plate.

Figure 1.8: Map of Kamchatka peninsula with the main tectonic features and the
KVG area shown with a red rectangle (left panel), and the detailed map of the KVG
with the main active volcanoes (right panel), a red dotted line shows an approximate
position of the cluster of DLP events (h = 30–35 km)

Thus, the geodynamic models seeking to explain the volcanic activity of this vol-
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canic group are complex and incorporate many factors: fluid release from a thick and
highly water-saturated crust of the Hawaiian–Emperor Ridge [Dorendorf et al., 2000],
mantle flow around the edge of the Pacific Plate [Yogodzinski et al., 2001], or slab
detachment from a subducting plate due to the recent structural rearrangement of the
subduction beneath Kamchatka [Levin et al., 2002].

The feature of the KVG volcanoes is the different eruption types ranging from the
Hawaiian type effusive eruptions as those during the two recent Tolbachik eruptions
to the catastrophic explosive eruptions, for example, the Bezymyannyi eruption in
1956. Numerous eruptions and other volcanic manifestations generate an exceptional
level of seismic activity including volcanic earthquakes of different types and tremors
[Ozerov et al., 2007, Ivanov, 2008, Senyukov et al., 2009, Droznin et al., 2015] (Figure
1.6). The strength and variety of seismo-volcanic activity in the KVG region make it
potentially one of the best “natural laboratories” in the world to study and advance
volcano seismology.

Analysis of the seismograms from the KVG region is done together with the data
of the whole Kamchatka seismic network by the operators of the Kamchatkan Branch
of the Geophysical Survey of Russian Academy of Sciences (KB GS RAS). The data
are processed in a “traditional” manner when all detections and travel time picks are
verified “manually” by an operator. One of the problems of this approach is that it
is not sufficient to efficiently monitor the enormous seismicity level of Kamchatka. So
far, the KB GS RAS reports on average 20 regional and 90 volcanic (with only 30 of
them located) earthquakes per day. Activity levels strongly increase during eruptions
and aftershock sequences resulting in hundreds or sometimes thousands of events per
day. Therefore, resulting catalogs of volcanic seismicity are often incomplete and lack
details for advanced interpretation. Only basic parameters such as the average signal
amplitude and the average earthquake occurrence rate (independent of their type)
are routinely used for assessing the level of volcanic activity. Physical mechanisms
linking most of the KVG seismic signals with the volcanic processes remain very poorly
understood.

All this implies that additional research is needed to improve the seismic monitoring
of the KVG volcanoes and to better explore the enormous potential of the observations
collected in this region for better understanding of the seismo-volcanic processes. The
main goal of this thesis was to contribute to such research and the work has been
aimed both physical interpretation of some of the observed signals and development
of the statistical analysis of the data with machine learning.
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1.3.1 Part 1: Physical origin of deep long period volcanic earth-

quakes

Among various volcano-seismic phenomena we chose a particular class of seismicity,
deep long period earthquakes (DLP), for a detailed inspection. This type of seismo-
volcanic events is considered to be important because they are believed to represent one
of the earliest manifestations of the volcanic unrest preceding the eruptions. Although
the DLP earthquakes have been observed in various volcanic systems, their physical
origin remains not fully understood. Part 1 includes Chapters 2 and 3.

Chapter 2 starts from the very basic but yet challenging step in volcano seismology:
detecting and extracting signals of week DLP earthquakes recorded in noisy environ-
ment. In order to compile a seismic catalog in its traditional sense these waveforms
should be quantified, and at this step a new approach of defining moment magni-
tude MW is introduced as the classic technique of magnitude estimation applied in
Kamchatka is not possible due to low signal-to-noise ratio of DLP earthquakes. The
obtained detailed catalog is used further to verify if the DLP earthquakes satisfy
the Gutenberg-Richter law, i.e. the empirical relationship between the number of
earthquakes and their magnitude. After implementing the statistical investigation the
deviation from the common distribution is found. This fact can point on a source
mechanism different from the shear slip model. The results of this Chapter has been
published as a paper in Izvestiya, Physics of the Solid Earth and also contributed
to the development of a new physical model of the DLP earthquakes described in a
co-authored paper [Melnik et al., 2020] (see Appendix).

In Chapter 3, we start to define the kinematic parameters of the source of DLP
seismicity. To do so, various processes that can be observed in volcanoes, such as
magma movement in a conduit, opening of a magmatic intrusion due to a rapid pressure
change, etc., are considered. Thus, we take into account possible mass advection effects
and add to the moment tensor a possible single force component [Takei and Kumazawa,
1994]. To constrain the source mechanism we use the fit to the observed amplitude
ratios between P- and S-waves instead of performing a full inversion in the parameter
space. This decision is taken because classic inversion procedure may be subject
to a strong uncertainty. Alternatively, we proceed with testing a set of “plausible”
hypotheses resulting in source mechanisms with a reduced number of parameters.
Altogether, the first part of the thesis summarises the attempts to recover the physical
mechanism of the DLP earthquakes and shows its clear difference from the classic
model developed for regular tectonic seismicity. The results of this Chapter has been
submitted as a paper in Journal Volcanology and Geothermal Research.
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1.3.2 Part 2: Studying the seismicity in the vicinity of the

Klyuchevskoy Volcanic Group with machine learning

The second part of this thesis is dedicated to the problem of classification of the
seismic signals recorded in volcanic regions. Given the complexity and volumes of seis-
mic data the machine learning (ML) approach is chosen. Chapter 4 gives an overview
of the used ML methods.

In Chapter 5, we investigate if ML can help to separate volcanic and tectonic
seismicity with using data only from one channel of a single station. In particular,
the data recorded between December 2018 and March 2019 are analyzed. During this
period, a long aftershock sequence of a strong M=7.3 Komandor Island earthquake
was considered coincided in time with an eruption of Shiveluch and respective swarm
of volcanic earthquakes. Various representations of seismic data were explored with
both supervised and unsupervised algorithms.

In Chapter 6, the unsupervised ML is applied to identify different classes of seismic-
ity during a time period when several volcanoes were active. The data from October-
November 2022 when first Bezymianny and then Klyuchevskoy entered the activity
during the ongoing eruption of Shiveluch are considered.

18



Part I

Physical origin of the deep long
period volcanic earthquakes
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Chapter 2

Recurrence of deep long period earthquakes
beneath the Klyuchevskoy volcano group

Results presented in this Chapter have been published as a paper:
Galina, N.A., Shapiro, N.M., Droznin, D.V. et al. Recurrence of Deep Long-Period

Earthquakes beneath the Klyuchevskoy Volcano Group, Kamchatka. Izv., Phys. Solid
Earth 56, 749–761 (2020). https://doi.org/10.1134/S1069351320060026

2.1 Introduction

This thesis is dedicated to a very peculiar type of volcanic seismicity, namely deep
long period earthquakes. The DLPs has been observed at various volcanic regions
over the world. However, despite numerous studies of DLP seismicity there is no final
solution on its generating mechanism. This problem and corresponding discussion is
contained in detailed in Chapter 3. This chapter focuses on the statistical analysis of
the DLP earthquakes.

Investigating the main parameters of tectonic earthquakes (magnitude, energy,
seismic moment, source size and duration) with the statistical tools, it is possible to
reveal the similarity laws reflecting the physical processes in the sources [e.g., Kanamori
and Anderson, 1975]. Among the main statistical relationships characterizing the
physics of seismic sources is the so called recurrence law which describes how the total
number of the occurred earthquakes changes with the magnitude, i.e, well-known the
Gutenberg–Richter frequency-magnitude relationship [Gutenberg and Richter, 1944]:

lgN = a− bM (2.1)

where N is the number of earthquakes with magnitude M ; a is the parameter charac-
terizing seismic activity; and parameter b referred to as the b-value is the slope of the
frequency–magnitude graph. In fact, the b-value shows the proportion of large and
small events in the catalogue. In case of regular tectonic earthquakes the b-value is
very close to 1 [Frohlich and Davis, 1993]. This relationship is explained in the context
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of a scale-invariant model where the earthquakes occur as slips on the fault planes and
their probability is inversely proportional to the area of the involved fault segment
[e.g., Stein and Wysession, 2009]. At the same time, the coseismic stress-drop is, on
average, independent on the earthquake size [Shaw, 2009].

The results of statistical analysis in volcano seismology are not unequivocal and not
as clearly systematized as in the case of the tectonic earthquakes. In other works, the
attempts to describe the observations by the Gutenberg–Richter frequency–magnitude
distribution lead to the b-value determinations substantially larger than 1 [McNutt,
2005, Varley et al., 2010, Roberts et al., 2015, Greenfield et al., 2022, Rodŕıguez-
Pérez et al., 2022]. These observations show that the mechanisms of the volcanic
LP earthquakes are not always fit by the scale-invariant model suitable for the tec-
tonic earthquakes. At the same time, establishing a generally accepted form of the
frequency–magnitude relationship for the volcanic LP earthquakes will require more
detailed analysis of the data recorded from different volcanoes.

In particular, statistical analysis of DLP earthquakes recurrences can contribute to
better understanding of the physical mechanism responsible for their generation. One
of the world’s most intense sources of volcanic DLP earthquakes is located beneath the
Klyuchevskoy volcano in Kamchatka at the depths of 30–35 km corresponding to the
crust–mantle boundary [Gorelchik and Storcheus, 2001, Gorelchik et al., 2004, Shapiro
et al., 2017a]. Senyukov [2013] studied the dependence of the b-value on the depth
beneath the KVG. The analysis revealed higher b-values in the region of a deep magma
chamber located at the crust–mantle boundary and generating DLP earthquakes.
Moreover, Gorelchik and Storcheus [2001] supposed that the frequency–magnitude
relationship of the earthquakes at these depths could be better approximated with
the normal distribution. Similar observations were reported at other volcanic regions
including high b-values [Wiemer and McNutt, 1997, Murru et al., 2007] and evident
deviations of the frequency-magnitude distribution from the Gutenberg–Richter rela-
tionship [Okada et al., 1981, Main, 1987, Lahr et al., 1994].

In this work, we analyze the frequency–magnitude distribution for the Klyuchevskoy
DLP earthquakes on a more detailed basis. To this end, we apply a sensitive detection
method based on a matched filter and use a magnitude scale based on the estimates
of the scalar seismic moment from the records of S-waves. The sections below provide
a detailed account of the analysis methods and the results of their application to the
continuous seismic records for a period of 2011–2012.
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2.2. Data

2.2 Data

Seismic monitoring at KVG is conducted by a network of permanent seismic sta-
tions of Kamchatka Branch of Geophysical Survey of Russian Academy of Sciences
(KB GS RAS) [Chebrov et al., 2013]. The data from all seismic network stations
are transferred to Petropavlovsk-Kamchatskii and uploaded to the servers of the re-
gional information processing center of KB GS RAS in close-to-real-time mode. The
data acquisition and transfer system is organized on the basis of KB GS RAS lo-
cal network using the Internet channels of two digital services providers (Rostele-
com and InterKamService), RadioEthernet communication networks, OAO SetTele-
com VSAT network, OAO Satis VSAT network based on “Idirect” technology with a
hub in Petropavlovsk–Kamchatskii. The main file depot is a specialized seismic data
archive servers based on two RAID 6 arrays. The data are stored in the form of daily
files for each channel of each station [Chebrov et al., 2010, Senyukov et al., 2020].

In this work, we use radio telemetric seismic stations (RTSS) the signals from
which are transmitted via radio channel with FM-FM modulation, directly or through
a repeater, to the receiver centers in Kozyrevsk and Klyuchi villages where they are
converted into digital records with a sampling frequency of 128 Hz. In this work, we
used the records of the three-component CM3KV velocimeters with a frequency band
of the recorded seismic signals of 0.7–20 Hz. The RTSS environment was developed in
1974–1982 for the purposes of on-line monitoring of active volcanoes [Gavrilov et al.,
1987]. The seismic stations used in this study are shown in Figure 2.1.

2.3 Methods

2.3.1 Automatic earthquakes detection and seismic catalog com-

pilation

To perform exhaustive statistical analysis a high quality seismic catalog should
be obtained. In case of volcanic seismicity classic manual data processing is difficult
and sometimes impossible due to several reasons. First of them is low signal-to-noise
ratio (SNR) of waveforms of volcanic earthquakes with their emerging arrivals of P-
and S-waves which are often indistinguishable. Moreover, the vast number of ongoing
volcanic events can reach hundreds or even thousands during volcanic crisis. These
circumstances inevitably led to the development of automated algorithms for seismic
data processing.

At first, the described method received little attention from seismologists due to
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Figure 2.1: Map of the
Klyuchevskoy volcano
group, black triangles
show the permanent
stations data from which
was used in this study

its high sensitivity to the input template waveform. However, the majority of recorded
signals come from unknown sources, and consequently have unknown waveforms. In
seismological practice, when registering an unknown signal, a method is often used
where the signal energy in the short (STA) and long (LTA) time windows are compared
for the waveform. Detection occurs when the STA/LTA ratio exceeds a predetermined
threshold. The algorithm then defines whether the detections at multiple network
stations are consistent with the seismic source. If a seismic event is registered at several
stations, it is included in the catalog. The STA/LTA method confidently distinguishes
earthquakes in which P- and S-wave arrivals are characterized by a high SNR. The
advantage of this approach is the ability to register events without prior knowledge of
the waveform or any information on the source. However, in more complex problems
such as detecting volcanic earthquakes, sensitivity of the STA/LTA algorithm is too
low [Yoon et al., 2015].

One of the most efficient methods for detecting a known signal in noisy time series is
to compute the correlation function of the template waveform with successive sections
of the data series. Parts of the signal that have a high degree of similarity to the
template will result in a high value of the correlation function. Such a procedure is
called template matching [Van Tees, 1968]. It allows to register events with very low
SNR values, when the template waveform is presented with waveforms from several
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stations, and the final decision on a detection is based on the average value of the
correlation coefficient over a set of seismic stations [Gibbons and Ringdal, 2006a, Shelly
et al., 2007]. It is a versatile and powerful tool that is capable of detecting events in
a wide range of seismological studies: weak earthquakes of small magnitude [Schaff
and Waldhauser, 2010], foreshocks [Kato and Nakagawa, 2014] and aftershocks [Peng
and Zhao, 2009], earthquake swarms [Shelly et al., 2013], low frequency earthquakes
in tectonic tremor [Shelly et al., 2007] and volcanic tremor itself [Tang et al., 2010].
This method is applicable to the study of induced seismicity [Skoumal et al., 2014]
and microseismic monitoring [Plenkers et al., 2013, Song et al., 2010]. The degree of
similarity between two waveforms has been repeatedly used to classify events according
to the source location. Shapiro et al. [2017a] studied two groups of LP earthquakes:
shallow, occurring directly under active volcanoes of the KVG, and at a depth of about
30 km, in the area of a deep magma chamber. Yet again, the main limitation of events
detection using cross-correlation is the presence of a known template waveform.

Also a common method in practice of earthquakes detection is autocorrelation
when the signal waveform of interest is unknown. In this approach continuous data
is splitted into small overlapping windows, and then cross-correlation of all possible
pairs of windows is calculated. When the correlation coefficient exceeds the threshold,
corresponding signals are marked as “candidates”. Subsequently, such events can be
post-processed with additional cross-correlation calculation, grouped into “families”
and form a set of less noisy template signals. Autocorrelation was applied in [Brown
et al., 2008] where both known and previously unknown low-frequency earthquakes
were successfully detected in a tectonic tremor.

Thus, autocorrelation is much more sensitive than STA/LTA and can detect un-
known similar waveforms, but this method requires significant computational resources.
This disadvantage makes it impossible to process very large volumes of seismological
data. This algorithm does a lot of redundant work, since the vast majority of time
windows are not correlated with each other. Autocorrelation is suitable for detecting
repetitive earthquakes over several hours of continuous data [e.g., Brown et al., 2008].

Yoon et al. [2015] proposed a new detection algorithm that combines the advantages
and eliminates the disadvantages of the previously described methods. It is based
on the probabilistic dimension reduction of multidimensional data (LSH), and it is
designed to compare not the original seismograms, but their “fingerprints”, i.e. the key
distinguishing features of the signals. Consequently, similar waveforms are expected
to have similar “fingerprints”.

Considering a particular feature of LP earthquakes, namely the similarity of their
waveforms we finally selected the template matching algorithm [Van Tees, 1968]. The
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main advantages of this method are (1) high sensitivity required for detecting weak
LP earthquakes and (2) relatively low computational costs taking into account the
amount of data to be processed. Thus, template matching algorithm searches for a
priori known signal, template, in noisy time series by calculating the cross-correlation
functions of the template signal with the successive segments of the incoming data
stream. The fragments of the signal that have a high degree of similarity with the
template waveform give a high value of the cross-correlation function. The detection
sensitivity substantially increases in the case of simultaneous use of multicomponent
seismic array records [Gibbons and Ringdal, 2006b]. Also, template matching al-
gorithm has already shown its efficiency in various studies including LP seismicity
investigations [e.g., Shapiro et al., 2017a].

The first step in processing seismological data is bandpass filtering from 1 to 5
Hz and decimation. Figure 2.2a shows one hour of record (vertical component at
KMN station) containing several LP events. The template event used for detection
and comparison of its waveform with the waveform of the detected earthquake is also
shown (Figure 2.2b-c). The records of the template earthquake at all stations are
presented in Figure 2.3.

According to the template matching algorithm, a time window of a template du-
ration moves along the seismogram shifting at each step by one data count. At every
step the correlation coefficient is calculated between the template and a signal segment
of the same duration with the following equation:

CC(X, Y ) =
(X, Y )

∥X∥∥Y ∥
(2.2)

where (X, Y ) is the dot product of two vectors, X and Y , and ∥X∥∥Y∥ are their norms
correspondingly. If we represent vectorsX and Y as sets of the counts xi, yi, i = 1, ..., n

in time:

X =


x1
...
xn

 , Y =


y1
...
yn

 (2.3)

the dot product and the norms of these vectors are calculated in the following way:

(X, Y ) =
n∑

i=1

xiyi (2.4)

∥X∥ =

√√√√ n∑
i=1

x2i , ∥Y ∥ =

√√√√ n∑
i=1

y2i (2.5)

For example, when applied to single component data, the algorithm yields a time
series of the correlation coefficients for one day (top panel of Figure 2.4). In the case of
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Figure 2.2: Example of an earthquake detection using template matching algorithm
(all seismograms are band filtered from 1 to 5 Hz): (a) one hour of a continuous seismic
record at vertical component of station KMN; (b) template used for detection (June
26, 2012 12:26:10), records at station KMN; (c) example of a detection with CC = 0.60

at station KMN (event is highlighted with blue in panel (a))

the analysis of multicomponent records, the time series of the correlation coefficients
for individual components are averaged. In this work, we used the records from ten
stations of KB GS RAS seismic network. Thus, the seismograms recorded with three
channels of every station were processes with the template matching algorithm, and
after that 30 obtained correlation functions were averaged. This procedure was re-
peated for every day of the study period. The example in the bottom panel of Figure
2.4 shows that simultaneous analysis of multicomponent data results in more precise
detection and makes the algorithm more selective.

As a result, the algorithm detects the signals whose quite complex waveforms
including both direct seismic waves and the coda highly similar to the initial template
simultaneously at several channels (including the correction for time delays between
stations). This waveform similarity is possible only in the case when the sources of all
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Figure 2.3: Seismograms of a template DLP event (June 26, 2012 at 12:26:10) recorded
by the stations used in this study

detected signals are located very close to each other (at least, not further than half
a wavelength) and have almost identical mechanisms. Such a group of earthquakes
can be considered being a result of the action of a single source with very frequent
recurrence.

The initial template used for detecting a group of earthquakes generated by the
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Figure 2.4: Time series of correlation coefficients for one day of observations. Single
peak with CC = 1 corresponds to the record segment containing the template signal
(June 26, 2012, 12:26:10, Figure 2.3): result for the vertical component of station KMN
(top); correlation coefficient averaged over 10 stations and 3 components (bottom)

same recurrent source (or by a group of identical and very closely located sources)
was selected, in a sense, at random. Therefore, for improving the detection quality, an
stacked, i.e. averaged, template which is more representative of the entire group of the
earthquakes was calculated. To this end, at the previous step, one should select all the
detections which meet the condition CC ≥ 0.3 and then stack their waveforms. This
procedure allows to reduce the contribution of the incoherent noise and constructively
sums the correlated signals. Figure 2.5 shows the waveforms of the original and stacked
templates at one channel. After this, the procedure of correlation function calculation
is repeated with the stacked template.

The detection criterion is that the averaged correlation coefficient over all stations
must exceed a given threshold. At CCstack < CCthreshold, the detection is considered
false and the corresponding CC value in the series is zeroed (Figure 2.6). If the detec-
tion proves to be reliable, the moment magnitude of the detected event is calculated
by the algorithm described in the section below.

2.3.2 Magnitudes calculation

Currently, in Kamchatka the classification of the regional earthquakes in terms of
their energy class Ks is used [Rautian, 1960, 1964] (the S-wave class determined from
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Figure 2.5: Examples of waveforms of the original (purple line) and the stacked (black
line) templates

Figure 2.6: Result of event detection with the stacked template over 10 stations and
3 components; CCaverage ≥ CCthreshold = 0.12

S.A. Fedotov’s nomogram [Fedotov, 1972]). This quantitative characteristic is defined
as:

Ks = lgE (2.6)

where E is the energy (in joules) of seismic waves. The relationship between energy
class and magnitudemCKM is described by the following formula [Gusev and Melnikova,
1990]:

Ks = 2.00mCKM + 1.68± 0.55 (2.7)

where mCKM ≈ mB + 0.18, mB < 5.6.
The energy class Ks is determined from the nomogram constructed for the tectonic

earthquakes of a given region based on the maximum ratio of the amplitude in the
S-wave to its period (A/T )max and the epicentral distance for the earthquakes with a
source depth h = 0 − 200 km. The nomogram was calibrated using the earthquakes
with Ks = 10− 11 that corresponds to the magnitude range of 4.2− 4.7. Magnitudes
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of volcanic earthquakes are substantially lower that challenges the applicability of this
magnitude determination method to the studied type of seismic events. Therefore, in
this work, we use the classical definition of the moment magnitude [Kanamori, 1977,
Hanks and Kanamori, 1979] with the calculation of the seismic moment.

Despite the fact that the mechanism of the LP volcanic earthquakes is likely to
differ from a pure shear slip along a fault, i.e. an idealized mechanism of tectonic
earthquakes, and contains a significant volumetric component, it still can be described
by a seismic moment tensor [Wech et al., 2020]. In some cases, a superposition of
a moment tensor and a single force vector is considered [Chouet and Matoza, 2013,
Wech et al., 2020]. In case of a tensor description of the source, it is possible to
determine a scalar seismic moment. The latter will not necessarily be associated with
the magnitude of the slip on the fault, as in the case of the tectonic earthquakes, but
rather with a volume change. For example, considering propagation of magmatic melt
through a system of microfaults, a probable geometry of a seismic source could be an
opening crack. If so, the seismic moment tensor M is written out as [Aki and Richards,
1980]:

M =

λdV 0 0

0 λdV 0

0 0 (λ+ 2µ)dV

 (2.8)

where λ and µ are Lamé constants; dV is the change in the volume of a crack. In
the case of the Poisson medium (λ = µ), the scalar seismic moment M0 = 0.6λdV .
Sources with this type of the mechanism emit more S-waves than P-waves [Shi and
Ben-Zion, 2009], it is consistent with the observed signals of DLP earthquakes [Shapiro
et al., 2017a, Wech et al., 2020]. Based on these considerations, we proposed to use
the moment magnitude scale for the DLP earthquakes:

Mw =
2

3
(lgM0 − 9.05) (2.9)

The hypocenters of the studied DLP earthquakes are localized within a small spa-
tial domain beneath the Klyuchevskoy volcano at the crust–mantle boundary (at the
depths from 30 to 35 km) [Shapiro et al., 2017a]. Thus, the distance from these
hypocenters to the recording seismic stations is above ten wavelengths (for the fre-
quencies of the order of 1.5 Hz used in this study). Therefore, the estimate of the
seismic moment was obtained from the equations for ground surface displacements
from S-waves in the far field [Aki and Richards, 1980]:

u(x, t) = γ
Ṁ0(t− r/β)

4πρβ3r
(2.10)
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where M0 is the seismic moment; t is time; β is the S-wave velocity; ρ is the rocks
density; r is the distance from the hypocenter to the observation point x; γ is a factor
associated with the radiation pattern of the source. In the practical calculations of
magnitudes, the full seismic moment tensor and the corresponding radiation pattern
are not estimated (largely due to the complexity and instability of the estimation
procedure). Instead, it is assumed that the use of the records from multiple stations
averages this factor. Therefore, in the subsequent analysis, we use the approximate
value γ = 1. Thus, from equation 2.10 it follows:

Ṁ0 ∼ 4πρβ3r · uS (2.11)

Calculating the derivative of the displacement in the Fourier domain, we obtain:

vS ∼ u̇S ∼ 2πf · uS (2.12)

where uS and vS are the amplitudes of the displacement and velocity records, respec-
tively; f is the characteristic signal frequency of S-waves. The final estimate of the
seismic moment is

M0 ∼
4πρβ3r · uS

2πf
=
ρβ3r

πf 2

∣∣vSmax

∣∣ (2.13)

where
∣∣vSmax

∣∣ is the maximum amplitude in a DLP seismogram. The distances
r are calculated from the known depth (h = 32 km) of the magma reservoir and
the coordinates of seismic stations. In our calculations, we assumed the following
parameters of the medium: ρ = 3000 kg/m3, β = 3500 m/s.

Based on the results of visual inspection of the amplitude Fourier spectra at dif-
ferent stations and channels (example of station KMN in Figure 2.7), we decided to
use the value of the characteristic frequency f = 1.5 Hz.

The maximum displacement velocities at an individual station were calculated from
three components:

⟨vSmax⟩ =

√√√√ 3∑
j=1

v2j (2.14)

where vjmax is the maximum displacement velocity in the j-th channel. From the
obtained ⟨vSmax⟩ the seismic moments (13) and moment magnitudes (8) are calculated
at each station, and the obtained values are then averaged over all stations:

Mw =
1

N

N∑
i=1

M i
w (2.15)

and this final value Mw is cataloged.
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Figure 2.7: Examples
of the amplitude Fourier
spectra of a DLP earth-
quake (template on June
26, 2012 at 12:26:10) at
various channels of sta-
tion KMN

2.4 Results

We have processed the seismograms obtained by KB GS RAS stations network from
January 1, 2011 to December 31, 2012 using more than 400 template earthquakes se-
lected from the KB GS RAS catalog of volcanic earthquakes [Senyukov, 2013, Senyukov
et al., 2014]. The processing result using one template is a seismic subcatalog where
every seismic event has in correspondence the CC value between its waveform and the
used template and calculated moment magnitude M. The minimum threshold value
of the correlation coefficient for including an earthquake in a catalog is CCmin = 0.08.
For each CCi value, starting from CCmin with a step of 0.02, we compiled a subset of
earthquakes whose correlation coefficients were higher than CCi. Based on the results
of the performed statistical analysis, for the subsequent study we decided to use the
samples composed of the seismic events with CC ≥ 0.12.

Figure 2.8 shows the frequency-magnitude distribution of DLP events from one
of the largest subcatalogs obtained with the template shown in Figure 2.3, and this
database includes 11627 events. Further we show the possible ways to approximate the
obtained frequency–magnitude distribution. It is logical to begin with the power-law
testing (Figure 2.8a); however, the b-value of the resulting linear relationship proves to
be overestimated (b = 3.4), which is consistent with already existing results obtained
with the catalogs of the volcanic earthquakes [e.g., Senyukov, 2013]. The b-value was
estimated by the least square technique in the interval of magnitudes starting from
Mw = 1.40. In this case, we do not intend to find the best approximation of the
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frequency–magnitude plot but rather show that the b-value is strongly above 1 in any
case (grey dashed line with the corresponding slope in Figure 2.8a). Taking into ac-
count some notes that the frequency–magnitude distributions of volcanic earthquakes
clearly deviate from the Gutenberg–Richter relationship [e.g., Okada et al., 1981,
Main, 1987, Lahr et al., 1994] we propose to describe the obtained plot with another
type of distribution, for instance, the normal distribution:

f(x) =
1

σ
√
2π

exp
(x− µ)2

2σ2
(2.16)

with the standard deviation σ = 0.27 and the mean µ = 1.35. The right branch of the
plot is approximated well with the normal distribution while the left branch is affected
by the insufficient sensitivity of the network (or the effects of network blinding due to
volcanic tremors).

Figure 2.8: Frequency–magnitude distribution (open circles) for the subcatalog ob-
tained with the template shown in Figure 2.3: (a) possible approximation with Guten-
berg–Richter law and (b) possible approximation with the normal distribution.

As it was mentioned before the seismic data recorded during 2011–2012 was pro-
cessed with more than 400 template events. The obtained subcatalogs for each tem-
plate were merged to compile the final catalog of 48915 earthquakes. The frequency-
magnitude distribution of this dataset is presented in Figure 2.9.

2.5 Discussion and Conclusions

The distributions obtained for the cluster of similar DLP earthquakes beneath the
Klyuchevskoy volcano substantially differ from the Gutenberg–Richter relationship by
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Figure 2.9: Frequency–magnitude distribution of the complete catalog of DLP earth-
quakes

the fact that for these earthquakes it is possible to determine a scale parameter that
corresponds to a certain characteristic size of the generating source. This characteristic
size scaling is fairly consistent with the generation of numerous recurrent earthquakes
by a single source. The existence of these sources is described by the models considering
pressure variations in magma. Seismic waves in these models can either be generated
by a periodic pressure drop through mechanical barriers or valves [Shapiro et al., 2018,
Wech et al., 2020] or by rapid avalanche-like degassing leading to a pressure increase
[Melnik et al., 2020]. We note that for this type of the earthquakes, the “standard”
analysis of the frequency–magnitude relationship with estimation of the b-value is
meaningless as the obtained values will vary depending on the used magnitude range.

We built a full catalog of DLP earthquakes by merging subcatalogs obtained with
the selected templates. The frequency–magnitude distribution for the complete catalog
of DLP earthquakes beneath the Klyuchevskoy volcano has a complex shape with
several local maxima. We interpret this effect as the result of overlapping of the
distributions from the sources with several characteristic sizes.
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Source mechanisms
of deep long period earthquakes beneath the
Klyuchevskoy volcano group
inferred from S-to-P amplitude ratios

Results presented in this Chapter have been submitted as a paper to Journal of Vol-
canology and Geothermal Research.

3.1 Introduction

Analysis of seismic signals recorded in the vicinity of volcanoes is one of the key
elements of volcano monitoring and one of the important sources of information about
active processes occurring at depths in the volcano plumbing systems [e.g., Chouet,
2003, Sparks, 2003, Nishimura and Iguchi, 2011, Zobin, 2011, Chouet and Matoza,
2013, McNutt and Roman, 2015, Matoza and Roman, 2022, Thelen et al., 2022].

Volcanic seismicity is often divided into two main classes. The first class of signals
associated with volcanic activity is composed of volcano-tectonic (VT) earthquakes
[e.g., Roman and Cashman, 2006]. These nearly impulsive signals are characterized by
a wide spectral range (up to 15–20 Hz) and clear arrivals of P- and S-waves. As their
name suggests, the origin of the VT earthquakes is believed to be similar to regular
tectonic earthquakes and is associated with the brittle failure faulting of crustal rocks
in the vicinity of volcanoes.

The second class of seismo-volcanic phenomena is called long-period (LP) seismicity
and includes a large variety of signals ranging from relatively short LP earthquakes to
long duration tremors. These signals have typical frequencies of a few Hz and their
origin is often associated with pressure fluctuations within magmatic and hydrothermal
fluids [e.g., Chouet, 1996a]. Thus, the LP seismicity is believed to be directly related
to the processes of the magma motion and pressurisation and to be able to provide
reliable precursors of volcanic eruptions.
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While most of the observed LP seismicity originate at very shallow depths (less
than 3-5 km), a particularly important sub-class known as the deep long period (DLP)
earthquakes occurs at depths ranging from the middle crust to the crust-mantle bound-
ary (25–40 km). The DLPs are usually linked with the processes occurring within the
magmatic fluids at such large depths and can reflect the activation of deep-seated
parts of the magmatic systems prior to eruptions. One of the first times, the swarms
of DLP events were recorded beneath Mount Pinatubo [White et al., 1996], and linked
to magma ascending from depth. Later DLPs were reported at different regions such as
Cascadia [Nichols et al., 2011], the Aleutian arc [Power et al., 2004], Japan [Hasegawa
and Yamamoto, 1994, Nakamichi et al., 2003, Aso et al., 2013, Niu et al., 2017, Yuku-
take et al., 2019, Kurihara et al., 2019, Ikegaya and Yamamoto, 2021, Kurihara and
Obara, 2021], Kamchatka [Shapiro et al., 2017a], Eifel [Hensch et al., 2019], and Hawaii
[Wech et al., 2020].

Despite these numerous studies, physical processes leading to generation of DLP
earthquakes and their seismic mechanisms remain poorly understood. Several hypothe-
ses have been suggested. As already mentioned, White et al. [1996] considered the DLP
seismicity being the elastic manifestation of the injection of deep-seated basaltic fluids
without, however, proposing any physical model. Aso and Tsai [2014] suggested that
the DLP earthquakes can be caused by thermal stresses induced by cooling of deep
magma bodies. The relationship between the possible focal mechanisms and stress
orientations suggested in this work again remained only at a qualitative level. The
DLP activity beneath Mauna Kea volcano in Hawaii has been also suggested to be
related to magma bodies cooling by Wech et al. [2020]. These authors however relate
the generation of the DLP earthquakes not with the thermal stresses but with the
degassing caused by so called "secondary boiling", i.e., the exsolution of volatiles dur-
ing the crystallization of cooling magma. Again, no quantitative model relating the
degassing and the generation of seismic waves has been suggested. More generally, the
hypotheses relating DLP activity with magma cooling do not seem appropriate for the
cases when such activity is occurring beneath the active volcanoes and especially in
association with eruptions and fresh magma supplies. For such situation, the model
of Melnik et al. [2020] considered a possible DLP generating mechanism via the rapid
growth of gas bubbles in response to the slow decompression of magma over-saturated
with volatiles (CO2–H2O rich). These authors show that this model is compatible with
the known composition of the basaltic magma emitted by the Klyuchevskoy volcano
in Kamchatka (Russia) where a sustained DLP activity is observed [Shapiro et al.,
2017a] and also can reasonably explain amplitudes and frequencies of the observed
DLP signals.
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Kinematic moment-tensor inversion of the DLP earthquakes [e.g., Nakamichi et al.,
2003, Aso and Ide, 2014, Hensch et al., 2019, Ikegaya and Yamamoto, 2021] was carried
out with fitting the amplitudes and waveforms of body waves and generally demon-
strated a strong volumetric component in the seismic source, which would be in agree-
ment with the generating process involving pressure variations in magma. However,
the results of such source inversion are associated with strong uncertainties because of
the combination of noisy data with poorly known wave propagation.

In this work, we study the kinematic source parameters of 29 DLP earthquakes
beneath the Klyuchevskoy volcano group (KVG) in Kamchatka, Russia recorded by
temporary stations of a recent seismic experiment [Shapiro et al., 2017b]. We use
the fit to the observed amplitude ratios between P- and S-waves in order to constrain
the source mechanism. We consider possible mass advection effects and add to the
moment tensor a possible single force component [Takei and Kumazawa, 1994]. At
the same time, instead of performing a full inversion in the parameter space that my
be subject to a strong uncertainty, we rather proceed with testing a set of “plausible”
hypotheses resulting in source mechanisms with a reduced number of parameters.

In the following sections, we start with describing the volcanic system and the
dataset. We then discuss different hypotheses about the source mechanism and corre-
sponding descriptions in terms of kinematic source parameters. The inversion method
is then introduced and applied to the records of 29 selected DLP earthquakes.

3.2 Dataset

In this work we use the data of a joint Russian-German-French temporary seismic
experiment KISS (Klyuchevskoy Investigation – Seismic Structure of an Extraordi-
nary Volcanic System) [Shapiro et al., 2017b]. The catalog of earthquakes occurred
during operation of this network (August 2015 – July 2015) has been compiled by the
Kamchatka Branch of Russian Geophysical Survey [Senyukov et al., 2021] based on
semi-automatic picking of arrivals of P- and S-waves [Droznin and Droznina, 2011].
Earthquakes with the hypocenters located in the vicinity of the crust-mantle bound-
aries beneath the Klyuchevskoy volcano were selected as potential DLPs. The first
choice criterion was the spatial distribution: latitude φ ∈ [56.2◦N, 56.6◦N], longitude
λ ∈ [160.5◦E, 160.7◦E] and depth z > 25 km. There were 136 events laying within
given boundaries. The second criterion ML ≥ 1.3 allowed to select 50 strongest earth-
quakes. Finally, after visually verifying their frequency content and signal-to-noise
ratios, we retained 29 earthquakes (Figure 3.1, Table 3.1) with waveforms suitable for
the analysis of the source parameters recorded at 19 stations. Figure 3.2 presents an
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example of a DLP event (No. 6 in Table 3.1)

Figure 3.1: Map of the Klyuchevskoy volcano group. The stations used in this work
are represented by black triangles. The “reference” station OR13 is additionally high-
lighted with yellow color. Grey crosses show the entire catalog of volcanic earthquakes
with approximately crustal depth recorded beneath the KVG during the KISS experi-
ment [Senyukov et al., 2021]. The diamonds show hypocenters of the DLP earthquakes
selected for this study, the color of the diamonds represents the hypocenter depth.

No Date Time Latitude Longitude Depth, km ML

1 2015-08-08 09:55:30 56.085 160.634 28.0 1.3
2 2015-08-09 23:24:57 56.077 160.628 27.4 1.4
3 2015-08-16 07:29:15 56.096 160.613 29.9 1.5
4 2015-08-16 12:14:57 56.066 160.611 28.4 1.3
5 2015-08-16 13:31:52 56.085 160.609 29.1 1.6
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6 2015-08-20 12:23:54 56.084 160.616 26.1 1.6
7 2015-08-21 06:47:06 56.069 160.596 28.4 1.4
8 2015-08-25 10:36:26 56.083 160.582 27.2 1.4
9 2015-08-31 00:19:06 56.074 160.642 28.1 1.6
10 2015-09-02 02:09:31 56.051 160.634 29.5 1.4
11 2015-09-03 09:52:02 56.082 160.658 29.6 1.5
12 2015-09-04 16:25:07 56.100 160.595 27.0 1.4
13 2015-09-04 22:07:35 56.067 160.633 25.3 1.6
14 2015-09-10 23:28:12 56.062 160.652 27.5 1.5
15 2015-09-11 10:40:44 56.082 160.633 28.1 1.5
16 2015-09-14 14:47:30 56.072 160.625 27.5 1.6
17 2015-09-23 15:49:22 56.069 160.639 25.9 1.4
18 2015-09-29 07:15:15 56.078 160.623 28.4 1.3
19 2015-10-02 14:30:58 56.072 160.594 29.8 1.4
20 2015-10-02 17:44:59 56.070 160.586 31.2 1.4
21 2015-11-05 22:13:04 56.102 160.570 29.3 1.3
22 2015-11-23 03:18:38 56.084 160.608 27.6 1.8
23 2015-11-23 13:29:30 56.086 160.627 31.4 1.8
24 2015-11-26 06:28:15 56.078 160.610 29.2 1.5
25 2015-11-27 19:28:40 56.087 160.616 29.3 1.3
26 2015-11-27 22:05:23 56.079 160.613 24.7 1.3
27 2016-01-11 07:25:44 56.076 160.598 26.8 1.4
28 2016-05-21 11:40:28 56.088 160.619 29.4 1.7
29 2016-05-27 05:40:42 56.091 160.632 29.6 1.4

Table 3.1: List of selected deep long period earthquakes

3.3 Hypotheses about the origin and mechanisms of

the DLP seismicity beneath the KVG

A general kinematic description of an earthquake source is based on a moment tensor
representation [Aki and Richards, 1980]. This second-order symmetric tensor describes
generally oriented and shaped discontinuities within the Earth, such as a slip across
a fracture plane, or pressure variations within a volume of a nearly spherical shape,
of a crack or of a pipe. In addition to moment tensor, the mass advection effects
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Figure 3.2: Example of seismograms recorded by multiple KISS stations during a DLP
earthquake occurred on August 20, 2015 at 12:23:54.

[Takei and Kumazawa, 1994] in mechanically open systems such as volcanic conduits
can result in a single force component of a seismic source. For example, acceleration
of fluid would result in a changing viscous shear force acting on the conduit walls and
oriented parallel to the flow [Ukawa and Ohtake, 1987, Shapiro et al., 2018].

Therefore, a most complete description of a seismo-volcanic source could be pro-
vided by a combination of a moment tensor and a single force [e.g., Kumagai, 2009].
This description contains nine independent parameters (three force components and
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six independent components of the moment tensor) that can be simultaneously re-
trieved only in a case of very good data coverage. This situation can be achieved with
inversion of very long-period (a few tens of seconds) waveforms recorded by multi-
ple seismic stations [e.g., Ohminato et al., 1998, Chouet et al., 2003, 2005]. At such
long wavelengths, the propagation of seismic waves (Green’s functions) can be pre-
dicted with a sufficient accuracy based on 3D numerical simulation with accounting
for topography and other effects.

At shorter periods, full waveform inversion becomes problematic because of the
difficulty to characterize the wave propagation accurately. In this case, the source
configurations are inferred from a reduced set of parameters measured from amplitudes
and phases of the waveforms. Very often, kinematic source mechanisms are constrained
with the polarities of first arriving P-waves. In the case of volcanic DLP earthquakes
this approach is, however, problematic because the relatively weak DLP signals emerge
from the noise only after band-pass filtering the raw seismograms. In particular, the
strong microseismic noise is removed with high-pass filters with corner frequency near
1 Hz, which is very close to the dominant frequencies of LP waveforms. As a result,
phases of filtered waveforms can be strongly distorted and their apparent polarities
reversed.

Therefore, in this study we use the amplitude information and namely the dis-
tribution of S-to-P amplitude ratios. This type of observation has been shown to
provide useful constraints on focal mechanisms and has been used in some previous
studies of DLP earthquakes [e.g., Ukawa and Ohtake, 1987, Ohmi and Obara, 2002,
Nakamichi et al., 2003, Ikegaya and Yamamoto, 2021]. At the same time it is asso-
ciated with strong uncertainties [Hardebeck and Shearer, 2003] because of the noise
and site amplifications. Taking these circumstances into consideration, we do not set
up a full inversion for an arbitrary focal mechanism with 9 free parameters that would
be highly unstable and non-unique. Instead, we test specific hypotheses about pos-
sible DLP generation processes. Each hypothesis is related with a “simplified” focal
mechanism depending on a reduced number of parameters (maximum three).

One possibility is that DLP earthquakes are caused by the release of mechanical
stresses in the crust beneath volcanoes that can be accommodated as a slip on faults.
The shear-fault mechanism is described by three angles (Figure3.3a). Azimuth ϕ and
dip angle δ define the fault plane orientation, and rake λ points the direction of the
slip.

The DLP earthquakes can be caused by rapid magma pressure variations. The
associated kinematic source mechanism will then depend on the shape of a magma
filled volume. The most efficient mechanism of magma transport through the cold
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crust is via formation of cracks along which magma flows in the form of dikes and sills
[e.g., Rubin, 1995, Melnik et al., 2022]. Pressure variations in such planar intrusion
can be approximated by a tensile crack mechanism. It can be oriented in space with a
normal vector to a crack surface (Figure 3.3b), thus it is described with two angles: the
azimuth ϕ and the polar angle (dip) θ. A similar kinematic mechanism will describe
the opening of tensile cracks [e.g., Bean et al., 2014].

Pipe-shaped magmatic conduits are formed beneath eruptive vents of volcanoes.
We consider a possibility of such conduits at depth. A pressure variation within such
conduit is kinematically described as a cylindrical pipe whose orientation is also defined
by two angles, azimuth ϕ and dip θ (Figure 3.3c).

Finally we consider a situation when acceleration of magma within a conduit can
result in traction forces [Ukawa and Ohtake, 1987, Shapiro et al., 2018]. Such single-
force mechanism is described by two angles, azimuth ϕ and dip θ, defining the force
vector (Figure 3.3d).

3.4 Estimation of the DLPs source mechanism with

S-to-P amplitude ratios

In this approach, we first compute theoretical ratios between the amplitudes of P and
S waves and thereafter compare them with those measured from the real seismograms.

3.4.1 Calculation of the theoretical S-to-P amplitudes ratios

We start with theoretical expressions of far-field P- and S-wave displacements in a
homogeneous isotropic media characterized by density ρ, P-wave velocity α, and S-
wave velocity β [Aki and Richards, 1980]. For a source described by a single force F,
the wave amplitudes on component i are:

uPi =
FjR

FP
i,j

4πρα2r
(3.1)

uSi =
FjR

FS
i,j

4πρβ2r
(3.2)

where Fj is the force projection on direction j, r is the distance between the source
and the receiver, and RFP

i,j and RFS
i,j are the force-type radiation patterns for P- and

S-waves that are expressed via the directional cosines of a vector pointing from the
source to the station γ:

RFP
i,j = γiγj (3.3)
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Figure 3.3: Considered “elementary” source mechanisms and respective angles required
for their description: (a) a shear slip on a fault (strike ϕs ∈ [0◦, 360◦], dip (polar angle)
δ ∈ [0◦, 90◦], rake λ ∈ [−180◦, 180◦]) (b) a tensile crack (azimuth ϕ ∈ [0◦, 360◦], dip
θ ∈ [0◦, 90◦]) (c) a cylindrical pipe (azimuth ϕ ∈ [0◦, 360◦], dip θ ∈ [0◦, 90◦]) (d) a
single force (azimuth ϕ ∈ [0◦, 360◦], dip θ ∈ [0◦, 90◦])

RFS
i,j = δi,j − γiγj (3.4)

For a source described by a seismic moment rate tensor Ṁ, these expressions
become:

uPi =
Ṁj,kR

MP
i,j,k

4πρα3r
(3.5)

uSi =
Ṁj,kR

MS
i,j,k

4πρβ3r
(3.6)
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where RMP
i,j,k and RMS

i,j,k are the moment-type radiation patterns that are also expressed
via the directional cosines γ [Aki and Richards, 1980]. Details about representations of
different types of elementary sources and computation of radiation patterns are given
in 3.A.

For known source and station positions the direction from the source to the station
(azimuth φ and polar angle iξ) can be evaluated (i.e., with ray tracing). Based on
this, directional cosines and radiation patterns can be computed and displacement
components predicted with equations (3.3-3.4) or (3.5-3.6).

In some studies [e.g., Ukawa and Ohtake, 1987, Ikegaya and Yamamoto, 2021], a
correction of the free surface effect is also introduced. It is computed separately for P,
SH and SV waves and requires assumption about the velocity models and estimations
of the incident angles at different stations, which can be highly uncertain. Therefore,
considering the relatively deep location of the source and the significant velocity gra-
dient in the crust, we assume the incidence of waves is close to vertical at all stations.
Another suggested correction [e.g., Ukawa and Ohtake, 1987] is aimed to account for
the difference in the attenuation for P- and S-waves. This difference is rather pro-
nounced at relatively low frequencies where the S-wave quality factor is significantly
lower that the one for the P-waves. However, for waves with frequencies higher than
1 Hz propagating in the Earth’s crust, the seismic attenuation is dominated by the
scattering resulting in a reverse situation with the quality factor of P-waves being
lower than one of S-waves [e.g., Sato, 1984]. Measurements of the high-frequency P-
and S-wave quality factors in the crust [e.g., Campillo and Plantet, 1991, Yoshimoto
et al., 1993] produced a wide range of values showing that on average their ratio is
not very different from the VP/VS ratio. In this situation, the distance dependent
attenuation of P- and S-waves remains nearly identical. This scattering regime in the
crust corresponds well with the DLP emitted waves. Therefore, we do not apply the
attenuation correction.

With the considerations described above, full displacements of P and S waves are
expressed as:

Acalc
P =

√
(uPx )

2 + (uPy )
2 + (uPz )

2

Acalc
S =

√
(uSx)

2 + (uSy )
2 + (uSz )

2

(3.7)

and their ratios can be simply computed and compared with the observations.
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3.4.2 Measuring S-to-P amplitudes ratios from real seismo-

grams

Before measuring real observed amplitudes, seismograms were preprocessed with re-
moving instrument response and filtering them in 1–4 Hz frequency band (Figure 3.2).
Instead of measuring amplitudes of P and S waves separately at different channels,
these values were obtained after calculating the 3-component amplitude as:

u3C =
√
u2N + u2E + u2Z (3.8)

Then, we smooth the amplitude with a 1 s moving window (Figure 3.4a). The resulting
envelope was manually processed in order to limit time intervals of P- and S-waves
arrivals (black and red dashed lines in Figure 3.4b correspondingly) and then pick AP

and AS as maximum values within defined time intervals.

3.4.3 Correction for the site amplifications

Raw AS/AP measurements shown in Figure 3.4b contain some very elevated values.
The reason for this is that they are strongly affected by site amplifications. Because
of the geological structure of the studied area with the majority of its territory cov-
ered by soft sediments of very recent volcanic deposits [Green et al., 2020], most of
sites on which the stations of the KISS experiment were installed are prone to strong
amplification of seismic waves. This amplification does not affect equally the P- and
the S-waves, which can introduce a significant bias into raw AS/AP measurements.

Therefore, we estimated the site amplifications for P- and S-waves separately and
used these estimations to correct the amplitude ratio measurements. Details of this
analysis are described in 3.B. The S-wave amplification factors were estimated from
coda of relatively strong regional earthquakes. For P-waves, we used a few earthquakes
occurred approximately beneath the network. The site amplification measurements are
summarized in Table 3.B.2. After computing the average amplification factors for each
station AF i

S and AF i
P , we correct the raw measurements as:

lg

(
AS

AP

)obs

i

= lg

(
AS

AP

)raw

i

− lg

(
AF i

S

AF i
P

)
(3.9)

An example of corrected measurements at a single station is shown in Figure 3.4.
Logarithms of amplitude ratios before and after removing site amplification at all
stations are presented in left and right panels of Figure 3.5 correspondingly.
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Figure 3.4: Example of measurements of P- and S-waves amplitudes for the DLP
event on August 20, 2015 at 12:23:54 at station IR12. a) Seismograms after removing
the instrument response and band-pass filtering (1–4 Hz). b) A three-component
amplitude envelope smoothed with a 1 s window. Black and red vertical dotted lines
indicate windows used for P and S waves. Maxima for P- and S-waves are indicated
with red crosses.
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Figure 3.5: Logarithms of S-to-P amplitude ratios measured at various stations for a
DLP earthquake occurred on August 20, 2015 at 12:23:54. (a) Raw measurements (b)
Values after correcting for the site amplification.

3.4.4 Comparison of the observed and calculated amplitude

ratios

We study source mechanisms of the earthquakes located by Senyukov et al. [2021]. For
a known source location and a fixed mechanism orientation ξ (that can be described by
two or three angles depending on the considered source type, 3.A), a residual between
observations and a model at station i is estimated as L1 norm:

∆i(ξ) =

∣∣∣∣∣lg
(
AS

AP

)obs

i

− lg

(
AS(ξ)

AP (ξ)

)calc
∣∣∣∣∣ (3.10)

And the overall misfit function over the entire network of stations is:

ML1(ξ) =
1

Nst

Nst∑
i=1

∆i(ξ) (3.11)

To find the minimum of the misfit function, we perform a grid search in the domain
of the mechanism orientations ξ. For mechanisms determined with two angles, the
grid is designed to distribute the points homogeneously over the hemisphere (3.C,
Figure 3.C.1). The third parameter (rake angle in the case of a shear-slip source and
component ratio in the case of source represented by a combination of a horizontal
crack and a force) was sampled homogeneously to construct a three dimensional grid
(3.C, Figure 3.C.2).
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3.5 Results

3.5.1 An example of a single DLP earthquake

We start with showing the source inversion results for a DLP earthquake occurred on
August 20, 2015 at 12:23:54. Its seismograms are presented in Figure 3.2 and distri-
bution of observed amplitude ratios in Figure 3.5. Figure 3.6 shows the comparison of
the observed amplitude ratios with those computed for the best-fitting orientations for
the different mechanisms. The corresponding distributions of the misfits as a function
of orientation angles are shown in Figure 3.7.

The results of the inversion for the considered earthquake show that the shear-slip
mechanism can be reasonably excluded because of its relatively large misfit (Figure
3.7) comparing to other types of “elementary” mechanisms. This difference is especially
significant considering that the slip mechanism is described by three free parameters
while all other only by two.

Best misfit values are found for mechanisms with volumetric changes, with a slight
advantage for the tensile crack over the pipe. However, the misfit distribution for the
crack mechanisms is very irregular. Additionally, all minima of this distribution are
rather far from the center, i.e., from the horizontally oriented sill. Such horizontally
oriented structures could expected beneath Klyuchevskoy in association with the near-
Moho magamatic reservoir [Levin et al., 2014] likely formed by underplating [Annen
et al., 2006]. Therefore, we also test a configuration when a sudden pressure increase
within a horizontal sill is released in connected conduit through which it pushes the
magma resulting in a viscous drag force [Ukawa and Ohtake, 1987]. Such “complex”
source modeled as a combination of a horizontal tensile crack and arbitrary oriented
single force results in the overall best misfit among all considered mechanisms. At the
same time its description requires three free parameters: two force angles and a scaling
coefficient between the force and the crack components (Equation 3.12), making its
apparent advantage less significant.

r =
Acrack

Acrack + Aforce

(3.12)

Overall, we can conclude the DLP mechanisms contain a significant volumetric
and/or single-force component. At the same time, the difference between different
mechanisms with such components is not sufficient to unambiguously select one of
the scenarios. Moreover, the distributions of the misfit values in the source parame-
ters space may contain several minima (Figure 3.7) making the final inference highly
uncertain. This confirms the assessment from some previous studies [Hardebeck and
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Figure 3.6: Distribution of computed logarithms of amplitude ratios and observed val-
ues at stations (shown in circles) for best-fit orientations of considered source mech-
anisms (an example on a DLP on August 20, 2015 at 12:23:54). (a) Shear fault:
strike ϕs = 85◦, dip δ = 84◦, rake λ = 66◦; (b) Tensile crack: azimuth ϕ = 184◦,
dip θ = 81◦; (c) Cylindrical pipe: azimuth ϕ = 150◦, dip θ = 30◦; (d) Single force:
azimuth ϕ = 220◦, dip θ = 45◦; (e) Combination of a horizontal tensile crack and a
single force with orientation: azimuth ϕ = 228◦, dip θ = 51◦;
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Figure 3.7: Distribution of misfits for considered source mechanisms (example of a
DLP earthquake on August 20, 2015 at 12:23:54). Minima of misfits are shown with
white crosses and have the next values: (a) Shear fault ML1 = 0.34; (b) Tensile
crack ML1 = 0.22; (c) Cylindrical pipe ML1 = 0.23; (d) Single force ML1 = 0.24; (e)
Combination of a horizontal tensile crack and a single force ML1 = 0.19
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Shearer, 2003] that the information contained in the S-to-P amplitude ratios is too
uncertain to constrain the details of individual source mechanisms. Therefore, we try
to make inferences based on the analysis of all sufficiently strong DLP earthquakes
recorded during the KISS experiment.

3.5.2 Application to all selected DLP earthquakes

29 selected DLP earthquakes (Table 3.1) were recorded by minimum 9 and maximum
19 stations (Figure 3.8) depending on the signal-to-noise ratio of signals and data
availability.

Figure 3.8: The number of stations used in processing of each of the selected DLPs

Figure 3.9 shows the values of misfit functions estimated for different types of
mechanisms for the selected DLP earthquakes. The average values for each mechanism
type are shown in the box of Figure 3.9.

Similar to the example of a single event, the pure shear slip mechanisms result in
the worst overall misfit and can, therefore, be excluded. In the next step we analyze the
consistence of the inferred source parameters over the ensemble of studied earthquakes.
For a single force mechanism, both angles defining its orientation remain quite stable
in time as shown in Figure 3.10. On average, they correspond to a force directed to
the south-southwest and inclined ∼40 degrees relative to the vertical.

While these angles are more scattered for the pipe mechanism (Figure 3.11), its
average southward orientation can still be deduced.
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Figure 3.9: Distributions of misfits in time depending on the chosen source mechanism
(shown with different colors as indicated in the legend).

The inferred angles of tensile cracks vary very strongly between different individual
DLP earthquakes (Figure 3.12) and no preferred average orientation could be traced.

For the “combined” source (Figure 3.13), the force south-southwest azimuth remain
highly stable while the polar angle exhibits considerable scattering.

Variations of the DLP source parameters in time may reflect the variability of
the underlain physical process. Alternatively, these variations could be related to the
unstable inversion procedure. As shown in the previous section (Figure 3.7), positions
of the misfit minima in the parameter space are poorly constrained for a single DLP
earthquake for such mechanisms as the tensile crack or the pipe which could be the
cause of the observed “apparent” variation of the source parameters in time.

3.5.3 Stacked misfit distributions

If the generation of the DLP earthquake is related to the preferential magma pathways,
these might be expected to be relatively stable and not varying strongly over short
times. Such time stationarity of the DLP generating mechanism is partially confirmed
by the high level of similarity of their waveforms over series of many events, i.e.,
the multiplet behavior [Shapiro et al., 2017a]. To test the hypothesis of stationary
processes of generation of DLP earthquakes, we decided to compute “stacked” misfit
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Figure 3.10: Temporal changes of the orientation of a single force vector in space: (a)
Azimuth ϕ (b) Dip angle θ. Average values and standard deviations are shown by
dashed lines and colored areas, respectively.

distributions for all selected events (NDLP = 29):

M stack
L1

(ϕ, θ) =
1

N cum
st

NDLP∑
i=1

N i
st ·M i

L1
(ϕ, θ) (3.13)

where M i
L1
(ϕ, θ) is a misfit distribution in the azimuth-polar angle plane corresponding

to one of 29 selected DLPs (i.e., Figure 3.7). N i
st is a number of stations used for DLP

i. N cum
st =

∑
iN

i
st is the total number of used seismic records. For the “elementary”

source mechanisms, equation 3.13 implies a simple stacking in the polar coordinate
plane. For the combined sill-force source, an additional degree of freedom is still
present because the third parameter r (equation 3.12) is allowed to vary for different
event and angles. Physically, this would correspond to a situation when the geometry
of the DLP generating part of the plumbing system remains fixed and the partitioning
of energy between the pressure increase in the sill and the viscous drag in the conduit
can be variable between different DLP earthquakes.

Figure 3.14 shows the distributions of “stacked” misfits for different source mech-
anisms. In comparison with the results for single DLP earthquakes (Figures 3.7 and
3.9) the minimum misfit values remain similar, implying that the consistency of whole
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Figure 3.11: Temporal changes of the orientation of a cylindrical pipe axis: (a) Az-
imuth ϕ (b) Dip angle θ. Average values and standard deviations are shown by dashed
lines and colored areas, respectively.

ensemble of observations is at the same level as for individual events.
The misfit distributions did not change significantly for the single force and “com-

bined” mechanism indicating the preferential south-southwest direction. The distribu-
tion has been “stabilized” (the minima more clearly defined) for the pipe mechanism
and shows more clearly the southward orientation. The “tensile crack” solution still
remains unstable showing several misfit minima with close values. In terms of the abso-
lute misfit minima values, the best solutions are obtained with the pipe and combined
source mechanisms.

3.6 Discussion and Conclusions

Understanding physical processes leading to generation of DLP earthquakes remains
an elusive task. Inferring their kinematic source mechanisms based on observed seismic
waveforms could provide a key constraint to discriminate between different existing hy-
potheses. With this in mind, we explored the records of 29 DLP earthquakes recorded
by broadband stations of the KISS temporary seismic experiment in the region of the
Klyuchevskoy volcanic group in Kamchatka, Russia [Shapiro et al., 2017b].
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Figure 3.12: Temporal changes of the orientation of the normal to a tensile crack
surface: (a) Azimuth ϕ (b) Dip angle θ. Average values and standard deviations are
shown by dashed lines and colored areas, respectively.

We first argued that the methods based on the phase of seismograms (inversion
of full waveforms or polarities of first arrivals) are not practical in the case of DLP
earthquakes because their relatively weak signals emerge from the noise only after
band-pass filtering. In particular, the strong microseismic noise is removed with high-
pass filters with corner frequency near 1 Hz, which is very close to the dominant
frequencies of LP waveforms. As a result, phases of filtered waveforms can be strongly
distorted and their apparent polarities reversed.

Consequently, we explored a method based on the amplitude measurements. Namely,
as has been suggested in some previous studies, we use the amplitude ratios of P- and
S-waves [e.g., Ukawa and Ohtake, 1987, Ohmi and Obara, 2002, Nakamichi et al., 2003,
Ikegaya and Yamamoto, 2021]. This type of measurement can be biased by possibly
different surface site amplification of P- and S-waves. We implemented a correction
for this effect with measuring S-wave and P-wave site amplifications (3.B) from a few
regional earthquakes well recorded by the whole network. The estimated correction
factors result on average decrease of the raw S-to-P amplitude ratios and are subject
to significant uncertainties. Additional uncertainties in the inversion of the amplitude
data arise from the only approximately known model of the wave propagation.
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Figure 3.13: Temporal changes of the vector orientation of a single force compound
of a “combined” source in space: (a) Azimuth ϕ (b) Dip angle θ. Average values and
standard deviations are shown by dashed lines and colored areas, respectively. (c)
Temporal changes of a crack to force ratio (Equation 3.12)

The mentioned uncertainties in the data and in the forward model contribute to
the non-uniqueness of the inversion procedure. To mitigate this non-uniqueness, we
decided to consider source models with a limited number of free parameters. So far, a
complete kinematic description of a volcanic earthquake source would be obtained with
a combination of a moment tensor and a single force [e.g., Kumagai, 2009], which would
require nine independent parameters (three force components and six independent
components of the moment tensor). Considering the limitations of our amplitude
measurements, instead of trying to resolve all these parameters simultaneously, we
test a set of simplified source mechanisms (involving 2 or 3 parameters) that represent
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Figure 3.14: Misfit distributions “stacked” for all selected DLP events for different
source mechanisms. The misfits minima are shown with white crosses and have the
following values: (a) Tensile crack M stack

L1
= 0.23; (b) Cylindrical pipe M stack

L1
= 0.19;

(c) Single force M stack
L1

= 0.25; (d) Combination of a horizontal tensile crack and a
single force M stack

L1
= 0.21

“elementary” physical processes that may generate seismic waves: (1) slip on faults, (2)
magma pressure variation within sills, dykes, or pipe-shaped conduits, and (3) viscous
drag force caused by acceleration of magma flow in a conduit.

Even with such a reduced number of parameters, the inversion of individual DLP
earthquakes remains non-unique for most of types of mechanisms which is manifested
by multiple minima in the misfit distributions (Figure 3.7). To further stabilize the
inversion, we consider the hypotheses of time stationarity of the DLP generating pro-
cesses based on which we invert measurements for all studied DLP earthquakes si-
multaneously (via stacking the misfit distributions obtained for individual events). As
a result of this procedure, the best-misfit levels are not deteriorated indicating the
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reasonable likelihood of a single mechanism explaining all observations. The misfit
distributions show relatively well defined minima for all mechanisms except the tensile
crack.

Comparison of the minimum misfit levels for different types of studied mecha-
nisms allows us to conclude that the generation of DLP earthquakes beneath the
Klyuchevskoy volcano by slip on faults is not consistent with the observed S-to-P am-
plitude ratios whose explanation requires mechanisms with volumetric or single force
components. For such mechanisms (tensile crack, pipe, and single force) the difference
in misfit to seismic data is not very strong. This implies that seismic data alone is
not sufficient to unambiguously constrain the details of the source mechanisms. At
the same time, the plausibility of results of different seismic inversions can be inter-
preted based on some additional hypotheses about the functioning of the KVG volcano
plumbing system.

So far, there are two reasons to consider that solutions obtained with a pure tensile
crack mechanism are less likely (even if they cannot be definitely excluded). First,
the strong difference in solutions for individual events (Figure 3.12) is not consistent
with the time stationarity that may be expected for the geometry of plumbing system.
Second, the average and most individual best-fit solutions correspond to significantly
dipping structures while in the vicinity of the crust-mantle boundary nearly horizontal
sills are more likely.

Results of inversion for the three remaining tested mechanisms show some consis-
tency. Namely, they all indicate a south-southwest dipping magmatic conduit generat-
ing either pipe-shaped pressure perturbations or an along-conduit force. This leads to a
possible interpretation shown in Figure 3.15. The DLP earthquakes are generated near
the crust-mantle boundary (Moho) approximately beneath the Klyuchevskoy volcano,
where the main deep magmatic reservoir feeding the KVG volcanoes is located [e.g.,
Levin et al., 2014]. This magma storage is likely shaped as a complex of underplated
sills. From this deep reservoir magma penetrates the crust through a south-southwest
dipping conduit (or a system of conduits). This orientation of dominant magma path-
ways would be in agreement with the overall interconnection of the transcrustal KVG
plumbing system when the pressure perturbations in the deep reservoir are transmit-
ted not only to Klyuchevskoy but also to the active volcanoes located south of it,
Bezymianny and Tolbachik [Fedotov et al., 2010, Shapiro et al., 2017a, Coppola et al.,
2021, Journeau et al., 2022].
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Figure 3.15: Possible interpretation based on the obtained results schematically shown
on a SSW-NNE oriented vertical cross-section indicating positions of three active KVG
volcanoes.
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Appendices to Chapter 3

3.A Theoretical radiation patterns of P and S waves

Radiation patterns appearing in Equations 3.1-3.6 can be expressed via the direction
cosines γ (from a source to a receiver):

RFP
i,j = γjγj (3.A.14)

RFS
i,j = γjγj − δi,j (3.A.15)

RMP
i,j,k = γjγjγk (3.A.16)

RMP
i,j,k = (γjγj − δi,j)γk (3.A.17)

We use Cartesian coordinates with X axis directed toward the North, Y - toward the
East, and Z - upward (Figure 3.A.1). Direction cosines can be calculated with known
direction from a source to a receiver expressed via two radial angles: azimuth φ ∈
[0◦, 360◦] measured clockwise from the North and inclination iξ ∈ [0◦, 180◦] measured
from the upward vertical: 

γx = sin iξ cosφ

γy = sin iξ sinφ

γz = cos iξ

(3.A.18)

Single force

The orientation of a single force described with two angles: azimuth ϕf ∈ [0◦, 360◦]

measured clockwise from the North and dip angle θf ∈ [0◦, 90◦] measured from the
upward vertical (Figure 3.3a). Three components of a unit force can be expressed as
projections on three axes: 

Fx = sin θf cosϕf

Fy = sin θf sinϕf

Fz = cos θf

(3.A.19)
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Sources described by a moment tensor

Cylindrical pipe. Similar to a single force, its orientation is described by two angles:
azimuth ϕp ∈ [0◦, 360◦] measured clockwise from the North and dip angle θp ∈ [0◦, 90◦]

measured from the upward vertical (Figure 3.3b). The corresponding components of
the normalized moment rate tensor are [Kumagai, 2009]:

Mxx =M0 (1 + cos2 θp cos
2 ϕp + sin2 ϕp)

Mxy = −M0 sin2 θp sinϕp cosϕp

Mxz = −M0 sin θp cos θp cosϕp

Myy =M0 (1 + cos2 θp sin
2 ϕp + cos2 ϕp)

Myz =M0 − sin θp cos θp sinϕp

Mzz =M0 (1 + sin2 θp)

(3.A.20)

Shear slip is defined by three angles: ϕs, δ and λ

Mxx = −M0 (sin δ cosλ sin 2ϕs + sin 2δ sinλ sin2 ϕs)

Mxy =M0 (sin δ cosλ cos 2ϕs +
1

2
sin 2δ sinλ sin 2ϕs)

Mxz = −M0 (cos δ cosλ cosϕs + cos 2δ sinλ sinϕs)

Myy =M0 (sin δ cosλ sin 2ϕs − sin 2δ sinλ cos2 ϕs)

Myz = −M0 (cos δ cosλ sinϕs − cos 2δ sinλ cosϕs)

Mzz =M0 (sin 2δ sinλ)

(3.A.21)

Tensile crack is oriented by two angles: ϕc and θc

Mxx =M0 (1 + 2 sin2 θc sin
2 ϕc)

Mxy = −M0 (sin
2 θc sin 2ϕc)

Mxz =M0 sin 2θc sinϕc

Myy =M0 (1 + 2 sin2 θc cos
2 ϕc)

Myz = −M0 (sin 2θc cosϕc)

Mzz =M0 (1 + 2 cos2 θc)
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3.B. Site amplification factors

Figure 3.A.1: The coordinate system used in the study and definition of polar angles:
azimuth φ ∈ [0◦, 360◦] and inclination iξ ∈ [0◦, 180◦]

3.B Site amplification factors

3.B.1 Estimation of S-wave site amplification based on codas

of seismograms

To estimate the S-wave site amplification we used the method based on coda of seis-
mograms [Husker et al., 2010] that consist waves scattered at random heterogenities
in the Earth. Because of the preferential P-to-S conversion druring the scattering of
elastic waves, the seismic codas are dominated by S-wave energy [e.g., Margerin et al.,
2000, Shapiro et al., 2000]. The coda envelope recorded at station i during event k
can be expressed as [Aki and Chouet, 1975, Rautian and Khalturin, 1978]:

Aik(f, t) = Sk(f)Ri(f) Ii(f)Gi(f, t) (3.B.22)

where f is the frequency, t is the lapse time, Sk(f) is the source spectrum, Ri(f) is
the frequency-dependent site amplification, Ii(f) is the instrument response, G(f, t)
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is the term describing the wave propagation (Green’s function). At times significantly
greater than the arrival of direct S-waves, the energy of scattered seismic becomes
uniformly distributed in the media and the term G(f, t) becomes approximately equal
at all stations. As a consequence, in the late coda, the ratio of the envelopes (computed
after removing the instrument response) stabilized in time and becomes equal to the
ratio of the site amplification factors:

Aik(f, t)

Ajk(f, t)
=
Ri(f)

Rj(f)
(3.B.23)

We apply this equation to three-component envelopes computed from seismograms
filtered between 1 and 4 Hz and smoothed with 50 s long moving window to estimate
average amplification coefficients in this frequency range. An example for a pair of
stations is shown in Figure 3.B.1. The envelope ratios are computed within a window
of 120 s length. Its starting time was chosen with visual inspection but it should
be at least two times larger than the arrival of direct S waves. For the example
presented in Figure 3.B.1 the starting and ending time were chosen as 110 s and 230
s correspondingly.

Figure 3.B.1: Example of measuring a relative amplification of S-waves between two
stations from the coda of seismograms (a) Smoothed three-component envelopes. (b)
Amplitude ratios between two stations. Dotted lines show the beginning and the end
of 120 s long coda window.

We select 7 sufficiently strong regional earthquakes (Table 3.B.1) recorded by the
majority of the KISS network. Overall, we used 53 stations. By computing amplitude
ratios for all possible pairs of stations and events, we have a set of measurements that
we use to constrain average site amplifications in a least square sense (after taking
logarithms of equation 3.B.23). We also chose station OR13 located on a hard rock
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site well outside the volcanic edifices and sedimentary layers as a reference and all site
amplification coefficients are computed relative to it.

3.B.2 Site amplifications of P-waves

P-wave amplification can be estimated from fist arriving P waves not contaminated
by S-wave energy rapidly appearing in the p-wave coda because of the scattering.
Telesemic P-waves can be used for this purpose at relatively low frequencies. In our
spectral range of interest, 1-4 Hz, all teleseismic P waves recorded suring the KISS
experiment were attenuated. Therefore, we decided to use nearly vertically incident
P waves from relatively deep subduction earthquakes located approximately beneath
the network. We found 4 such events listed in Table 3.B.1 and shown in Figure 3.B.3.
The process of calculating P-wave amplification is illustrated in Figure 3.B.2. For
this example, a regional earthquake on October 16, 2015 at 06:38:23 was used. A
significant source of uncertainty arises from the unknown radiation pattern of the
used earthquakes. We can only assume, because of the nearly vertical incidence, the
ray parameters do not differ strongly across the network and are close to the maxima
of the P-wave radiation patterns expected from the subduction geometry.

Figure 3.B.2: Measuring
P-wave site amplification
at station OR13, green
crosses show the defined
P-wave amplitudes

3.B.3 Final results

During the study period we found 4 and 7 regional tectonic events to estimate av-
eraged amplification coefficients for P- and S-waves. Their parameters are presented
in Table 3.B.1 and the epicenters are shown in Figure 3.B.3. The site amplification
coefficients were estimated stations used for the source mechanism inversion for both
P- and S-waves are shown in Table 3.B.2.
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Figure 3.B.3: Map of the epicenters of the earthquakes used for measuring amplifica-
tions of P- and S-waves, their codes correspond to the codes in Table 3.B.1. The circle
size represents the corresponding event magnitude.

P-waves S-waves
1 2015-11-02 20:02:48 (M = 4.3, z = 156 km)
2 2015-10-16 06:38:23 (M = 5.9, z = 295 km)

3
2015-11-18 22:37:27

(M = 4.2, z = 187 km)
2015-11-29 23:45:55

(M = 4.5, z = 38 km)

4
2016-02-08 04:25:03

(M = 4.2, z = 180 km)
2016-02-01 22:47:51

(M = 5.4, z = 45 km)

5
2015-09-29 04:33:27
(M = 4.9, z = 9 km)

6
2015-08-24 11:50:55

(M = 5.1, z = 65 km)

7
2015-11-05 01:59:22

(M = 5.8, z = 36 km)

Table 3.B.1: Regional earthquakes used for estimation of amplification coefficients.
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P-waves amplification S-waves amplification
IR1 1.50 ± 0.81 1.98 ± 0.39
IR11 2.27 ± 0.74 4.51 ± 1.25
IR12 2.05 ± 0.82 4.20 ± 1.12
IR13 2.20 ± 0.87 3.91 ± 0.75
IR17 0.91 ± 0.66 1.40 ± 0.27
IR18 0.60 ± 0.48 1.61 ± 0.37
IR2 1.20 ± 0.53 3.33 ± 0.91
IR3 2.16 ± 2.34 3.15 ± 0.82
IR4 1.01 ± 0.48 2.62 ± 0.65
IR6 0.58 ± 0.58 1.35 ± 0.31

OR13 1.00 ± 0.00 1.00 ± 0.00
OR20 1.93 ± 0.49 3.44 ± 0.62
SV1 1.35 ± 0.69 1.76 ± 0.33
SV13 1.47 ± 0.83 3.13 ± 0.61
SV3 0.90 ± 0.39 2.30 ± 0.60
SV4 1.58 ± 2.06 3.64 ± 1.04
SV6 0.71 ± 0.47 1.42 ± 0.27
SV7 1.56 ± 0.89 3.22 ± 0.68
SV9 1.02 ± 0.82 1.07 ± 0.22

Table 3.B.2: Average amplification coefficients and their standard deviations.
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3.C Discretization of the mechanism orientation space

for the grid search

In order to calculate the misfit function a grid of possible source orientations should
be defined.

Two parameters case

For source mechanisms whose orientation depends on two angles (a single force, a
tensile crack, a cylindrical pipe) the grid of parameters is compiled by dividing a disk
or a hemisphere into cells of equal area. Firstly, the range of values of the dip angle
θ ∈ [0◦, 90◦] was uniformly discretized into Nθ points with a step ∆θ. At the next step
the same parameter ∆θ was used to define a number of intervals Nϕ making up the
outer circle, i.e. the one that corresponds to θ = 90◦:

N outer
ϕ =

360◦

∆θ
(3.C.24)

After all, the number of points in every circle of θi was defined using a two-step proce-
dure. Equation 3.C.25 allowed to calculate an aspect ratio ai for a circle corresponding
to θi.

ai = sin θi (3.C.25)

Then, the obtained aspect ratio was used for calculating a number of points in a circle
corresponding to θi:

N i
ϕ = aiN

outer
ϕ (3.C.26)

In this work ∆θ was taken as 3◦ what provides Nθ = 31 and N outer
ϕ = 70 (Figure

3.C.1). This configuration allowed to perform the grid search thorough enough but
not computationally expensive at the same time.

Three parameters case

The classic shear slip model requires three angles to orient a source in space. Thus,
besides strike ϕs and dip δ the grid of parameters becomes three dimensional due to
rake angle λ ∈ [0◦, 180◦]. The range of possible rake values was discretized with a
step of 3◦ as well. Then, the combined mechanism included an additional parameter
responsible for the contribution of one or another source: a force or a horizontal crack.
This ratio can be expressed as:
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Figure 3.C.1: Two dimensional grid in polar coordinates

r =
Acrack

Acrack + Aforce

(3.C.27)

If r → 1, a horizontal crack is dominating, while when r → 0 the dominating mech-
anism is a single force in both cases. Parameter r lies in the range [1/6, 5/6] or, in
other words, ratio Acrack : Aforce varies from 1:5 to 5:1.
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Figure 3.C.2: Three dimensional grid in polar coordinates. Vertical axis is obtained
by discretizing a third parameter: either a rake angle λ or a ratio r which defines a
dominating mechanism of a combined source
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Part II

Studying the seismicity in the vicinity
of the Klyuchevskoy Volcanic Group

with machine learning
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Chapter 4

Machine learning for analysis of the seismo-
volcanic data

4.1 Introduction

4.1.1 Machine learning in seismology

The accelerating evolution of digital technologies gives us new tools to investigate
volumes of data that grow rapidly at the same time. This phenomenon was called big
data and one of its main consequences is the need for machine learning (ML) that
allows to analyze these vast volumes of data. Active development of ML started in
the middle of the XX century for problems such as computer vision, text and speech
recognition [Turing, 1950] but during latter decades its methods have been successfully
adopted to different scientific fields.

Geosciences in general and seismology in particular are data-driven disciplines.
Figure 4.1 can give an idea about the amount of data in seismology and its growth
rate according to the IRIS Data Data Management Center. The shown numbers are
impressive and make application of machine learning promising for solving various
problems. Early ML application in seismology concerned the analysis of seismic cat-
alogs in the frameworks of the “earthquake prediction” based on identifying patterns
of clustering of small- and intermediate-scale seismicity before large earthquakes [e.g.,
Keilis-Borok et al., 1988]. More recently, especially during the last decade, the devel-
opment of seismological ML applications rapidly accelerated with many of them being
applied directly to the “raw data”, i.e., to the digital seismograms. A good review of
the recent ML applications in seismology is provided by Mousavi and Beroza [2023].
These authors discuss applications to various problems that are grouped in four main
categories (Figure 4.2).

The largest category concerns the automation of the seismological data processing.
This implies training the ML algorithms to execute and accelerate different “standard”
tasks of the seismic event analysis workflow such as phase picking, phase association,
event detection, event discrimination, event classification, etc. Next two categories
concern solving different forward and inverse problems in seismology. The last category
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Figure 4.1: IRIS Data Management Center archive size since its inception. The image
is courtesy of IRIS (https://www.iris.edu/).

Figure 4.2: (copied from Mousavi and Beroza [2023]). Journal publications developing
machine learning (ML) methods for a seismological task (including both earthquake
and exploration seismology), published between January 1988 and May 2022.(a) Each
bar shows the number of publications per year. Bars are color coded based on category
of seismological tasks. (b) A pie chart shows the share of seismological tasks for ML
applications.
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is called “Machine Learning for Exploratory Research” and contains a smallest number
of studies published to date. This implies using the ML as a research tool for finding
patterns directly from seismic data and/or as an analytic framework to study and
explore hypotheses or relationships.

Figure 4.3: (copied from Mousavi and Beroza [2023]). The ratio of various machine
learning approaches used for each seismological task.

Machine learning methods are aimed at understanding and developing predictive
capabilities by learning relationships embedded in data. Most of the seismological
ML applications developed to date are based on on “supervised learning” (Figure 4.3)
when a set of training data and their corresponding “labels” or targets are used to build
(train) a model to find the connection between the data and labels. Such approaches
are very efficient for seismological tasks (e.g., earthquake detection and phase pick-
ing) where ample “labeled” data exist. At the same time, the reliability of labels in
many available data sets is variable and uncertain and building training data sets with
controlled quality remains a challenging task. In absence of reliable labeled data sets,
“unsupervised learning” algorithms help to find the hidden patterns and structures in
the data.

4.1.2 Specifics of the volcano seismology

This PhD thesis mainly deals with the volcano seismology, namely with the anal-
ysis of seismograms recorded in the vicinity of volcanoes in Kamchatka, Russia. This
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branch of seismology has an extraordinary potential for being improved with the ML
approaches both because of the high level of activity of many volcanic systems and
because of the diversity of the seismo-volcanic signals. A desired goal of ML applica-
tions in volcano-seismology would be training algorithms to identify specific patterns
in seismo-volcanic data that can be related to the volcanic and eruptive activity and
ideally can be used to predict the latter. Despite the large amount of the available
seismic data on volcanoes, this goal is however far from being achieved.

One of the main reasons for this is the difficulty to “label” the volcanic erup-
tions and other types of volcanic activity. There are more than 1,350 potentially
active volcanoes worldwide 500 of which have erupted in historical time (https:
//www.usgs.gov/faqs/how-many-active-volcanoes-are-there-earth). Many of
these volcanoes are located in remote areas and do not have a dedicated monitoring
system. As a result, the global eruption database [Venzke, 2013] is far from being
complete and even for catalogued eruptions important information such as exact tim-
ing is often lacked. Additionally, unfolding of volcanic eruption together with their
preparation may be very complex with variable types of activity and/or eruptive styles.
Training of supervised ML algorithms would require accurately cataloguing of this type
of variability which is today missing even for very closely monitored volcanic systems.

Accurate cataloguing the seismo-volcanic data is another difficulty. During the
periods of volcanic activity, these systems can generate tremendous amount of seismic
signals, sometimes more than one thousand events per day. These signals are well
known to be very variable in terms of their time and frequency signatures. Multi-
ple classification schemes has been developed to account for this variability. Most
frequently used categories are: volcano-tectonic (VT) earthquakes, long-period (LP)
events (alternatively called low-frequency (LF) events), very-long-period (VLP) events,
hybrid events, explosions, and rockfalls. These different classes of signals are suppos-
edly related to different types of seismogenic sources and volcano-magmatic processes
that are responsible for their excitation.

One of the most common directions for ML applications in volcano seismology
is the automation of the signal analysis in order to improve the ability of volcano
observatories to process the overwhelming volumes of data. Supervised ML algorithms
are mostly used in this case [e.g., Malfante et al., 2018b, Titos et al., 2019]. Their
training requires reasonably well label seismo-volcanic catalogs that are available only
at a few volcanoes. At the same time, algorithms successfully trained in a particular
volcano, cannot be simply applied on a different volcano because of the difference in
the signal properties.

For the above mentioned reasons, analysis of most of seismo-volcanic datasets can-
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not be within training the supervised ML algorithms. In this case, useful patterns
in the data can be identified based on exploratory data analysis (Figure 4.3) that is
often based on unsupervised algorithms [e.g., Cortés et al., 2021].

It is also important to mention that most published works on ML applications
in volcano-seismology consider a simplified or idealized situation when the analysis
is bases on data from a single station located very close to a single studied volcano.
Consequently, the observed variations in the signal properties, event rates, etc are at-
tributed to the activity of the studied volcano. However, many observations of seismic
signals associated with volcanic activity are obtained in less “favorable” situations.
Sometimes, available seismic stations are located relatively far from a volcano that
enters in a period of activity. As a consequence, the signals related to the processes
occurring within this volcano can be masked by environmental and anthropogenic
noises, by tectonic seismicity (especially in subduction zones), or sometimes by signals
emitted by other closely located volcanoes.

4.1.3 Context and goals of this work

Kamchatka peninsula belonging to the Pacific “ring of fire” is one of the most
active regions of the World’s subduction-related volcanism. 29 Kamchatka active
volcanoes generate a tremendous amount of seismo-volcanic signals that are recorded
by a network of seismic stations operated by Kamchatka Branch of Geophysical Survey
of Russian Academy of Sciences (KB GS RAN) [Chebrov et al., 2013]. This network is
used to monitor both the volcanic activity and the regional tectonic seismicity, mostly
originating in the Kuril-Kamchatka and Aleutian subduction zones.

Nowadays, the processing of seismograms in Kamchatka is performed by KB GS
operators, despite the exceptionally high seismic activity of the region. Thus, the
problem of automatic earthquake detection and classification is acute. On average the
operators process about 20 regional tectonic earthquakes and 90 volcanic ones per day.
This situation is aggravated during aftershock sequences and activation of volcanoes.
Moreover, most volcanic earthquakes are too weak to pick up waves onsets correctly
what makes locating their hypocenters impossible. As a result, these earthquakes
are catalogued without locations and sometimes are roughly classified in four classes
following an approach suggested by Tokarev [1966]. This classification scheme has not
been revised since late sixties and is not in accordance with modern knowledge about
the origin of seismo-volcanic signals.

Overall, because of the very high seismicity rates, the catalogues of seismo-volcanic
activity produced by the KB GS are for from being complete, despite their best ef-
forts. Further improving the analysis of the seismo-volcanic data could be eventually
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achieved with the implementation of appropriate ML approaches. At the same time,
the existing catalogues cannot be used as labels to simply train the automatic algo-
rithms. Therefore, the ML applications for the seismo-volcanic analysis in Kamchatka
should be started as the “exploratory data analysis”.

We focus our analysis on the region of the Klyuchevskoy volcano group [Shapiro
et al., 2017b] where the volcanic activity has an exceptional level with several erup-
tions of different volcanoes occurring every year. Also strong tectonic earthquakes are
regularly occurring in the Kuril-Kamchatka and Aleutian subduction zones close to
the KVG. These multiple geological phenomena create a very interesting geodynamic
environment with possible interactions. At the same time, they result in very com-
plex seismic records when signals of many different origins might be superimposed.
Therefore, to develop efficient ML approaches for analysing the seismicity, we need
to start with attempts to reasonably “decipher” it, i.e., to correctly detect, identify,
and separate the signals of different origin such as tectonic and volcanic earthquakes
and those produced by different volcanoes. Only after such “source separation” the
patterns of seismicity corresponding to different geological phenomena and objects can
be studied.

To explore the capacity of the ML approaches to separate seismic signals of dif-
ferent origin, we focus on two particular strong episodes of intensive seismicity. The
fist one started on December 20, 2018 with a M=7.3 earthquake occurred near the
Kamchatka coast at the western termination of the Aleutian trench. Nearly simul-
taneously with this “Komandorskiy island” earthquake, the Shiveluch volcano, closest
to its epicenter among the Kamchatka’s active volcanoes, erupted. This coincidence
raises a possibility of interaction between these two strong phenomena. The strong
earthquake was followed by a long aftershock sequence lasting for weeks and simultane-
ously, many volcanic earthquakes were generated beneath Shiveluch. Additionally, the
KVG region was activated in the beginning 2019 with increasing seismicity followed
by two eruptions of Bezymianny volcano in January and March. When analyzing the
seismicity occurred during this 2018-2019 episode we mostly focused on a problem of
separation of volcanic and tectonic earthquakes. The second studied episode involved
activation of Bezymianny and Klyuchevskoy volcanoes during an ongoing eruption of
Shiveluch in October-November 2022. We used this data to explore the separation of
earthquakes generated by different volcanoes.
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4.2 Machine Learning for seismic signal analysis

4.2.1 Representing seismic signals with features

Modern seismological data are represented in digital form as discrete time series
with relatively high sampling rates ( 100 sample per second). In this works we mainly
focus on analysis of “impulsive” signals extracted from long continuously recorded sig-
nals. Even after selecting portion of the data corresponding to such signals, they
contain many samples that in most of cases are not practical for analyzing and com-
paring different events. Therefore, we need to measure some characteristics which are
referred as features. The latter can be divided into several groups:

• Boolean

• nominal (or categorical)

• ordinal

• quantitative

A set of several features is called a feature vector and describes one object, in our
case, a seismic waveform. Thus, a group of objects can be represented with a matrix
of features which is used as an input for machine learning algorithms at the next step.

It should be noted that the choice of features is of crucial importance as they should
provide enough information about objects to be classified. Also, a higher number of
features does not mean better accuracy of the results. On the contrary, a very detailed
input set leads to “overfitting” in problems of supervised learning. Generally speaking,
the built model works perfectly on the test set but fails when using unknown data.
Also, some features may turn out to be linearly dependent and not affect the result
but increase the dimension of data and computational cost consequently.

4.2.2 Supervised and unsupervised Machine Learning

There are two main classes of ML methods, which differ in their problem formu-
lation. Supervised ML deals with classification of objects into several preset classes.
In other words, they define a non-linear mapping between data and “labels”. Another
class of ML algorithms is called unsupervised, and it solves the clustering problem of
reconstruction of the natural distribution or structure of the input data.

Clustering differs from classification in that it is not trained with “labeled” objects
and should divide an input set into subsets (clusters) in the way that each cluster
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consists of similar objects, and the objects of different clusters differ significantly. To
do this, it is necessary to set the distance function on a set of objects. Usually, an
algorithm has to define the number of clusters but in some cases, this value can be
preset too.

In current work both supervised and unsupervised approaches are tested. For
classification problem we consider Support Vector Machine (SVM) and Random Forest
(RF), and clustering task is performed with K-means, Agglomerative Clustering and
Gaussian mixture model (GMM). The next subsections explain each of those methods
in details, however for more rigorous formulations and mathematical descriptions one
should refer to further cited literature.

Supervised machine learning

At the end of the last century the method described in [Vapnik and Chervonenkis,
1974] was modified and generalized to the version currently known as SVM [Cortes and
Vapnik, 1995]. This algorithm gained its popularity due to its easy implementation,
fast computation and high efficiency even in big, high dimensional datasets. The main
task of this algorithm is to build a hyperplane between classes of objects in order to
maximize the margin width between these classes [e.g., Burges, 1998, Schölkopf and
Smola, 1998]. Figure 4.1 illustrates the concept of the SVM algorithm. It can be seen
that the position of the optimal hyperplane depends only on a few training objects
which are called support vectors.

Figure 4.1: The main idea of the SVM algorithm: objects of different (two in this
example) classes are separated with a hyperplane (solid line) in order to maximize the
margin width (dashed lines). Support vectors are additionally circled with black lines.
Modified from [Pedregosa et al., 2011]

In reality, most of the datasets are not linearly separable, but SVM deals with
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these problems in another way by transforming an original feature space X to a new
space H which can be linearly separable. Then objects are described not by original
feature vectors xi but vectors ψ(xi), and scalar product ⟨x, x′⟩ is then replaced with
⟨ψ(x), ψ(x′)⟩. Thus, function K is called a kernel function if it can be represented as
K (x, x′) = ⟨ψ(x), ψ(x′)⟩ for some mapping ψ : X → H, where H is the space with
scalar product. In this work the following kernels are considered:

• Linear: K (x, x′) = ⟨x, x′⟩

• Polynomial of a degree d : K (x, x′) = (γ ⟨x, x′⟩+ 1)d

• Radial basis functions (RBF): K (x, x′) = exp(−γ ∥x− x′∥)

Figure 4.2: Three different types of SVM kernels, and the classification result based on
the kernel choice. Points of different colors show the objects of two classes, solid line
and dashed lines are the hyperplane and the margin borders correspondingly. Support
vectors are additionally circled with black lines. Modified from [Pedregosa et al., 2011]

The next supervised algorithm considered in this work is Random Forest (RF).
For the first time it was introduced in [Breiman, 2001], and it is based on the idea
that the prediction based on several estimators is more reliable that the prediction
of a single estimator. In case of RF these estimators are called decision trees which
are schematically illustrated in Figure 4.3a. Decision nodes shown with diamonds
represent features used at one step to make a decision based on some rule. Following
a decision rule (black arrows) the algorithm moves on to the next node which can be a
decision node again or a leaf node (green ellipse), i.e. the outcome. In the classification
problem which is considered in this work the outcome is the assignment of an object
to one of the classes. RF generates a large number of trees, and after obtaining their
individual results the voting for the most popular class is carried out (Figure 4.3b).
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Figure 4.3: Schematic diagrams of (a) a decision tree estimator and (b) the principal
of Random Forest algorithm [Breiman, 2001]

Unsupervised machine learning

In this work the investigation of clustering problem starts with the K-means algo-
rithm [MacQueen, 1962, McQueen, 1967]. It has shown itself as a good first approach
due to simplicity of application and computational efficiency [Har-Peled and Sadri,
2005, Arthur and Vassilvitskii, 2006]. Given a space of N objects algorithm should
assign every object xi from to one of k clusters. At the same time, every cluster j
has its own centroid µj that is chosen by k -means in the way to minimize the sum of
square distances between the objects and the cluster centroid:

N∑
i=1

min
(
∥xi − µj∥2

)
(4.1)

where N is the number of objects in a cluster j. After one iteration the centroids are
redefined, and the objects are assigned to the new centroids. In fact, within an iteration
this approach does not attribute objects to a particular class, but instead moves the
centroids while objects will be ascribed automatically to them. These two steps,
objects assignment and centroid calculation, are repeated until the process stabilizes.
The above description emphasizes the high sensitivity of the k -means algorithm to
the choice of initial centroids. One of the approaches to choose them is the random
initialization [Lloyd, 1982], nevertheless this can lead to poor clustering results as the
algorithm can to get stuck in a local minimum. Within scikit-learn Python package
[Pedregosa et al., 2011] which is used in this work the method k-means++ [Arthur
and Vassilvitskii, 2007] is implemented to define the initial centers. The main idea of
this approach is that the first set of centroids is chosen uniformly at random and each
successive center is chosen with probability proportional to the square of its proximity
to the nearest existing center.

Another unsupervised ML approach considered in this work is Agglomerative Clus-

84



4.2. Machine Learning for seismic signal analysis

tering which is a representative of hierarchical clustering [Lance and Williams, 1967].
Agglomerative clustering operates from the bottom to the top, i.e. at the very beg-
ging all objects of a dataset are considered as separate clusters that are being merged
pair by pair while the algorithm is running. This strategy is well illustrated by den-
drograms (Figure 4.4). These diagrams illustrate hierarchical relationships between
objects of a dataset. The way the agglomerative clustering is used the dendrogram
should be read from bottom to top. Thus, separate objects start to merge making
clusters which merge further. The height of the vertical lines shows the degree of
difference (or similarity) between branches.

Figure 4.4: An example of a
dendrogram visualising the re-
sult of hierarchical clustering.
The image is modified from
[Pedregosa et al., 2011]

The last chapter dedicated to clustering of volcanic seismicity uses one more clus-
tering algorithm called Gaussian mixture model (GMM). In general, the problems of
mixture separation are used when the “shape” of a class cannot be described by any
distribution, and instead it may be described by a mixture of distributions. In other
words, it is supposed that a sample from some population described by a probability
density function. This density function is characterized by a parameterized model
taken to be a mixture of component density functions; each component density de-
scribes one of the clusters. This model is then fit to the data by maximum likelihood
[Hastie et al., 2009]. Within the GMM approach, components of a mixture of distribu-
tions have n-dimensional normal (Gaussian) distributions ϕ(x; θj) = N (x;µj,Σj) with
parameters θj = (µj,Σj), where µj ∈ Rn is the expectation vector, Σj ∈ Rn×n is the
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covariance matrix. Thus, the Gaussian mixture model has the following form:

f(x) =
k∑

j=1

wjϕ(x; θj) (4.2)

with mixing proportions or weights wj,
∑

j wj = 1. An example of clustering with the
GMM algorithm is presented in Figure 4.5.

Figure 4.5: Illustration of the
Gaussian mixture model clus-
tering

4.3 Methods used in this study

This section contains the general workflow that was performed to process raw
seismic data into the form suitable for machine learning application.

4.3.1 Extraction of impulsive signals from continuous data

Seismograms were band filtered in 0.5–10 Hz range, decimated and finally their
absolute values were smoothed with a 30 seconds window (Figure 4.6). The maxima
of the smoothed envelopes were identified as “peaks” and their signal-to-noise ratios
were calculated as:

SNR =
vmax

vmin

(4.3)

where vmin = max((v1min, v
2
min)) (Figure 4.6). The threshold value for SNR was set as

1.3, thus the detections with SNR ≥ 1.3 were included into the catalog.
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Figure 4.6: One hour of seismic data and its smoothed envelope (red line). Detected
events with SNR ≥ 1.3 are highlighted with green.

4.3.2 Features extraction

The correct choice of features is one of the key elements for the successful classifi-
cation. In many pioneering investigations on classification of seismicity the waveforms
themselves were used as features [e.g., Falsaperla et al., 1996, Scarpetta et al., 2005,
Esposito et al., 2008]. This approach seems natural and obvious, however, use of these
initial representation has shown no spectacular results, and it has been mentioned
that other parameters of signals should be explored. Thus, much attention was paid
to spectral representations of seismic signals. Classification studies in volcano seismol-
ogy [e.g., Curilem et al., 2009, Malfante et al., 2018a] are dedicated to distinguishing
various volcanic signals according to the common classification (see Section 1.2) which
is mostly based on frequency content of waveforms. Similar attempts but with tectonic
earthquakes also considered spectral representations of waveforms [e.g., Maurer et al.,
1992, Sick et al., 2015]. Besides this, there are more parameters of seismic signals that
were used in the studies, such as polarization [Köhler et al., 2009, Hammer et al., 2012],
autocorrelation function [Falsaperla et al., 1996, Langer et al., 2003], etc. Quite ex-
haustive lists of features that can be extracted from signals and used in investigations
can be found, for instance, in [Hammer et al., 2012, Malfante et al., 2018a].

Alongside with the experience of the other researchers, inspection of data used in
this work shows significant difference between tectonic and volcanic earthquakes in
their spectral domain (Figure 4.7).

As there is no final solution on what features give better classification result, this
work explores both temporal and spectral waveform attributes which are listed below,
while the process of their extraction is illustrated in Figure 4.8 as well.

1. Peak frequency fpeak = argmaxf P (f)

2. Mean frequency is defined as fmean =
∑

i P (fi)fi∑
i P (fi)
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Figure 4.7: Waveform examples (top panels) and their spectral representations (un-
smoothed and smoothed spectra (grey and red lines in the middle panels correspond-
ingly), spectrograms (bottom panels)) of a tectonic and volcanic earthquakes.

3. Median frequency fmedian is calculated using the following condition:

jMDF∑
j=1

P (fi) =
M∑

j=jMDF

P (fi) =
1

2

M∑
j=1

P (fi)

where jMDF is the index of the median frequency

4. Bandwidth was taken as the difference between the first and last frequencies,
where

P (f) ≥ Pmax

5. Standard deviation σ from the mean frequency fmean

6. Signal duration

7. Signal maximum absolute amplitude
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Figure 4.8: Extraction of “regular” features: a) Duration of a signal and its amplitude
(red cross); red line shows the smoothed waveform b-c) Spectral characteristics of
a signal such as a peak frequency fpeak (red cross); a mean frequency fmean and a
standard deviation σ from it; median frequency fmedian and a spectrum bandwidth
(an original spectral form and a smoothed one are shown with grey and red colours
respectively)
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Application: Seismic crisis in 2018-2019

5.1 Motivation

A vivid example of seismic crisis started in November 2018 when a strong (M=7.3)
earthquake occurred and was followed by an aftershock sequence. This tectonic activity
was accompanied by the Shiveluch volcano eruption with its seismic manifestation.
The major tectonic events and the active volcano are presented in Figure 5.1 as well
as several seismic stations in this region.

Figure 5.1: Map of the Kamchatka coast with the most active volcanoes (Shiveluch and
Klyuchevskoy volcano group (KVG)) are shown. Yellow stars represent the mainshock
and its strongest aftershocks, white triangles are the stations used in the study.

It can be seen that station KBT is almost equidistant from both Shiveluch and the
area of tectonic activity. Signals from two events are presented in the middle panel
at Figure 5.2, and without additional information it is difficult to define their origin.
Yet using records from station SRK (located on the slope of the Shiveluch volcano)
and station BKI (far from the coast) it is clear that the first waveform corresponds to
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volcanic activity, and the second one is a regional tectonic earthquake.

Figure 5.2: Seismograms from different stations (SHN channel): stations SRK and
BKI recorded a volcanic earthquake and a tectonic one correspondingly, while in the
records at KBT both events can be seen clearly.

Figure 5.3 shows the daily number of earthquakes detected by stations BKI and
KBT. The highest peak of activity corresponds to the mainshock on 20 December 2018.
The following aftershock swarm can be approximated with Omori law that describes
the frequency of earthquakes with time:

n(t) =
k

(c+ t)p
(5.1)

where k and c are empirical constants, which vary for different earthquake sequences,
and p is a third parameter which modifies the decay, its typical range is 0.7–1.5. In case
of station BKI, Omori law is preserved with time while at station KBT the increase
in seismic activity can be clearly seen (red dashed line in Figure 5.3).

Thus, this section is dedicated to dividing seismicity in Kamchatka region into two
general classes, tectonic and volcanic, in order to reveal the reason of the deviation
from the Omori law in the seismic activity registered by station KBT (Figure 5.3)
using data only from one channel of a single station.

5.2 Compilation of a labeled dataset

As it was mentioned earlier, unsupervised algorithms do not demand a priori
knowledge to perform clustering as they reconstruct the structure of input data. On
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Figure 5.3: The daily number of earthquakes (blue lines) detected at stations located
in different settings (Figure 5.1). The mainshock date is shown by a green vertical
line; a yellow curve is the approximation of the aftershoks decay with the Omori law
(equation 5.1), a red dashed line shows the deviation from it

the other hand, supervised (and semi-supervised) machine learning methods solve the
problem of classification or regression by building a model from the data that has
already been labeled. In common practice, a dataset with labels is called a training
dataset. Thus, this subsection presents the process of creating the training set in order
to classify the seismicity.

Compilation of a training set was done in a semi-automatic manner. At the first
step, potentially “pure” tectonic or volcanic events were selected using reference sta-
tions SRK and BKI. Obviously, station SRK (Figure 5.1) located on the slope of the
Shiveluch reliably recorded volcanic earthquakes. Station BKI in its turn is less af-
fected by volcanic activity but can detect weaker aftershocks that started on November
20, 2018, as well as regional tectonic earthquakes. At the first step, seismic data from
these stations was processed in the same manner as data recorded with KBT station:

93



Chapter 5

the seismograms were smoothed, and a detection is included into a catalog if its SNR
is higher than a threshold of 1.3. After that, pairs of catalogs, SRK vs. KBT and
BKI vs. KBT, were compared. Considering the epicenter distances to these stations
and corresponding waves arrivals, the next conditions were set for selecting a “pure”
volcanic event:

∆t = tKBT − tSRK ∈ [15, 30] s (5.2)

fSRK
median ≥ fKBT

median (5.3)

The first condition is derived from the fact that seismic waves emitted by a volcanic
earthquake arrive at station SRK earlier than at station KBT. And the second condi-
tion reflects an idea of attenuation of high frequency energy during wave propagating.
Thus, median frequency of signals recorded by SRK station is assumed to be higher
than median frequency observed at KBT. Regarding tectonic events, only one condi-
tion was used:

∆t = |tKBT − tBKI | ≤ 60 s (5.4)

Given the distance of 230 km between stations BKI and KBT, 60 seconds is the
approximate maximum time difference between waves arrivals at the stations. Manual
revision followed the automatic compilation of a preliminary training set. It allowed
to eliminate very noisy waveforms, falsely detected signals of non-seismic origin (e.g.,
calibration signals). In addition to these unwanted signals, unexpectedly, the strongest
tectonic earthquakes had to be removed although they were assumed to be the best
examples of the tectonic seismicity in the training set. In Figure 5.4 it can been seen
that these strong events are not recorded properly but with saturation effect which
resulted in uncharacteristic spectral form. Consequently, the final labeled set contained
tectonic events of moderate magnitudes.

5.3 Results: Supervised machine learning

5.3.1 Support Vector Machine

The first algorithm considered in this section is the SVM. Its principle and ad-
vantages were described in Subsection 4.2.2. This part of work is performed with
scikit-learn Python package [Pedregosa et al., 2011], and within this SVM realization
the performance of classification strongly depends on two parameters. First of them is
C > 0 which defines the smoothness of a separating hyperplane. Another parameter γ
is responsible for the influence of each object from a training dataset on other nearby
objects. Grid search over possible values of these parameters can help to obtain the
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Figure 5.4: Recorded tectonic events with different magnitudes and their spectra. Very
strong events with waveforms similar to the first two (red color) were eliminated from
the training set. Moderate earthquakes (two bottom waveforms in black) remained in
the set.

best combination. At the same time, choice of an optimal kernel for a given problem
is an additional challenge. The detailed investigation for obtaining the optimal combi-
nation of parameters C and γ with a kernel type is presented in Appendix 5.A. Table
5.1 summarizes the result of this inspection, and the obtained parameters will be used
further.

Kernel type
Linear Polynomial RBF

C 10 0.01 10
γ 0.001 1 0.1

Table 5.1: Best pairs of parameters C and γ for different kernels revealed with the
grid search (Appendix 5.A).

In supervised ML practice a labeled dataset is usually split into two parts. The
first one, the train set is used to build a classifier, and commonly this dataset contains
2/3 of the available labeled data. The performance of the obtained classifier can be
validated with a test set which is unknown data for a classifier. If the validation result
is satisfactory the entire dataset can be introduced for its classification. Figures 5.5 –
5.7 present the results of the SVM classification with different kernels.
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Figure 5.5: The test dataset with labels defined manually (first column) and the results
of the SVM classification with a linear kernel on the test set and the entire data (second
and third columns). Blue dots and red dots show the tectonic and volcanic events
correspondingly.

The quantitative evaluation of the obtained results can be done using statistical
measures. The first one is called precision:

Precision =
True Positive

True Positive+ False Positive
=

True Positive

Total Predicted Positive
(5.5)

In our case, True Positive means a correct assignment of an event to a particular
class, tectonic or volcanic. Thus, these numbers are diagonal values in a confusion
matrix. Then Total Predicted Positive is a number of events within one class after
classification, i.e. a sum of events in a row of a confusion matrix.

Actually, the precision alone is not enough to adequately estimate the quality of
classification results. For example, a classifier correctly assigned labels to all objects
of one class but at the same time falsely added plenty of objects from another one.
Although the precision will be maximum it is clear that the general performance is not
satisfying. In results evaluation it is useful to use an additional metric, for example,
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Figure 5.6: The test dataset with labels defined manually (first column) and the results
of the SVM classification with a polynomial (3rd degree) kernel on the test set and the
entire data (second and third columns). Blue dots and red dots show the tectonic and
volcanic events correspondingly.

recall :

Recall =
True Positive

True Positive+ False Negative
=

True Positive

Total Actuall Positive
(5.6)

Again, given that True Positive is a number of correct predictions for a particular class
then False Negative is the amount of objects of the same group erroneously assigned
to another one. Consequently, Total Actual Positive is a result of the summation over
a column.

Although all classifiers show high performance on the test set, the preference will
be given to an RBF kernel. The training and test datasets have a clear structure that
can be easily divided by a classifier with a linear or a polynomial kernel. Unlike them,
the whole dataset is more complex with no clear clusters, thus SVM-RBF algorithm
is more reliable in defining complicated borders.

Finally, using the SVM-RBF classifier with the parameters C = 10 and γ = 0.1,
defined with the grid search, the entire dataset was separated into two classes. Tem-
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Figure 5.7: The test dataset with labels defined manually (first column) and the results
of SVM classification with an RBF kernel on the test set and the entire data (second
and third columns). Blue dots and red dots show the tectonic and volcanic events
correspondingly.

poral changes of tectonic and volcanic seismicity are presented in Figure 5.8. The
obtained results show the main peculiarities of seismic activity regime in 2018-2019.
Two highest peaks correspond to the mainshock with its strongest aftershocks followed
by activation of the Shiveluch volcano. However, some correlation in two plots can be
noticed what implies that there are errors in classification, however this supposition
can be revealed only after manual check.

5.3.2 Random Forest

This subsection presents the classification results obtained with Random Forest
(RF) algorithm [Breiman, 2001]. RF classifiers are prone to overfitting which can be
avoided by adjusting various hyperparameters necessary to build a model. The detailed
description of possible parameters and their estimation is contained in Appendix 5.B.
After obtaining the optimal hyperparameters values, RF classification of data was
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Linear kernel
True class

Tectonic Volcanic Precision

Predicted
Tectonic 364 1 1.00
Volcanic 3 57 0.95
Recall 0.99 0.98

Polynomial kernel
True class

Tectonic Volcanic Precision

Predicted
Tectonic 361 1 1.00
Volcanic 6 57 0.90
Recall 0.98 0.98

RBF kernel
True class

Tectonic Volcanic Precision

Predicted
Tectonic 364 1 1.00
Volcanic 3 57 0.95
Recall 0.99 0.98

Table 5.2: Confusion matrices of the SVM classification with different kernels obtained
on the test set.

Figure 5.8: Temporal changes of tectonic (blue line) and volcanic (red line) activity
based on the SVM classification

99



Chapter 5

performed, and the results are shown in Figure 5.9. The confusion matrix is presented
in Table 5.3 as well.

True class
Tectonic Volcanic Precision

Predicted
Tectonic 363 2 0.99
Volcanic 4 56 0.93
Recall 0.99 0.97

Table 5.3: Confusion matrix for RF classifier.

Figure 5.9: The test dataset with labels defined manually (first column) and the results
of RF classification on the test set and the entire data (second and third columns).
Blue dots and red dots show the tectonic and volcanic events correspondingly.

Based on the results of RF classification temporal changes in seismic activity were
plotted (Figure 5.10). As well as in the case of SVM classifier one can trace the main
features of seismic regime. Nevertheless, the target part of the plot (after February
2019) does not allow to confidently estimate the origin of the deviation from the Omori
law. Again, correlation of two plots can likely reflects mistakes in classification that
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can be verified solely manually.

Figure 5.10: Temporal changes of tectonic (blue line) and volcanic (red line) activity
based on RF classification.
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5.4 Results: Unsupervised machine learning

5.4.1 K-means

For this work a couple of the most popular clustering techniques were chosen as well.
Figure 5.11 presents the results of application of k -means to study data. Although
here we consider unsupervised method that does not assume a priori knowledge about
data it is useful to test the algorithm first on the labeled dataset created for supervised
algorithms. This procedure will allow us to understand if the chosen methods are
generally applicable to our data and how adequate are the results.

Figure 5.11: The labeled dataset with labels defined manually (first column) and the
results of k -means clustering on the labeled set and the entire data (second and third
columns). Blue dots and red dots show the tectonic and volcanic events correspond-
ingly.

Comparison of first two columns in Figure 5.11 shows that the k -means algorithm
satisfactorily divides the labeled dataset but a numerous errors can be already seen.
Obviously that after performing clustering on the entire dataset the final result is not
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K-means
True class

Tectonic Volcanic Precision

Predicted
Tectonic 979 13 0.99
Volcanic 134 170 0.56

Recall 0.88 0.93

Table 5.4: Confusion matrix for k -means clustering.

able to answer the main question regarding the deviation from the Omori law. (Figure
5.12)

Figure 5.12: Temporal changes of tectonic (blue line) and volcanic (red line) activity
based on k -means clustering.

5.4.2 Agglomerative Clustering

Figure 5.13 shows the results of agglomerative clustering of the datasets. The
performance on the label data is better than one of k -means (Table 5.5, second column
in Figure 5.13), although the border area between two clusters is challenging for the
algorithm as well.

Thus, Agglomerative Clustering also cannot explain the deviation from the Omori
law in the tectonic activity plot (Figure 5.14).
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Figure 5.13: The labeled dataset with labels defined manually (first column) and the
results of Agglomerative Clustering on the labeled set and the entire data (second
and third columns). Blue dots and red dots show the tectonic and volcanic events
correspondingly.

Agglomerative Clustering
True class

Tectonic Volcanic Precision

Predicted
Tectonic 1022 15 0.99
Volcanic 91 168 0.65

Recall 0.92 0.92

Table 5.5: Confusion matrix for Agglomerative Clustering.

5.5 Results: Classification and clustering using spec-

tral representations of data

Besides “regular” features, i.e. some parameters of the signals that are used by
specialists in order to classify signals, several spectral representations of seismic signals
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Figure 5.14: Temporal changes of tectonic (blue line) and volcanic (red line) activity
based on Agglomerative Clustering.

were used as feature vectors. The reasonableness of this approach was commonly
proposed in Section 4.3.2. Moreover, spectral representations are mentioned as the
best ones for the classification of signals [e.g., Maurer et al., 1992, Falsaperla et al.,
1996, Köhler et al., 2009, Soto et al., 2018].

For every event in the entire dataset the following information was extracted with
number N of points, i.e. features in a feature vector:

• Smoothed spectra (N = 145)

• Unsmoothed spectra (N = 500)

• Spectrograms (N = 3600)

Besides spectral envelopes the time-frequency representation of seismic signals were
considered as the general frequency characteristics of a signal are preserved but their
temporal changes are also taken into account.

After extracting new features the same ML algorithms of classification (SVM, Ran-
dom Forest) and clustering (K-means, Agglomerative Clustering) were tested using
spectral representations of data as feature vectors. The results of classification and
clustering in the form of confusion matrices are presented in Tables 5.C.1 – 5.C.4 con-
tained in Appendix 5.C, and according to them the best performance was achieved by
SVM-RBF classifier in a combination with smoothed spectra as features (Table 5.C.1).
Figures 5.15 and ?? illustrate the best result.
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Figure 5.15: The labeled dataset with labels defined manually (first column) and
the results of the SVM-RBF classifier on the labeled set and the entire data (second
and third columns). Blue dots and red dots show the tectonic and volcanic events
correspondingly.

Figure 5.16: Temporal changes of tectonic (blue line) and volcanic (red line) activity
based on SVM-RBF classification using smoothed spectra.
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5.6 Results: Classification into three classes

The initial idea of this work was classification of seismicity into two general groups,
volcanic and tectonic. Thus, the latter class includes all regional earthquakes that
could be recorded. But at the same time the tectonic part of the labeled dataset
contains mostly aftershocks of the strongest event of considered time period. In fact,
we tried to separate earthquakes based on a source with a fixed location: the vol-
canic system of Shiveluch or the activated part of the subduction zone. However,
the territory of Kamchatka region is too vast, and tectonic earthquakes are observed
within the whole subduction zone on the regular basis, for example, there is was a
relatively strong earthquake (ML = 6.25) with following aftershocks in the south of
the peninsula.

Different hypocenters and consequently path effect should be reflected in the fea-
tures of recorded signals. Thus, one can argue on inappropriateness of merging tectonic
earthquakes in one big class instead of introducing smaller ones. For example, the sim-
plest option here is to define (1) a class of local seismicity that includes the mainshock
with its aftershocks, and (2) a class consisting of other regional events. Figure 5.17
shows events that represent these groups.

Figure 5.17: Examples of waveforms of tectonic earthquakes: an aftershock (left) and
a regional event (right)

The selection of aftershock sequences from background seismicity was extensively
studied for seismic catalogs declustering. These investigations started with window
declustering approaches which discriminate aftershocks based on temporal and spatial
windows. Here the simplest window algorithm from [Gardner and Knopoff, 1974] was
used where the aftershock boundaries in space and time have the following form:

d = 100.1238M+0.983 km (5.7)

t =

100.032M+2.7389, if M ≤ 6.5

100.5409M−0.547, if M ≥ 6.5
days (5.8)
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Given Mmainshock = 7.2, one can calculate that d = 75 km and t = 932 days. The
obtained temporal window covers the whole study time period, so only the spatial
parameter will regulate the type of an earthquake.

Figure 5.18 shows the map of Kamchatka with the distribution of tectonic earth-
quakes after selecting the aftershocks. Namely, the new labeled dataset contains in
total 1291 events with SNR ≥ 1.35, of which 1035 aftershocks, 71 regional event and
185 volcanic earthquakes.

Figure 5.18: Two classes of tectonic activity: regional (red circles) and aftershocks
(white circle). The circle size corresponds to the earthquake magnitude.

Figure 5.19 shows the result of the labeled dataset recompilation. It can be seen
that many regional events were found before the mainshock and its aftershock. More-
over, with aftershocks decrease more background tectonic earthquakes are observed.

The procedure for classification or clustering the seismicity was the same as de-
scribed in previous sections. Various signals representations (“regular” features and all
spectral representations) were introduced to ML algorithms: k -means and agglomera-
tive clustering as unsupervised methods, and SVM and Random Forest as supervised
ones. There will be only summarized results presented.

Three classes clustering is too complicated for chosen algorithms due to complexity
of objects distributions. As it can be seen from two dimensional projections of data
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Figure 5.19: The labeled dataset before (top panel) and after (bottom panel) recompi-
lation, i.e. splitting the big class tectonic activity into aftershock sequence and regional
seismicity. Blue, green and orange bars show the aftershocks, regional and volcanic
earthquakes correspondingly.

(first column in, e.g., Figure 5.5), there are no clearly defined clusters of objects even
for a two class problem. Furthermore, the new class of regional seismicity is spread
over two clusters instead of forming a separate cluster as it was expected. Increasing
dimension of feature space did not help, and poor-quality results are obtained using
spectral representations of signals.

Satisfactory classification results were obtained with SVM-RBF algorithm using
“regular” features (Figure 5.20). After building a classifier it managed to distinguish
a small cluster of regional seismicity among volcanic events (second column in Figure
5.20), although the accuracy of this result is poor: only 5 out of 12 regional events
were classified correctly. After introducing the whole dataset to the algorithm, it has
defined some events as regional (right column in Figure 5.20).

Comparing to the clustering results, there is an opportunity to plot the rate of three
classes of seismicity in time (Figure 5.21). Some regional seismicity can be traced as a
background of two other prominent classes. Nevertheless, the obtained result does not
provide the explanation for the main question regarding the deviation of seismicity
rate from the Omori law.
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Figure 5.20: The test dataset with labels defined manually (first column) and the
results of SVM-RBF classification into 3 classes of the test set and the entire data
(second and third columns). Blue, yellow and red dots show the aftershocks, regional
and volcanic earthquakes correspondingly.

Figure 5.21: Temporal changes of aftershock (blue line), regional (yellow line) and vol-
canic (red line) activity according to SVM-RBF classification using “regular” features.
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5.7 Discussion

5.7.1 On choice of features

One of the main steps in data exploration with machine learning algorithms is the
right choice of features, i.e. the parameters of objects in a dataset. In this work we
explore different types of signal representations with different number of points in a
feature vector. In any case, any of used representations reflect the spectral character-
istics of signals which are used by specialists to classify data in a conventional way.
Nowadays abstract features are widely exploited with deep learning methods such as
convolutional neural networks [e.g., Scarpetta et al., 2005, Perol et al., 2018, Seydoux
et al., 2020]. These signal representations are extracted in unsupervised way and use-
ful to discover new classes of seismicity. The problem of this work considers only two
well-known classes of seismic activity, so we stuck to less elaborated representations
of waveforms.

The obtained results support the idea that larger sets of features (or higher di-
mension of a feature space) do not necessarily provide more accurate classification or
clustering. In ML practice this situation is referred as the curse of dimensionality
[Bellman, 1957]. Indeed, the best performance was achieved using “regular” features
with number N = 8 values in a feature set and smoothed spectra with N = 145. They
allowed to divide prominent examples of volcanic and tectonic events while tectonic
earthquakes of moderate and small magnitude are still mixed. Thus, some additional
features that define the class of regional seismicity in the feature space should be found
out. Again, considering parameters with more explicit physical meaning one can draw
attention to some features explored in [Hammer et al., 2012, Malfante et al., 2018a],
for example.

5.7.2 Clustering versus classification

In this work quite basic and easy to implement methods of machine learning were
used: k -means and Agglomerative Clustering as unsupervised approach, and Support
Vector Machine and Random Forest as supervised ones.

In the feature space of the lowest dimensionality where groups of objects do not
have a well defined border between the them, clustering algorithms completely fail to
separate data. At the same time, the supervised methods showed good performance
on the test set (Tables 5.2 and 5.3), and after applying them to the entire dataset one
can definitely distinguish the main characteristics of the seismic regime in the studied
time period (Figures 5.8 and 5.10).
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Regarding the feature space of a higher dimension built with smoothed spectra
values, clustering techniques start to show better results (Appendix 5.C). Although
k -means yet struggles with this unclear border between the clusters, Agglomerative
Clustering provides the performance that can be compared with one of the supervised
algorithms.

Nevertheless, as it was mentioned above the main obstacle for all the algorithms is
tectonic events of moderate magnitude. It is unlikely that choosing more sophisticated
ML algorithms would solve this problem. SVM and Random Forest have already shown
their possibilities and strength in classification of various seismic signals [e.g., Giacco
et al., 2009, Curilem et al., 2014, Hibert et al., 2017, Maggi et al., 2017, Malfante et al.,
2018a].

5.7.3 On the one station and one channel approach

In this work data from only one channel of a single station was used. Starting
with the amount of stations, it should be noted that the main interest of this work
was the classification of data where the deviation from the Omori law was detected.
Consequently, we aimed to reveal the origin of this deviation. The seismicity recorded
at other stations can be interpreted with ease and data could be used complementary
to the target station. However, the seismic network is sparse, and even if some signals
are detected at several stations at the same time, the observed waveforms may have
different origins. Thus, there is no clear advantage in using several stations.

Furthermore, we extracted information only from one of three available channels.
Experience of using data of one trace or three components can be found ([e.g., Esposito
et al., 2006, Maggi et al., 2017]). Intuitively it would seem that the information derived
from three components could provide more information about waveforms. Indeed,
some features regarding polarization can be obtained. However, it is unlikely that the
signal-to-noise ratio of data used in this work would provide reliable information on
the particle motion occurred during volcanic earthquakes. Also it should be mentioned
that the seismograms of the vertical component of the same station were investigated
absolutely in the same manner, and the obtained results did not turn out to be better.

5.8 Conclusion

In this chapter the problem of dividing seismicity in two groups was investigated.
At the end of 2018 both tectonic and volcanic seismic activity was recorded with the
stations of the permanent seismic network of the KB GS RAS. At the station located
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further from the active Shiveluch volcano, a clear aftershocks decay fitting the Omori
law was observed. At the same time, another station equidistant from the epicenters
and the volcano, showed the same decay initially but then deviated from it. Thus,
the main aim of this work was revealing the origin of this deviation. The additional
condition was the use data from only one channel of a single seismic station.

A catalog of seismic events was automatically compiled based on signal-to-noise
ratio of signals. Then, with the use of two “reference” stations the labeled dataset
was built in a semi-automated manner. Then features, i.e. parameters carrying the
information about signals, were extracted for each event in the resulting catalog.

We explored and compared the results of several supervised and unsupervised ML
methods using different representations of seismic signals. In our case, classification
algorithms provided more accurate results even with the smaller number of features.
In some cases Agglomerative Clustering showed satisfactory results.

Surprisingly, this problem turned out to be more complicated that it was expected.
We managed to build classifiers that can define the type of an earthquake when the
events are large so the strong tectonic and volcanic activity at the beginning of the
study period were distinguishing with satisfactory confidence. However, when borders
between two general classes of seismicity become more obscure even proven algorithms
do not manage this. Finally, the answer for the principal question on the reason of
the Omori law deviation could not be obtained based on ML analysis of one-channel
at one station.
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Appendices to Chapter 5

5.A Grid search of parameters and kernel choice for

the SVM classifier

As it was mentioned in Section 5.3.1 the performance of the SVM classifier depends
on the parameter C and, in case of a polynomial and RBF kernels, parameter γ as
well. The correct tuning of these hyperparameters allows to avoid overfitting. Also,
the choice of a kernel is an additional task to be explored. Therefore, this appendix
presents the results of the grid search of parameters using different kernels: linear,
polynomial and RBF. To perform the grid search the labeled dataset was split into
two parts: a train and a test sets. The first one was necessary to build a classifier and
the second set is used to validate its performance. The grid was obtained by uniform
distribution of parameters C and γ in a logarithmic scale from 10−3 to 103. For each
node the classifier was built, and its score is represented with accuracy metric:

Accuracy =
TP + TN

TP + FP + TN + FN
(5.A.1)

where TP is a True Positive, TN is a True Negative, FP is a False Positive and FN is a
False Negative. In other words, accuracy is a fraction of predictions which are correct.

Figure 5.A.1 shows the results of the grid search, and the obtained values C and γ
will be used further.

5.B Hyperparameters grid search for Random Forest

classifier

Before building a Random Forest classifier one should tune various parameters to
improve its performance and obtain more reliable results. Scikit-learn Python package
[Pedregosa et al., 2011] used in this work offers the following options:

• max_depth is the maximum number of levels in each tree;

• min_samples_split is the minimum number of data points placed in a node
before the node is split;

• max_leaf_nodes is the maximum number of leaf nodes a tree can have;
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Figure 5.A.1: Results of grid search for different kernels and best parameters C and γ:
a) linear kernel, C = 10; b) polynomial kernel (3rd degree), C = 0.01, γ = 1; c) RBF
kernel, C = 10, γ = 0.1.

• min_samples_leaf is the minimum number of samples required to be in a leaf
node;

• n_estimators is the number of trees in the forest;

• max_features is the number of features randomly chosen and considered by the
classifier when looking for the best split.

There are different ways to assess the performance of a model:

Precision =
True Positive

True Positive+ False Positive
=

True Positive

Total Predicted Positive

Recall =
True Positive

True Positive+ False Negative
=

True Positive

Total Actual Positive
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5.B. Hyperparameters grid search for Random Forest classifier

It can be seen that precision reflects accuracy of a model. Therefore, it is a good
measure when the costs of False Positive are high. On the contrary, recall shows how
many of the Actual Positive were labeled as True Positive by the built model. In fact,
recall is useful when there is a high cost associated with False Negative.

Another widespread measure in ML practice is F1-score, which is a function of
precision and recall:

F1 = 2 · Presicion×Recall

Presicion+Recall

Thus, F1-score provides balance between precision and recall, and this measure will
be used further to tune the classifier hyperparameters.

To estimate the best parameters considering the peculiarities of data multiple runs
were performed with one of the parameters changing over a set range of values while
the others were fixed. Figure 5.B.1 presents the investigation results in the form of
dependency of F1-score on the variation of one of the hyperparameters.

Figure 5.B.1: Performance of the Random Forest classifier on the train (blue) and test
(green) set depending on values of its hyperparameters

It can be clearly seen from Figure 5.B.1 that increasing the values of parameters
such as a tree depth or a number of trees does not lead to higher scores but obviously
increases the computational costs. Thus, the final hyperparameters values (Table
5.B.1) were selected based on the compromise between these two factors.

117



Chapter 5

max_depth 5
min_samples_split 10
max_leaf_nodes 10

min_samples_leaf 5
n_estimators 20
max_features 5

Table 5.B.1: Final values of RF hyperparameters used in further classifier building.

5.C Confusion matrices for classification using spec-

tral representations of data

Smoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 361 1 1,00
Volcanic 6 57 0.90

Recall 0.98 0.98

Unsmoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 361 3 0.99
Volcanic 6 55 0.90

Recall 0.98 0.95

Spectrograms
True class

Tectonic Volcanic Precision

Predicted
Tectonic 347 3 0.99
Volcanic 20 55 0.73

Recall 0.95 0.95

Table 5.C.1: Results of SVM classification (with an RBF kernel) using spectral repre-
sentations of data
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5.C. Confusion matrices for classification using spectral representations of data

Smoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 360 5 0.99
Volcanic 7 53 0.88

Recall 0.98 0.91

Unsmoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 359 6 0.98
Volcanic 8 52 0.87

Recall 0.98 0.90

Spectrograms
True class

Tectonic Volcanic Precision

Predicted
Tectonic 347 3 0.99
Volcanic 20 55 0.73

Recall 0.95 0.95

Table 5.C.2: Results of Random Forest classification using spectral representations of
data
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Smoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 995 0 1.00
Volcanic 118 183 0.61

Recall 0.89 1.00

Unsmoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 858 0 1.00
Volcanic 255 183 0.42

Recall 0.77 1.00

Spectrograms
True class

Tectonic Volcanic Precision

Predicted
Tectonic 775 121 0.86
Volcanic 338 62 0.16

Recall 0.70 0.34

Table 5.C.3: Results of k -means clustering using spectral representations of data
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5.C. Confusion matrices for classification using spectral representations of data

Smoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 1022 15 0.99
Volcanic 91 168 0.65

Recall 0.92 0.92

Unsmoothed spectra
True class

Tectonic Volcanic Precision

Predicted
Tectonic 1018 0 1.00
Volcanic 95 183 0.66

Recall 0.91 1.00

Spectrograms
True class

Tectonic Volcanic Precision

Predicted
Tectonic 1037 3 1.00
Volcanic 76 180 0.70

Recall 0.93 0.98

Table 5.C.4: Results of Agglomerative clustering using spectral representations of data
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Application: Activation of the Klyuchevskoy
volcano group and the Shiveluch volcano erup-
tion in 2022

6.1 Motivation

Another period interesting for analysis occurred in October-November 2022 due
to reactivation of the Klyuchevskoy volcano group. At the beginning of the study
period the Shiveluch volcano had been already permanently active for several months.
The Bezymianny volcano was episodically active and had already erupted in March
and May 2022. Its next eruption occurred on October 23 within the studied period.
On November 19, 2022 KB GS RAS reported a strong (Ml = 5.7) tectonic earthquake
(yellow star in Figure 6.1) followed by increased seismicity in the Klyuchevskoy volcano
edifice and its dome glowing. Consequently, the seismic stations in the KVG region
should have recorded signals from several volcanoes at the same time.

Thus, if Chapter 5 deals with two big classes of seismicity, tectonic and volcanic,
this part of work considers only volcanic seismicity generated by various sources. Also
here we consider only unsupervised ML approach, as we seek to explore the changes in
the seismic regime and possibly discover new types of signals rather than fit waveforms
into the conventional classification scheme.
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Figure 6.1: Map of the KVG region and the Shiveluch volcano. Stations of the per-
manent network data from which was used in this study are shown with triangles and
corresponding codes, seismic data used for clustering is taken from stations marked
with red triangles

6.2 Methods

6.2.1 Data preprocessing and visual inspection

For seismic data exploration we chose the stations of the KB GS RAS permanent
network that could confidently register signals originated in different volcanoes, these
stations are shown with red triangles in Figure 6.1. The seismic data processing was
performed in the manner described in section 4.3 and included the next steps: pre-
processing with bandfiltering (1–5 Hz), detection of signals using their signal-to-noise
ratio and extraction of features from the reliable detections. For the ML application
we used parameters that are referred as “regular” features, i.e. the characteristics of
the signals that have clear physical meaning, such as amplitude, peak frequency of a
spectrum, etc.

At the next step the final dataset, i.e. the feature space was plotted in all possible
two dimensional projections. This allows us to visualize the structure of the dataset
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and chose the appropriate ML algorithm or make corrections if necessary. Sets of all
possible projections are contained in Appendix 6.A, and Figure 6.2 shows three of
them based on data recorded at station KRS, SHN channel. These plots were chosen
because some characteristic distributions of objects can be seen. Besides clear dense
clusters, the color of dots representing the detection time shows some temporal changes
in seismic regime. The very dense cluster in the middle panel of Figure 6.2 attracts
the most attention, and hereinafter we focus on these events.

Figure 6.2: Projections of the feature space of the waveforms recorded at station KRS,
SHN channel (dot color corresponds to the detection time)

6.2.2 GMM clustering

Observed distribution of objects in Figure 6.2 encourages the use of the Gaussian
mixture model (GMM) algorithm explained in details in subsection 4.2.2. This clus-
tering algorithm requires a predefined number of clusters, and this value Nclust was set
as 4 after visual inspection. Nevertheless, Appendix 6.B contains results of clustering
with different values of Nclust, and it can be seen that the cluster of the main interest
is confidently distinguished from other clusters in any case, and from this perspective
the result almost does not depend on Nclust.

Figure 6.3 shows the result of clustering the data from station KRS. Particularly
interesting is cluster 1. Although it looks very small in the feature space it turns out
to have the largest number of events if one plots the seismicity rate in time. Figure 6.4
shows both daily and cumulative count of detections alongside with the major events
in the KVG region.

The same results can be traced using data from the other stations chosen for the
study, LGN and ZLN (shown as red triangles in Figure 6.1). Both of them recorded
some distinct class of seismo-volcanic activity which is confidently clustered by the
GMM algorithm.
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Figure 6.3: Results of the
GMM clustering (Nclust = 4,
data obtained from station
KRS, channel SHN)

6.2.3 Multiplet detection with cross-correlations of waveforms

The high density of objects in the selected cluster suggests a very repetitive and
stationary source producing these signals [Shapiro et al., 2017a]. If so, this observation
should be reflected in the similarity of waveforms within the cluster of interest, and
can be verified by the computing correlation coefficients between all pair of waveforms.

To carry out such analysis, 8 stations of the permanent network of KB GS RAS
were chosen based on data availability and SNR level, they are shown with triangles
in Figure 6.1. After band-filtering (1–5 Hz) and decimating, the waveforms of 100 s
duration were cross-correlated with the variable time shift in order to find the highest
correlation coefficient between signals. Thus, for every day of the study period a matrix
of correlation coefficients was obtained. Figure 6.5a shows a daily cross-correlation
matrix for November 16, 2022.

Multiplet families of highly correlated signals were observed almost every day dur-
ing the studied period, and for each group within one day a master event was ob-
tained in the following way. Summing the values over every row or column of a cross-
correlation matrix reveals the events with the highest correlation coefficients. Then,
using a threshold value of CC = 0.55 other signals were reassigned to master events.
An example in Figure 6.5b shows an event whose family includes 39 earthquakes.

The first step of cross-correlation analysis was performed day by day due to compu-
tational efficiency. After extracting the multiplet families and obtaining corresponding
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Figure 6.4: Seismic activity rate according to the GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.3. Vertical lines show the main events in the region: eruption of Bezymianny on
October 23 (green dashed line), Klyuchevskoy activation (red dashed line) after a
tectonic earthquake with M=5.7 (black dashed line) on November 19

master events, it is possible to find out the relationships between these groups by cor-
relating the waveforms of master events in the same way. Figure 6.6 shows the clear
presence of a stable source active over the entire study period that can be traced at
different stations.
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Figure 6.5: (a) Cross-correlation matrix of 49 events detected on November 16, 2022.
(b) Waveforms of the master event at the stations used in the study.

Figure 6.6: Cross-correlation matrix of master events at stations KRS, LGN and ZLN
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6.3 Results

6.3.1 Comparison of the GMM clustering and the waveforms

cross-correlation

This chapter presents investigations of seismic data recorded during reactivation
of the Klyuchevskoy volcano group and the Shiveluch volcano eruption in October-
November 2022. After compilation of a catalog of seismic events and their features two
approaches were applied independently to the obtained dataset. Firstly, the Gaussian
mixture model algorithm revealed a dense and populous cluster of signals in the feature
space. Then cross-correlation analysis has shown persistent seismicity during entire
study period with waveforms of high similarity. Here a question arises: are these two
observations describing the same phenomenon? To answer it, we calculated the daily
rates of seismicity revealed by two independent algorithms.

Every panel of Figure 6.7 contains two lines. Black lines show the daily event rate
in the dominant cluster found with the GMM. Green lines show the event rate detected
with the multiplet cross-correlation analysis by calculcating the number of events in the
most numerous multiplet family of a day. Again, this is not the template matching
detections done with cross-correlation of a template waveform with the continuous
seismograms.

Coming back to the results in Figure 6.7, there are some deviations between the
plots, however the clear correlation can be traced in all cases. These observations
speak in favor of a presence of a persistent, stationary source of seismic signals that is
dominating the overall seismicity during the period of re-activation of the KVG.

6.3.2 Location of the source of the dominating seismicity

Waveforms of five master events revealed through cross-correlation analysis were
chosen for manual processing based on their SNR and data availability, their origin
times are contained in Table 6.1. To estimate their hypocenters, HYPO71 software
was used [Lee and Lahr, 1972]. This algorithm requires following input data: P- and
S-waves arrival times, stations locations and a 1D velocity model. Figures 6.8–6.9 show
the example of the result of manual seismograms processing in the form of picked P-
and S-waves arrivals. Due to poor coverage, as all the stations are located from one
side of potential hypocenters and the great hypocentral distance, the locations were
obtained based mostly on P-wave arrival times, and S-wave could be distinguished
only at the closest station SRK.
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Figure 6.7: Comparison of the results obtained by clustering data with Gaussian
mixture model (black line) and cross-correlation analysis (green line)

After processing the selected events, we found that the epicenters lie to the north-
west of the main edifice of Shiveluch. The final solutions are presented in Table 6.1
and are shown in Figure 6.10 with red diamonds, uncertainties of the locations are
shown with black bars as well. The errors in hypocenters locations can be significantly
large due to poor coverage with stations despite their number (from 7 to 9 stations
were used for inspection).

The obtained locations lay slightly aside from the edifice of Shiveluch at middle
depths of 12 km. These depths are quite unusual for this cluster of volcanic seismicity:
commonly earthquakes beneath Shiveluch are reported at very shallow depths of a few
kilometres. However, the depth errors are very large and can be underestimated with
the location procedure based on 1D model. A really distinctive property of the cluster
of seismicity proximate to the Shiveluch volcano is that its intensification started nearly
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Figure 6.8: Manual definition of P- (red line) and S-waves (blue line) arrivals for the
earthquake on November 1 at 14:32:52 (Event No. 4 in Table 6.1)

simultaneously with the Bezymianny eruption and continued up to the reactivation of
Klyuchevskoy. This possibly indicates a change of the Shiveluch eruptive dynamics
during the activity of KVG and might reflect an interaction between different volcanoes
of Kamchatka similar to what has been previously suggested [e.g., Coppola et al., 2021].

No Date Time Latitude Longitude Depth
1 2022-10-01 20:55:16.22 56.700 161.175 11.9
2 2022-10-11 08:32:34.18 56.705 161.300 12.3
3 2022-10-14 03:38:07.48 56.726 161.264 12.9
4 2022-11-01 14:32:52.74 56.784 161.267 13.3
5 2022-11-09 14:02:59.57 56.711 161.146 11.5

Table 6.1: Selected master events and their hypocenters.
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Figure 6.9: Manual definition of P- (red line) and S-waves (blue line) arrivals for the
earthquake on November 1 at 14:32:52 (Event No. 4 in Table 6.1), zoomed

6.4 Conclusion

The main goal of volcano monitoring is the recognition of the state of a volcano
using various observations. This chapter shows the results of processing seismic data
recorded during reactivation of the Klyuchevskoy volcano group and the Shiveluch
volcano eruption in 2022. The analysis was performed using two different techniques
independently. First, we identified a class of stationary seismicity with extracting fea-
tures from the signals and then clustering obtained data with the Gaussian mixture
model algorithm. Further, cross-correlation of waveforms revealed a big multiplet fam-
ily of earthquakes occurring almost every day during the studied period. Needless to
mention, that presented approaches are quite rough and are subject to elaboration.
However, using these methods and data from few stations it was is possible to dis-
cover an interesting cluster of seismicity that may reflect interaction between different
volcanoes.
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Figure 6.10: Map of the KVG and Shiveluch with defined hypocenters of selected
master events (red diamonds). Seismic stations data from which was used are shown
with black triangles, black bars represent the uncertainties of locations.
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6.A 2D projections of features space

Figure 6.A.1: Projections of a feature space for the data recorded at station KRS,
SHN channel
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Figure 6.A.2: Projections of a feature space for the data recorded at station LGN,
SHN channel
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6.A. 2D projections of features space

Figure 6.A.3: Projections of a feature space for the data recorded at station ZLN,
SHN channel
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6.B Results of the GMM clustering with different

number of clusters

6.B.1 Station KRS

Figure 6.B.4: Results of GMM clustering (Nclust = 3, data obtained from station KRS,
channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.5: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.4. Vertical lines show the main events in the region such as volcanic eruptions and
strong tectonic earthquakes (black dashed lines)
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Figure 6.B.6: Results of GMM clustering (Nclust = 5, data obtained from station KRS,
channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.7: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.6. Vertical lines show the main events in the region such as volcanic eruptions and
strong tectonic earthquakes (black dashed lines)
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6.B.2 Station LGN

Figure 6.B.8: Results of GMM clustering (Nclust = 3, data obtained from station LGN,
channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.9: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.8. Vertical lines show the main events in the region such as volcanic eruptions and
strong tectonic earthquakes (black dashed lines)
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Figure 6.B.10: Results of GMM clustering (Nclust = 4, data obtained from station
LGN, channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.11: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.10. Vertical lines show the main events in the region such as volcanic eruptions
and strong tectonic earthquakes (black dashed lines)
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Figure 6.B.12: Results of GMM clustering (Nclust = 5, data obtained from station
LGN, channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.13: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.12. Vertical lines show the main events in the region such as volcanic eruptions
and strong tectonic earthquakes (black dashed lines)
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6.B.3 Station ZLN

Figure 6.B.14: Results of GMM clustering (Nclust = 3, data obtained from station
ZLN, channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.15: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.14. Vertical lines show the main events in the region such as volcanic eruptions
and strong tectonic earthquakes (black dashed lines)
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Figure 6.B.16: Results of GMM clustering (Nclust = 4, data obtained from station
ZLN, channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.17: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.16. Vertical lines show the main events in the region such as volcanic eruptions
and strong tectonic earthquakes (black dashed lines)
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Figure 6.B.18: Results of GMM clustering (Nclust = 5, data obtained from station
ZLN, channel SHN)
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6.B. Results of the GMM clustering with different number of clusters

Figure 6.B.19: Seismic activity rate according to GMM clustering: daily (top) and
cumulative (bottom) count. Lines colors correspond to colors of clusters in Figure
6.B.18. Vertical lines show the main events in the region such as volcanic eruptions
and strong tectonic earthquakes (black dashed lines)
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Concluding remarks
The goals of this PhD thesis included developing new approaches to the analysis

of seismovolcanic data with particular applications in the region of the Klyuchevskoy
volcanic group in Kamchatka, Russia. This region was selected because of exceptional
level of volcanic activity with four very active volcanoes: Klyuchevskoy, Bezymianny,
Tolbachik, and Shiveluch, often erupting simultaneously. Combined with the numer-
ous tectonic earthquakes mostly originated from the Kuril-Kamchatka and Aleutian
subduction zones these volcanoes produce very intense and diverse seismicity making
this region one of the best “natural laboratories” where the seismo-volcanic phenomena
can be studied and new methods of analysis can be tested.

In the first part, we studied the Deep Long-Period (DLP) earthquakes that sys-
tematically occur near the crust-mantle boundary beneath the Klyuchevskoy volcano.
This type of seismicity is particularly interesting because it might represent one of the
earliest manifestation of the pre-eruptive volcanic unrest. The goal of this study was
to use abundant Kamchatka data to try to better constrain the source mechanism and
the physical origin of these DLP earthquakes that, despite a relatively strong interest,
remain poorly understood.

We started with the statistical analysis of the DLP earthquakes, namely with the
examination of their frequency-magnitude distribution. To perform this task, we ex-
plored almost two years (2011–2012) of continuous data recorded prior the Tolbachik
volcano eruption. The dataset obtained from 10 seismic stations of the permanent
network of KB GS RAS was processed using template matching algorithm (Chapter
2). Thus, applying this sensitive algorithm allowed us to obtain a detailed catalogs of
DLP earthquakes. Additionally, we introduced an alternative way to estimate the mo-
ment magnitude MW that is more adequate for volcanic earthquakes then the regional
magnitude scale used by the the regional monitoring agency (KB GS RAS). Overall,
we used 400 template events to detect respective multiplet families that were merged
into one final catalog including 48915 events.

The combined catalog has been used to estimate the frequency-magnitude distri-
bution of the Klyuchevskoy DLP earthquakes. An attempt to approximate it with a
simple Gutenberg-Richter law resulted in a high b-value (more than 3). Such values
that strongly deviate from the b = 1 characteristic for tectonic earthquakes have been
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also reported in other volcanic regions. A further and more detailed analysis of the
obtained frequency-magnitude plot has shown that it can be better approximated with
a normal distribution that has some characteristic scale and in this sense is very differ-
ent from the scale-free Gutenberg-Richter low. This observation points at a generating
processes different from the one of tectonic earthquakes.

Calculated values of seismic moments have been used in modeling the process
of magma degassing and consequent growth of bubbles as the source mechanism of
DLP seismicity [Melnik et al., 2020]. Taken the characteristic parameters of magma
content of the Klyuchevskoy volcano, we have shown that the elastic deformation of
surrounding rocks cased by the bubble-induced magma expansion can be fast enough
to generate seismic waves. Seismic moments estimations allowed us to show that
amplitudes and frequency content of DLP earthquakes can be predicted with the
proposed model of magma degassing.

After statistical analysis of magnitudes, we tried to constrain the kinematic source
parameters of DLP earthquakes. In this part of the work we used data from a denser
seismic networks than the one used at a previous step. Namely, we used seismic data
recorded during a joint Russian-German-French temporary seismic experiment KISS
in 2015–2016. We argued that this task can be addressed with a simple inversion
because of the strong complexity of the data and the relatively high-frequency wave
propagation. Therefore, we tried to test different plausible simplified scenarios of the
DLP generation that can be described with source models including not more than 3
free parameters. As for methodology of source reconstruction, we prefer comparison
of S-to-P waves amplitudes ratios to the full waveform or polarity inversions because
of the phase uncertainty in the bandpassed data.

The obtained results showed that the shear-slip mechanism attributed to “regular”
tectonic (and volcano-tectonic) seismicity does not explain the amplitudes measured
from the KVG DLP waveform. This strongly suggested that processes other then shear
faulting are responsible for their generation. In particular, mechanisms with significant
volumetric and/or single-force components better explain the observed data. The
former can be associated with the pressure perturbation withing magmatic reservoirs
or conduits and the latter with the sudden acceleration of the magma movement. At
the same time, the amplitude ratio analysis has been found not accurate enough to
unambiguously choose the preferential mechanism among different tested scenarios.
Such strong uncertainties associated with the inversion of the amplitude data for focal
mechanisms have been already reported in previous studies. Therefore, the available
seismological observations should be combined with additional arguments and/or data
to constrain the origin of the DLP earthquakes. We concluded that the ensemble of our
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observations is compatible with the configuration when the magma is stored in nearly
horizontal sills near the crust-mantle boundary and penetrates into the crust through
conduits dipping south-southwest, in agreement with previously reported connection of
the deep magmatic reservoir with the Bezymianny and Tolbachik volcanoes [Coppola
et al., 2021, Journeau et al., 2022].

Second part of this thesis is dealing with methods of automatic signal analysis, and
namely with the Machine Learning (ML) based classification and clustering of earth-
quakes recorded in the vicinity of KVG. As discusses in Chapter 1, one of the main
tasks of seismological volcano monitoring is the timely detection of signals and ex-
tracting ones of interest for further investigation and interpretation. The KVG region
with its very intense and diverse seismicity is well suited for testing new methods.

We start the ML exploration of seismic data with the problem of separating two
general classes of seismicity: tectonic and volcanic earthquakes. This interesting case
is discussed in Chapter 5 where we show the results of events classification using the
data recorded by KB GS RAS permanent stations during the seismic crisis in 2018–
2019. A strong tectonic earthquake with M=7.3 occurred at the coast of Kamchatka
which was followed by intense aftershock swarm. These tectonic sequence occurred on
the background of the Shiveluch eruption which was accompanied by seismo-volcanic
activity. Eventually, all phenomena reflected themselves in complex seismograms.
In particular, we consider data from only one station located equidistant from major
tectonic earthquakes and Shiveluch which confidently recorded both types of seismicity.

Despite apparent simplicity of the problem, even the choice of data representation
turned out to be an ambiguous task. We considered several possible representations
of signals but all of them contained information on spectral content. However, the
higher dimension of the feature space does not provide more reliable results. Here
we likely face the common problem in ML practice called the curse of dimensionality.
Furthermore, different tested ML methods showed different performance using one or
the other feature set. Commonly speaking, significant performance could be achieved
in classification problem using lower dimension dataset, while clustering methods re-
quired more features for higher satisfactory results. Nevertheless, this was difficult to
unequivocally point out a pair of features and a ML method that provides the most
reliable result.

In the next chapter, we investigated a possibility to identify several classes of
volcanic seismicity appearing when several volcanoes were simultaneously active. We
chosen two months of continuous data, October-November 2022 when KVG reactivated
and Shiveluch volcano have been active for several months. At this stage we used only
unsupervised ML approach because the data were difficult to labeled considering that
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we did not have good a priori ideas about different recorded classes of seismicity.
After applying an unsupervised clustering with GMM, we focus on a dominating

cluster of seismicity standing out in several 2D projections of the feature space. Fur-
thermore, this cluster has been retrieved in the data recorded at different stations.
The selected seismicity cluster has the very high density of objects what can suggest
a repetitive and stationary source that generates these signals. To verify this assump-
tion we calculate the pair-wise correlations of signals detected during the entire study
period. The obtained results showed the multiplet families of signals occurring al-
most every day of the studied period. Choosing the master events from every family
we perform their cross-correlation and found that they belong to one big cluster of
seismicity.

Finally, to compare the results of the GMM clustering and waveforms cross-correlation
we calculate the number of events in the cluster detected with one or the other method.
The comparison shows the strong correlation between the results obtained indepen-
dently with two different techniques. Thus, we can speak about a persistent seismic
source active during the re-activation of KVG.

At the final step we choose five earthquakes with best signal-to-noise ratios to
estimate the source location of the identified cluster. To calculate the hypocenters the
seismic data was processed manually to pick the P- and S-waves arrivals. According to
our estimations, the hypocenters lay next to Shiveluch at middle depths of 12 km. The
one-side coverage of stations and the very basic 1D velocity model bring high errors
in the calculations. Based on the obtained results it is difficult to say if we see a new
process occurring beneath Shiveluch or it exists for a long time. But an important
observation can be made on the activity reinforcement almost immediately after the
Bezymianny volcano eruption and lasting up to the reactivation of Klyuchevskoy.
Thus, the main result of Chapter 6 is the demonstration of the ability to define the
structure and anomalies in seismic data with the very basic approaches. Further
developing the tools for volcano seismic monitoring will allow us to follow the state
of the magmatic systems, understand the ongoing processes, and, ideally, predict the
eruptions.
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Deep long-period (DLP) earthquakes observed beneath active volcanoes are sometimes

considered as precursors to eruptions. Their origin remains, however, unclear. Here, we

present a possible DLP generating mechanism related to the rapid growth of gas bubbles in

response to the slow decompression of over-saturated magma. For certain values of the gas

and bubble content, the elastic deformation of surrounding rocks forced by the expanding

bubbly magma can be fast enough to generate seismic waves. We show that amplitudes and

frequencies of DLP earthquakes observed beneath the Klyuchevskoy volcano (Kamchatka,

Russia) can be predicted by our model when considering pressure changes of ~107 Pa in a

volume of ~103–104 m3 and realistic magma compositions. Our results show importance of

the deep degassing in the generation of volcanic seismicity and suggest that the DLP swarms

beneath active volcanoes might be related to the pulses of volatile-rich basaltic magmas

rising from the mantle.
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Deep Long Period (DLP) earthquakes occurring in middle
to lower crust and uppermost mantle beneath volcanoes1–9

remain enigmatic and in some cases, are believed to have
connection with magmatic activity. Similar to volcanic long-
period (LP) seismicity in general10, the DLP earthquake has been
considered to be generated by rapid pressure variations within
magmatic plumbing systems. Alternatively, the effect of thermal
stresses within cooling magma bodies has been considered11. The
cooling magma stalled beneath the crust can also generate DLP
earthquakes by so called “second boiling” or repeated pressur-
ization of volatiles exsolved through crystallization, as has been
recently suggested for dormant hot-spot Mauna Kea volcano in
Hawaii9. However, such cooling-related mechanisms are unlikely
for DLP events occurring beneath active volcanoes in association
with eruptions. Different possible origins of pressure variations
resulting in LP seismicity have been considered12 including the
unsteady magma motion, breaking of mechanical “barriers”9,13,
rapid degassing, etc. In any case, a reasonable model must provide
a physical mechanism generating pressure variation dP(t) con-
sistent with observed seismic waves. This implies that the time
scale of these variations must by rather short, i.e., comparable
with typical frequencies/periods of seismic waves (e.g., ~1 s).
Second condition is that the fluid pressure variation should be
strong enough and well coupled with the elastic media. This
coupling may imply resonances of fluid-filled cracks or cavities10

that under certain conditions can result in nearly monochromatic
and very long duration signals. At the same time, such “strongly
resonant” features are not observed for DLP signals that are
characterized by rather short durations.

Here we propose that rapid changes of magmatic pressure near
the crust-mantle boundary can be caused by nucleation and
growth of gas bubbles in response to the slow decompression of
over-saturated magma14. A volume of magma saturated with
H2O–CO2 volatiles is subjected to slow de-pressurization because
of its slow upwelling. This magma first reaches the saturation
level and then achieves the critical supersaturation after which the
gas bubbles nucleate (Fig. 1a) and grow very fast (Fig. 1b). Fast
expansion of the bubbly magma deforms the surrounding rocks
which respond elastically on the time scale associated with the
bubble growth and magma pressure variations. As a result of this
elastic rock deformation, seismic waves are radiated (Additional
information provided in Methods) and can be recorded by seis-
mographs installed in vicinity of volcanoes.

The pressure variation in the bubbly magma is simulated using
the model that accounts for multiple dissolved volatiles
(H2O–CO2) and diffusive gas transfer from magma into the

growing bubbles. It is based on the full solution of advection-
diffusion equation instead of quasi-static approach that was used
before (Additional information provided in Methods)15. The
bubble growth model is adopted to the case of bubble nucleation
in basaltic magma16.

We compare the results of our modeling with DLP earthquakes
observed beneath the Klyuchevskoy volcanic group (KVG) in
Kamchatka, Russia. This volcanic group is one of the largest and
most active clusters of subduction-zone volcanoes in the World17.
KVG eruptions and their precursory periods are accompanied by
sustained seismovolcanic activity including volcanic
earthquakes7,18,19 and tremors20. We particularly focus on a per-
sistent cluster of DLP earthquakes that occur in a small volume
located at ~30 km depth beneath the Klyuchevskoy volcano7,19,21.
The moment magnitudes (Additional information provided in
Methods) of these DLP events range between 1.1 and 2.5 with
maximum of their distribution at 1.4 (Supplementary Fig. 1).

Initial data on volatiles in Klyuchevskoy22 suggested that pri-
mary magmas content 2.2–2.9 wt.% of water. Later, a detailed
study of melt inclusions in olivines23 has shown that parental
magma has ~3.5 wt% H2O and 0.35–0.9 wt% CO2. Large increase
of water content for some melt inclusions (up to 7 wt% H2O) was
explained by de-compressional crystallization, accumulation
volatiles in the melt phase and consequent slow degassing23,24.
However, recent experimental data shows that the volatile content
of Klyuchevskoy magma is much larger than the one previously
directly measured in melt inclusions due to coupled SiO2-H2O
loss25, suggesting that primary magma may contain more than 4
wt% of H2O. Single H2O volatile phase will result in a small
saturation depth, but the addition of ~0.6 wt% of CO2 increases
volatile solubility dramatically so that magma becomes super-
saturated at pressures of 800MPa (~30 km depth) that alter-
natively requires ~10 wt% of pure H2O.

We perform a parametric study to investigate the influence of
volatiles content on the dynamics of bubble nucleation and
growth. Our results show that the time scale of the bubble growth
is mainly controlled by the gas and bubble content in the magma
and under certain conditions can be sufficiently fast to generate
seismic waves. In particular, we show that amplitudes and fre-
quency content of DLP earthquakes observed beneath the Klyu-
chevskoy group of volcanoes can be predicted by our model when
considering pressure changes of a few tens of MPa in a volume of
~103–104 m3 and magmas containing ~4 wt% of H20 and ~0.6 wt%
of CO2. Our results provide evidence for the role of the deep
degassing in the generation of long-period volcanic seismicity and
suggest that the DLP swarms observed beneath active volcanoes

Magma

Surrounding rocks

Gas
bubbles

a b

Fig. 1 Conceptual model of fluid-related source of long-period earthquakes. a Bubble nucleation in a volume of magma saturated with H2O–CO2 volatiles.
b Bubble and pressure growth deforming the surrounding rocks.
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might be related to the pulses of fresh CO2–H2O rich basaltic
magmas rising from the mantle.

Results
Volatiles content and the depth of degassing unset. Figure 2
shows how the solubility of the CO2–H2O mixture varies with
pressure. Water and carbon dioxide concentrations were para-
metrized by polynomial functions of pressure and CO2 content in
the bubble at a fixed temperature of 1230 oC estimated from
reversed crystallization of Klyuchevskoy melts from atmospheric
conditions to 800MPa pressure (Additional information pro-
vided in Methods) and extrapolated to 1000MPa (Supplementary
Table 1). The saturation point is reached at depths of the crust-
mantle transition (~30 km; P ≈ 825MPa) for magmas with the
volatile content typical for the Klyuchevskoy volcano, implying
that degassing may start at such large depths.

Parameters controlling the time scale of bubble growth. Fig-
ure 3a, b shows typical evolution of bubble size, gas and melt
pressure in the basaltic magma with density26 of 2800 kg m−3,
viscosity of 10 Pa s and containing 1013 bubbles m−3 and for four
different concentrations of H2O in initial magma. The CO2

contents (red circles in Fig. 2) were computed for initial pressure
of 828MPa that corresponds to the lithostatic pressure at depth
of ~30 km for the average crustal density27 of 2830 kg m−3. Based
on the experimental observations we adopt that the critical
supersaturation for the bubble nucleation corresponds to the
over-pressure of ΔP= 40 MPa14,28. This means that after
nucleation the pressure in the gas bubble will be equal to its
saturation value and the melt pressure is lower by ΔP. Due to
rapid bubble expansion gas pressure decreases extremely fast
while melt pressure starts to increase as the volume of the magma
increases. Initially gas pressure drop due to bubble expansion
dominates pressure increase due to volatile influx into the

growing bubble. After reaching minimum value Pg starts to
increase, concentration gradients in the melt become smoother
and volatile flux decreases. At later stages of the growth the dif-
ference between melt and gas pressures becomes small and bubble
growth is controlled by the diffusion of volatiles.

The water diffusion coefficient is 1–2 orders of magnitude
larger than the diffusion coefficient for CO2. Thus, larger water
content of magma for a fixed pressure require smaller amount of
dissolved CO2 and bubble during growth will suck more H2O.
Adding more water into initial magma results in H2O enriched
gas and more vigorous bubble and pressure grows (Fig. 3). The
effect of water content is enhanced even stronger in predicted
seismograms (Fig. 3d) with H2O depleted magmas resulting in
very weak signals. We compare amplitudes of synthetic
seismograms computed for a magma source volume of 30,000
m3 (linear dimension of a few tens of meters) with a real
seismogram (Fig. 3e) recorded during DLP earthquake with a
magnitude MW ≈ 2 at station LGN located nearly above the
source region (Supplementary Fig. 1). Amplitudes and the
frequency content (Fig. 3f) are reasonably well predicted with a
model based on 4 wt% water in basaltic magma typical for the
Klyuchevskoy volcanic group25.

We then perform a sensitivity study of several other
parameters on the pressure evolution in the growing bubbles
and resulting melt (Supplementary Fig. 2). Critical super-
saturation28 that is required for bubble nucleation does not
change melt-pressure recovery time significantly but will affect
the amplitude of the source signal. We consider the melt
viscosity range 10–105 Pa s29. If viscosity is smaller than some
threshold its influence on resulting pressure is negligible. Only
larger melt viscosities typical for more silica reach melts (105

Pa s) introduce some delay in pressure recovery. We assume
instantaneous bubble nucleation in the whole batch of magma
(Additional information provided in Methods). Thus, the size
of the cell from which the bubble is growing is controlled by
bubble number density (BND). We consider the BND range30

between 1011 and 1015 m−3. Increase in BND results in smaller
cell sizes as S0 ~ BND−1/3. Melt pressure grows faster for
smaller S0.

Discussion
While the presented comparison of the observed and model-
predicted seismograms (Fig. 3d–f) is based on significant sim-
plifications of the source (ignoring realistic geometry and
possible resonant behavior10) and the propagation effects
(ignoring attenuation and wave scattering31), it shows that the
amplitudes and the spectral content of the DLP signals
observed at the Klyuchevskoy volcanic group can be explained
to the order of magnitude by the bubble nucleation and growth
in basaltic magmas according to the performed numerical
simulation (Fig. 3d–f). Results of the presented modeling show
that in the CO2–H2O rich basaltic magmas the degassing starts
at large depths and is vigorous enough to produce strong and
rapid pressure variations that can generate seismic radiation
with amplitudes and frequency content comparable with those
observed by seismographs during DLP earthquakes. Our results
suggest that the DLP swarms observed beneath active volcanoes
might be related to the intensification of the deep degassing
caused by pulses of fresh CO2–H2O rich basaltic magmas rising
from the mantle. This mechanism supports that the DLP
earthquakes are early seismic manifestations of activation of
deep parts of the Klyuchevskoy volcano plumbing systems.
Similar behavior might be expected in other open and very
active volcanic systems (with adjusting the model parameters
based on their magma compositions and volatile contents). At

0 1 2 3 4 5 6 7 8 9 10

H2O, wt%

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

C
O

2,
 w

t%

750

800

850

Fig. 2 Gas saturation isobars as function of CO2–H2O content. Thin blue
lines show saturation isobars for different pressures (indicated values in
MPa). Thick solid line indicates the decompression path of the Klyuchevskoy
magmas24 from initial state at 1 GPa shown with a star. Red circles show
compositions along the 828MPa isobar with 2, 3, 4, and 5 wt% of H2O
tested with numerical modeling (results shown in Fig. 3).
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the same time, magma-cooling-related DLP mechanisms can
dominate beneath nearly closed or dormant volcanoes.

One of the key features of our model is that the depth of
occurrence of DLP earthquakes is related to the CO2 content in
magmas. This is especially interesting considering that global
volcanic CO2 fluxes in modern Earth remain poorly known32–38

and are often estimated indirectly based on CO2/SO2 or other
ratio proxies, with direct CO2 observations at volcanoes being
technically challenging. Our results suggest that studies of the
DLP volcanic seismicity provide additional constraints on the
magmatic CO2 content in the deep roots of volcanoes.

Methods
Mathematical model of gas bubble growth. We consider growth of an individual
bubble in the center of a spherical cell of melt that expands with the bubble and
supports it with volatiles. The spherically symmetric model includes equations of
mass conservation of the melt in a cell Eq. (1), diffusion equations for volatiles
(H2O–CO2) Eq. (2), Rayleigh–Lamb equation for bubble growth with negligibly
small inertia terms and the equation for the melt pressure evolution due to
expansion of the surrounding elastic host rock Eq. (3), mass balances for volatiles
in the bubble Eq. (4), and equations that describe physical properties of the

components Eq. (5):
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Fig. 3 Modeled dynamics of the bubble grows and magma pressure change. Results are shown for the bubble number density of 1013 m−3, four different
water contents indicated with wt% values in respective plots, and for CO2 content computed for 828MPa (red circles in Fig. 2). a Evolution of the bubble
radius. b Evolution of magma pressure Pm (Pg values are shown with gray lines). c Evolution of the CO2 content in bubbles. d Ground velocities estimated
for a source located at a 30 km distance from the receiver (Additional information provided in Methods). e Example of real seismogram (east-west
component at station LGN, Supplementary Fig. 1). f Fourier amplitudes computed from synthetic and real (gray line) signals.
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Here t is time, r is the radial coordinate, R is the radius of the bubble, vr is the radial
velocity, cc and cw are the mass concentrations of CO2 and H2O in the melt, Dc and
Dw are the volatile diffusion coefficients39, Pg is the pressure of the gas inside the
bubble, Pm is the melt pressure, σ is the surface tension, µ is the magma viscosity, S
is the radius of the cell, G is the shear modulus of the host rock, ρg is the density of
the gas in the bubble that depends on the pressure, temperature T and bubble
volatile composition xbCO2. The densities of pure CO2 (ρC02)and H2O (ρH2O) are
approximated at a limited P-T range using tables produced by NIST Chemistry
WebBook (https://webbook.nist.gov/chemistry/).

Equation (2) is subjected to two boundary conditions: concentration gradients
are equal to zero at the outer surfaces of the cell mimicking symmetry of the
system. At r= R(t) volatiles in magma are in chemical equilibrium with the bubble.
Thus, cs ¼ ceqs p;T; xbCO2

� �
. We use D-compress software40 in order to calculate

equilibrium concentrations.
The nucleation time of bubbles tn from a supersaturated melt is related to the

bubble number density BND via the nucleation rate I(m−3 s−1): tn= BND/I
According to classical nucleation theory41, I increases extremely fast with
oversaturation pressure ΔP: I � expð�1=ΔP2Þ. It depends on the temperature and
a number of melt properties including surface tension, volume and concentration
of water molecules in the melt, as well as distance between them, diffusion
coefficient of volatiles at the bubble-melt interface, probability that a nucleus at the
top of the barrier will go on to form the new phase, rather than dissolve (Zeldovich
factor), and others. With a huge uncertainty of these parameters and difficulties in
their experimental constrain, the estimated nucleation rate values vary by orders of
magnitudes. For a basaltic melt with an overpressure about 40 MPa a value of I ~
1026 m−3s−1 has been suggested42. With this I-value, nucleation time for BND=
1013 m−3 (values preferred in our study) is ~10−13 s, which is many orders of
magnitude below the typical time scale of the simulated bubble growth and of the
observed periods of seismic waves (~1 s). These estimations were obtained
assuming that magma degassing is dominated by homogeneous nucleation. In the
presence of crystals, their interfaces serve as a preferable location for the
heterogeneous nucleation which takes roughly the same time, but produces
significantly lower number of bubbles. In the case of heterogeneous nucleation, a
pressure perturbation, induced by a limited number of new created bubbles,
propagates through a magma-filled cavity providing a trigger for the homogeneous
nucleation in the whole volume of magma. Such combination of heterogeneous and
homogeneous nucleations is often assumed for many natural systems28. The
duration of this process is controlled by a propagation time of a pressure pulse
across a volume of over-saturated magma. With typical dimensions of a few tens of
meters and sound speed being of the order of a few km/s, the combined
heterogeneous and homogeneous nucleation will take less than 0.01 s, i.e., two
orders of magnitude below typical bubble growth times. Therefore, we consider
instantaneous nucleation in the whole volume.

Numerical method. Equation (1) can be integrated analytically and gives the
following velocity distribution in the melt phase: vr ¼ dR

dt
R2

r2 . In order to solve Eq. (2)
in a fixed domain we use front-fixing method43. A coordinate transformation

ξ ¼ r�R tð Þ
S tð Þ�R tð Þ gives extra advective term in Eq. (2). The resulting equation is dis-

cretized on an irregular 1D mesh with a decrease of the step size towards the
growing bubble boundary (ξ= 0). The resulting system of equations with three-
diagonal matrix is solved by means of Thomas algorithm44. The forward step starts
at the outer domain boundary (ξ= 1). The linear relation of volatile concentration
on the bubble boundary and in the nearest mesh points together with discretized
Eqs. (3) and (4) allows to calculate all parameters on the bubble-melt interface.
Then, concentration distribution in the whole domain is calculated during back-
ward substitution. We found this method stable and computationally efficient in
comparison with explicit methods that require extremely small timesteps for sta-
bility reasons.

Estimation of magma composition. In order to estimate magma compositions in
the deep magma reservoir we used “Petrolog” software45. Reverse crystallization
from a more evolved magma (sample 12KY-108-1, 1987 AD eruption46) was
performed. The starting pressure is set to atmospheric level and magma is H2O-
saturated. Our simulations reveal total amount of mineral phase of 20% for the
starting composition, which is in a good agreement with the measurements on the
samples47. Incremental increase in pressure to 800MPa leads to the change in
composition presented in Supplementary Table 1. These values were obtained
considering the volatile component composed only of H2O, resulting in a 800MPa
magma containing almost 11 wt% of dissolved water. Adding even a small amount
of CO2 affects significantly the water solubility that can be reduced to a few wt% as
shown in Fig. 2 along the 800MPa isobar. Based on data about Klyuchevskoy
magma volatile content22–25,48, we retain for our modeling a composition with ~4
wt% of H20 and ~0.6 wt% of CO2.

Estimation of magnitudes of deep low-frequency earthquakes. The DLP signals
whose energy is concentrated in a narrow spectral band between 1 and 2 Hz are
dominated by S-waves (Fig. 3e, f). The seismic moment can be approximately

estimated from maximal signal amplitude in the following way. We start with an
expression of the far-field (hypocenter distances exceeding 10 wavelengths) S-wave
displacement49 uS and ignore the radiation pattern assuming that it approximately
averages to 1. Based on this we can relate the time derivative of seismic moment
with the observed S-wave displacement:

_M0ðtÞ � 4πρβ3r � uSðtÞ ð6Þ
where t is time M0 is seismic moment, ρ is density, β is S-wave speed, and r is the
hypocentral distance. The observed ground velocity vS is the derivative of the
displacement that for a nearly monochromatic signal can be approximately esti-
mated via multiplication by 2πfmax:

vSðtÞ � _uSðtÞ � 2πfmax � uSðtÞ ð7Þ
where fmax is the dominant signal frequency. Integration of Eq. (6) to obtain the
whole seismic moment can be also approximately estimated with dividing by
2πfmax. This leads to a final expression used to approximately estimate the seismic
moment from one station:

M0 �
4πρβ3r � uS
2πfmax

¼ ρβ3r
πfmax2

vsmax

�� �� ð8Þ

where vsmax is the maximum amplitude of velocity seismograms (taking into
account all three components). The final estimate is averaged from several stations
that recorded the earthquake. We use fmax= 1.5 Hz and typical crustal values for
density27, ρ= 2830 kg m−3, and seismic velocity50,51, β= 3500 m s−1. The moment
magnitude MW is then computed as:

Mw ¼ 2
3

lg M0ð Þ � 9:05ð Þ ð9Þ

Estimation of seismic radiation emitted by expanding magma volume. For
simplicity, we start with considering a volume with a perfectly spherical shape
embedded in an infinite elastic space with bulk modulus K. In response to the
magma pressure change dP(t), the volume will be modified by dV(t):

dV tð Þ ¼ dP tð ÞV
K

ð10Þ
For a perfectly spherical magma body, the volume change can be related to the

seismic moment as49:

Mo tð Þ ¼ KdV tð Þ ¼ dP tð ÞV ð11Þ
A spherically symmetric source would radiate in the far field only P waves. At

the same time, signals from real DLP earthquakes are dominated by S waves. A
simple explanation of this observations can be related to the deviation of the
magma body shape from a perfect sphere. In this case, the change of the magma
pressure will induce a significant amount of shear stress in the surrounding rocks
resulting in a strong S-wave radiation52. A possible example is a pure tensile crack
mechanism for which the seismic moment tensor can be written as49:

M tð Þ ¼
λdVðtÞ 0 0

0 λdVðtÞ 0

0 0 ðλþ 2μÞdVðtÞ

0
B@

1
CA ð12Þ

where λ and μ are Lamé constants that for most of elastic solids are nearly equal
and have the same order of magnitude as bulk modulus (K= λ+ 2/3μ) implying
that to the order of magnitude the relationship (11) between seismic moment
(observed amplitudes of waves), pressure variations, and volume of affected fluid
remain valid. Seismic radiation from such source for many directions is dominated
by S-waves53.

At this stage, we do not consider detailed description of seismic radiation
from a non-spherical source that would vary significantly depending on the
exact magma volume shape. We rather make an order of magnitude estimation
and consider that Eq. (11) describes the relationship between the magma
pressure change and the seismic moment observed in the far field (hypocenter
distances exceeding 10 wavelengths). Based on Eq. (6), the ground displacement
can be expressed as:

u tð Þ �
_M0 tð Þ

4πρβ3r
¼

_P tð ÞV
4πρβ3r

ð13Þ

and the ground velocity is computed as its time derivative.

Data availability
The seismological time series used for the analysis were provided by the Kamchatka
Branch of the Geophysical Survey of Russian Academy of Sciences (GS RAS) and are
available on request (http://www.emsd.ru). The data are not publicly available due to the
internal regulation of the GS RAS.
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Long-period seismicity in the shallow volcanic edifice formed from slow-rupture
earthquakes. Nature Geoscience, 7(1):71–75, 2014. doi: 10.1038/ngeo2027.

R. Bellman. Dynamic programming. Press Princeton, New Jersey, 1957.

L. Breiman. Random forests. Machine learning, 45:5–32, 2001.

J. R. Brown, G. C. Beroza, and D. R. Shelly. An autocorrelation method to detect low
frequency earthquakes within tremor. Geophysical Research Letters, 35(16), 2008.

S. Burchardt, C. J. Annen, J. L. Kavanagh, and S. Hilmi Hazim. Developments in
the study of volcanic and igneous plumbing systems: outstanding problems and new
opportunities. Bulletin of Volcanology, 84(6):59, 2022.

C. J. C. Burges. A tutorial on support vector machines for pattern recognition. Data
mining and knowledge discovery, 2(2):121–167, 1998.

M. Campillo and J. Plantet. Frequency dependence and spatial distribution of seismic
attenuation in France: experimental results and possible interpretations. Physics of
the Earth and Planetary Interiors, 67(1):48–64, 1991. doi: https://doi.org/10.1016/
0031-9201(91)90059-Q.

K. V. Cashman, S. J. Sparks, and J. D. Blundy. Vertically extensive and unstable
magmatic systems: a unified view of igneous processes. Science, 355(6331):eaag3055,
2017.

D. Chebrov, S. Droznina, S. Senyukov, Y. Shevchenko, S. Mityushkina, V. Chebrov,
D. Droznin, V. Sergeev, and E. Pantyukhin. A system for acquisition, processing,
storing and representing seismological data and the results of their processing in
the sp spts, hardware, algorithms and software (in russian). In V. Chebrov, edi-
tor, Problemy kompleksnogo geofizicheskogo monitoringa Dal’nego Vostoka Rossii:
Tr. vtoroi reg. nauchno-tekh. konf. (Problems of Integrated Geophysical Monitor-
ing of the Russian Far East: Proc. 2nd Reg. Sci. Tech. Conf.), pages 332–336.
Petropavlovsk-Kamchatskii: GS RAN, 2010.

V. N. Chebrov, D. V. Droznin, Y. A. Kugaenko, V. I. Levina, S. L. Senyukov, V. A.
Sergeev, Y. V. Shevchenko, and V. V. Yashchuk. The system of detailed seismolog-
ical observations in Kamchatka in 2011. J. Volcanol. Geotherm. Res., 7(1):16–36,
2013. doi: 10.1134/S0742046313010028.

168



B. Chouet. Long-period volcano seismicity: its source and use in eruption forecasting.
Nature, 380:309–316, 1996a. doi: 10.1038/380309a0.

B. Chouet. Volcano seismology. Pure and applied geophysics, 160(3):739–788, 2003.

B. Chouet and R. S. Matoza. A multi-decadal view of seismic methods for detecting
precursors of magma movement and eruption. J. Volcanol. Geotherm. Res., 252:
109–175, 2013. doi: 10.1016/j.jvolgeores.2012.11.013.

B. Chouet, P. Dawson, T. Ohminato, M. Martini, G. Saccorotti, F. Giudicepietro,
G. De Luca, G. Milana, and R. Scarpa. Source mechanisms of explosions at Strom-
boli Volcano, Italy, determined from moment-tensor inversions of very-long-period
data. Journal of Geophysical Research: Solid Earth, 108(B1):ESE 7–1–ESE 7–25,
2003. doi: https://doi.org/10.1029/2002JB001919.

B. Chouet, P. Dawson, and A. Arciniega-Ceballos. Source mechanism of Vulcanian
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Geochemical evidence for the melting of subducting oceanic lithosphere at plate
edges. Nature, 409(6819):500–504, 2001. doi: 10.1038/35054039.

C. E. Yoon, O. O’Reilly, K. J. Bergen, and G. C. Beroza. Earthquake detection through
computationally efficient similarity search. Science advances, 1(11):e1501057, 2015.

K. Yoshimoto, H. Sato, and M. Ohtake. Frequency-dependent attenuation of P and
S waves in the Kanto area, Japan, based on the coda-normalization method. Geo-
physical Journal International, 114(1):165–174, 07 1993. doi: 10.1111/j.1365-246X.
1993.tb01476.x.

182



Y. Yukutake, Y. Abe, and R. Doke. Deep low-frequency earthquakes beneath the
Hakone volcano, Central Japan, and their relation to volcanic activity. Geophys-
ical Research Letters, 46(20):11035–11043, 2019. doi: https://doi.org/10.1029/
2019GL084357.

V. M. Zobin. Introduction to Volcanic Seismology. Elsevier, 2011.

183



List of Figures

1.1 A schematic pressure-temperature diagram . . . . . . . . . . . . . . . 2
1.2 Map of tectonic plates . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Volcanism in different tectonic settings . . . . . . . . . . . . . . . . . 4
1.4 Old and new concepts of volcanic plumbing systems . . . . . . . . . . 6
1.5 VIPS studies chart . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Seismic data from KVG region . . . . . . . . . . . . . . . . . . . . . 10
1.7 Different signals of volcanic origin and their spectrograms . . . . . . 12
1.8 Map of Kamchatka peninsula and the Klyuchevskoy volcano group . 15

2.1 Map of the Klyuchevskoy volcano group and permanent seismic stations 24
2.2 Illustration of the template matching algorithm . . . . . . . . . . . . 27
2.3 Template of a DLP event . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Correlation coefficient series for one day of observations . . . . . . . . 29
2.5 Waveforms of the original and stacked templates . . . . . . . . . . . . 30
2.6 Detections with the stacked template . . . . . . . . . . . . . . . . . . 30
2.7 Fourier spectra of a DLP earthquake . . . . . . . . . . . . . . . . . . 33
2.8 Frequency-magnitude distribution of DLP earthquakes and its possi-

ble approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.9 Frequency–magnitude distribution of the complete catalog of DLP

earthquakes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1 Map of the Klyuchevskoy volcano group and temporal stations of the
KISS experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Example of a DLP event seismograms at multiple KISS stations . . . 42
3.3 “Elementary” source mechanisms . . . . . . . . . . . . . . . . . . . . 45
3.4 Example of measurements of P- and S-waves amplitudes for the DLP

event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 lg(AS/AP ) measured at various stations before and after correction . 49
3.6 Theoretical distributions of lg(AS/AP ) for different source mecha-

nisms and observed values at stations . . . . . . . . . . . . . . . . . . 51
3.7 Distribution of misfits for considered source mechanisms . . . . . . . 52

184



3.8 The number of stations used in processing of each of the selected DLPs 53
3.9 Distributions of misfits in time for different source mechanism . . . . 54
3.10 Temporal changes of the orientation of a single force vector . . . . . . 55
3.11 Temporal changes of the orientation of a cylindrical pipe axis . . . . 56
3.12 Temporal changes of the orientation of the normal to a tensile crack

surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.13 Temporal changes of the vector orientation of a single force compound

of a “combined” source . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.14 “Stacked” misfit distributions for different source mechanisms . . . . . 59
3.15 Possible interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.A.1 The coordinate system used in the study . . . . . . . . . . . . . . . . 65
3.B.1 Measurement of a relative amplification of S-waves between two sta-

tions from the coda of seismograms . . . . . . . . . . . . . . . . . . . 66
3.B.2 Measuring P-wave site amplification . . . . . . . . . . . . . . . . . . 67
3.B.3 Map of the epicenters of the calibration earthquakes . . . . . . . . . . 68
3.C.1 Two dimensional grid in polar coordinates . . . . . . . . . . . . . . . 71
3.C.2 Three dimensional grid in polar coordinates . . . . . . . . . . . . . . 72

4.1 IRIS Data Management Center archive size . . . . . . . . . . . . . . 76
4.2 Journal publications developing machine learning (ML) methods for

a seismological task . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 The ratio of various machine learning approaches used for each seis-

mological task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1 The main idea of the SVM algorithm . . . . . . . . . . . . . . . . . . 82
4.2 SVM kernels and their impact on classification result . . . . . . . . . 83
4.3 Decision tree and Random Forest consepts . . . . . . . . . . . . . . . 84
4.4 Dendrogram illustration . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 GMM clustering consept . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Events detection in continuous seismic data . . . . . . . . . . . . . . 87
4.7 Waveforms and their spectral representations for different earthquakes 88
4.8 Features extraction procedure . . . . . . . . . . . . . . . . . . . . . . 89

5.1 Map of the Kamchatka coast with the most active volcanoes and main
tectonic events in 2018-2019 . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Waveforms of tectonic and volcanic earthquakes depending on station
location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3 The daily number of earthquakes detected at various stations . . . . 93
5.4 Waveforms and spectra of tectonic earthquakes of different magnitudes 95

185



5.5 Results of the SVM classification with a linear kernel using “regular”
features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.6 Results of SVM classification with a polynomial kernel using “regular”
features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.7 Results of SVM classification with an RBF kernel using “regular” fea-
tures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.8 Tectonic and volcanic seismic activity rate based on the SVM classi-
fication using “regular” features . . . . . . . . . . . . . . . . . . . . . 99

5.9 Results of RF classification using “regular” features . . . . . . . . . . 100

5.10 Tectonic and volcanic seismic activity rate based on RF classification
using “regular” features . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.11 Results of k -means clustering using “regular” features . . . . . . . . . 102

5.12 Tectonic and volcanic seismic activity rate based on k -means clustering103

5.13 Results of Agglomerative Clustering using “regular” features . . . . . 104

5.14 Tectonic and volcanic seismic activity rate based on Agglomerative
Clustering using “regular” features . . . . . . . . . . . . . . . . . . . 105

5.15 Results of SVM classification with an RBF kernel using smoothed
spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.16 Tectonic and volcanic seismic activity rate based on SVM classifica-
tion using smoothed spectra . . . . . . . . . . . . . . . . . . . . . . . 106

5.17 Examples of waveforms of different tectonic earthquakes . . . . . . . 107

5.18 Map of Kamchatka coast with epicenters of earthquakes following
aftershock declustering . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.19 The labeled dataset before and after recompilation in time . . . . . . 109

5.20 Results ofSVM-RBF classification using “regular” features . . . . . . 110

5.21 Tectonic and volcanic seismic activity rate based on SVM-RBF clas-
sification using “regular” features . . . . . . . . . . . . . . . . . . . . 110

5.A.1 Grid search of parameters for different kernels of the SVM classifier . 116

5.B.1 Performance of the Random Forest classifier on the train and test set 117

6.1 Map of the KVG region and the Shiveluch volcano . . . . . . . . . . 124

6.2 Projections of the feature space . . . . . . . . . . . . . . . . . . . . . 125

6.3 Results of the GMM clustering (Nclust = 4) . . . . . . . . . . . . . . . 126

6.4 Seismic activity rate according to the GMM clustering (Nclust = 4) . 127

6.5 Cross-correlation matrix for one day and example of waveforms of a
master event . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

186



6.6 Cross-correlation matrix of master events at stations KRS, LGN and
ZLN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.7 Comparison of the results obtained by clustering data with Gaussian
mixture model and cross-correlation analysis . . . . . . . . . . . . . . 130

6.8 Manual definition of P- and S-waves arrivals . . . . . . . . . . . . . . 131

6.9 Manual definition of P- and S-waves arrivals (zoomed) . . . . . . . . 132

6.10 Map of the KVG and Shiveluch with hypocenters of selected master
events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.A.1 Projections of a feature space for the data recorded at station KRS,
SHN channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.A.2 Projections of a feature space for the data recorded at station LGN,
SHN channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.A.3 Projections of a feature space for the data recorded at station ZLN,
SHN channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.B.4 Results of GMM clustering (Nclust = 3, station KRS, channel SHN) . 138

6.B.5 Seismic activity rate according to GMM clustering (Nclust = 3, station
KRS, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.B.6 Results of GMM clustering (Nclust = 5, station KRS, channel SHN) . 140

6.B.7 Seismic activity rate according to GMM clustering (Nclust = 5, station
KRS, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.B.8 Results of GMM clustering (Nclust = 3, station LGN, channel SHN) . 142

6.B.9 Seismic activity rate according to GMM clustering (Nclust = 3, station
LGN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.B.10 Results of GMM clustering (Nclust = 4, station LGN, channel SHN) . 144

6.B.11 Seismic activity rate according to GMM clustering (Nclust = 4, station
LGN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.B.12 Results of GMM clustering (Nclust = 5, station LGN, channel SHN) . 146

6.B.13 Seismic activity rate according to GMM clustering (Nclust = 5, station
LGN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.B.14 Results of GMM clustering (Nclust = 3, station ZLN, channel SHN) . 148

6.B.15 Seismic activity rate according to GMM clustering (Nclust = 3, station
ZLN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.B.16 Results of GMM clustering (Nclust = 4, station ZLN, channel SHN) . 150

6.B.17 Seismic activity rate according to GMM clustering (Nclust = 4, station
ZLN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.B.18 Results of GMM clustering (Nclust = 4, station ZLN, channel SHN) . 152

187



6.B.19 Seismic activity rate according to GMM clustering (Nclust = 5, station
ZLN, channel SHN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

188



List of Tables

3.1 List of selected deep long period earthquakes . . . . . . . . . . . . . . 41
3.B.1 Regional earthquakes used for estimation of amplification coefficients. 68
3.B.2 Average amplification coefficients and their standard deviations. . . . 69

5.1 Best pairs of parameters C and γ for different kernels revealed with
the grid search (Appendix 5.A). . . . . . . . . . . . . . . . . . . . . . 95

5.2 Confusion matrices of the SVM classification with different kernels
obtained on the test set. . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Confusion matrix for RF classifier. . . . . . . . . . . . . . . . . . . . 100
5.4 Confusion matrix for k -means clustering. . . . . . . . . . . . . . . . . 103
5.5 Confusion matrix for Agglomerative Clustering. . . . . . . . . . . . . 104
5.B.1 Final values of RF hyperparameters used in further classifier building. 118
5.C.1 Results of SVM classification (with an RBF kernel) using spectral

representations of data . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.C.2 Results of Random Forest classification using spectral representations

of data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.C.3 Results of k -means clustering using spectral representations of data . 120
5.C.4 Results of Agglomerative clustering using spectral representations of

data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.1 Selected master events and their hypocenters. . . . . . . . . . . . . . 131

189


	Introduction
	Anatomy of volcanoes
	Magma generation
	Volcanism in different tectonic settings
	Plumbing systems and magmatic chambers

	Monitoring of volcanoes
	Seismovolcanic monitoring
	Evolution of the volcanic seismicity classification and its present-day state
	Limitations of classification schemes

	Motivations and content of this thesis
	Part 1: Physical origin of deep long period volcanic earthquakes
	Part 2: Studying the seismicity in the vicinity of the Klyuchevskoy Volcanic Group with machine learning


	I Physical origin of the deep long period volcanic earthquakes
	Recurrence of deep long period earthquakes beneath the Klyuchevskoy volcano group
	Introduction
	Data
	Methods
	Automatic earthquakes detection and seismic catalog compilation
	Magnitudes calculation

	Results
	Discussion and Conclusions

	Source mechanisms of deep long period earthquakes beneath the Klyuchevskoy volcano group inferred from S-to-P amplitude ratios
	Introduction
	Dataset
	Hypotheses about the origin and mechanisms of the DLP seismicity beneath the KVG
	Estimation of the DLPs source mechanism with S-to-P amplitude ratios
	Calculation of the theoretical S-to-P amplitudes ratios
	Measuring S-to-P amplitudes ratios from real seismograms
	Correction for the site amplifications
	Comparison of the observed and calculated amplitude ratios

	Results
	An example of a single DLP earthquake
	Application to all selected DLP earthquakes
	Stacked misfit distributions

	Discussion and Conclusions

	Appendices to Chapter 3
	Theoretical radiation patterns of P and S waves
	Site amplification factors
	Estimation of S-wave site amplification based on codas of seismograms
	Site amplifications of P-waves
	Final results

	Discretization of the mechanism orientation space for the grid search


	II Studying the seismicity in the vicinity of the Klyuchevskoy Volcanic Group with machine learning
	Machine learning for analysis of the seismo-volcanic data
	Introduction
	Machine learning in seismology
	Specifics of the volcano seismology
	Context and goals of this work

	Machine Learning for seismic signal analysis
	Representing seismic signals with features
	Supervised and unsupervised Machine Learning

	Methods used in this study
	Extraction of impulsive signals from continuous data
	Features extraction


	Application: Seismic crisis in 2018-2019
	Motivation
	Compilation of a labeled dataset
	Results: Supervised machine learning
	Support Vector Machine
	Random Forest

	Results: Unsupervised machine learning
	K-means
	Agglomerative Clustering

	Results: Classification and clustering using spectral representations of data
	Results: Classification into three classes
	Discussion
	On choice of features
	Clustering versus classification
	On the one station and one channel approach

	Conclusion

	Appendices to Chapter 5
	Grid search of parameters and kernel choice for the SVM classifier
	Hyperparameters grid search for Random Forest classifier
	Confusion matrices for classification using spectral representations of data

	Application: Activation of the Klyuchevskoy volcano group and the Shiveluch volcano eruption in 2022
	Motivation
	Methods
	Data preprocessing and visual inspection
	GMM clustering
	Multiplet detection with cross-correlations of waveforms

	Results
	Comparison of the GMM clustering and the waveforms cross-correlation
	Location of the source of the dominating seismicity

	Conclusion

	Appendices to Chapter 6
	2D projections of features space
	Results of the GMM clustering with different number of clusters
	Station KRS
	Station LGN
	Station ZLN



	Concluding remarks
	Appendix
	References
	List of Figures
	List of Tables

