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Abstract

Modelling of Multipoint Fuel Injection for the Large Eddy Simulation of Aero-
nautical Combustion Chambers

In the last decades, the aeronautical industry has focused on developing low emission combustion systems
to fight climate change. With this objective in mind, aircraft engine manufacturers have developed concepts
aimed at burning in lean regimes for reducing pollutant emissions, such as nitrogen oxides (NOx) and carbon
monoxide (CO). Lean combustion can be achieved through a proper placement of the liquid phase in the
combustion chamber. For this purpose new injection concepts have arisen, such as multi-staged fuel injection
(MSFI) systems. The objective of this thesis is the development of a new lagrangian injection methodology
for performing dispersed-phase simulations with a realistic prescription of the liquid phase in MSFI systems.

In first place, the lagrangian injection models are developed and validated in an academic kerosene jet in
crossflow (JICF) configuration. The theory aspect of the models, named Smart Lagrangian Injectors (SLI),
is detailed. SLIs are able to learn spray data from simulations solving for the liquid-gas interface (resolved
atomization simulations), and then use these data to prescribe liquid boundary conditions in dispersed-phase
computations which model the liquid phase as Lagrangian particles. Furthermore, secondary atomization
and momentum exchange between the liquid dense core and the gas are also modeled in the latter. Results
from the resolved atomization simulations show that the JICF physical behaviour and topology can be
properly retrieved. The spray resolved from these computations is then post-processed to generate the SLI
for prescribing liquid boundary conditions in dispersed phase computations. The resulting spray is validated
with experimental data, showing a good physical spray behaviour and a correct estimation of fluxes, but an
underestimation in the droplets sizes caused by secondary breakup.

Finally, the SLI strategy is applied to the multipoint stage of the BIMER multi-staged combustor, tested
at EM2C laboratory, which is more representative of industrial burners. Resolved atomization simulations
are performed on one single liquid nozzle. SLIs are built from these simulations and applied to the full
multipoint stage, consisting of 10 liquid nozzles, for performing dispersed-phase computations of the burner.
These computations show a good agreement with experiments, proving the capability of SLI to prescribe
realistic liquid boundary conditions for performing dispersed-phase simulations in MSFI burners.
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Résumé

Modélisation de l’injection multipoint de carburant pour la simulation aux grandes
échelles de chambres de combustion aéronautiques

Au cours de ces dernières années, l’industrie aéronautique a développé des systèmes de combustion à
faibles émissions pour lutter contre le changement climatique. Afin d’atteindre cet objectif, les constructeurs
de moteurs aéronautiques ont développé des concepts ciblant la combustion pauvre pour réduire les émissions
polluants, notamment les oxydes d’azote (NOx) et le monoxyde de carbone (CO). Ce régime de mélange
pauvre peut être obtenu par un placement adéquat de la phase liquide dans la chambre de combustion.
Dans cette optique, de nouvelles technologies d’injection de carburant sont apparues, comme les brûleurs à
plusieurs étages (MSFI). L’objectif de cette thèse est de développer une nouvelle méthodologie numérique
pour la prescription réaliste des sprays modélisés en tant que particules Lagrangiennes, afin de simuler la
phase liquide dispersée dans des systèmes MSFI.

Dans un premier temps, les modèles d’injection Lagrangienne sont développés et validés avec une config-
uration académique de type jet-in-crossflow (JICF). L’aspect théorique de ces nouveaux modèles d’injection,
appelés Smart Lagrangian Injectors (SLI), est également détaillé. Les modèles SLI apprennent des don-
nées du spray issues de simulations résolues de l’interface liquide-gaz, et utilisent ensuite ces données afin
de générer des conditions aux limites concernant les gouttes, qui permettent enfin d’effectuer des simula-
tions Lagrangiennes de la phase liquide dispersée. Par ailleurs, lors de ces simulations de phase dispersée,
l’atomisation secondaire des gouttes et l’échange de quantité de mouvement entre le phase dense liquide et le
gaz sont également modélisés. Les résultats des simulations d’interface résolue montrent que le comportement
physique et la topologie du JICF sont correctement reproduits. Le spray résolu issu de ces simulations est
ensuite post-traité pour générer les conditions aux limites de gouttes Lagrangiennes des simulations de phase
dispersée. Le spray Lagrangien ainsi produit est comparé à données expérimentales, montrant un comporte-
ment physique global satisfaisant et une estimation correcte des débits liquides, mais une sous-estimation de
la taille des gouttes causée par le modèle d’atomisation secondaire.

Enfin, la méthodologie SLI est appliquée à l’étage d’injection multipoint du brûleur BIMER, testé au
laboratoire EM2C, et plus représentatif des brûleurs industriels. Les modèles SLI sont établis à partir de
simulations résolues de l’interface liquide-gaz pour un seul point d’injection, puis appliqués aux simulations
de phase dispersée de l’étage multipoint complet, composé de 10 points d’injection. Ces calculs Lagrangiens
sont en accord avec les résultats expérimentaux, démontrant la capacité du modèle SLI à générer efficacement
des conditions aux limites réalistes pour l’injection liquide afin d’effectuer des simulations liquides dispersées
dans des brûleurs MSFI.
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Chapter 1

Introduction

1.1 General context

In the 20th century, the field of aeronautics has experienced a hectic growth since World War I (1914 - 1919),
where airplanes played a fundamental role in aerial battles. The advances in military aviation led to the
apparition of the first airlines and the birth of commercial aviation after the war. It was not, however, until
World War II (1939 - 1945) that the greatest progresses were made: technological improvements resulted in
larger, more efficient aircraft employed for surveillance, in air battles or for bombing purposes. After this
period, airplanes used during the war were recycled with civil purposes to transport cargo and passengers.
This marked the beginning of a new era for commercial aviation which has continued to grow until nowadays,
where air transportation is an essential activity in today’s society.

The increasing relevance of commercial aviation has been possible due to advances in aeronautical tech-
nologies, from aircraft structures and flight control to propulsion systems. In the case of the latter, the birth
of the jet engine in the 1930s supposed a milestone that marked the transition from propelled airplanes work-
ing with internal combustion engines to faster aircraft powered by gas turbines. Improvements in propulsion
technologies have led to larger, more efficient engines capable to drive airplanes during longer periods of time.

Despite today’s propulsion technologies being more efficient than those from its origins, they are not
exempt from producing emissions. Chemical species generated during the combustion process in gas turbines
include among others CO2, a greenhouse gas contributing to global warming, and CO and NOx, considered as
pollutant emissions. In this respect, the increasing demand of commercial transportation and a rising general
concern about the effects of climate change have placed the need of reducing emissions, as well as noise, as a
major constraint for the development of aviation in the decades to come. The Advisory Council of Aeronautic
Research in Europe (ACARE) has settled the goal to reduce the emissions per passenger/kilometre of CO2
by 75 % and of NOx by 90 % for the year 2050 with respect to the levels of 2000 (ACARE 2017).

Emissions of NOx are a big concern due to their harmful effect to health and environment (e.g. it is
one of the main species producing acid rain). The evolution of aeronautical engines in the last decades have
led to higher combustion temperatures and larger Overall Pressure Ratios (OPR), which help to reduce fuel
consumption but increase the production of NOx. Engine manufacturers have worked on mitigating this
increasing trend, as shown by the evolution of NOx emissions with OPR for several generations of engines
in Figure 1.1. Certified engines have succeeded in reducing emissions below the ICAO-CAEP regulatory
limits. Nevertheless, the NOx are still expected to grow due to the expanding aerial traffic demand. Figure
1.2 displays the forecasts for several traffic scenarios, where it is visualized the potential effect of technology
advances in the emissions at 2040 (lower bounds) with respect to the case where current technologies (of year
2017) would be used (upper bounds). Therefore, in order to maintain the emissions below a certain level
and hence accomplish ACARE’s goals, substantial efforts are being done. One way of achieving this is by
controlling and improving the combustion process, since NOx are produced at high temperatures. For this
purpose, the aeronautical community is working towards new combustion chambers and injection processes
aiming at creating lean combustion.
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Figure 1.1: Evolution of NOx emissions with several generations of aircraft engines. Source: EASA (2019)

Figure 1.2: NOx emission forecasts from 2017 to 2040. Source: EASA (2019)

1.2 Lean combustion in aeronautical gas turbines
The motivation for developing lean systems is shown in Figure 1.3 left. At lean regimes (i.e. with an excess
of air), the flame temperature is lower and, consequently, NOx formation is reduced. At the same time,
emissions of CO, hydrocarbons (HC) and soot are also diminished at this regime (provided that the air
excess is not too high, or the emissions will start to grow again). On the other hand, operating at lean
regimes will make the system more prone to thermoacoustic instabilities and will place it closer to the the
limit of lean blow-out (LBO), hindering ignition and relight capabilities.

One of the first developed concepts aiming at reducing emissions was the Rich-Burn, Quick-Quench,
Lean-Burn (RQL) (Novick & Troth 1981). RQL systems split the combustion process in three stages.
Firstly combustion begins in a fuel-rich primary zone close to the injector, where the NOx rate is low (see
Figure 1.3 left). Then, a quick mixing of the unburnt fuel takes place with fresh air to finally burn in lean
conditions. This procedure allows to decrease NOx emissions as depicted by the low-NOx route in Figure 1.3
right. However, a fine and complete fuel atomization is needed so that a fast mixing takes place; otherwise,
unburnt fuel could produce extra smoke and soot in the rich-burn region (El-Asrag et al. 2007). This hinders
the proper operation of RQL chambers in regimes where fuel can hardly be atomized, such as during altitude
relight.
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Figure 1.3: Motivation for low-NOx combustion. Left: Temperature and species concentration variation
with stoichiometric ratio in combustion chambers. Source: Dunn-Rankin (2008). Right: NOx formation in
Rich-Burn, Quick-Quench, Lean-Burn (RQL) concepts. Source: Lefebvre & Ballal (2010).

The need of reducing NOx emissions to the levels settled by authorities led to the development of lean
combustion strategies, usually referred as low-NOx (Tacina 1990). In order to foster lean combustion, low-
NOx concepts introduce an excess of air at the vicinity of the injector: around 70 % of air is introduced
in the combustion chamber at this location (primary zone), while the rest is injected further downstream
for effusion cooling. Compared to conventional combustors, where around 30 % of air is injected in the
primary zone and the rest is introduced downstream through dilution holes, this allows to reduce the length
of the combustion chamber and hence the residence time of combustion, directly linked to NOx formation
(Lefebvre & Ballal 2010). Furthermore, operating directly at lean regimes will also reduce the formation of
soot and CO emissions, which is the main disadvantage of RQL. One of the first lean combustion concepts
is the Lean Direct Injection (LDI) technology (Tacina 1990), where fuel is directly introduced into the
reaction zone without previous premixing. Lower peak temperatures and residence times are obtained, hence
reducing pollutant formation. Contrarily, LDI concepts can produce a non-uniform combustion if mixing is
not complete. In this respect, the Lean Premixed Prevaporized (LPP) technology appeared to palliate
this issue (Bittlinger & Brehm 1999): a premixing length is added before the reaction zone, so that complete
evaporation of fuel and mixing can take place before triggering combustion. LPP concepts need, however,
a longer combustion chamber to account for the dilution zone, and are more prone to suffer autoignition,
flashback and thermoacoustic instabilities.

A good trade-off between both LDI and LPP is obtained with Multi-Staged Fuel Injection (MSFI)
(Pehanhoat 2006). Fuel is introduced in the combustion chamber through two main stages: a pilot stage
for flame stabilization purposes, and a take-off stage (also called multipoint) where the most of premixing
takes place (see Figure 1.4 left). The combination of both injection systems creates a flame that burns in lean
conditions and reduces combustion instabilities compared to other low-NOx concepts (Barbosa et al. 2009).
The percentage of fuel introduced through each stage can be controlled in order to optimize the combustion
performance depending on the flight phase: this procedure is called staging. Considerable reductions in
emissions can be obtained with MSFI in conditions where most of NOx is produced, such as climb and cruise.
Figure 1.4 right shows the improvements in pollution of a multi-staged fuel injector named Twin Annular
Premixing Swirler (TAPS) (Foust et al. 2012) compared to a RQL combustor.

MSFI are a promising technology for fuel injection in aeronautical combustors, and manufacturers such
as Safran are working on developing these systems for their application in future engines. Since their main
characteristic is fuel staging, processes prior to combustion (e.g. injection, atomization and mixing) are
fundamental for MSFI performance, and their proper comprehension is paramount to optimize such systems.
The next sections makes a review on the two-phase flow physical mechanisms of injection and atomization
relevant to these injection systems.
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Figure 1.4: The TAPS concept. Left: regions in a multi-staged injection system from a TAPS concept. Right:
effect of multi-staged injection in NOx emissions from a TAPS concept compared to a RQL system. Source:
Foust et al. (2012).

1.3 Fuel injection technology

Figure 1.5 shows a MSFI injector and the atomization mechanisms present in these systems. Fuel is injected
through two inlets: a central nozzle (the pilot stage), where a pressure-swirl atomizer delivers a hollow
cone spray, and the multipoint injectors located in a crown around the central injector (the take-off stage),
where liquid atomizes according to a jet in crossflow configuration (JICF). As seen in the figure, these two
injection systems will produce liquid atomization shortly after the injection location. Furthermore, a third
breakup mechanisms is present if the opening angle of the hollow cone is large enough: in such cases, liquid
can impinge the walls of the injector and form a film which breaks further downstream due to the interaction
between the liquid, aerodynamics and wall, resulting in an airblast spray. As a consequence of these three
atomization mechanisms, a dispersed spray will be formed further downstream the injection chamber. This
dispersed spray will later be able to evaporate, mix with the surrounding air and burn in the combustion
process.

Airblast atomization

Jet in crossflow atomization

Hollow cone atomization

Figure 1.5: Multipoint injector from SNECMA showing the atomization mechanisms present in MSFI systems.
Source: Jaegle (2009)
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A view of the multiphysical phenomena found within a combustor is shown in Figure 1.6 with an example
of reactive liquid JICF. Liquid fuel is injected through the injection nozzle as a coherent jet. Instabilities
start taking place after injection and will eventually break the jet into large blobs and ligaments during
a process known as primary atomization (or primary breakup). Resulting liquid structures will then
break into smaller droplets during secondary atomization (or secondary breakup) until the droplets are
in equilibrium with the surrounding air and reach a small size and a spherical shape. As a consequence
of the atomization process, the specific surface of the spray (i.e. the amount of liquid surface which is in
contact with the continuous gas) is large and then evaporation is promoted. Gaseous fuel can then mix
with the surrounding air to produce an ignitable mixture that can finally burn in a combustion process.
Other physical mechanisms are found taking place simultaneously, such as drop-drop interactions, wall-drop
interactions and droplet combustion. All these processes are generally found within gas turbines.

u∞

uL

Primary
atomization

Secondary
atomization

Fuel injection

Drop-drop interactions Droplet combustion

Oxidizer

Products
Wall-drop interactions

Evaporation

ṁFuel

Mixing

Combustion

Flame-wall
interaction

Figure 1.6: Multi-physics phenomena in a reactive jet in crossflow.

As illustrated in Figures 1.5 and 1.6, the atomization process is responsible for the generation of droplets.
The size of these droplets should be small enough so that the liquid specific surface is large and fuel can burn
efficiently. Otherwise, unburnt fuel and inefficient combustion can increase the production of pollutants such
as NOx and soot. Understanding the driving mechanisms of atomization is therefore essential for the correct
design of atomizers and injectors. Atomization involves a wide range of length-scales from the injector
size to the diameter of the smallest droplets, with a difference of several orders of magnitude: its study,
modeling and simulation are therefore not trivial. The rest of this section is then devoted to introducing
the fundamentals of atomization and the jet in crossflow phenomenon, which is of special interest for MSFI
systems and constitutes the main application of this thesis.

The atomization process
After liquid injection, atomization is the mechanism through which coherent, dense liquid is fractured into
smaller liquid structures. Lefebvre & McDonell (2017) define atomization as "the process by which a liquid
jet or sheet is disintegrated by the kinetic energy of the liquid, by the exposure to high-velocity air or gas,
or by mechanical energy applied externally through a rotating or vibrating device (sic)". Its purpose is to
increase the liquid specific surface to allow for fuel evaporation.

Atomization is initially triggered by instabilities which are found naturally in liquids jets. Rayleigh (1878)
found that jet breakup into smaller drops is produced due to the growth of small disturbances in the liquid.
Instabilities are amplified by the aerodynamic interaction with the surrounding air, enhancing the energy
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transfer between both phases. Turbulence in the jet also amplifies these disturbances: if liquid is injected in
a high turbulent state, atomization will occur promptly and breakup will be governed by the aerodynamic
forces, while if the jet is injected at low speed the breakup will be governed by surface tension and capillary
forces, and the breakup morphology will be different. Regimes of atomization are distinguished according to
two main dimensionless numbers, the Reynolds number Re and the Weber number We:

Re = ρuD

µ
; We = ρu2D

σ
(1.1)

where ρ is density, µ the viscosity, σ the surface tension, u is a characteristic velocity (usually the liquid
velocity or the relative velocities between liquid and gas), D a characteristic length (usually the nozzle
diameter or the droplet size). The Reynolds number represents the ratio between the aerodynamic forces and
the viscous ones: a high Re indicates a high turbulent state and a dominance of inertia as the main breakup
mechanism, while a low Re means laminar flow and a predominant role of viscosity. The Weber number
defines the relative importance of aerodynamic forces with respect to capillary forces. From these definitions
applied to the liquid phase, Rel and Wel, a third ratio measuring the relative importance between viscous
and surface tension forces, called Ohnesorge number, can be defined:

Oh =
√
Wel
Rel

= µl√
ρlDσ

(1.2)

Figure 1.7: Atomization breakup regimes. Source: Herrmann (2003)

Figure 1.7 illustrates liquid jet injection and atomization. The latter is generally divided by the scientific
community in two different regimes, which are commonly found in all disintegrations of jets independently
of the injection methodology:

• Primary atomization is the process by which a liquid jet or sheet breaks from a dense structure
into primary structures such as large blobs and ligaments. It is highly dependent on the injector
system (pressure-swirl atomizer, jet in crossflow, airblast, etc.), its intrinsic characteristics (internal
geometry, discharge coefficient, etc.) and operating conditions (discharge pressure, liquid turbulent
state). As shown in Figure 1.7, regions where primary atomization takes place are characterized by
high characteristic length scales l (larger than the grid resolution) and high liquid volume fractions,
characteristics of the dense regime. Numerical methods targeted to solve for primary atomization are
addressed in Chapter 2.
Several regimes of primary atomization are distinguished, classified according to the liquid flow state.
These regimes, shown in Figure 1.8, depend on Rel and Oh based on the liquid velocity and on the
injection diameter d0. As shown, for a fixed value of Oh the governing breakup mechanisms changes if
the injection velocity increases (i.e. if Rel is increases, so turbulence will play a more important role).
For the Rayleigh regime at low values of Rel, surface tension is responsible for creating axisymmetric
oscillations of the jet with large wavelengths that will make it break into structures larger than the nozzle
diameter. Aerodynamic effects are negligible, capillary forces being the leading physical phenomena, and
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breakup occurs at several nozzle diameter locations downstream the injection point. As Rel increases,
the relative velocity between the liquid and gas phases is higher and aerodynamic forces cannot be
neglected. These ones contribute to the destabilizing waves that create droplets of the size of the
nozzle diameter and lead to a faster atomization, yet still occurring at several diameters downstream
the injector (first wind induced regime). A slightly larger Rel will swift the dominant breakup role
of capillary forces to inertial ones, the wavelenghts of instabilities being amplified by liquid turbulent
eddies which break the jet into droplets smaller than the injection nozzle (second wind induced).
Finally, at even larger values of Rel capillary forces can be neglected and the breakup is solely governed
by aerodynamics, creating small droplets generated right at the nozzle exit (atomization regime).

Figure 1.8: Primary atomization regimes in jets. Source: Lefebvre & McDonell (2017)

• Secondary atomization occurs after primary atomization, once the main liquid structures have been
ejected from the jet and are broken into smaller ones. Injector characteristics and the turbulent state
of the coherent liquid do not play a fundamental role anymore: it is the interaction between the
liquid structures and the surrounding air that dominates secondary breakup. Figure 1.7 sketches how
secondary atomization disintegrates the liquid structures until a developed spray composed of spherical
droplets that do not further break. During secondary atomization, the spray undergoes a transition
from the dense regime found in primary atomization to a dilute regime where the characteristic length
scales of liquid (i.e. the droplets diameters) are very small compared to the injector diameter. In this
regime, the liquid volume fraction is very low. Between the dense and dilute regimes, an intermediate
regime can be defined where values of volume fraction and comprised between those of the dense and
dilute ones. The lower liquid volume fractions and small sizes (usually smaller than the mesh resolution)
found in these regimes require numerical resolution through methods different from those devoted to
simulate primary atomization. Such methods are introduced in Chapter 3.
As the main phenomenon governing secondary atomization is the interaction between the liquid and
the gas, this process can be characterized by means of the Weber number based on the relative velocity
between phases:

We = ρgu
2
relr

σ
(1.3)

where urel = |ul − ug| and r is a characteristic length of the liquid structures (the radius for spherical
droplets). Different regimes of secondary atomization, universal for any injector geometry and injection
system, are depicted in Figure 1.9. For large numbers of We (i.e. high relative velocities and/or large
length scales) the breakup is catastrophic, and particles are disintegrated into a large number of very
small droplets due to shear forces causing stripping. As We decreases the topology of structures found
during atomization changes and breakup becomes less aggressive. For small values of We, particles split
into a small number of droplets due to bag or vibrational breakups. For We < 12, breakup hardly
occurs and droplets are said to be in equilibrium with the surrounding air: atomization is complete.
This value is called the critical Weber number.
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The interactions among droplets (drop-drop) and between droplets and walls (drop-wall), both illus-
trated in Figure 1.6, also produce secondary atomization with different governing mechanisms than
the drop-air interaction. These particular phenomena are not addressed in this thesis and will not be
further discussed.

Figure 1.9: Secondary atomization regimes. Source: Pilch & Erdman (1987)

Liquid jet in crossflow
Contrarily to secondary atomization, whose behaviour is not influenced by the injection system, primary
atomization is highly dependent on the injector configuration. As a consequence, different liquid structures
and characteristic sizes are present in MSFI systems due to the different atomization mechanisms (see Figure
1.5). One characteristic breakup mechanism of MSFI is the one from the take-off stage, which injects fuel
in a particular configuration known as liquid jet in crossflow (JICF). In a liquid JICF, a stream of air flows
perpendicularly to the direction of liquid injection, as shown in Figure 1.6. The liquid jet leaves the nozzle
and bends towards the crossflow direction, undergoing primary and secondary atomization. Consequently,
a developed spray is formed further downstream the injection nozzle. The aerodynamic interaction with
the surrounding air is of paramount importance: it influences the jet breakup, vertical penetration and
the atomization process, which will eventually affect the mixing process prior to combustion in reactive
applications.
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The atomization process in liquid JICF has been investigated experimentally by several authors (Adelberg
1968, Wu et al. 1997, Becker & Hassa 2002, Ragucci et al. 2007, Freitag & Hassa 2008). These studies have
generally identified two main mechanisms of primary breakup:

• Column breakup. Surface waves on the liquid column start to grow until the jet breaks into ligaments,
which eventually turn into droplets during secondary atomization. An example is shown in Figure
1.10 left, showing the surface waves caused by instabilities. This type of breakup occurs when the
aerodynamic interaction is not too strong (low relative liquid-air velocities).

• Surface breakup. A strong aerodynamic interaction (large relative liquid-air velocity) produces the
disintegration of the liquid jet through shear forces. Small droplets are directly stripped off the sides
of the liquid column. Surface breakup can be appreciated in Figure 1.10 right.

Figure 1.10: Experimental images of kerosene JICF breakup. Left: column breakup. Left: surface breakup.
Source: Freitag & Hassa (2008)

As in any two-phase problem, the physical and breakup characteristics of a JICF can be categorized
by means of dimensionless numbers. In liquids jet in crossflow, the main two governing factors are the
momentum flux ratio q and the Weber number based on the gaseouos phase Weg, defined in Eq.
(1.4). The former parameter represents the relation between the momentum, or kinetic energies, of the liquid
and gaseous phases, while the latter represents the relative contribution of the gaseous phase to capillary
forces.

q = ρlu
2
l

ρgu2
g

; Weg =
ρgu

2
gdinj

σ
(1.4)

The influence of these factors in the breakup process of liquid jets in crossflow has been experimentally
studied by Wu et al. (1997), resulting in a breakup map of Figure 1.11. Column and surface breakup, which
are the main primary atomization regimes, are separated by the dividing line that indicates the transitional
q value between both regimes to be inversely proportional to Weg. For column breakup, several atomization
modes appear depending on Weg. Figure 1.12 shows experimental snapshots of these modes. As displayed, for
low Weg (capillary and bag regimes) the breakup is dominated by capillary forces and the jet stays coherent
until several nozzle diameters downstream the injection point, once the jet has bent and its cross section has
been deformed. Waves are clearly observed in the windward side of the jet (i.e. the face in contact with the
incoming air), and the wavelength of liquid surfaces λ can be defined as the distance between two nodes.
For higher Weg (multimode and shear regimes), instabilities causing breakup are also observed developing
along the windward side of the jet, but the stripping of liquid ligaments and droplets at the sides of the jets
due to aerodynamic shear is also noticeable . For shear breakup these stripped-off structures appear close to
the injection point, hindering the optical access to the jet structure and atomization characteristics further
downstream. This was also observed for the surface breakup mode in Figure 1.10 right. Another noticeable
characteristic is that the wavelengths λ decrease for larger values of Weg. Sallam et al. (2004) found that
the order of magnitudes of the wavelenghts with respect to the injection diameter is λ/dinj > 1 for capillary
breakup, λ/dinj ≈ 1 for bag breakup, 0.1 < λ/dinj < 1 for the multimode regime and λ/dinj ≈ 0.1 for shear
breakup. The main responsible mechanisms of generating these surface waves are either Kelvin-Helmholtz
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or Rayleigh-Taylor instabilities. The former ones are said to be the dominating mechanisms for the waves
observed in Figure 1.12 (Sallam et al. 2004). It is believed that the prevalence of either one or another mode
depends on the density ratio between fluid and gas, the Rayleigh-Taylor being the main dominant mechanism
for high density ratios (Ghods 2013). Nevertheless, the appearance and dependence of each instability mode
is still not certainly known and remains an open question requiring further research.

Figure 1.11: Breakup map for liquid jet in crossflow. Source: Wu et al. (1997)

(a) (b) (c) (d) (e)

λ

Figure 1.12: Primary breakup processes in liquid jet in crossflow. Air flows from right to left. (a) No breakup,
Weg = 0. (b) Capillary breakup, Weg = 3. (c) Bag breakup, Weg = 8. (d) Multimode breakup, Weg = 30.
(e) Shear breakup, Weg = 220. Source: Sallam et al. (2004)

Another relevant characteristic of the liquid jet in crossflow is its penetration, since in real configurations
it will determine the region where evaporation and mixing take place and, later, the flame location. The near-
field jet penetration can be quantified by means of the vertical trajectory of the jet, which is identified as the
mean contour of its windward side. This trajectory can be experimentally obtained either from instantaneous
snapshots of the jet (Figure 1.13 left) or from average images (Figure 1.13 right), each experimentalist using
its own methods. From experimental studies, the trajectory is generally given by correlations relating the
vertical trajectory z with the axial coordinate x. Some experimental correlations are shown in Table 1.1,
where Weae = ρgu

2
l dinj/σ. Figure 1.13 right shows the jet correlation from Ragucci et al. (2007) overlapped

with the average jet view.
All the correlations from Table 1.1 show a dependence of the jet trajectory with the injection diameter

dinj and the momentum flux ratio q. These are the two main parameters governing the jet penetration. The
larger the injection diameter, the further the jet will penetrate. This is attributed to a more coherent jet: if
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Figure 1.13: Instantaneous and averages images of a liquid jet in crossflow. Source: Ragucci et al. (2007)

Table 1.1: Correlations for the jet trajectory of the JICF

z/dinj Liquid Range of validity Reference

1.37
√
q
(

x
dinj

)
Water 3.4 < q < 185 Wu et al. (1997)57 < Weae < 1200

1.57q0.36 ln
(

1 + 3.81 x
dinj

)
Kerosene

1 < q < 12
Becker & Hassa (2002)90 < Weg < 2120

2 < x/dinj < 22

2.27q0.44We−0.012
ae

(
x
dinj

)0.367
Kerosene 5 < q < 280 Ragucci et al. (2007)7 < Weae < 340

1.6q0.4 ln
(

1 + 3.81
(

x
dinj

))
Kerosene

3 < q < 24
Freitag & Hassa (2008)39 < Weae < 3281

1.4 < x/dinj < 50

dinj increases, more liquid mass flow is injected, so the jet carries more momentum and is able to withstand
more stiffly the interaction with the airstream. Furthermore, atomization of a thicker jet will produce larger
droplets that will travel further due to their ballistic properties. For the momentum flux ratio, increasing its
value also increases the jet penetration. This is clearly seen in Table 1.1, as the exponent factor of q is positive
in all correlations. Figure 1.14 also illustrates the q effect in the jet penetration. Regarding the influence of
the air velocity (or equivalently, Weg), it does not have a direct effect on the jet penetration close to the
injection nozzle, as the correlations from Table 1.1 do not show any dependence with Weg. This is observed
in Figure 1.15, which shows instantaneous snapshots of a liquid JICF for several values of ug. The main effect
of increasing the gas velocity is the transition from column to surface breakup mechanisms, as given by the
breakup map of Figure 1.11. Nevertheless, it is seen that by increasing ug, the far-field penetration is reduced
due to a finer atomization: for low values of ug, column breakup generates bigger droplets whose ballistic
properties allow them to penetrate further in the vertical direction, while higher values of the gas velocity
generate smaller droplets both from surface and column breakup mechanisms that will relax faster towards
the air velocity and direction. Becker & Hassa (2002) tested a kerosene JICF with several gas velocities
and measured the granulometry of the developed spray at a plane located 80 mm downstream the injection
nozzle, obtaining the following relation between the Sauter Mean Diameter (SMD) and the kinetic energy of
the gas which confirms how the mean droplet size decreases with increasing gas velocity:

SMD = 429
(
ρgu

2
g

)−0.24 (1.5)
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Figure 1.14: Effect of q ratio. From left to right: q = 3, 6, 12, 24. Fixed values: dinj = 0.5 mm, ug = 75 m/s,
p∞ = 4 bar. Source: Freitag & Hassa (2008).

Figure 1.15: Effect of air velocity. From left to right: ug = 25, 50, 75, 100 m/s. Fixed values: dinj = 0.5 mm,
q = 6, p∞ = 4 bar. Source: Freitag & Hassa (2008).

1.4 Numerical simulations of fuel injection and combustion
The previous section has illustrated the heterogeneity of phenomena which are found in injection systems
relevant to gas turbines, with a special focus on MSFI technology aiming at reducing NOx formation. The
study of these phenomena with experimental facilities is often restricted to academic cases without complex
geometries due to difficult optic visualization. Furthermore, experiments do not have access to an operating
range representative of realistic conditions.

An alternative to help the study and the design of injection and combustion systems is the use of numerical
simulations with Computational Fluid Dynamics (CFD). This tool has gained popularity in the last decades
due to the increase in computational performances and the appearance of High Performance Computing
(HPC), which allows to perform simulations of complex problems in parallel machines. CFD simulations
can provide insightful information on the physical mechanisms and variables of interest, they do not have
limitations regarding optical access and are hazard-free. Therefore, numerical simulations have become a
powerful tool for the design of combustion systems and the understanding of the underlying fundamental
physical phenomena.

In order to resolve a given physical problem, the proper modeling strategy and numerical methods to
perform CFD simulations must be chosen. Depending on the required accuracy and the computational
resources available, three main approaches exist to resolve numerically the Navier-Stokes equations. From
lower to higher accuracy (and equivalently, from lower to higher computational cost), these approaches are:

1. Reynolds Averaged Navier Stokes (RANS). The governing equations are averaged and the mean
flow field is solved. Extra terms appear in the equations which need additional closure. All the turbu-
lence spectrum, from Taylor to Kolmogorov characteristic length scales, is modeled. RANS methods
can provide mean values and is appropriate to characterize pressure drop in certain configurations, but
are not suited for solving transient problems.

2. Large-Eddy Simulations (LES). A low-pass filter is applied to the Navier-Stokes equations, so that
the characteristic length scales below the filter size are modeled while the larger ones are resolved. For
the smallest scales, turbulence models accounting for the viscous dissipation are required. One of the
most well-known turbulent closures for LES is the Smagorinsky model (Smagorinsky 1963, Germano
et al. 1991).
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3. Direct Numerical Simulations (DNS). In such simulations, all the turbulence characteristic scales
are solved and no models are applied. Hence, DNS is an accurate tool for properly resolving turbulence.
Nevertheless, its high computational cost limits the application of DNS to reduced geometries and
canonical test cases, and nowadays its application to full industrial configurations is out of reach.

These three methodologies are widely used for aerodynamic and hydrodynamic problems involving one
fluid phase. Two-phase flow problems also make use of these equations, but they require additional equations
and modeling tools to consider the interaction between phases. For cases involving liquid and gas, which are of
interest in automotive and aeronautical engines, this interaction is dominated by surface tension σ. In terms
of numerical modeling, surface tension creates a discontinuity in pressure and viscosity (as demonstrated
later in §2.2) that needs to be dealt with mathematical tools, for instance by adding extra forcing terms
in the governing equation for momentum. Furthermore, different methods and modeling methodologies will
be used depending on the problem to solve, since the multi-scale, complexity and richness of the physical
phenomena in two-phase flows (illustrated in §1.3) does not allow to use a single numerical formalism to solve
simultaneously all processes involved.

One large family of numerical methods is the one devoted to resolve accurately atomization. The un-
derlying interest is to capture the dynamics of primary and secondary atomization, its governing physical
mechanisms and the interaction with the gaseous phase. For this purpose, the main approach is to perform
CFD simulations where the Navier-Stokes equations are resolved for each phase with RANS or LES. Then,
additional equations are added in order to determine either the evolution of the interface (e.g. level-set meth-
ods) or of the liquid volume fraction (e.g. volume of fluid methods). These simulations are usually denoted
as resolved or eulerian. Figure 1.16 shows two instantaneous jets (diesel and JICF) solved with a resolved
atomization approach, where the interface dynamics have been solved with level-set methods. In both cases,
ligaments and droplets generated by the atomization process can be clearly appreciated. In this document,
Chapter 2 presents numerical methods used nowadays for resolving injection and atomization.

Figure 1.16: Direct numerical simulations of primary atomization in liquid jets. Left: diesel jet colored by
axial velocity, from Shinjo & Umemura (2010). Right: liquid jet in crossflow, from Herrmann (2009).

Methodologies for resolving atomization are envisaged to capture the multi-scale nature of atomization,
devoting huge computational resources to solve from the biggest to the smallest scales and the interaction
between phases. Nevertheless, the size of the smallest structures and droplets captured are often limited by the
grid resolution, and due to their high cost, they cannot be easily coupled with additional physical equations
to solve for the evaporation and combustion processes. To tackle these problems, different strategies are used,
often circumventing atomization by injecting a spray represented by liquid spherical particles. These particles
compose a dispersed-phase system where the gaseous phase is resolved by the Navier-Stokes equations
and the particles representing the liquid phase evolve according to the dynamics of point-particle systems
in lagrangian simulations. The coupling between both phases is done through exchange terms of mass,
momentum and energy, and hence evaporation and combustion can be easily modeled in these simulations.
Figure 1.17 shows also two jets, diesel and jet in crossflow, simulated with lagrangian approaches. Contrarily
to the resolved jets of Figure 1.16, here all the liquid phase is represented by means of spherical particles
and the dynamics of atomization are not appreciated. In contrast, these simulations are computationally
much cheaper than the former ones and can be applied to reactive computations in complex geometries as
shown in Figure 1.18, where a full industrial combustor is studied. In lagrangian simulations, the injection
process is fundamental and needs to be properly modeled by injecting the right droplets sizes and velocities
distributions. Chapter 3 shows the state of the art on several numerical tools to tackle dispersed two-phase
flows systems, with special emphasis on their application to liquid jet in crossflow injection.
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Figure 1.17: Lagrangian simulations of liquid jets. Left: diesel jet, from Apte et al. (2003). Right: liquid jet
in crossflow, from Behzad et al. (2010).

Figure 1.18: Large Eddy Simulation of a Pratt & Whitney combustor. Left: fuel spray injection, where liquid
phase is represented by lagrangian droplets. Right: combustion simulation. Source: Moin & Apte (2006).

Recently, new methodologies representing more accurately the spray by coupling dispersed phase with
lagrangian simulations have emerged. Michaelides et al. (2017) divides these coupling methodologies into
two main categories: Direct Coupling Approach (DCA) and Statistical Coupling Approach (SCA), shown
in Figure 1.19. In DCA, primary atomization is simulated with eulerian approaches, and resolved eulerian
droplets are transformed into spherical droplets which are later transported with the lagrangian equations.
Conversion criteria based on droplets size and sphericity are used. This approach has been studied by several
authors who have demonstrated its capabilities to simulate non-reactive problems (Herrmann 2010, Zuzio
et al. 2018, Janodet 2022), but has not yet been applied to combustion cases. In SCA, an eulerian simulation
resolves the jet up to a plane after atomization has taken place where droplets are sampled (SC layer in
Figure 1.19). Then, the information on the sampled spray is used to inject lagrangian droplets, which are
transported further downstream. In this thesis, a new methodology for lagrangian injection multi-staged
systems based on SCA is developed. Details on the motivation and organisation of this manuscript are given
next.

Figure 1.19: Schematic of coupled Eulerian–Lagrangian approaches for liquid atomization. Left: direct
coupling approach, DCA. Right: statistical coupling approach, SCA. Source: Michaelides et al. (2017).
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1.5 Objective and thesis outline
Lagrangian simulations have gained great interest in the recent decades due to their capability for modeling
multi-physics problems with reduced computational costs. This has made them a useful tool for industrial
applications, such as the design of liquid injection systems. At the early stages of injector design, the
geometrical parts are not built yet. Design offices first iterate on several numerical concepts to select a few
candidate geometries for later manufacturing and experimental testing. Computations are used in this pre-
design phase for selecting the best candidates prior to the production of the first prototype, hence removing
the need to manufacture all considered geometries. Furthermore, these computations can also be used in later
stages of the design process, such as to analyze in depth the test bench results which are not accessible from
experimental diagnostics; or during the manufacturing process, when a part shows a quality discrepancy to
better assess if it should be kept in the production line. Therefore, it is of interest to improve the reliability
of lagrangian computations.

To accurately perform lagrangian simulations, particles need to be properly injected by prescribing
droplets sizes and velocities at the right spatial location. This is the role of lagrangian injection models.
In some cases, distributions measured experimentally are prescribed in such simulations to recover the dis-
persed spray obtained further downstream (Jaegle 2009). This requires the availability of experimental test
benches representative of the geometry and operating conditions simulated. Other approaches inject directly
droplets with the diameter of the injector and the velocity at injection, coupling with secondary breakup
models to form a developed spray (Reitz 1987), with the disadvantage that primary atomization is simplified
through breakup models which do not account for the same elementary phenomena. Intermediate approaches
combine the injection of large droplets with semi-empirical models to take into account more physical phe-
nomena (Eckel et al. 2016), allowing to obtain a more realistic spray but being applicable to a few range of
operating conditions. Furthermore, most of the models applicable to reactive simulations do not into account
the interaction between the aerodynamic and the liquid, and available models considering this interaction
(Arienti et al. 2006, Fontes et al. 2019) combine resolved atomization methods with dispersed phase ones in
one simulation, hindering the application to combustion problems. A thorough review of lagrangian injection
models in Multi-Staged Fuel Injection (MSFI) systems in done in Chapter 3.

The goal of this thesis is to develop a new methodology to build lagrangian injectors for performing
dispersed phase simulations which prescribe a realistic spray in MSFI systems. For this purpose, in first
place resolved simulations of an academic liquid Jet In Crossflow (JICF) configuration tested experimentally
(Becker & Hassa 2002) are performed with an Accurate Conservative Level Set formalism (Desjardins et al.
2008) to construct a database of atomization representative of MSFI. The methodology uses this database
in order to learn the spray state and build the injectors for prescribing the liquid phase in dispersed phase
simulations. The developed methodology is similar to the SCA approach reviewed by Michaelides et al.
(2017), depicted in Figure 1.19. Apart from the atomization data, the aerodynamic interaction is also taken
into account by means of the Actuator Line Method (ALM) (Sørensen & Shen 2002). Then, the method-
ology is validated by performing dispersed phase simulations in the same configuration. In a second step,
the methodology is applied to an academic burner called BIMER which is more representative of industrial
MSFI configurations (Renaud 2015).

The manuscript is divided in three main sections as follows:

• Part I reviewes the state of the art in numerical methods to simulate two-phase flows. Different
strategies are used depending on the atomization regimes as shown in Figure 1.7. Chapter 2 reviews
methodologies aiming at resolving atomization, applicable to dense regimes and useful when the atom-
ization dynamics need to be known, but out of scope for reactive simulations including combustion.
Chapter 3 reviews existing modeling strategies to simulate dispersed-phase problems, with emphasis on
the state of the art in lagrangian methodologies to simulate JICF atomization due to its relevance in
MSFI systems. Such modeling approaches are nowadays scarce, specially for jet in crossflow atomizers,
for which most models are built on empirical laws. Hence, the objective of this thesis is to propose
a new lagrangian injection methodology for multi-staged systems which learns data from a reference
spray for a realistic prescription of the liquid phase, and without the need to relying on external data.
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• Part II describes the design and application of the methodology developed in this thesis. This method-
ology, which aims at building lagrangian injectors from resolved atomization simulations to prescribed
liquid boundary conditions in dispersed phase computations, is thoroughly described in Chapter 4.
Then, application of this methodology to build lagrangian injectors in an academic non-reactive kerosene
jet in crossflow test case is done in Chapter 5. The obtained injectors are then applied in the same
configuration to introduce lagrangian droplets in the dispersed phase simulations of Chapter 6.

• Part III focuses on the application of the injection models in an academic MSFI tested at EM2C named
BIMER. An introduction to the test bench and simulations of the aerodynamic field are presented in
Chapter 7. Then, Chapter 8 describes resolved simulations of the atomization process in BIMER
performed for one multipoint injector, from which lagrangian injectors are learnt. Finally, Chapter 9
shows the application of the built injectors to prescribe the liquid phase in dispersed phase simulations
of the BIMER burner.
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Chapter 2
Numerical methods to simulate

resolved atomization

2.1 Introduction
Resolution of two-phase flows requires a suitable description for each phase and a careful treatment of
the liquid-gas interface. From a numerical point of view, the multi-scale nature of atomization hinders
the application of the same methods for resolving atomization accurately and for transporting efficiently a
developed spray composed of small droplets, since their characteristic length scales differ by several orders
of magnitude. These different characteristic lengths are also related to multiple time scales (Sánchez et al.
2015), which combined make the cost of simulations to increase non-linearly with resolution. Consequently,
different numerical methodologies must be chosen according to the targeted problem. Furthermore, if multi-
physical phenomena, such as evaporation or combustion, are present, the range of possible models to be
applied becomes even narrower.

Control volume

Liquid particles
(disperse phase)

Control volume

Continuum liquid
(separate phase)

Liquid

Gas
Γ

Figure 2.1: Two-phase systems classification. Left: separate flow, where both phases are easily distinguished
and the interface Γ can easily be tracked. Right: dispersed phase flow, where individual fluid particles
(disperse phase) are surrounded by the gas (carrier phase). In such systems, the interface can hardly be
tracked due to the higher surface-to-volume ratio.

The first step for choosing a proper methodology is to identify the type of regime to solve. One possible
classification of two-phase regimes can be done depending on the distribution and topology of the interface.
In this respect, one can distinguish between separate and disperse phase (Murrone & Villedieu 2011):

• Separate phase flows, also known as dense regime, present a clear definition of the interface and
both liquid and gaseous phases can be easily identified (Figure 2.1 left). In such cases, the liquid
volume fraction is large and the liquid structures are larger, or at least of the same order, than the
cell size, so the atomization dynamics can be captured by the mesh. Within engines, separate phase is
found during primary breakup, as shown by the blue regions of Fig. 1.7. Numerical methods devoted to
resolve separate phase regimes are tackled in this chapter (§2.3). Generally, these methods are restricted
to non-reactive problems and the multi-physics coupling with evaporation and combustion is not yet
possible, being currently an emerging research topic (Luo et al. 2019).
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• Dispersed phase regime is found when the liquid volume fraction is small and the liquid structures
cannot be capture by the main grid. The liquid phase is composed by individual liquid particles
(usually called droplets) whose high number and small size hinders the tracking of the interface (Figure
2.1 right). Droplets are surrounded by the gaseous phase, also called carrier phase. A developed
spray produced as a consequence of secondary atomization is an example of dispersed phase systems,
illustrated by the intermediate and dilute regimes of Figure 1.7. The same numerical methods used
for the separate phase regime cannot be applied, since the characteristic scales are much smaller and
the grid resolution required yields the computations unaffordable due to their high cost. Numerical
formalisms targeting dispersed phase flows are discussed in Chapter 3. These methods do not resolve
the atomization dynamics, but present the possibility to integrate evaporation and combustion.

This chapter gives an overview on the state-of-the-art in numerical methods applicable to resolve separate
phase regimes. Section 2.2 introduces the governing equations of non-reactive two phase flows, starting from
the Reynolds Transport Theorem and applying it to obtain mass and momentum conservation laws. Then,
Section 2.3 presents an overview of existing numerical methodologies for separate phases and reviews a few of
them: diffuse interface, front-tracking, Volume of Fluid (VOF), and Accurate Conservative Level-Set coupled
with Ghost-Fluid Method (ACLS/GFM). The last one is the methodology used in this thesis for performing
resolved simulation atomizations in Chapters 5 and 8.

2.2 Governing equations

2.2.1 Reynolds transport theorem

General form

The starting point for deriving all the conservation equations is the Reynolds transport theorem (RTT). Let’s
consider a control volume Ω bounded by a control surface ∂Ω. Let’s also consider a control mass Ωm which
moves with time to enclose the same amount of mass. This control mass coincides at some time instant with
the control volume. The RTT relates the variation of a property ϕ = ϕ (x, t) in the control mass with its
variation in the control volume. In its most general form, it can be expressed as follows (Collado 2007):

d

dt

∫
Ωm

ϕdV = d

dt

∫
Ω
ϕdV +

∫
∂Ω

ϕ (u − uc) · ndS (2.1)

where u is the flow velocity at the boundaries, uc is the velocity of the control surface and n is the normal
unit vector pointing outwards the surface of the control volume. Bold symbols indicate vectorial quantities.

The first term in the right hand side can be expanded by applying Leibniz’s integral rule to a domain
with moving boundaries. Following the introduced notation, Leibniz’s rule takes the following shape:

d

dt

∫
Ω
ϕdV =

∫
Ω

∂ϕ

∂t
dV +

∫
∂Ω

ϕ (uc · n) dS (2.2)

The latter equation can also be seen as another expression for the RTT particularised for a moving control
volume. Introducing it into (2.1) yields:

d

dt

∫
Ωm

ϕdV =
∫
Ω

∂ϕ

∂t
dV +

∫
∂Ω

ϕ (u · n) dS (2.3)

This formulation relates the lagrangian formulation of a system (left hand side, corresponding to the
control mass) with the eulerian formulation (right hand side, corresponding to the control volume).

In most of the problems, all the control volumes selected for performing balances are fixed in space, so
their boundaries do not move. Consequently, uc = 0 and hence Eq. (2.2) becomes d

dt

∫
Ω
ϕdV =

∫
Ω
∂ϕ/∂t dV .

Application to two-phase flows

In the particular case of two-phase flows systems comprising gas and liquid phases, denoted respectively by
the subscripts g and l, the domain can be decomposed into two subdomains Ωg and Ωl. The addition of
these two subdomains will make the total domain Ω:
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Ω = Ωg ∪ Ωl (2.4)
The RTT must hold for each subdomain, so Eq. (2.3) can be applied to each phase separately

d

dt

∫
Ωmg

ϕ dV =
∫
Ωg

∂ϕ

∂t
dV +

∫
∂Ωg

ϕ (u · n) dS (2.5a)

d

dt

∫
Ωml

ϕ dV =
∫
Ωl

∂ϕ

∂t
dV +

∫
∂Ωl

ϕ (u · n) dS (2.5b)

The surface integral in the right hand side can be decomposed in two different integrals by considering
a common boundary shared by both subdomains: the liquid-gas interface Γ. This interface can be modified
with time. Hence, the control boundary ∂Ω can be expressed as the addition of the following two subdomains:

∂Ω = (∂Ωg\Γ ) ∪ (∂Ωl\Γ ) (2.6)
So the RTT for separate phases can be extended as follows:

d

dt

∫
Ωmg

ϕ dV =
∫
Ωg

∂ϕ

∂t
dV +

∫
∂Ωg\Γ

ϕ (u · n) dS +
∫
Γ
ϕg
(
uΓ · nΓg

)
dS (2.7a)

d

dt

∫
Ωml

ϕ dV =
∫
Ωl

∂ϕ

∂t
dV +

∫
∂Ωl\Γ

ϕ (u · n) dS +
∫
Γ
ϕl (uΓ · nΓl) dS (2.7b)

where uΓ is the velocity at the interface and nΓ is the vector normal to the interface pointing outwards
its corresponding phase. As the interface is the same but the outward direction is opposed for each phase,
an interface normal vector pointing to the liquid phase can be defined:

nΓ = nΓl = −nΓg (2.8)
Hence, the RTT for each separate phase can be reformulated as:

d

dt

∫
Ωmg

ϕ dV =
∫
Ωg

∂ϕ

∂t
dV +

∫
∂Ωg\Γ

ϕ (u · n) dS −
∫
Γ
ϕg (uΓ · nΓ) dS (2.9a)

d

dt

∫
Ωml

ϕ dV =
∫
Ωl

∂ϕ

∂t
dV +

∫
∂Ωl\Γ

ϕ (u · n) dS +
∫
Γ
ϕl (uΓ · nΓ) dS (2.9b)

Finally, a general shape for the RTT in two-phase flows can be obtained by adding Equations (2.9) and
applying (2.4) and (2.6):

d

dt

∫
Ωm

ϕdV =
∫
Ω

∂ϕ

∂t
dV +

∫
∂Ω

ϕ (u · n) dS +
∫
Γ

(ϕl − ϕg) (uΓ · nΓ) dS (2.10)

2.2.2 Mass conservation
General forms

The mass conservation equation for a fluid system is obtained by substituting ϕ = ρ in Eq. (2.3):

d

dt

∫
Ωm

ρdV =
∫
Ω

∂ρ

∂t
dV +

∫
∂Ω

ρu · ndS (2.11)

By definition, the control mass is a region of the fluid flow whose mass does not change. Hence, the left
hand side of the previous expression is 0 and the mass conservation in integral form, or weak form of
mass conservation, is expressed as follows:∫

Ω

∂ρ

∂t
dV +

∫
∂Ω

ρu · ndS = 0 (2.12)
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The Gauss theorem can be applied to a vectorial field f to transform a surface integral into a volume
integral: ∫

∂Ω
f · ndS =

∫
Ω

∇fdV (2.13)

Applying this theorem considering f = ρu and substituting into (2.12) yields the general expression for
mass conservation in differential form or strong form of mass conservation:

∂ρ

∂t
+ ∇ (ρu) = 0 (2.14)

This equation is also known as the continuity equation in conservative form. The non-conservative
form can be obtained by expanding the left-hand side:

∂ρ

∂t
+ ∇ (ρu) = ∂ρ

∂t
+ u · ∇ρ+ ρ∇u = 0 → dρ

dt
+ ρ∇u = 0 (2.15)

where d/dt = ∂/∂t+ u · ∇ is the material derivative.
Hereafter, the weak form of mass conservation will be addressed for its application in integral balances.

Global mass conservation in two-phase flows

When two phases are present, mass conservation can be obtained by substituting ϕ = ρ into Eq. (2.10):

d

dt

∫
Ωm

ρdV =
∫
Ω

∂ρ

∂t
dV +

∫
∂Ω

ρu · ndS +
∫
Γ

(ρl − ρg) (uΓ · nΓ) dS (2.16)

which is a general expression for all two-phase flows in a continuum regime. In this equation, the left
hand side represents a sink term which would be finite if mass transfer takes place. For the purposes of this
thesis, however, the following hypotheses are stated:

1. Mass transfer at the interface is neglected.
2. Heat transfer at the interface is neglected.
3. Fluids are incompressible.

Assumptions 1 and 2 hold since those phenomena are out of the scope of this work, and their implementa-
tion with resolved atomization methods is challenging (Boniou 2022). In real aeroengine conditions, however,
the ambient temperature and pressure within the combustion chamber are usually high, and evaporation can
take place even shortly after injection (Ghassemi et al. 2006), yielding these hypotheses not valid anymore for
the dense liquid phase. Hypothesis 3 (incompressibility) holds since the operating conditions studied in this
thesis have low Mach numbers and reactive phenomena (such as combustion) are not approached. Therefore,
the sink term from Eq. (2.16) is null and the expression becomes:∫

Ω

∂ρ

∂t
dV +

∫
∂Ω

ρu · ndS +
∫
Γ

(ρl − ρg) (uΓ · nΓ) dS = 0 (2.17)

It can be noticed that the first two integrals in this expression correspond to the weak form for mass
conservation as given by Eq. (2.12). Hence, this expression is simplified to:∫

Γ
(ρl − ρg) (uΓ · nΓ) dS = 0 (2.18)

As both ρl and ρg are always positive, and ρl > ρg for most known applications (including gas turbines
and atmospheric two-phase systems), the only possibility for this expression to hold true is when the dot
product is zero:

uΓ · nΓ = 0 (2.19)

which implicates that the flow velocity normal to the interface must be zero, i.e. there is no liquid or gas
crossing the interface.
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2.2. Governing equations

Mass conservation in separate phases

Two-phase flows must ensure mass conservation for each phase. This can be done by applying the RTT
as given by Eqs. (2.9) to the field ϕ = ρ. However this formulation introduces the need to deal with the
liquid-gas interface, which is often changing in time. A more useful formulation can be developed by the
strong form given by (2.12) to each phase separately (Drew & Passman 1999). For applying it properly, it is
necessary to introduce before the definition of volume fraction for the phase k, αk:

αk = Vk
V

(2.20)

This magnitude determines the quantity of a given fluid k that is contained inside a volume V . By
definition, it follows that

∑Nphases
k=1 αk = 1. It can be defined for both gas and liquid phases, αg and αl, so

then αg + αl = 1.
Once the volume fractions for liquid and gas are introduced, the continuity equation (2.14) can be defined

for each phase as follows:

∂αgρg

∂t
+ ∇ (αgρgug) = 0 (2.21a)

∂αlρl

∂t
+ ∇ (αlρlul) = 0 (2.21b)

The integral balance can be obtained by integrating both expressions over a fixed control volume Ω and
applying the Gauss theorem to the divergence term:

∂

∂t

∫
Ω
αgρgdV +

∫
∂Ω

αgρg (ug · n) dS = 0 (2.22a)

∂

∂t

∫
Ω
αlρldV +

∫
∂Ω

αlρl (ul · n) dS = 0 (2.22b)

These equations present two components: a transient term and a surface term. The transient term has
an effect when the mass of any phase is changing inside the control volume, e.g. at the first instants of fuel
injection, when the fuel mass is increasing with time, or when evaporation takes place. Once a steady-state
has been reached, this term becomes 0. The surface term accounts for the mass fluxes entering or leaving
the system through its boundaries. From this term, the mass flow rate ṁ of a flux going though an area
A can be defined as:

ṁ =
∫
A

ρ (u · n) dS (2.23)

As the normal vector is pointing outwards the control volume, the dot product will be positive in surfaces
where both vectors have the same direction, and negative otherwise. Hence, the mass flow rate will be positive
in outlets and negative in inlets.

If the transient term in (2.22), which is a source term, is denoted as Ω̇m, then the mass conservation for
separated phases can be written as follows:

Ω̇mg =
∑
iin

ṁgi
−
∑
iout

ṁgi
(2.24a)

Ω̇ml =
∑
jin

ṁlj −
∑
jout

ṁlj (2.24b)

where into inlet and outlet fluxes are distinguished. Taking again into consideration the hypotheses of no
mass transfer and incompressibility, the source terms vanish and the mass conservation equations for each
phase turn into: ∑

iin

ṁgi =
∑
iout

ṁgi∑
jin

ṁlj =
∑
jout

ṁlj

(2.25a)

(2.25b)
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Chapter 2. Numerical methods to simulate resolved atomization

2.2.3 Momentum conservation
General forms

The momentum conservation equation for a fluid system is obtained by substituting ϕ = ρu in Eq. (2.3):

d

dt

∫
Ωm

ρudV =
∫
Ω

∂ (ρu)
∂t

dV +
∫
∂Ω

ρu (u · n) dS (2.26)

The left-hand side term represents the ensemble of forces acting in the control mass. These forces can
be separated into volume and surface forces. The volume forces will be denoted by b; the surface forces
include the pressure p and the viscous stress tensor τττ . With this notation, the momentum conservation
in integral form, or weak form, is defined as:∫

Ω

∂ (ρu)
∂t

dV +
∫
∂Ω

ρu (u · n) dS =
∫
∂Ω

(
−pIII + τττ

)
ndS +

∫
Ω

bdV (2.27)

where III is the identity matrix. Applying the Gauss theorem (2.13) with f = ρuu and operating yields
the momentum conservation in differential form, or strong form of momentum conservation:

∂ (ρu)
∂t

+ ∇ (ρuu) = −∇p+ ∇τττ + b (2.28)

This solution is also known as the conservative form of the momentum equation. The left-hand
side can be further expanded:

∂ (ρu)
∂t

+ ∇ (ρuu) = u

[
∂ρ

∂t
+ ∇ (ρu)

]
︸ ︷︷ ︸

Continuity
equation (2.14)

+ρ
[
∂u

∂t
+ u · ∇u

]
= ρ

(
∂u

∂t
+ u · ∇u

)
= ρ

du

dt
(2.29)

With this notation, the non-conservative form is obtained:

ρ
du

dt
= −∇p+ ∇τττ + b (2.30)

Global momentum conservation in two-phase flows

A global expression for momentum conservation can be obtained by substituting ϕ = ρu into Eq. (2.10):

d

dt

∫
Ωm

ρudV =
∫
Ω

∂ρu

∂t
dV +

∫
∂Ω

ρu (u · n) dS +
∫
Γ

(ρlul − ρgug) (uΓ · nΓ) dS (2.31)

The left-hand side term can be expressed in the same way as in Eq. (2.27) with a slight modification:
another addend must be included to account for the interface, as done in §2.2.1. In this way, this term
becomes:

d

dt

∫
Ωm

ρudV =
∫
∂Ω

(
−pIII + τττ

)
ndS +

∫
Ω

bdV +
∫
Γ

[
− (pl − pg)III +

(
τττ l − τττg

)
+ τττσ

]
ndS (2.32)

In the interface term, a new contribution has been added: surface tension, represented in this equation
by the tensor τττσ. Surface tension only contributes at the interface. These terms can now be introduced in
the momentum conservation equation:

∫
Ω

∂ρu

∂t
dV +

∫
∂Ω

ρu (u · n) dS +
∫
Γ

(ρlul − ρgug) (uΓ · nΓ) dS =

=
∫
∂Ω

(
−pIII + τττ

)
ndS +

∫
Ω

bdV +
∫
Γ

(
− (pl − pg)III +

(
τττ l − τττg

)
+ τττσ

)
ndS (2.33)

Inspecting this equation reveals that the first two terms in both sides make the general integral form of
momentum conservation, Eq. (2.27). Therefore, the equation can be simplified:
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2.2. Governing equations

∫
Γ

(ρlul − ρgug) (uΓ · nΓ) dS =
∫
Γ

(
− (pl − pg)III +

(
τττ l − τττg

)
+ τττσ

)
ndS (2.34)

Using now the same hypotheses as previously stated (no heat transfer, no mass exchange, incompressible
flows), Eq. (2.19) can then be applied and the left hand side of the previous equation turns 0, hence becoming:∫

Γ

(
− (pl − pg)III +

(
τττ l − τττg

)
+ τττσ

)
ndS = 0 (2.35)

From this relation, it directly follows that:

(pl − pg)III =
(
τττ l − τττg

)
+ τττσ (2.36)

As shown by this relation, the effect of surface tension it to introduce a discontinuity in pressure and
viscous effects in the interface.

Momentum conservation in separate phases

Following the same procedure of §2.2.2, the volume fraction is used to formulate momentum equations in
the strong form. Eq. (2.28) can be applied to each phase for getting separate conservation equations of
momentum. However, the momentum exchange between both phases must be accounted for through a
source term ṡ. Then, the strong form of momentum conservation equations for each phase take the following
form:

∂ (αgρgug)
∂t

+ ∇ (αgρgugug) = −∇ (αgpg) + ∇
(
αgτττg

)
+ αgbg + ṡg (2.37a)

∂ (αlρlul)
∂t

+ ∇ (αlρlulul) = −∇ (αlpl) + ∇
(
αlτττ l

)
+ αlbl + ṡl (2.37b)

The integral balance can be obtained by integrating both expressions over a fixed control volume Ω and
applying the Gauss theorem to the divergence term:

∂

∂t

∫
Ω
αgρgugdV +

∫
∂Ω

αgρgug (ug · n) dS =
∫
∂Ω

αg

(
−pgIII + τττg

)
ndS +

∫
Ω
αgbgdV + Ṡg (2.38a)

∂

∂t

∫
Ω
αlρluldV +

∫
∂Ω

αlρlul (ul · n) dS =
∫
∂Ω

αl

(
−plIII + τττ l

)
ndS +

∫
Ω
αlbldV + Ṡl (2.38b)

where Ṡ =
∫
∂Ω ṡdV . The left hand side of these equations present two terms which are equivalent to

the ones in the continuity equations (2.22): a transient term accounting for the momentum variation within
the control volume and a surface term accounting for the momentum fluxes entering or leaving the control
volume through its boundaries. This term defines the momentum flow rate, or momentum flux, Ṁ :

Ṁ =
∫
A

ρu (u · n) dS (2.39)

The right-hand side includes all the contributions from surface and body forces to the change of momentum
of the system, plus the source term that will account for the momentum exchange between phases. The surface
forces are grouped in the term Fs, while the body forces are denoted as Fb. If the transient term of the
left-hand side is called J̇ and the momentum fluxes are separated into inlet and outlet fluxes, then the
momentum conservation for separated phases can be written as follows:

J̇mg =
∑
iin

Ṁgi
−
∑
iout

Ṁgi
+ Fsg + Fbg + Ṡg

J̇ml =
∑
jin

Ṁlj −
∑
jout

Ṁlj + Fsl + Fbl + Ṡl

(2.40a)

(2.40b)
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Chapter 2. Numerical methods to simulate resolved atomization

2.3 Eulerian approaches for dense regime
Previously, the governing laws for fluid dynamics have been stated in their weak and strong forms. They have
been extended to two-phase flows by introducing the volume fraction into the equations and by distinguishing
between phases. It has been proved that surface tension introduces a discontinuity in the momentum equation,
something the numerical methods have to deal with. This section presents several interface-capturing methods
represented in Fig. 2.2 widely used to solve two-phase flow systems. A thorough classification of existing
numerical methods for two-phase flows is shown in Figure 2.2 where the methods discussed in this section are
enclosed in red. Models aiming at solving disperse-phase flows use often a two-fluid formulation, since the
description of each phase is done with separate equations. On the other hand, methods addressing separate
phases are based on a one-fluid formulation, since basically the same governing equations are solved but
distinguishing between phases via their different physical properties. This requires a specific treatment of the
interface and the jump conditions in pressure due to surface tension, which each method handles differently.

Figure 2.2: Numerical methods to simulate two-phase flows. Ellipses denote interface-capturing methods.
Sharp-interface methods are denoted by a white background, while the grey one indicates diffuse-interface
methods. Source: Mirjalili et al. (2017)

2.3.1 Diffuse interface methods
Diffuse interface comprises a family of numerical methods in which the interface is not found at a precise
spatial location, but is distributed along a transition region where both phases coexist. The volume fraction
of gas and liquid phases must add up to 1: αl + αg = 1. Figure 2.3 displays a droplet solved with a diffuse
interface method and a sharp interface (VOF, see §2.3.3) in the same grid, clearly showing how the interface
can be easily defined for the latter but not for the former.

A class of diffuse-interface methods arousing recent interest in immiscible, incompressible two-phase flows
are the phase field methods. Originally, they make use of the Cahn-Hilliard equations (Cahn & Hilliard
1958). Their derivation is based on the minimisation of a free energy functional, which leads to a typical
convection-diffusion equation with source terms. This equation presents the main disadvantage that is written
in a non-conservative form, and hence it is not suitable for application in immiscible flows (Mirjalili et al.
2020). This issue was later solved by Chiu & Lin (2011), who claimed that the following second order equation
can be used with the same purpose and applied to immiscible flows:

∂ψ

∂t
+ ∇ (uψ) = ∇

[
γ

(
ϵ∇ψ − ψ (1 − ψ) ∇ψ

|∇ψ|

)]
(2.41)

where ϵ is a parameter defining the thickness of the interface, γ = max (u) and ψ is a hyperbolic tangent
function representing the distance from the interface, defined later in Eq. (2.48). This equation is transported
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2.3. Eulerian approaches for dense regime

Figure 2.3: Comparison of a droplet solved in a 20x20 grid by a diffuse interface method (left) and a sharp-
interface VOF method (right). Source: Mirjalili et al. (2019)

to obtain the evolution of the interface with time. Then, the velocity fields are obtained from the traditional
Navier-Stokes equations with a one-fluid formulation, Eq. (2.28). The density and viscosities are evaluated
with the field function ψ:

ρ = ψρl − (1 − ψ) ρg (2.42a)
µ = ψµl − (1 − ψ)µl (2.42b)

Other available diffuse-interface methods have made use of the aforementioned Cahn-Hilliard and applied
it to miscible flows (Teigen et al. 2011) and to compressible two-phase systems (Shukla et al. 2010). Diffuse-
interface methods find good applicability in particular thermodynamic regimes, like cavitation (Saurel &
Pantano 2018) or multicomponent systems at supercritical conditions relevant in rocket engines, where surface
tension is non-existent and a proper interface is not present (Dahms & Oefelein 2013, Jofre & Urzay 2021).
Their associated challenges currently addressed by the scientific community are mainly related to deal with
the multiscale nature of atomization, since small droplets might diffuse when reaching the grid resolution
(Saurel & Pantano 2018), and to properly retrieve the thermodynamic properties of fluids around the interface
while controlling its thickness (Nayigizente 2021).

2.3.2 Front-tracking method
The front-tracking method is, according to the classification of Figure 2.2, the only method presented in
this chapter following an interface-tracking approach (the rest are comprised within the interface-capturing
family). It was introduced for the first time by Tryggvason et al. (2001). The interface is modeled as a moving
front of lagrangian particles without mass which are explicitly tracked by connected marker points. Particles
are convected with the flow field, and their movement is governed according to the kinematic equation:

u = dx
dt

(2.43)

where the velocity u is obtained by solving the flow field. As lagrangian particles are used, the interface
is not solved on the same grid as the liquid and gas fields, see Figure 2.4. This makes this method more
of a lagrangian nature than an eulerian one in the sense that the interface is resolved separately from the
main grid. Yet, both phases are solved with an eulerian formalism in the same grid; hence, this method is
categorized as eulerian since it mainly aims at solving separate-phase problems as indicated in Figure 2.1 left.
There are indeed interface-tracking methods dealing with the interface from an eulerian perspective, such as
the Marker and Cell (MAC) method (McKee et al. 2008).
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Chapter 2. Numerical methods to simulate resolved atomization

Figure 2.4: Illustration of the front-tracking method: both fluids are solved in the main grid while the
interface is represented by a front of particles. Source: Tryggvason et al. (2001)

2.3.3 Volume of Fluid method

The Volume of Fluid method (VOF) was the first numerical methodology developed to solve for liquid-gas
interfaces in free surface flows, introduced originally by Hirt & Nichols (1981). It is included among the
methods using a sharp-interface approach, as opposed to diffuse interface which were succinctly discussed
previously. They have been extensively studied in literature, and have been applied for both structured
(Scardovelli & Zaleski 1999, Fuster et al. 2009) and unstructured (Jofre et al. 2014, Ivey & Moin 2017) grids.
VOF methods identify the liquid regions according to their liquid volume fraction αl defined in Eq. (2.20).
The volume fraction scalar is transported with an advection equation (2.44):

∂αl
∂t

+ ∇ · (αlu) = 0 (2.44)

The material properties, density ρ and viscosity µ, are calculated from the liquid volume fraction:

ρ = αlρl + (1 − αl) ρg (2.45a)
µ = αlρl + (1 − αl) ρg (2.45b)

The biggest advantage of VOF is the mass conservation, as it is ensured when solving Eq. (2.44). On the
other side, its main challenge is the difficulty of reconstructing the interface from the transported αl field,
as illustrated in Figure 2.5. According to the approach used to reconstruct the interface, VOF methods can
be classified as algebraic or geometric: the first ones indicate methods where the interface does not require
geometrical reconstruction, as αl is transported with analytical functions (Pirozzoli et al. 2019), while in the
latter the interface needs to be approximated geometrically through numerical reconstruction (Mirjalili et al.
2017).

Figure 2.5: Application of VOF method, where dark is liquid and white is gas. Left: initial flow field. Middle:
transported αl field. Right: interface reconstruction, where a non-smooth interface can be appreciated.
Source: Odier (2006)
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2.3.4 Accurate Conservative Level Set method
A well-known class of interface-capturing approaches for two-phase flows are the level set methods. As their
own name indicates, these methods identify the interface as a constant value of a scalar level set function.
The interface is directly represented and transported using this function, hence its location is always known
and no reconstruction needs to be done (as opposed to VOF methods). The level-set method is the formalism
used in this thesis for performing resolved atomization simulations, hence it is thoroughly described in the
following lines from its fundamentals (Osher & Fedkiw 2003) to the more recent developments by Janodet
et al. (2022).

Classical level set methods (Osher & Fedkiw 2003) distinguish between liquid and gaseous phases by
introducing the smooth, signed-distance function to the interface ϕ(x, t) :

ϕ (x, t) = ±|x (t) − xΓ (t) | (2.46)

According to this definition, the interface is located at ϕ(x, t) = 0. Positive values of ϕ(x, t) indicate liquid
regions, while negative values denote gas. The interface is then transported with an advection equation:

∂ϕ

∂t
+ ∇ · (ϕu) = 0 (2.47)

When applying the previous expression, the function ϕ will be distorted and its smoothness will be lost.
To solve this, the profile of ϕ is reshaped using a reinitialization equation (Sussman et al. 1994). Nevertheless,
mass conservation is not ensured after the reinitialization process due to the nature of the distance function
ϕ. In this sense, Olsson et al. (2005) tried to reduce the conservation errors by introducing the hyperbolic
tangent function ψ:

ψ (x, t) = 1
2

(
tanh

(
ϕ(x, t)

2ε

)
+ 1
)

(2.48)

where ε defines the profile thickness. The function ψ, which is a mapping from the classical signed-distance
ϕ, is bounded between 0 and 1, while ϕ is unbounded. The interface Γ is located at the iso-value ψ = 0.5; gas
phase is given by ψ < 0.5, and liquid for ψ > 0.5. Figure 2.6 shows a representative view of both distance
functions.

Figure 2.6: Representation of distance functions ϕ and ψ in the ACLS methodology. The signed-distance
function ϕ has been normalized by δψ = 4ε for visualization. Source: Janodet et al. (2022)

As in the classical level-set method, the hyperbolic tangent profile is also transported via an advection
equation:

∂ψ

∂t
+ ∇ · (ψu) = 0 (2.49)

and then reinitialised through resolution of the following equation (Olsson et al. 2007):
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∂ψ

∂τ
= ∇ · ( ε(∇ψ · n)n︸ ︷︷ ︸

Diffusion

− ψ(1 − ψ)n︸ ︷︷ ︸
Resharpening

) (2.50)

where τ is a pseudo-time and n is the normal vector to the interface, obtained from the signed-distance
function ψ:

n = ∇ψ
|∇ψ|

(2.51)

As indicated in Eq. (2.50), the reinitialization process has two terms: diffusion and resharpening. Both
of them are necessary to ensure the smoothness of ψ. The reinitialization equation is then performed for
a given number of iterations Nreinit, which is a user-defined parameter. With the introduction of ψ and
the reinitialization equation, mass conservation errors are reduced, since the smoothness of the profile is
better preserved (Olsson et al. 2007): hence, this method is referred as conservative level set. Nevertheless,
numerical errors might appear during reinitialisation since small oscillations in ψ can induce big variations in
n. To improve the accuracy, Desjardins et al. (2008) proposed an extension to this conservative methodology
in which the interface transport is solved with high order schemes and a fast-marching method is used to
reconstruct the signed-distance function ϕ. Interface normals are then computed from this function, from
which the curvature κ can then be calculated:

n = ∇ϕ
|∇ϕ|

(2.52)

κ = −∇ · n (2.53)
Desjardins et al. (2008) use a least squares reconstruction to compute κ. This extension to the con-

servative level set methodology is known as Accurate Conservative Level Set (ACLS) method. With
these formulations, mass conservation is improved and numerical errors are reduced. ACLS is coupled to the
Ghost-Fluid Method (GFM) (Fedkiw et al. 1999) in order to deal explicitly with the pressure jump at the
interface:

[p]Γ = pl,Γ − pg,Γ = σκΓ + 2 [µ]Γ nT · ∇u · n (2.54)
where κΓ is the interface mean curvature and µ is the dynamic viscosity. Using this formulation, surface

tension forces σκΓ are embedded in the pressure jump.

In this work, the more recent extension to the ACLS method by Janodet et al. (2022) is taken. This
formulation solves the reinitialization equation introduced by Chiodi & Desjardins (2017):

∂ψ

∂τ
= ∇ ·

(
1

4 cosh2 (ϕmap/2ε)
(|∇ϕmap · n| − 1) n

)
(2.55)

where ϕmap = ε ln (ψ/(1 − ψ)) is an analytical signed-distance function mapped for ψ ∈]0; 1[. The equa-
tion is solved iteratively for a number of timesteps Nreinit, which is often between 3 and 6. This reinitialization
equation ensures that the hyperbolic tangent profile ψ is reshaped after transport without introducing sig-
nificant spurious displacement of the interface. The curvature is then calculated as follows (Goldman 2005):

κ =
Tr (H(ϕ)) − ∇ϕT

|∇ϕ| · H (ϕ) · ∇ϕ
|∇ϕ|

|∇ϕ|
(2.56)

where H (ϕ) is the Hessian matrix of the distance function. To reduce numerical errors, a Geometric-
Projection Marker Method (GPMM) is used to reconstruct ϕ at the nodes in a narrow band around the
interface (Janodet et al. 2019). The GFM method is also used to deal with the interface pressure jump.
Both phases are solved with a one-fluid formulation by solving Navier-Stokes and evaluating the physical
properties at each spatial location with:

ρ(x, t) = ρg + (ρl − ρg)H(ψ(x, t) − 1/2) (2.57a)
µ(x, t) = µg + (µl − µg)ψ(x, t) (2.57b)

where H is the Heaviside function.
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Coupling with dynamic mesh adaptation

To better resolve the atomization dynamics and save computational resources, the ACLS/GFM method is
coupled to an Adaptive Mesh Refinement (AMR) strategy for increasing the mesh resolution at the liquid-
gas interface at an affordable cost (Leparoux et al. 2018). The AMR methodology, illustrated in Figure
2.7, keeps a minimum element size ∆xmin at the interface and in its surroundings within a band of width
2Np∆xmin, where Np is the number of cells with size ∆xmin at each size of the interface (usually 6 < Np < 12).
The mesh is dynamically refined throughout the computation with an automatic distance-based triggering
ensuring that the interface always remains within this region. In its vicinity, the cell size increases linearly
with controlled slope until the baseline cell size ∆xinit. AMR will be used in all the resolved atomization
simulations presented in this thesis. Hence, the full methodology used to performed this simulations will be
hereafter referred as ACLS/AMR.

Figure 2.7: Illustration of dynamic mesh adaptation with AMR. Source: Leparoux et al. (2018).

Leparoux et al. (2018) states that ACLS improves liquid mass conservation by propagating and reinitaliz-
ing the interface given by the contour ψ = 0.5. If a uniform mesh is used with sufficient resolution to capture
liquid structures, mass conservation is ensured as the level-set profile does not diffuse when transported due
to lack of cell size gradients. However, this does not often occur when atomization creates small droplets, as
the baseline meshes are not fine enough to capture these small scales. The purpose of AMR is therefore to
refine locally and dynamically the mesh to place smaller elements around the interface. However, AMR is
not triggered at each timestep, as this would yield very expensive computations. Instead, mesh adaptation
is automatically triggered throughout the simulation when the interface propagates and gets closer to the
edge of the refined region, see Figure 2.8. For this purpose, a protected distance |ϕp| = (Np/2)∆xmin is
defined from the interface (Figure 2.8a), which represents a band called protected region. At each timestep,
both the interface and the protected region propagate. At a given time instant (Figure 2.8b), the edge of
the protected region will reach the end of the refined area and enter into the gradient zone: at this moment,
AMR is triggered. After the remeshing process, a new mesh is produced (Figure 2.8c), and the simulation
keeps running.

Figure 2.8: Automatic AMR triggering according to a protected distance |ϕp|. (a) Interface Γ after an
adaptation process at time t. (b) Interface location at a later time t′ > t, when the protected region edge
falls outside refined area. (c) Mesh after mesh refinement at time instant t′. Source: Janodet (2022).
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Chapter 3
Numerical methods to simulate

dispersed phase

3.1 Introduction
The previous chapter presented numerical methodologies applicable to separate two-phase flows. Such meth-
ods are useful for solving problems where the dynamics of atomization need to be accurately resolved.
Nonetheless, these are not suitable to tackle dispersed phase problems due to the high computational costs
involved in resolving and transporting a spray composed of many droplets. Furthermore, resolved atomiza-
tion methods are not able to efficiently solve for multiphysics phenomena relevant in combustion systems
such as evaporation, being an ongoing research line nowadays (Boniou 2022). Therefore, dispersed-phase
regimes need a different representation of the liquid phase so that: 1) the spray can be transported with
acceptable computational costs and 2) more complex physics relevant to reactive problems can be included,
such as evaporation and combustion.

In this chapter, numerical strategies to simulate dispersed phase flows are reviewed. Section 3.2 sum-
marizes some of the available formalisms that can be chosen for solving a dispersed phase problem, with
special emphasis on the lagrangian point-particle approach which is employed in this thesis. Then, section
3.3 presents the state of the art on lagrangian methods to simulate fuel injection in MSFI systems, which is
the starting point of this work.

3.2 Numerical approaches to model dispersed phase flows
The spray generated in the dispersed phase regime is mainly distinguished from liquid in the separate regime
by the following features (represented in Figure 1.7):

• The characteristic length scales of the particles. In dispersed phase flows, these ones are usually smaller
than the resolution of the main grid.

• The value of the liquid volume fraction αl. In dispersed phase flows, αl < 1. According its value, one
can distinguish between dense regime (moderate values of αl, particles are close to each other) and
dilute regime (lower values of αl, usually below 10−3, particles are far from each other).

The numerical formalisms to resolve dispersed phase flows will hence depend on these two characteristics.
It is also important to consider the interaction with the gaseous phase, since its resolution depends on the
main grid. The interaction between the liquid and gaseous phases in dispersed phase flows can be quantified
by means of the Stokes number St, defined as the ratio between the characteristic time-scale of a liquid
particle τp and a characteristic time of the gaseous phase τg:

St = τp
τg

(3.1)

A classification of numerical methods to simulate dispersed phase flows based on the volume fraction and
the Stokes number has been done by Balachandar (2009), shown in Figure 3.1. As it can be seen, the Stokes
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number will depend on the numerical methodology used to resolve the gaseous phase: in DNS, the smallest
scales of turbulence with characteristic size η will be resolved and will have a characteristic time τk, while
in LES the smallest scales resolved ξ will be larger and their time-scales will be different (τξ). Regarding
the volume fraction, coupling strategies between liquid particles and gas can be used depending on its value:
in the dilute regime particles are far from each other and the interactions among them can be neglected
(one and two-way coupling), while in the dense regime the interaction between particles must be taken into
account (four-way coupling). The difference between one and two-way coupling depends on if the influence
of the liquid phase onto the gas is considered with source terms (two-way coupling) or if it is neglected, so
that the gaseous phase will not be perturbed by the particles (one-way coupling).

Figure 3.1: Numerical approaches to solve dispersed phase flows. Classification is done with respect to the
liquid volume fraction (here defined as ϕ) and to the Stokes number or, equivalently, to the ratio of largest
to smallest length scales, which depend on the numerical resolution. Source: Balachandar (2009)

3.2.1 Statistical methods

A spray composed of dispersed droplets can be characterized by means of a number density function f . This
function depends on time t, space x, velocity u and radius r, and can be expressed as follows (Subramanian
2000):

f (t,x,u, r) =
Nd∑
p=1

δ (x − xp (t)) δ (u − up (t)) δ (r − rp (t)) (3.2)

where Nd is the number of droplets in the spray, and xp, up and rp are each individual particles position,
velocity and radius respectively. The function f contains all the necessary information to represent the spray.
This function is governed by a William-Boltzmann Equation (Williams 1958):

∂f

∂t
+ ∇xp

(upf) + ∇up
(Fpf) +

∂ESpf

∂Sp
+

∂ETpf

∂Tp
(3.3)

where xp, up, Sp and Tp are each individual particle’s position, velocity, surface and temperature, respec-
tively; Fp is the force acting on the particle, and ESp

and ETp
are respectively the exchange terms due to mass

(evaporation rate) and energy (heat transfer). Statistical approaches aim at determining the function f by
solving/approximating Eq. (3.3). Stochastic methods to solve for the dispersed phase include the stochastic
lagrangian approach of Dukowicz (1980), eulerian methods considering a monodisperse (Drew & Passman
1999) or a polydisperse spray (Laurent & Massot 2001), and quadrature methods. These methods are out of
the scope of the present work and hence are not discussed here.
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3.2.2 Eulerian methods
Eulerian methods, also called Euler-Euler formalism (EE), are widely used to model dispersed two-phase
flows. The same grid is used for resolving both the carrier and dispersed phases. The carrier phase is solved
from the Navier-Stokes equations (§2.2) applied to the gas. For characterizing the dispersed phase, averaged
properties and statistical tools are used. These methods present, however, difficulties when dealing with the
polydispersion of the spray and when modeling the particles collisions and interactions with the walls (Garcia
2009).

To solve for the dispersed phase, a well-known eulerian formalism is the mesoscopic approach. The
particles are described according to the kinetic theory of gases formulated by Chapman & Cowling (1970), so
that mesoscopic variables are used to get averaged properties of the spray. In order to develop the equations
for the dispersed phase, several assumptions need to be made (Lancien 2018):

1. The atomization process is complete, particles are perfectly spherical and non-deformable.

2. The only force exerted by the carrier phase on the droplets is drag.

3. Temperature is homogeneous inside each droplet.

4. Spray is dilute: αl < 10−2.

5. The interactions between droplets are neglected.

6. The spray is mono-disperse and mono-kinetic: at one point in time and space, the droplets all have the
same diameter and velocity.

7. Similarly, at one point in time and space, all droplets have the same temperature.

With these assumptions, the dispersed phase is represented by the following equations based on statistical
averages of the spray (Lancien 2018):

∂nl
∂t

+ ∇ (nlul) = 0 (3.4a)

∂ρlαl
∂t

+ ∇ (ρlαlul) = −Γ (3.4b)

∂ρlαlul,i
∂t

+ ∇ (ρlαlulul,i) = Fd,i − ul,iΓ + ∇τττsgsl (3.4c)

∂ρlαlhl
∂t

+ ∇
(
ρlαlulhl

)
= −hlΓ + Φ (3.4d)

where nl is the number density of the particles, Γ the evaporation rate, Fd the drag force, τττsgsl the subgrid
tensor of the liquid phase, hl the liquid enthalpy and Φ the conduction flux term. The exchange between
phases is taken into account by the right hand sides of the previous expressions. As it is observed, multiphysics
phenomena such as mass exchange due to evaporation and energy transfer can be taken into account with
the corresponding exchange terms. This is one of the advantage of the dispersed phase modeling of two-
phase flows as opposed to the fully-resolved atomization methods presented in Chapter 2. Other frequently
used Eulerian method is the Euler-Lagrange Spray Atomization (ELSA) model (Andreini et al. 2016), which
has also been coupled to resolved atomization simulation in the dense phase for solving more accurately
atomization (Anez et al. 2019).

3.2.3 Lagrangian point particle representation
Another well-know methodology to simulate dispersed phases systems, broadly employed in aerospace appli-
cations, is the lagrangian point particle (LPP) representation. In this formalism, the gas is resolved in the
main eulerian grid, but the particles conforming the dispersed phase are tracked individually and represented
by a different set of equations. Since the carrier phase is solved in an eulerian grid and the dispersed phase is
modeled separately, these method is usually referred as the Euler-Lagrange (EL) formalism. This can make
convergence difficult and hinders the introduction of parallelism techniques. As advantages, the resulting the
time per iteration is usually lower than for the EE description, and the drop-drop and drop-wall interactions
are easier to model.
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Dynamics of liquid particles

For describing particles in the lagrangian framework, each particle will be modeled according to the Discrete
Particle Simulation (DPS) approach. In DPS, liquid particles are completely spherical, robust, and defined
spatially as points, so that the location of each parcel can be represented by a single position vector. With
these assumptions, the dynamic equations for a particle p are (Maxey & Riley 1983):

dxp
dt

= up (3.5a)

dup
dt

= −3
4
ρg

ρp

CD
dp

|vr|vr︸ ︷︷ ︸
Drag
term

+
(

1 − ρg

ρp

)
g︸ ︷︷ ︸

Gravity
term

(3.5b)

where xp and up are the position and velocity of the particle, vr = up − ug the relative velocity between
the particle and the gas, ρg and ρp are the gas and liquid particle densities, CD a drag coefficient, and dp the
particle diameter. Equation (3.5b) is the momentum equation of the droplet and contains the contributions
of the two forces considered: the drag forces and the gravitational forces. The first ones are usually the main
mechanism of momentum transfer between phases, while the latter are often several orders of magnitude
smaller and can usually be neglected (specially at high speeds, where drag dominates the momentum transfer).

The drag coefficient of the particles Cd can be evaluated with the following expression, obtained experi-
mentally by Schiller & Naumann (1935):

CD =


24
Re

(
1 + 0.15Re0.687) if Re < 1000

0.44 if Re ≥ 1000
(3.6)

where Re = ρg|vr|dp/µg is the Reynolds number based on the relative velocity and particle diameter.

When considering a lagrangian approach, the influence of the carrier phase on the liquid particles will
have a determining effect on their motion. This influence can be quantified by means of the Stokes number
defined previously by Eq. (3.1). Its magnitude indicates how the droplet responds to fluctuations of the
gas flow. If St << 1, the droplet will follow perfectly the fluctuations of the gas flow. On the contrary, if
St >> 1 the droplets will rather neglect the flow trajectories and follow its own track (ballistic behaviour).

For evaluating the Stokes number, the characteristic timescale for each phase need to be determined. The
gaseous timescale can be determined as τg = dp/|up|. Particle timescales can be estimated from the following
expression (Maxey & Riley 1983):

τp =
d2
pρp

18µg
= 4

3
ρp
ρg

dp
CD|vr|

= 4
3

ρpdp2

µgReCD
(3.7)

which can be seen as the relaxation time of the particle; in other words, the time that one particle takes
to respond to the fluctuations in the velocity field.

Coupling with mass and energy transfer

As in the EE method, the LPP representation also allows to couple the dynamic equation with exchange
terms for mass and energy transfer with the gaseous phase:

dmp

dt
= ṁp = Γ (3.8a)

dhp
dt

= mpCPg

dTp
dt

= Φ (3.8b)

where mp, hp, Tp and CPg are respectively the particle mass, enthalpy, temperature and gas specific
heat capacity at constant pressure. Γ and Φ are the corresponding source terms for mass and energy. It
follows that Equation (3.8a) accounts for the evaporation process. If a single component is considered and
the uniform temperature model for evaporation is used (Abramzon & Sirignano 1989), then the evaporation
term can be expressed as:
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Γ = −πdpSh (ρpDF ) ln (1 +BM ) (3.9)
where Sh is the Sherwood number, DF the fuel diffusivity, and BM the Spalding mass number.

For evaluating the energy transfer in the droplets, the physical processes of conduction and evaporation
are taken into account. Then, the source Φp is obtained from the following energy balance.

Φp = hpπd
2
p (Tg − Tp)︸ ︷︷ ︸

Conduction
term

− ṁp∆hv︸ ︷︷ ︸
Evaporation

term

(3.10)

where Tg is the gas temperature, hp is the film coefficient of the gas at the particle surface and ∆hv is
the latent heat of vaporization of the particle. Eqs. (3.8) can be solved together with Eqs. (3.5) to obtain
the evolution of mass and energy of the droplets with time as they move within the carrier phase.

3.3 Stage of the art in injection models for MSFI systems
Several numerical formalisms for modeling the dispersed phase in two-phase flows have been introduced in
the previous section. In this work, the lagrangian representation presented in §3.2.3 is used to model the
dispersed phase due to its low computational cost and its applicability to account for polydispersity of the
spray.

In all dispersed-phase simulations, the first step is to introduce the lagrangian droplets in the domain
with their proper boundary conditions. This is achieved by means of lagrangian injection models, which
are the main interest of the present work. The fact of using a lagrangian approach for representing the
particles has the advantage of allowing the injection of a polydisperse spray from the beginning of the
simulation, something which is not possible with other dispersed formalisms such as the eulerian ones. This
is of particular interest for performing injection in realistic systems, such as in MSFI configurations presented
in §1.3.

This section presents the state of the art in models for lagrangian injection with particular focus on
MSFI systems. Figure 3.2 proposes a classification for existing models in literature grouped in a Venn
diagram, distinguishing five categories and their interactions. Each research work is located according to the
characteristics of the model employed, and the configuration of application within the MSFI models (hollow
cone, airblast and JICF) is also specified. Several models are based on empirical laws obtained from
experimental works, with the main advantage that the physics of the problem are already embedded in these
laws, but on the other hand restricted to applications with identical geometry and operating conditions as in
the test. Regarding the size of injected droplets, it is found that the injection of a fully developed spray,
often obtained from experiments providing the spray granulometry further downstream the injection nozzle
where atomization is fully complete, is usually performed. In the sense of droplet transport, it is sometimes
necessary to consider the effect of the dense spray on the gaseous phase: in some configurations
(especially in the JICF), coherent structures of the dense regime where primary atomization takes place
might perturb the gaseous flow which will consequently affect the convection of droplets further downstream.
Since the dense regime is neglected in lagrangian computations, this liquid-gas interaction is not directly
taken into account, so the droplet transport might not be well resolved. Furthermore, secondary breakup
of particles in lagrangian simulations can be considered by means of secondary atomization models. This is
specially useful in models which do not inject a developed spray, as the initial droplets will have a larger size
than the diameters found in the equivalent real configuration. Independently of evaporation, the decrease of
droplets size up to a value which is at equilibrium with the surrounding air can be accounted for with these
models.

At last, a category called reference spray learning is present in Figure 3.2. It includes models that can
use a reference spray to learn its characteristics (droplets sizes, velocity distributions and injection location)
and impose realistic spray boundary conditions in dispersed phase simulations. As main advantage, such
models could be applied to a wide range of injector configurations and operating conditions. Nevertheless,
they require a proper characterization of the spray coming from simulations or experiments. This thesis aims
at providing a numerical methodology for developing injection models that are able to follow this reference
spray learning process. These models are explained in Chapter 4, so they will not be further discussed in
this section. The next lines are then devoted to explain some of the injection models in Figure 3.2 which are
of interest for MSFI systems, whose main mechanisms of injection are shown in Figure 1.5.
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Injection of fully

Based on empirical laws

Effect of dense spray
Including secondary

Reference spray learning

developed spray
breakup of particles

Fan et al. (2018)
JICF

Chaussonnet (2014)

Sanjose et al. (2011)

Jaegle (2009)

Eckel et al. (2016)

Fontes et al. (2019)

Apte et al. (2003)

Arienti et al. (2006)

Senoner (2010)

This thesis

Guedot (2015)

in gaseous phase

Reitz (1987)

Airblast

Hollow cone

Hollow cone

JICF
JICF

JICF

JICF

JICF

JICF

Figure 3.2: Classification proposed for the state of the art in lagrangian injection modeling.

3.3.1 Hollow cone spray

Pressure-swirl atomizers for delivering fuel through the pilot stage in multi-staged injectors will create a
hollow cone spray. An example of pressure-swirl injector is shown in Figure 3.3: liquid is injected inside the
nozzle with a rotational component (swirl), that will eventually create a hollow cone when the fuel leaves
the nozzle. These type of nozzles are widely used and have been extensively studied both experimentally
and numerically. Several models exist in literature for modeling the fuel injection in pressure-swirl with
lagrangian formalisms. In this section two models are presented: the FIM-UR methodology developed by
Sanjose et al. (2011), and the LISA model presented in Guedot (2015).

Figure 3.3: Pressure-swirl atomizer. Left: schematical view. Right: experimental snapshot with key hollow-
cone spray features. Source: Wei & Yong (2014).
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FIM-UR model

Fuel Injection Model by Upstream Reconstruction (FIM-UR) is an injection model which prescribes a de-
veloped spray in pressure-swirl atomizers, neglecting the atomization process. In its original formulation by
Sanjose et al. (2011), a monodisperse spray is imposed. The extension to polydisperse sprays has been done
by Vié et al. (2013).

Figure 3.4: FIMUR model for injection in pressure-swirl atomizers. Source: Sanjose et al. (2011).

The principles of FIM-UR are shown in Figure 3.4. The spray is imposed at an injection location xi,
whose boundary conditions are obtained by reconstruction from the properties at the real injection location
x0. FIM-UR can be applied for both EL and EE simulations, with the difference that the latter require
additional analytical calculations to determine the momentum transfer and the entrained air mass flow rate.
Both cases use the same model inputs: the spray is characterized by the diameter of droplets d and the
half-spray mean angle θs, and the atomizer is parametrized by its exit radius R0 and the injected liquid
mass flow rate ṁl. Then, empirical formulas for pressure-swirl atomizers are used to calculate the remaining
parameters of the model. The ratio X of the air core surface Aa to the discharge orifice surface Ao, called
the contraction ratio, is given by Rizk & Lefebvre (1985):

X = Aa
A0

=
(
Ra
R0

)2
= sin2 θs

1 + cos2 θs
(3.11)

From this formula, the air core radius Ra can be solved. The contraction ratio X can now be used to
estimate the discharge coefficient of the atomizer (Lefebvre & McDonell 2017):

CD = 1.17

√
(1 −X)3

1 +X
(3.12)

which can be used to obtain the tangential-injection surface Ap:

Ap = 20.73C2
DA0 (3.13)

With all these parameters known the axial, radial and tangential velocities at the real injection location
x0 can be obtained:

u0
x (θ, r0) = ṁl

ρlπ (R2
0 −R2

a) (3.14a)

u0
r (θ, r0) = 0 (3.14b)

u0
θ (θ, r0) = ṁl

ρlAp

r0

R0
S

(3.14c)
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Finally, the properties at the numerical injection location xi are calculated by applying mass and mo-
mentum balances between x0 and xi (Sanjose et al. 2011):

uix (θ, r0) = πR2
0

ρlIαAu
exp

(
− (r − µ)2

σ2

)
(3.15a)

uir (θ, r0) = ṁl

ρlAp

√
1 −

(
R0
S

RiS

)2
r

RiS
(3.15b)

uiθ (θ, r0) = ṁl

ρlAp

R0
S

RiS

r

RiS
(3.15c)

where µ, σ are respectively the mean and variance of the gaussian profile of volume fraction at xi (see
Figure 3.4) and Iα = σ2 (1 − exp

(
−R2

i /σ
2))+ σRiS

√
π erf (Ri/σ).

LISA model

The main disadvantage of the FIM-UR model is the inability to ensure that the spray opens following the
prescribed mean angle θs, which is indeed an input to the problem. To solve this issue, Guedot (2015)
proposed the Liquid Injection for Swirled Atomizers (LISA) model. This methodology, described in Figure
3.5, follows the same baseline as FIM-UR, but proposes some modifications to keep the mean spray angle
constant.

The model inputs are the liquid mass flow rate ṁl, the spray mean angle θs and the atomizer exit radius
R0. The principles are identical to FIM-UR: droplets have no radial velocity at injection, and the axial velocity
is obtained from mass conservation with the injected flow rate. Hence, both are calculated respectively with
Equations (3.14a) and (3.14b). The tangential (or azimuthal) velocity imposed is calculated according to the
derivations of Guedot (2015):

uθ (r) = uz
r

R0
S

tan σs (3.16)

Ra = Inner radius of liquid sheet
R0 = Outer radius of liquid sheet
Rs = 1

2 (Ra +Rs)

A

A
A - A

Solid part of the injector
Rotating liquid sheet
Swirl air hollow cone
Liquid tangential velocity

θs
θaθ0

R0

Ra

Figure 3.5: LISA model for injection in pressure-swirl atomizers. Source: Guedot (2015).
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3.3.2 Airblast spray
In MSFI, at certain operating conditions the liquid injected through the pilot or take-off stages can impinge
the walls of the atomizer forming an airblast spray. These have been extensively studied (Lefebvre 1980,
Gepperth et al. 2010) and used in industrial burners, found in atomizers of type plain jet or prefilmers
(Lefebvre & McDonell 2017).

Regarding numerical approaches to simulate airblast sprays, a phenomenological model was derived by
Chaussonnet et al. (2016) called PAMELA (Primary Atomization Model for prEfilming airbLAst injectors).
This model uses results obtained in the KIT-ITS airblast experiment by Gepperth et al. (2010) for predicting
initial conditions for droplets sizes and velocities. Correlations and laws for droplets sizes are derived by
observing the breakup mechanisms found in airblast spray, shown in Figure 3.6. This thesis does not address
airblast atomization and hence this model is no longer discussed here: the interested reader is referred to
Chaussonnet (2014) and Chaussonnet et al. (2016) for more details into PAMELA model, and to Carmona
(2021) for a more recent extention of this model, named Automatic-PAMELA, to a wider range of geometries
and operating conditions. Other recent works aim at understanding the spray distribution from resolved
calculations

Figure 3.6: Breakup mechanism in an airblast prefilmer spray. Source: Chaussonnet et al. (2016).

3.3.3 Liquid jet in crossflow
Several numerical approaches have been used to study liquid jet in crossflow injection, whose phenomenology
has been introduced in §1.3. Figure 3.7 shows four different modeling approaches. Case (a) is the direct
simulation of the jet (resolved atomization computation) performed with the methodologies introduced in
Chapter 2, which has been used in several works (Herrmann 2009, Pai et al. 2009, Behzad et al. 2016, Li
& Soteriou 2018). The other three approaches englobe several ways of tackling JICF simulations from a
lagrangian perspective, where droplets are injected. All the categories from Figure 3.7 take into account, one
way or another, the liquid column (dense core) and hence its influence on the gaseous phase. This section
reviews seven different past works to tackle liquid JICF from a lagrangian perspective. These works, which
are all classified in Figure 3.2, are explained in chronological order.
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Figure 3.7: Modeling approaches for liquid jet in crossflow proposed by Jaegle (2009).

Blob model combined with secondary atomization (Apte et al. 2003)

Apte et al. (2003) performed simulations of a water JICF. The objective of their work was to test a secondary
atomization model in simulations representative of realistic gas-turbine configurations. This breakup model
is detailed in §4.6.3 of this document. For liquid injection, droplets with size equal to the nozzle diameter
were introduced perpendicularly to the crossflow. Their velocity is the bulk liquid velocity at injection. This
methodology is inspired by the blob model developed by Reitz (1987), who simulated diesel jets by injecting
droplets with size equal to the nozzle diameter which were later broken by action of an atomization model.

The model by Apte et al. (2003) is included in the (b) category of Figure 3.7. Due to their initial big
size, the droplets can easily influence the incoming gaseous flow field by means of two-way coupling between
lagrangian particles and gas. Figure 3.8 shows the results obtained by Apte et al. (2003). The jet leaving the
nozzle is composed of large droplets. These particles bend towards the crossflow direction due to momentum
exchange and break into smaller sizes due to the action of the secondary atomization model. The black and
white contours denote the axial gas velocity profile at the central plane, showing the perturbation effect of
the liquid onto the crossflow. This model presents the advantages that it is simple, cheap and does not rely
on empirical correlations. On the other hand, the liquid column dynamics and breakup are not properly
represented through the blob model. Consequently, the liquid-gas interaction is limited to only the two-way
coupling and complex turbulent gas structures caused by the dense core are not captured, which could also
influence secondary atomization.

Figure 3.8: Contours of instantenous axial velocity and liquid JICF evolution simulated by Apte et al. (2003).
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Modeling the liquid-gas interaction with resolved dense core (Arienti et al. 2006)

Arienti et al. (2006) focused their work on capturing the liquid-gas interaction between the liquid column
and the gaseous crossflow. For this purpose, they combined a Volume-of-Fluid (VOF) method (see §2.3.3 for
a review on VOF) to solve for the dense core with a lagrangian approach to inject and transport droplets. By
properly solving for the continuous liquid phase, the blockage effect is directly taken into account without the
need of any extra models. Figure 3.9 left shows front and side views (top and bottom, respectively) of the the
dense core resolved by VOF (snapshot a) and of the mean gaseous vector fields at the same planes (snapshot
b). Vortices created by the presence of the dense core are captured in both planes with this strategy, hence
demonstrating its applicability to model the liquid-gas interaction.

Figure 3.9: Jet in crossflow simulated with VOF plus lagrangian approach. Left: dense core view and vector
lines showing vortical structures. Right: instantaneous snapshot of droplets injected along the dense core.
Source: Arienti et al. (2006).

Injection of lagrangian particles is performed at several locations alongside the liquid column, equally
spaced between the nozzle exit and the column breakup point. Droplets sizes are obtained from experimental
correlations, while the initial velocity is the continuous phase velocity (i.e. from the liquid column) at
the same location plus a fluctuating component obtained as the product between a gaussian PDF and the
local turbulent velocity from VOF. Figure 3.9 right shows a instantaneous snapshot of the spray, depicting
the dense core and the injected droplets colored by their diameter. Additional submodels considered in
the computation include dispersion models to account for turbulent fluctuations during droplets transport
(Gosman & Ioannides 1983) and the wave secondary atomization model developed by Reitz (1987). This
model presents the advantage of directly accounting for the liquid dense core, hence capturing the complex
liquid-gas interaction. On the other hand, it relies on empirical correlations to estimate the breakup location
(which limits its application to the validity range of the experiments) and is computationally more expensive
than a full lagrangian model, as it also solves for the dense core with the resolved method VOF.

Modeling column and shear breakup with empirical laws (Jaegle 2009)

At operating conditions corresponding to surface breakup (Figure 1.11), there are small droplets being torn
apart from the liquid column due to the high aerodynamic shear. The quantity of liquid removed by this
mechanism is more notorious as q and We are larger. At the same time, there is also the liquid column which
undergoes instabilities and breaks first into ligaments (primary atomization) and then into smaller droplets
(secondary atomization). Figure 3.10 left shows both mechanisms of droplet generation.

Some numerical methodologies try to predict the size and flow rate of droplets generated by surface
breakup, while simultaneously taking into consideration the liquid column. Jaegle (2009) has used this
strategy by using empirical laws to predict the liquid column, the size of the injected particles and the flow
rate of droplets generated by surface breakup. His approach is illustrated in Figure 3.10 center. Droplets
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Figure 3.10: Schemes showing numerical models for liquid jets in crossflow. Left: classification of different
regions of the liquid jet atomization. Center: column model considered by Jaegle (2009), neglecting the
intermediate zone and secondary breakup. Right: column model considered by Senoner (2010).

are injected at the injection patch, which corresponds to the liquid nozzle exit. The liquid column is not
resolved, but its region of influence is estimated in order to impose a modified drag law to the droplets that
are convected within it. Once these droplets abandon the column region, the drag law is changed to the
usual one. At the same time, there are droplets being injected along the liquid column region in the axial
direction to model the surface breakup mechanism.

The first step in this model is to estimate the region to modify the drag law. For it, the liquid column is
assumed to be cylindrical and to expand from the liquid nozzle exit until the breakup point (xb, yb, zb). Its
location is estimated from the following experimental expressions by Fuller et al. (2000):

xb
dinj

= CDC
2
ab

π
(3.17a)

yb
dinj

= 0 (3.17b)

zb
dinj

= Cab
ul
u∞

√
ρl
ρ∞

(3.17c)

where CD = 4.39 is a constant drag coefficient, Cab = 2.58 is a breakup coefficient, ul is the liquid velocity
at injection and u∞ is the gas freestream velocity. The particles travelling in the liquid column region will
follow the following modified transport law (Fuller et al. 2000):

dul
dt

= 2CD
dinjπ

ρl
ρ∞

(u∞ − ul)2 (3.18a)

dvl
dt

= 0 (3.18b)

dwl
dt

= 0 (3.18c)

Particles are injected at the liquid nozzle exit with velocity ul and a size sampled from a distribution
obtained experimentally by Becker & Hassa (2002). Simultaneously, stripped-off droplets are injected at
random locations along the liquid column to account for surface breakup. The mass flow rate ṁl,SB and
constant size SMDSB of these droplets are given by the experimental expressions of Ranger & Nicholls (1968)
and Chou et al. (1997), respectively:

ṁl,SB = 3
2 lcolρl

√
πdinjAalu∞ (3.19a)

SMDSB = 0.09dinj (3.19b)
ul,SB = uc + 0.37 (u∞ − uc) (3.19c)

where lcol is the length of the liquid column, uc is the streamwise velocity of liquid column at the location
of surface breakup, and A and al are constants obtained from the fluid properties and operating conditions
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(Ranger & Nicholls 1968). An example of the simulated lagrangian JICF obtained by Jaegle (2009) is shown
in the top of Figure 3.11. This model presents the advantage that it is computationally cheap and, despite
directly injecting a developed spray, it models the drag effects created by the liquid column and the shear
stripping phenomenon through empirical laws. On the other hand, it is only applicable to the operating
condition for which the experimental laws and the prescribed size distribution were obtained (high Reynolds
numbers), and does not capture the complex liquid-gas interactions created by the liquid column.

Figure 3.11: Instantaneous axial gaseous velocity field on the plane y = 0 mm together with the lagrangian
droplets. q = 6. Top: numerical results by Jaegle (2009). Bottom: numerical results by Senoner (2010).

Combining shear breakup with blob method and secondary atomization (Senoner 2010)

A similar approach to the previous one has been explored by Senoner (2010). In the same way as Jaegle
(2009) (and in the same experimental configuration), the breakup point is calculated from Eqs. (3.17). This
location defines then the column region where the modified law of Eqs. (3.18) is applied. Regarding surface
breakup, the same methodology employed by Jaegle (2009) (previous model discussed) is followed, where
droplets are injected with the properties given in Eqs. (3.19).

The originality of the approach by Senoner (2010) lies on the size of particles at injection. While the
previous model injects a developed spray, the current one introduces droplets with constant size through the
liquid nozzle. The prescribed droplet’s diameter is determined by the following expression:

ddrop = 3

√
3
2dinjλs (3.20)

where λs ≈ 0.15dinj is the wavelength of the column surface instabilities (Sallam et al. 2004). These
droplets will then break into smaller ones through a secondary atomization model (Apte et al. 2003). The
present model can be illustrated as in Figure 3.10 right. A snapshot of the lagrangian jet obtained by this
methodology is shown in Figure 3.11 bottom. This model has the same advantages as the one by Jaegle (2009)
(i.e. computationally cheap, drag effects by dense core are modeled, shear stripping of droplets is considered),
plus it accounts for secondary breakup and does not rely on experimental particles size distributions. On
the other hand, it also needs empirical laws for modeling particles’ drag at the dense core region and the
shear stripping phenomenon (valid at high Reynolds number), and it does not capture the complex liquid-gas
interactions created by the liquid column.

Semi-empirical model for shear breakup regime (Eckel et al. 2016)

Following the line of modeling shear breakup, Eckel et al. (2016) developed a semi-empirical model for this
regime. The numerical strategy is depicted in Figure 3.12. This approach injects cylindrical parcels (a,b)
mimicking the dense structures of the liquid column which are tracked with a lagrangian formalism and
transported with a modified drag law (c). These cylinders have the same diameter as the injection orifice.
As the parcels move, droplets modeling shear breakup are stripped-off the column (d) with properties (mass
flow rate, sizes, velocities) given by experimental laws (e). The parcels will then lose mass until they reach
a residence time corresponding to the breakup of the liquid column (f), when they are broken into smaller,
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spherical droplets representing column breakup (g). This approach is continuously performed to model the jet
behaviour (h). Dispersion models are used for enhancing the droplet transport (Gosman & Ioannides 1983).
Models to account for secondary breakup are not needed, as the employed approach generates a developed
spray. A snapshot of the resulting jet is shown in Figure 3.13, where the difference between the liquid column
made of cylindrical parcels and the developed spray zone composed by spherical droplets is clearly visible.
The advantages of this method are its low computational cost and its consideration of complex physical
phenomena such as liquid column drag, shear stripping, primary and secondary atomization. On the other
hand, this model is exclusively built on empirical laws which are valid for Weber numbers (We) corresponding
to the shear breakup regime, making it unapplicable to higher We regimes (catastrophic breakup) or lower
ones (bag breakup).

Figure 3.12: Jet in crossflow modeling strategy followed by Eckel et al. (2016).

Figure 3.13: Simulation of jet in crossflow by Eckel et al. (2016).

Statistical method for injection of a fully developed spray (Fan et al. 2018)

All the methodologies previously discussed, except for Arienti et al. (2006), performed injection of droplets
at the nozzle orifice center with the liquid injection velocity. Furthermore, large droplets of the order of the
nozzle diameter were injected in all cases except in the model of Jaegle (2009), who introduced a developed
spray. In this line, the work of Fan et al. (2018) explored an approach to inject a developed spray at the
nozzle orifice following a statistical method. Each particle is injected with attributes chosen as follows:

• Diameter: sampled from a Probability Density Function (PDF) f (D). Four PDFs for droplet sizes
were studied: uniform, χ2, Nukiyama-Tanasawa and Rosin-Rammler.
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• Velocity: randomly chosen from a Gaussian distribution with standard deviation equal to the liquid
injection velocity.

• Injection location: at a random point in a circular patch placed at the liquid nozzle exit.

Figure 3.14 shows a lateral view of the sprays and the penetration for four cases, each one injecting
a different PDF for the droplet diameter. Each PDF gives a different range of droplet diameters and a
different spray penetration, showing the importance of chosen accurately the initial boundary conditions
for reproducing sprays with lagrangian formalism. This model presents the advantages of its simplicity (it
defines the injection parameters according to mathematical expressions) and its low computational cost. On
the other hand, the injection parameters have been calibrated with experimental results, hence this model
cannot be applied without data for such calibration, and the liquid-gas interactions created by the liquid
column are not modeled.

Figure 3.14: JICF sprays and penetrations obtained by Fan et al. (2018) with different injected PDFs for the
droplets sizes. (a) Uniform distribution (b) χ2 distribution (c) Nukiyama-Tanasawa distribution (d) Rosin-
Rammler distribution.

Hybrid model for jet in crossflow injection (Fontes et al. 2019)

One of the most recent works (up to date) focused on JICF modeling has been performed by Fontes et al.
(2019). As in the study by Arienti et al. (2006), this approach combines a direct resolution method (VOF)
for solving the liquid column with an injection procedure for lagrangian droplets. Experimental correlations
are used to obtain column breakup location. The liquid-gas interaction due to the dense core presence is
therefore taken into account (Figure 3.15 left). Injection of lagrangian droplets is performed at the column
breakup location (Figure 3.15 right): their velocity is equal to the liquid eulerian velocity at this point
and their size is obtained from experimental correlations. Two operating points at low We were simulated
with this methodology, surface breakup was not modeled since it was not present at these conditions. This
model presents the main advantage that it accounts for complex physical phenomena: secondary atomization,
coalescence and complex liquid-gas interaction. On the other hand, it relies on empirical correlations obtained
at low Weber numbers for determining the breakup coordinates, and neglects the shear stripping; hence, it
is not suitable for application at high Weber numbers.
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Figure 3.15: Simulated jet in crossflow by Fontes et al. (2019). Left: close view of the near-jet, showing the
resolved dense core with VOF and the perturbation effect on the gaseous field. Right: Farfield view of the
jet, showing injection point of lagrangian droplets. Droplets are colored by their diameter.

3.4 Conclusions
This chapter has presented a review on numerical methods for dispersed-phase systems. Several approaches
to model dispersed sprays have been introduced, being the lagrangian point particle assumption the most
widely used one. Then, the state of the art in modeling Multi-Staged Fuel Injection (MSFI) systems has been
reviewed. The three atomization mechanisms present in MSFI have been reviewed, with special emphasis on
liquid jet in crossflow (JICF) since they are the subject of this thesis.

Existing models for JICF are scarce, and most of them are built upon experimental correlations and
applicable to a narrow range of operating conditions. A more generic modelling framework for JICF systems
with a realistic prescription of the liquid phase is still needed. Therefore, the objective of this thesis is to
propose a new lagrangian injection methodology for JICF systems which learns data from a reference spray
and prescribes realistic liquid boundary conditions in dispersed-phase computations.
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Building lagrangian injectors from
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Chapter 4
Models for lagrangian injection

4.1 Introduction
Chapter 3 introduced numerical formalisms to represent dispersed two-phase flows. Special emphasis was
given to the lagrangian representation of the fluid phase, as it is widely employed approach in aerospace
applications. The reasons are its low computational cost with respect to other formalisms and its ability to
account for additional physics such as collisions, evaporation and combustion. The chapter culminated with
the presentation of lagrangian methodologies to model fuel injection in Multi-Staged Fuel Injection (MSFI)
systems, paying extra attention to the state of the art in methodologies for simulating Jets in Crossflow
(JICF).

In this work, a novel numerical methodology to build numerical injectors for performing dispersed phase
simulations in MSFI systems has been developed. The injectors built with this methodology have been
named Smart Lagrangian Injectors (SLI). Figure 3.2 shows the location of the new method into the proposed
classification of existing numerical models for lagrangian injection: SLI are built by learning a reference spray,
which can be obtained either experimentally or numerically. In this thesis, the reference spray is obtained
through resolved simulations of the atomization process. Computations performed with SLI will also account
for the interaction of the dense liquid phase with the surrounding gas (blockage effect in liquid JICF) and
secondary atomization models for further breakup of lagrangian particles.

This chapter details the underlying theory of SLI, showing all the key modeling ingredients. Section
4.2 introduces mathematical foundations representing the spray which are used by describing the models in
Section 4.3. The learning methodology to build injectors from a reference spray is defined in Section 4.4.
Finally, the theory of the models blocks accounting for the blockage effect and secondary atomization models
are discussed respectively in Sections 4.5 and 4.6.

4.2 Mathematical description of sprays
In §3.2.1, dispersed sprays resulting from atomization were described by a function f which represented the
number density function of droplets. Then, all spray characteristics can be obtained by a proper definition
and integration of f . Several methods targeting the determination of f were discussed in Chapter 3, from sta-
tistical approaches to the Lagrangian Point-Particle (LPP) representation. Even if only statistical approaches
make use of the William-Boltzmann equation to represent f , LPP can be considered as an approximation
to this function by considering the point particle approximation. Consequently, since in this work dispersed
phase flows use the LPP assumption, a mathematical representation of dispersed sprays based on the func-
tion f as given by Eq. (3.2) is used. This section intends to provide some theoretical foundations for the
developed models from a generic, mathematical perspective. The rest of the chapter will be dedicated to
explain how this formulation is applied in the current work.
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4.2.1 General formulation
The spray produced by atomization can be described by a continuous function F :

F (t,x,u, D) (4.1)

which is defined in the whole spatial domain Ω (x), ∀x = {x, y, z}T ∈ R3. In SLI, the spray will be
characterized in plane surfaces. Therefore, it is of interest to sample the spray crossing a surface S belonging
to the whole spatial domain: S ⊂ Ω. The spray sampled in this surface is described by a continuous function
f :

f (t,x,u, D) = F (t,x,u, D) ∀ x ∈ S (4.2)

As f is defined in a surface, it can be spatially represented by only two coordinates. These surface
coordinates can be expressed as a vector s = {ξ, η}. They can represent any type of surface, from cartesian
to curvilinear. Therefore, the function f can be expressed in terms of s as:

f (t, s,u, D) (4.3)

Since both Eqs. (4.2) and (4.3) are identical, there is an equivalence between x = {x, y, z} and s = {ξ, η}.
This relation can be expressed mathematically as:

h : x → s (4.4)

where h is a mapping function, or morphism, that will transform from cartesian coordinates x to surface
coordinates s.

In this work, the variation of the spray characteristics with time will not be considered. Instead, the
obtention and study of a stationary, mean spray will be the main objective of SLI. For such purpose, the
spray will be sampled in time for a period T which should be large enough in order to obtain a converged spray
(see §4.4.2), hence eliminating the dependence with time. Mathematically speaking, this can be represented
through integration:

f (s,u, D) = 1
T

∫ T

0
f (t, s,u, ) dt (4.5)

Eventually, for a better characterization of the spray, the sampling surface S will be spatially discretized
into several elements, or probes, of size ∆S. In this way, the spray within each probe can be independently
study to provide spatially refined statistics. The representation of spatially refined statistics can be
obtained from f by integrating spatially this function within each probe centered around (ξj, ηk):

fj,k (sj,k,u, D) = 1
∆ξ∆η

∫ ξj+1/2

ξj−1/2

∫ ηk+1/2

ηk−1/2

f (s, D) dξdη (4.6)

4.2.2 Spray formulation in jet in crossflow
A more precise, less abstract interpretation for the SLI spray formulation can be obtained by applying the
general formulation to a liquid JICF problem, atomization case introduced in §1.3. Figure 4.1 shows a liquid
JICF from a resolved atomization simulation. As observed, the liquid leaves the injection nozzle as a coherent
jet moving along the z direction and then starts bending towards the x direction. Atomization starts taking
place and breaks the jet into firstly ligaments and, subsequently, droplets. The resulting droplets from the
atomization process conform a spray that can be analyzed by the SLI strategy. Therefore, to study this
spray, first droplets need to be gathered in sampling surfaces. In a geometrically simple JICF problem as the
one from Figure 4.1, the sampling surfaces are planes perpendicular to the crossflow direction x denoted in
the figure by S. The surface coordinates s aforementioned correspond therefore to the in-plane coordinates
in the sampling surface, which in the system of reference depicted in Figure 4.1 yield s = {y, z}. Therefore
the discrete, spatially refined statistics are obtained in probes centered at (yj, zk), and the function fj,k given
generally by Eq. (4.6) can be applied to the proposed JICF formulation as:
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fj,k (sj,k,u, D) = 1
∆y∆z

∫ yj+1/2

yj−1/2

∫ zk+1/2

zk−1/2

f (s,u, D) dydz (4.7)

x

y

z

sj,k

yj+1/2yj-1/2

zj-1/2

zj+1/2

Figure 4.1: Illustration of SLI spray formulation in a liquid JICF.

4.3 Models for lagrangian injection
The objective of the lagrangian injection models is to provide input parameters for prescribing liquid boundary
conditions in dispersed phase simulations. These input parameters are intended to represent a realistic spray
resulting from primary atomization. Most existing models perform lagrangian injection by neglecting the
atomization process due to its complexity, while other rely on experimental data or correlations which are
valid for a limiting range of operating conditions (see §3.3 for a discussion on the state of the art in dispersed-
phase simulations of MSFI systems).

With this objective in mind and knowing the limitations of the existing approaches, the intention of this
work is to develop models that can be fed from primary atomization data to: 1) inject a proper dispersed-
phase and 2) model as accurately as possible the momentum exchange due to the liquid-gas interaction in
the primary atomization region. The latter has often been neglected in many dispersed phase simulations.
To address both points, this thesis relies firstly on numerical simulations of the resolved atomization
process using an Accurate Conservative Level Set method (details on this methodology given in §2.3.4).
These simulations are used to construct a spray database by sampling the droplets passing through planes
perpendicular to the crossflow direction and then applying the spray formulation previously presented. The
functions f (s,u, D) of the spray formulation represent therefore the statistical distributions of the spray’s
size, velocity and fluxes. These distributions are processed in a lagrangian injectors learning process to
eventually yield the discretized spray fj,k (sj,k,u, D) that is used as lagrangian injector to perform dispersed-
phase simulations. At the same time, the liquid-gas interaction between the jet dense core and the crossflow
is also analyzed and learnt to provide a model that contributes to the liquid-gas momentum exchange in
the disperse-phase simulations, which a priori is neglected (and which many models do not take into account
or circumvent by introducing experimental correlations). In this way, the full methodology only needs data
from the resolved atomization simulations for learning injectors and running dispersed-phase computations.
Additionally, the learning process could also account for information from external databases for building
the injectors, such as experimental data in case these were available. In this thesis, only data from resolved
atomization simulations is used, and the consideration of other databases is left for future work. The proposed
approach will be called hereafter as Smart Lagrangian Injectors (SLI).

The full approach of SLI is detailed schematically in the flowchart of Figure 4.2. The process is summarized
in the following lines:

1. Resolved atomization simulations are performed to build a spray (statistical spray distributions)
and liquid-gas interaction (momentum exchange) database (Chapter 5).

2. This database is used and processed by the models to learn the spray state and build lagrangian
injectors (Chapter 4). The learning part consists of the following parts: spray sampling (§4.4.1),
spatial discretization (§4.4.3) and spray convergence (§4.4.2) of the injectors. The convergence
can be checked either globally in the sampling plane, or locally by dealing with the sprays contained in
each discrete, individual probe in order to perform a converge-driven classification (§4.4.4).
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3. Dispersed-phase simulations are run where the liquid phase is prescribed with the injectors devel-
oped with this methodology (Chapter 6). Apart from the lagrangian injectors that inject the liquid
phase, the two following submodels are also contained in these simulations:

• Dense core learning with the actuator line model in order to take into account the pertur-
bation effect of the liquid dense structures (i.e. the liquid dense core in the JICF) in the gaseous
phase during lagrangian simulations (§4.5). The information to characterize the dense core is
taken from the resolved simulations and later imposed into the lagrangian ones.

• Secondary atomization models to consider further possible breakup of spherical droplets dur-
ing lagrangian simulations (§4.4.3).

Resolved atomization simulation
Sampling plane

Dispersed phase simulation

Statistical spray
   distributions

Actuator line
     model

Lagrangian injector

Dense core
  learning

      Secondary 
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Figure 4.2: Flowchart of the SLI formulation applied to liquid JICF.

4.4 Lagrangian injectors learning

4.4.1 Spray sampling

Identification of liquid structures in resolved simulations

The first step in the learning process is to obtain the spray from resolved atomization simulations. For this
purpose, droplets must be identified in space. According to the Accurate Conservative Level Set method
(ACLS, §2.3.4), liquid regions are identified by level set values ψ > 0.5, and the interface Γ is located at
ψ = 0.5. It is possible then to identify and tag individual liquid structures as independent closed regions of
Γ, whose domain is denoted as Ωl. Each structure can then be characterized by its volume Vdr, its center of
mass location xdr and velocity udr, and maximum and minimum distances from the interface to the center
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Table 4.1: Parameters sampled from resolved atomization simulation

Parameter Definition Description

Vdr

∫
Ωl

dV Volume enclosed by interface

xdr
1
V

∫
Ωl

xdV Location of center of mass

udr
1
V

∫
Ωl

u (x) dV Velocity of center of mass

rmax max (|x − xdr|) ∀x ∈ Ωl Maximum distance to center of mass
rmin min (|x − xdr|) ∀x ∈ Ωl Minimum distance to center of mass

rdr

rmin
rmax

Γ

Figure 4.3: Parameters characterizing liquid structures sampled in resolved atomization simulations.

of mass Rmax and Rmin, as depicted in Figure 4.3. The formulas used for calculating these parameters are
shown in Table 4.1.

In order to get statistics for spray characterization, it is useful to define a characteristic size of each liquid
structure. For this purpose, an equivalent radius rdr is calculated from the liquid volume Vdr:

rdr = 3

√
3Vdr

4π (4.8)

which is the radius of a sphere containing the same volume as the liquid structure. The equivalent
diameter is then ddr = 2rdr. In cases where sampled structures are spherical droplets, Rdr is the true radius
and, therefore, a representative measure of the droplets’ size. On the other hand, if liquid structures are not
fully spherical (which is often the case after primary atomization), the equivalent radius does not provide full
information on their topology. To determine the deviation of the identified liquid structure from a sphere,
the radii rmax and rmin can be used to calculate the deformation parameters α and β (Zuzio et al. 2018):

α = rmax

rdr
; β = rmin

rdr
(4.9)

By definition, α ≥ 1 and β ≤ 1. A perfect sphere would present α = β = 1. In this thesis, no distinction
between droplets and ligaments has been done to construct the injectors after the learning procedure. The
reason was that resolved atomization simulations of JICF could not reach a spatial location where only
spherical droplets were present (full atomised spray), due to their high computational costs. Hence, hereafter
all liquid structures will be referred as droplets, and the term droplet sampling will be used. Inclusion of
distinction between ligaments and droplets (i.e. between non-spherical and spherical structures) could be
further taken into account with parameters α and β to, for example, modify drag coefficients in lagrangian
simulations at the first steps after injection (Bagheri & Bonnadonna 2016).

Sampling procedure

Droplets are sampled according to their center of mass location. Note that, despite the ACLS methodology
being eulerian, liquid structures produced by resolved simulations are being tracked as lagrangian particles
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(lagrangian tracking). Two sampling methods based on experimental techniques can be used (Tropea 2011),
their main difference being the topology of the sampling regions (see Figure 4.4):

• A control volume (unit volume in Figure 4.4) is defined as the sampling probe. Particles within the
control volume are sampled at a particular time instant, producing a volume distribution.

• A surface area (unit area in Figure 4.4) or plane is defined as the sampling probe. Droplets crossing
this area per unit time are sampled, producing a flux density distribution.

Figure 4.4: Droplet sampling prodecure. Source: Tropea (2011)

In this work, droplets crossing surface areas are sampled, hence obtaining flux density distributions. This
method is chosen to be closer to experimental measurements performed in jet in crossflow configurations (Wu
et al. 1998, Becker & Hassa 2002). The defined surface areas employed will be hereafter referred as sampling
planes. To determine when a droplet is sampled, a sampling rate Tsample is specified so that the current
location and velocities of droplets’ center of mass at time t is checked. Then, the location of each droplet
at time t + Tsample is estimated by projecting the position of the center of mass with the current velocities.
Droplets whose current location at t and projected location at t+ Tsample is at different sides of a sampling
plane are sampled. This procedure is referred as lagrangian projection of droplets. It is computationally
cheap, so it can be performed in the resolved and dispersed phase computations without highly increasing
their cost. On the other hand, it presents two main disadvantages: some actual crossing droplets might not
be sampled, and contrarily, some droplets might be sampled twice. These downcomes of the methodology
could be circumvented by including a tag field in the resolved simulations where droplets are assigned an
ID number that does not change with time. However, this is not available yet and is difficult to implement,
since the atomization process hinders droplet tagging as liquid structures change constantly during primary
and secondary breakup.

The sampling rate is chosen so that that all droplets crossing the plane are collected. Droplets are accu-
mulated with time, and then statistics are calculated. Choosing a right sampling rate ensures that at the end
of the accumulation process, the mass flow rate in average is the actual rate passing through the sampling
plane in the resolved simulations. If the sampling rate is too low, some droplets might be missed and the flow
rate captured will not be the right one (aliasing phenomenon on the spray sampling procedure). Another
technique to measure flow rates directly in resolved atomization simulations, called interior boundaries, has
been applied in this work. This one, detailed in Annex C.2, is later applied in §5.6.5 and compared to the
rates obtained from the lagrangian tracking procedure.

Defining statistics for sprays

The resulting accumulated spray is composed of a polydisperse ensemble of droplets, each droplet charac-
terized by parameters from Table 4.1. In order to characterize the spray, it is useful to define averaged
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and Root-Mean Squared (RMS) values for the whole spray from the individual droplets parameters. For an
arbitraty magnitude f , the arithmetic mean and RMS values would be defined as follows:

f = 1
Ndr

Ndr∑
i=1

fi ; fRMS =
√
f2 − f

2 (4.10)

where Ndr is the number of accumulated droplets. In the case of polydisperse sprays, where there are
several liquid structures with different volumes, it is also useful to define volume-weighted averages in order to
give more relevance to the properties of larger droplets. For an arbitrary magnitude f , the volume-weighted
mean and RMS can be defined as:

fVW = 1∑Ndr
i=1 Vi

Ndr∑
i=1

fiVi ; fRMS,VW =
√
f2

VW − f
2
VW (4.11)

where Vi is the volume of each liquid structure. Related to the injectors the definition of mean and RMS
values, either arithmetic or weighted-averaged, will be applied to the velocities in the three directions, α and β.

In two-phase flow problems involving disperse-phase sprays, it is useful to define average diameters of
droplets with definitions different than the one given by applying Eq. (4.10). since they are better represen-
tative of the physical problems involving mass or heat transfer (Lefebvre & McDonell 2017). For combustion
applications, the most used averaged diameter is the Sauter Mean Diameter (SMD):

SMD =
∑Ndr
i=1 d

3
i∑Ndr

i=1 d
2
i

(4.12)

where di is the individual diameter of each droplet. The numerator of this expression is proportional to
the cube of the diameter, which is equivalent to the droplet volume. The denominator is dependent to its
square, which is related to the droplet liquid surface. Therefore, the SMD represents the relation between
the liquid volume and surface in a spray. This is specially useful when evaporation is present (i.e. prior to
combustion), since evaporation occurs when the specific liquid surface (the surface of liquid in contact with
air) is large: that is, when the SMD is small.

Finally, a last useful magnitude that can be defined for a convecting spray is the liquid flow rate, which
is a mean quantity by definition. Considering a sampling surface as in Figure 4.4, the mean liquid flow rate
passing through it can be obtained as:

Ql = dVl
dt

≈ ∆Vl
∆t

=
∑Ndr
i=1 Vi
tacc

(4.13)

where tacc is the total accumulation time. Ql is the nominal flux representing the liquid mass per timestep
passing through each sampling plane considered. If the sampling plane is discretized in several probes (see
§4.4.3) and the fluxes are determined within them, the addition of all probes’ fluxes will yield the nominal flux
through the whole sampling plane. In these cases, the fluxes from each probe will depend on the probes surface
Sprobe: the smaller Sprobe, the smaller the nominal flux. Therefore, when dealing with spatially discretized
sprays it is useful to express the flux in relation to the probe surface Sprobe. This yields a surface-weighted
flux ql, commonly named volume flux:

ql = Ql,probe

Sprobe
(4.14)

The value of ql converges with the probe size, as opposed to Ql. Effectively, if the size of the probe
∆y × ∆z is reduced, the liquid flux as defined by Eq. (4.13) will also decrease since less droplets might
be sampled in a smaller surface. Nevertheless, the volume flux ql defined by Eq. (4.14) will we maintaned
because, despite the reduction in Ql, the probe surface is also smaller.
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4.4.2 Spray convergence
Simulations using the ACLS/AMR methodology resolve atomization and provide deep insight on the driving
physical phenomena. Nevertheless, their main limitation is their cost (see §5.6.6), which increases when more
liquid is present in the domain. Consequently, the accumulation time of droplets will be finite and, logically,
restricted to the physical time simulated. This can pose a problem for spray characterization, since statistics
might not be converged if the number of sampled droplets is not sufficient.

Here, a methodology to evaluate spray convergence is proposed. The objective is to provide a quantitative
measure to assess whether enough droplets have been sampled to obtain reliable statistics (Vié et al. 2016).
If the spray is converged, then it can be spatially discretized to get local statistics that will conform the
injectors (§4.4.3). This convergence criterion is also used to propose another discretization strategy in which
refinement is performed following a quadtrees structure (convergence-driven discretization, see §4.4.4).

At each time step ti of the accumulation process, the spray will be formed by a number of droplets
Ndr,i. This number will increase as more particles are accumulated with time, since all droplets sampled
previously are also accounted for (hence the name accumulation). One can see this methodology as obtaining
a time-averaged spray, since dependence with time is neglected. Statistics representing the spray, such as
droplet size histograms, can be calculated on the accumulated spray at each time ti. Figure 4.5 left shows an
illustrated view of the size histogram evolution at several accumulation instants. The histogram indicates the
probability f (ddr) of finding a droplet of size ddr within a class n: ddr ∈ [ddr,n − ∆ddr/2, ddr,n + ∆ddr/2]. Its
shape will change with accumulation time until an instant from which it will stay constant if more droplets
are sampled. At this point, the spray will be considered to be converged.

f (ddr)

ti−1

ddr

ddr,n

∆ddr

t

ti+1

ti

ddr

f (ddr)

ti
ti−1

Figure 4.5: Left: Size histogram evolution with accumulation time of droplets. Right: comparison of two
droplet size histograms from two consecutive time instants.

The main issue now is to determine quantitatively when the spray is converged. For this purpose, the
histograms are compared in pairs at subsequent time instants, ti and ti−1, as shown in Figure 4.5 right.
The same number and width of droplets classes are used in both histograms. The difference between both
histograms is then measured by means of a Mean Squared Error (MSE) function defined as:

MSEti = 1
N

N∑
n=1

(
f ti−1
n − f tin

)2 (4.15)

where N is the total number of classes in the histogram. This criterion is similar to the Cramer-von Mises
measure to compare two statistical distributions (Anderson 1962). The MSE can then be calculated at each
accumulation time instant and then be normalized by the maximum value obtained, yielding a Normalized
Mean Squared Error (NMSE) (Hanna et al. 2004):

NMSEti = MSEti

maxti (MSE) (4.16)

The evolution of NMSE can be displayed with time as shown in Figure 4.6. The NMSE decreases with
accumulation time until reaching a plateau, where the NMSE does not move significantly. Convergence is
achieved at the beginning of this plateau, which is defined for values of the NMSE below a threshold εth.

NMSE < εth (4.17)

where εth is set to 0.03 (i.e. 3%).
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Figure 4.6: Evolution of Normalized Mean Squared Error (NMSE) with respect to spray accumulation time
(solid line). The dashed line indicates the chosen threshold of εth = 3%.

It is worth noting that the convergence criterion based on NMSE introduced in this section depends solely
on the equivalent droplets size ddr. Future work would include to extend this criterion to other magnitudes
fundamental for a proper spray representation, such as velocities and flow rates. Furthermore, a time-
independent spray has been considered in all the previous process by accumulating droplets and calculating
statistics which do not depend on the time when they were sampled. A perspective in this respect would
be to obtain a transient spray in order to create unsteady numerical injectors. This could be useful in
systems where thermoacoustic instabilities appear and there are fluctuations in the injected flow rates, such
as aeronautical gas turbines (Lieuwen 2012). Further possible improvements could also include the use of
information theory techniques for characterizing the convergence state, which have recently been applied and
evaluated in sprays (Panao 2012, Panao et al. 2020).

4.4.3 Spatial discretization of sprays
Once the global accumulated spray at the sampling plane is converged according to the NMSE criterion,
enough droplets have been sampled to perform a spatial discretization of the spray. The objective is to
classify spatially the in-plane accumulated droplets into a grid composed of several rectangular probes so
that spray statistics can be calculated within each probe individually. Later on each probe will conform an
injector for the dispersed-phase simulations: the SLI is therefore the whole grid composed of all the discrete
injectors.

Figure 4.7 shows an example of a discrete spray grid resulting from the spatial discretization process. The
grid has dimensions (wspray, hspray), which correspond to its width and height given in the y and z directions
respectively. Grid’s dimensions can be calculated in three ways: 1) they can be chosen ad-hoc by the user (as
long as they englobe the full spray in order not to miss sampled mass); 2) they are calculated automatically
as given by the furthest droplets in the y, z directions; 3) they are calculated automatically if the individual
probe dimensions (winj, hinj) are given by the user, in which case the grid size will be calculated accordingly
in order to englobe the whole in-plane spray. The sketch at the right in Figure 4.7 shows a magnified view
of a single probe of the grid, which composes an individual injector. The probe consists of dimensions (winj,
hinj) and center xinj. Each droplet in the probe is characterized by the parameters from Table 4.1, from
which the equivalent droplet diameter ddr is calculated with Eq. (4.8) and the deformation parameters α
and β with Eq. (4.9). These parameters are then used to calculate statistics on each probe’s spray, which
are later used to perform injection. The parameters conforming each injector are later introduced in §4.4.5.
The spatially distributed statistics in the sampling grid can be represented in maps of mean and RMS values,
which give an idea of the spray shape in terms of diameters, fluxes and velocity distributions.

59



Chapter 4. Models for lagrangian injection
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Discrete spray grid

wspray
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Figure 4.7: Schematic of a discrete grid composed of individual spray probes. The zoomed-in probes shows an
example of droplets and parameters characterizing the probe and the spray within it that served as injectors.

4.4.4 Convergence-driven discretization

Among all parameters being calculated in each individual probe, the NMSE is also calculated in the same
way as explained in §4.4.2. Then, the local convergence level of each probe’s spray is estimated, which gives
an idea of the spatial convergence distribution in the SLI. This local convergence can be used to further refine
the grid in those probes which present a converged spray, as shown in the flowchart of Figure 4.2. Hereafter,
the full spray will be referred as global spray and the discretized spray will be named local spray.

If convergence-driven discretization is performed, those probes presenting convergence will be further
refined by a factor ×2: i.e. the probe will be split into 4 probes of size (winj/2, hinj/2). This will conform
a refined grid with the same global dimensions (wspray, hspray) but containing more elements, and spray
statistics will be calculated into each new probe for the spray contained within it. If the refined elements are
again converged according to the NMSE criterion and further refinement is wished to be done, the process
can be repeated again and as many times as desired. This discretization process, known as quadtrees, is
therefore base in a tree structure with several levels of refinement, and has been widely used for performing
Adaptive Mesh Refinement (AMR) in grids for solving two-phase resolved atomization problems (Popinet
2003, Fuster et al. 2009, Zuzio 2010). Figure 4.8 shows an example of quadtrees refinement in a 2x2 SLI with
two refinement levels (left) and the resulting SLI (right).

y

z

y

z

Figure 4.8: Convergence-driven discretization of SLI according to a quadtrees structure. Left: quadtree
structure with two tree levels, where the converged elements refined are shadowed. Right: resulting discretized
injector.
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4.4.5 Injectors definition
Once a spatially-discretized injector is obtained (either if convergence-driven discretization has been applied
or not), an SLI is built. An example of an injectors and the accumulated droplets within it was shown in
Figure 4.7. Each injector has then the following characteristics in terms of topology and spray characteristics
calculated:

• Injector topology defined by its width winj, height hinj and center xinj. From the injector dimensions,
its injection surface (called probe surface) is calculated as Sprobe = winj ×hinj. All these parameters are
calculated after the spatial discretization process. A lagrangian particle will be injected at a point xi
randomly located within the injection surface: the number of injection points Npts in each probe needs
to be specified by the user. Results from dispersed phase simulations have shown not to be sensitive to
this value, so if not specified it is set by default to 5.

• Flow rate Ql to be delivered through the injector. This value is calculated with applying Eq. (4.13)
to each individual probe. Ql determines the number of droplets to be injected at each time step. If
divided by the probe surface Sprobe, the volume flux ql is obtained as given by Eq. (4.13). Nevertheless,
this quantity is useful for graphical visualization of the spray with volume flux maps but cannot be
specified to perform injection: the nominal flux Ql needs to be supplied instead.

• Droplets diameters distribution f0 (d). Since all the information on (equivalent) droplets size
sampled and accumulated from resolved atomization simulations are available, the diameter of the
injected droplets can be specified to the injector. Three options are possible for the distribution f0: 1)
to provide directly the sampled size histogram from the resolved simulations; 2) provide a size PDF
that fits the histogram, such as a lognormal distribution (Lefebvre & McDonell 2017); 3) provide a
constant diameter to all the droplets. Each lagrangian droplet injected di is therefore either sampled
from f0 when the desired injection size is done according to a histogram of PDF, or constantly set as
di = SMD where SMD is calculated with Eq. (4.12).

• Spray velocities. As with particle diameters, the velocity components of each sampled and accu-
mulated droplet from resolved atomization simulations is available. These velocities can be treated
statistically in order to obtain reliable velocity injection values for the dispersed-phase simulations.
However, on the contrary to the injectors, here no velocity distributions are used but instead the mean
and RMS velocities are calculated by plugging f = u into Eqs. (4.10) and (4.11) to yield arithmetic
and volume-weighted mean and RMS velocities, respectively. Then, injection of a lagrangian particle i
is performed according to the following law:

ui = u + ruRMS (4.18)

where u is the mean velocity and uRMS is the RMS one. If volume-weighted velocities are injected,
the calculated parameters uVW and uRMS,VW are used instead. The parameter r is a random number
that multiplies the RMS to provide a varying velocity through all the injection process. Three different
laws are available to sample random numbers for r, being these ones:

– Uniform law. r follows a uniform distribution: r ∼ U
(
−

√
3,

√
3
)
, where −

√
3 and

√
3 are the

limits of the distribution. Such values are set so that the RMS of the signal from Eq. (4.18)
maintains its RMS provided values.

– Gaussian law. r follows a normal distribution r ∼ N
(
µ = 0, σ2 = 1

)
, where µ is the mean and

σ2 the variance. Such values are set so that the RMS of the signal from Eq. (4.18) maintains its
RMS provided values.

– Zero law. In this case the RMS are not considered for injection and only constant velocities equal
to mean resolved velocities are injected, therefore r = 0.

Apart from the spray parameters to perform injection, the following liquid physical properties also need
to be specified: density ρl, viscosity µl and surface tension σ. The density is needed in the dispersed-phase
simulations to calculate the dynamics of the droplets according to Eqs. (3.5), while the viscosity and surface
tension are used by the secondary atomization models to estimate the breakup time and children radii of
lagrangian droplets (§4.6). A summary of all the parameters involved in SLI and the way in which they are
calculated is provided in Table 4.2.
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Table 4.2: Summary of SLI injection parameters

Group Parameter Description Obtention method

Injector
topology

xinj Injector center Calculated through
discretization process

winj Injector width Calculated through
discretization process

hinj Injector height Calculated through
discretization process

Npts
Number of injection User-definedpoints in the injector

Spray
characteristics

to calculate
the individual

particle
properties

Ql
Nominal flux Eq. (4.13)to be injected

f0
Droplet size Histogram, PDF fit
distribution or constant (SMD)

u Arithmetic mean Eq. (4.10)
injection velocities with f = u

uRMS
Arithmetic RMS Eq. (4.10)

injection velocities with f = u

uVW
Volume-weighted mean Eq. (4.11)

injection velocities with f = uVW

uVW,RMS
Volume-weighted RMS Eq. (4.11)

injection velocities with f = uVW

r
Random numbers law User-definedto multiply uRMS

Individual
particle

properties
at injection

xi Injection location Randomly chosen from the
injection points

di Drop diameter Randomly sampled from f0,
or constant if SMD

ui Drop injection velocity Eq. (4.18)

Liquid
properties

ρl Particle’s density User-defined
µl Particle’s viscosity User-defined
σ Surface tension User-defined
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4.5. Dense core blockage effect modeling

4.5 Dense core blockage effect modeling
One of the biggest advantages of resolved atomization simulations is the resolution of the liquid-gas interac-
tion. This allows capturing the perturbation effect from the liquid jet to the gaseous phase, which creates
turbulent structures that affect droplets dispersion. In the jet in crossflow this influence is paramount, since
the liquid coherent structures impose a blockage effect to the gaseous phase that creates vortices downstream
the liquid injection nozzle (see Figure 3.9 and Chapter 5)

Perturbation effects are not taken into account a priori in dispersed phase simulations, since the coherent
structures are not present. As illustrated in §3.3, some approaches have succeeded in emulating this inter-
action between phases by injecting lagrangian big droplets according to the the blob method (Reitz 1987)
and adding a two-way coupling between liquid and gaseous phases (Apte et al. 2003, Senoner 2010). Other
studies have solved and kept the liquid coherent structures with VOF to capture the interaction, and then
performed lagrangian injection and spray transport (Arienti et al. 2006, Fontes et al. 2019).

In this work, the blockage effect is modeled in dispersed phase computations by means of the Actuator
Line Method (ALM). This method has been, to the author’s knowledge, only used up to date in wind turbine
simulations for modeling the turbulent wakes created by the tower and blades. Firstly, a review on the theory
and some previous works in ALM is done. Secondly, a simple model for representing the dense core with
ALM is proposed. This model will be later fed from the resolved atomization simulations of Chapter 5 and
applied to dispersed phase computations in Chapter 6.

4.5.1 Actuator Line Method
A proper modeling of wind turbines and windfarms requires an accurate representation of the wakes generated
by the presence and movement of the blades. Since performing DNS is unaffordable due to the wide range of
space and time scales found in these problems, LES are often used. For a proper representation of the wakes
in these computations, aerodynamic models are added to consider the effect of the moving blades. The first
developed model in this research line was the Actuator Disk Method (ADM) (Sorensen & Myken 1992). The
moving blades are modeled as a disk which interacts with the incoming air. This perturbation is taken into
account by means of body forces in the Navier-Stokes equations that influence the gaseous flow field. The
purpose of ADM is the determination and imposition of these forces.

An extension of the ADM was done later by Sørensen & Shen (2002), known as Actuator Line Method
(ALM). In this case, the moving bodies are not represented by a disk but by lines emulating the rotor blades.
Each individual blade is discretized by points which are equally spaced by a length w. A body force is
imposed in each blade point. The cross section of a blade has an airfoil shape (see Figure 4.9 left), so the
forces imposed by ALM to the flow field can be calculated from Blade Element Momentum (BEM) theory
(Hansen 2015):

L = 1
2ρgu

2
relc (r)wCL (r) (4.19a)

D = 1
2ρgu

2
relc (r)wCD (r) (4.19b)

where L is lift, D is drag, urel the relative velocity, c (r) the chord size at the span direction r, and CL (r)
and CD (r) lift and drag coefficients respectively. With this methodology, the variation of the forces along
the span direction can be taken into account through changing chord and coefficients. The chord is given by
the blade geometry, while the lift and drag coefficients are tabulated for each airfoil.

In the computational domain, the body forces cannot be directly applied in a single point since it would
create a numerical singularity in the Navier-Stokes equations. Therefore, the body source term is applied
using a mollifying function η that distributes the body force f from the forces calculated at each blade
element:

f (x, t) = −
N∑
e=1

(LeL +DeD) η (|r − re|) (4.20)

where eL and eD are the unit vectors along the lift and drag directions (Figure 4.9 left), the subscript e
refers to each blade element and the mollifying function is defined by Eq. (4.21).
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Figure 4.9: ALM illustration of a velocity triangle and geometrical conventions in an airfoil (left) and molli-
fication of a point force on several nodes of an unstructured grid (right). Source: Benard et al. (2018).

η (d) = 1
ϵ3π3/2 exp

[
−
(
d

ϵ

)2
]

(4.21)

where ϵ = 2w. The mollification process is depicted in Figure 4.9 right. The simplicity of ALM and
its applicability to represent the perturbations created by solid blades have seen its application to model
the interaction with other bodies, such as towers in wind turbines Benard et al. (2018), and to use it for
generating synthetic turbulence in the grids (Houtin-Mongrolle et al. 2020)).

4.5.2 Dense core representation as an actuator
As depicted in Figure 3.9, the presence of the dense core creates a wake and vortical structures further
downstream. This interaction can be captured in resolved atomization simulations (see §5.6.4 of Chapter
5), but not in dispersed phase simulations where the coherent liquid structures are neglected. Since these
liquid-gas interactions can have a strong influence on the transport of droplets in the developed spray region,
it is of interest to model this effect in dispersed phase simulations. For this purpose, ALM is used.

Figure 4.10 shows the representation of the dense core (top figures) as an actuator line model (bottom
figures). Its complex topology is emulated by a frustum with increasing chord from the bottom (c0 = dinj)
to the top (cL = W ). The frustum has a length L and an inclination angle θ which are obtained from the
breakup point coordinates (xb, zb) of the dense core in resolved atomization simulations: L =

√
x2
b + z2

b and
θ = tan−1 (zb/xb). In the resolved simulations, the dense core is obtained as the largest liquid structure in
the domain, and its breakup point is estimated as the point at the symmetry plane y = 0 located further
downstream from the injection location (see Appendix C.3 for a detailed explanation). In the dispersed-phase
computations, the actuator points where discrete forces are placed are equally-spaced with a distance w along
the center line of the frustum. The number of points Np also needs to be specified in the ALM model.

Apart from the geometry, the forces applied to the actuator points are also defined. In this model, instead
of specifying coefficients as done in wind turbine blades, the forces will be directly imposed in the actuator
points. As shown in Figure 4.10c, the force in the actuator will evolve linearly from the bottom to the top in
order to take into account the real increasing cross-section of the actuator, which has the effect of increasing
drag (Mashayek et al. 2006). The force acts in a direction normal to the axis of the frustum. Therefore,
the imposed forces can be decomposed into two components: a drag force D along the x direction and a lift
force L along the z direction. Forces are specified at each actuator point with coordinates (xp, zp) along the
actuator. As the coordinates are automatically calculated according to the number of actuator points Np and
the breakup point (xb, zb), the forces will be expressed with respect to the line coordinate sp =

(
x2
p + z2

p

)1/2

with expresses the distance of each actuator point to its base. Hence, the force decomposition into lift and
drag holds as follows:

F (sp) = D (sp) i + L (sp) k (4.22)

where i and k are the unit vectors in the x and z directions, respectively. To estimate these forces, the
net force applied to the dense core FDC is obtained from the resolved simulations (see §4.5.3). This force is
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Figure 4.10: Representation of the dense core as an actuator, showing lateral (left) and frontal (right) views
of the jets. Top: schematic dense core from a resolved simulation. Bottom: actuator line model of the dense
core.

assumed to act in the same direction as the forces F (sp) from the actuator model, and is repartitioned into
the several forces that are applied to the actuator points. Therefore, the following condition must be fulfilled:

Np∑
p=1

|F (sp) | = |FDC| (4.23)

As the forces |F (sp) | increase linearly along the actuator, its evolution is represented by the following
expression accordingly to the vertical coordinates zp of the actuator points:

|F (sp) | = |FDC| sp∑Np

p=1 sp
(4.24)

And finally, the drag and lift forces to impose are calculated as follows:

L (sp) = −|F (sp) | cos θ = −|FDC| cos θ sp∑Np

p=1 sp
(4.25a)

D (sp) = |F (sp) | sin θ = |FDC| sin θ sp∑Np

p=1 sp
(4.25b)
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Therefore, the forces imposed to the actuator points are parametrized by the dense core net force |FDC|,
the actuator inclination θ and the actuator points. Table 4.3 shows a recap of the parameters used in the
proposed model. In this table, the angle θ is not shown since it can be obtained with trigonometry from the
initial and end points of the actuator. The number of actuator points Np is not taken as an input parameter
as it has been checked that, if large enough, it does not have an effect of the perturbed flow field: therefore,
it has been set to Np = 100 for all cases presented in this thesis.

Table 4.3: Parameters of an actuator representing the dense core

Parameter Units Description
xb, zb mm Actuator end point
|FDC| N Dense core net force

4.5.3 Determination of forces
The forces to impose in the actuator model are learnt from the resolved atomization simulation. For this pur-
pose, they are firstly calculated in these simulations by calculating the corresponding term of the momentum
equation (2.27):

FDC = Fp + Fτ =
∫
∂ΩDC

 −pn︸︷︷︸
Pressure

+ 2µϵn︸ ︷︷ ︸
Shear

 dS (4.26)

where ∂ΩDC denotes the dense core surface. F has two contributions: a pressure force term and a shear
force term. In a first instance, the shear term is neglected (see next section for details). Therefore, the total
force term is reduced to the pressure force:

FDC = Fp = −
∫
∂ΩDC

pndS (4.27)

To simplify this expression, the forces in the windward and leeward sides of the dense core are assumed
to be constant as indicated in Figure 4.10a by the red and blue arrows, respectively. The surface of the
dense core can be approximated according to the actuator model as ∂ΩDC ≈ SDC = 1

2 (c0 + cL)L, being
L =

√
x2

b + z2
b if the actuator initial point is located at the origin of the coordinate system. Therefore, Eq.

(4.27) can be reduced to

|FDC| = (pwindward − pleeward)SDC (4.28)

It must be taken into account that the dense core as a rigid body immersed in a fluid. Its geometry
has been approximated by observations of the dense core shape in resolved atomization simulations, and
have been taken as constant. In reality, the dense core is a deformable body whose topology (breakup point,
inclination, length) changes with time. Future works on deriving more thorough models intending to represent
the dense core should take into account these transient properties (Patil & Sahu 2021).

Neglecting the shear force term

For a body immersed in a fluid, the shear force is defined as:

Fτ =
∫
∂ΩDC

2µϵndS (4.29)

where ϵ is the deformation tensor:

ϵ = 1
2

(
∇u + (∇u)T

)
(4.30)

The forces Fτ cannot be easily calculated with the current methodology. Instead, a more simple expression
of the shear forces based on a friction coefficient Cf and a reference surface S is used (Johnston 1984, Soedarmo
et al. 2018):
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Fτ = 1
2ρgu

2
gSCf (4.31)

The friction coefficient Cf is obtained from the following expression (Yang & Sotiropoulos 2017):

Cf = 0.37 (logRex)−2.584 (4.32)

where Rex is the Reynolds number based on the incoming velocity and the distance along the dense core.
The relative intensity of the force Fp with respect to Fτ can be measured by dividing expressions (4.28)

and (4.31), plugging also Eq. (4.32):

rF = |Fp|
|Fτ |

= ∆p

0.185ρgu2
g (logRex)−2.584 (4.33)

Numerical application to JICF operating conditions

The force ratio from Eq. (4.33) can be estimated for the operating conditions of interest in this thesis. These
correspond to the high-pressure jet in crossflow simulated in Chapter 5. The pressure diference for these
cases is ∆p ∼ O

(
104) (see Table 5.8 for specific values). Considering this value, the expression for rF can

be estimated to be:

rF ∼ 105

ρgu2
g (logRex)−2.584 (4.34)

In the operating points studied (summarized in Table 5.2), ρg = 7.21 kg m−3 and ug = 75; 100 m s−1.
Then, Rex ranges from 103 to 105. With these values, rF is plotted as a function of Rex in Figure 4.11. As
observed, the ratio rF presents values between 10 to 90 for the Rex range of interest. These ratios mean that
the pressure force Fp is between 10 and 90 times the shear force Fτ . Therefore, |Fτ | << |Fp| and only the
contribution of the pressure force is considered to calculate the dense core net force.

103 104 105
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30
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70

90

r F

ug = 75 m s−1

ug = 100 m s−1

Figure 4.11: Force ratio evolution with Rex.

4.6 Secondary atomization modeling
In disperse phase simulations, spray is modeled by a set of spherical and rigid particles whose dynamics are
governed by the point-particle equations described in §3.2.3. Due to these assumptions, particles will not
break by their interaction with the gaseous phase as in the resolved atomization simulations. Nevertheless,
further breakup can be taken into account by means of secondary atomization models. The most important
parameter governing secondary atomization is the Weber number based on the relative velocities between
liquid and gas urel:
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We = ρgu
2
relr

σ
(4.35)

Different mechanisms produce secondary atomization depending on the value of We, see Fig. 1.9. Existing
models for secondary atomization have been developed for each particular mode of breakup, such as the
WAVE model for high Weber numbers (Reitz 1987) or the Taylor Analogy Breakup (TAB) model for low
ones (O’Rourke & Amsden 1987). The former model predicts breakup by following a linear stability analysis
considering Kelvin-Helmholtz waves as the governing breakup mechanisms, while the latter makes an analogy
between a droplet and a second-order mechanical system. Nevertheless, up to date there is not a model which
accounts for all different breakup mechanisms and that can capture all the physical complexity of secondary
atomization.

In this work, three atomization models have been implemented and tested: the TAB model, the Enhanced
TAB model (Tanner 1997), and the stochastic model of Gorokhovski (2001). They are described in the
following sections.

4.6.1 Taylor Analogy Breakup

x

urel

r
k

c

Figure 4.12: Taylor analogy breakup between a droplet and a mechanical system with spring and damper.
The undeformed droplet is represented by the dashed line, while the thick solid line depicts the droplet after
deformation. x is the displacement from the deformed to the undeformed states.

The Taylor Analogy Breakup (TAB) model is one the first secondary atomization models. Developed by
O’Rourke & Amsden (1987), it makes an analogy between a droplet and a mechanical system as shown in
Fig. 4.12. Breakup occurrence is estimated by solving the ordinary differential equation (ODE) representing
the oscillating dynamics of the mechanical system depicted:

mẍ = F − kx− cẋ (4.36)

where x is the displacement from the droplet’s equator due to deformation, m is the mass, F is the external
force, k is the spring constant and c is the damping coefficient. The Taylor analogy makes a comparison
between this mechanical system and the droplet, producing the following relation between constants:

F

m
= CF

ρgu
2
rel

ρlr
; k

m
= Ck

σ

ρlr3 ; c

m
= Cd

µl
µgr2 (4.37)

where CF = 1/3, Ck = 8, Cd = 5 are constants, r the droplet radius, ρ the density, σ the surface tension,
µ the viscosity, and the subscripts l and g indicate liquid and gases respectively.

The deformation x can be expressed by a non-dimensionless parameter y, hereafter referred as droplet
distorsion, whose equivalence is y = x/ (Cbr), where Cb = 0.5 is a constant. Using the expressions from the
Taylor analogy and introducing the change of variable y, the ODE (4.36) becomes:
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ÿ = CF
Cb

ρg
ρl

u2
rel

r2 − Ckσ

ρlr3 y − Cdµl
ρlr2 ẏ (4.38)

This expression governs the breakup of droplets, which occurs for y > 1 (i.e. when the amplitude of the
oscillation x equals the radius of the undeformed droplet). For solving this equation, it is useful to introduce
the following parameters:

td = 2ρlr2

Cdµl
(4.39a)

ω2 = Ck
σ

ρlr3 − 1
t2d

(4.39b)

where td is the oscillation damping time and ω is the oscillations frequency. With these definitions, the
solution to Eq. (4.38) is:

y (t) = Wec + e−t/td
[
(y0 −Wec) cos (ωt) + 1

ω

(
ẏ0 + y0 −Wec

td

)
sin (ωt)

]
(4.40)

where Wec = CF

CkCb
We = We/12 with the constants previously defined. The distorsion rate can be

obtained by differentiating the former expression with time:

ẏ (t) = Wec − y (t)
td

+ e−t/td
[(
ẏ0 + y0 −Wec

td

)
cos (ωt) − ω (y0 −Wec) sin (ωt)

]
(4.41)

As it can be seen, the previous equations are continuous. For numerical implementation of the algorithm,
it is more convenient to express them in their corresponding discrete form:

yn+1 = Wec + e−dt/td
[
(yn −Wec) cos (ωdt) + 1

ω

(
ẏn + yn −Wec

td

)
sin (ωdt)

]
(4.42)

ẏn+1 = Wec − yn+1

td
+ e−dt/td

[(
ẏn + yn −Wec

td

)
cos (ωdt) − ω (yn −Wec) sin (ωdt)

]
(4.43)

where the subindexes n and n+ 1 indicate two consecutive time instants separated by the timestep dt.
To estimate breakup, firstly ω2 is calculated with Eq. (4.39b). According to its value, two scenarios are

possible:

• If ω2 < 0, oscillations are not present. Hence, the droplet does not deform and the values for droplets
distorsion and distorsion rate are set to 0: yn+1 = yn = 0.

• If ω2 > 0, breakup is possible. In this case, the amplitude of oscillations A is calculated:

A =
√

(yn −Wec)2 + (ẏn/ω)2 (4.44)

Again, the value of A will present two different alternatives:

• If Wec + A ≤ 1, then yn ≤ 1 and droplet will not break. Deformation and deformation rate will then
be updated by applying Eqs. (4.42) and (4.43).

• If Wec + A > 1, breakup is possible. A breakup timestep dtbu is then calculated as the smallest root
of the following equation:

Wec +A cos (ωdtbu + ϕ) = 1 (4.45)

where the phase ϕ is obtained from the following:

cosϕ = ẏn −Wec
A

; sinϕ = − ẏn

Aω
(4.46)

69



Chapter 4. Models for lagrangian injection

Breakup will then occur for dt < dtbu, or also if updating the deformation it is found that yn+1 > 1. Once
breakup is triggered, the associated droplet (named parent) will divide into one or several smaller particles
(named children). The mean size of children droplets r32 is obtained through an energy balance between the
produced droplets and the parent with radius r, yielding the following relation between both sizes:

r

r32
= 1 + 8K

20 + ρlr
3

σ
ẏ2
(

6K − 5
120

)
(4.47)

where K = 10/3 is a constant. Now, radii of children droplets rch are randomly chosen from a Rosin-
Rammler distribution 1 with characteristic diameter r32 and factor q = 3.5:

Q (r) = 1 − exp
(

−
(

r

r0.632

)q)
(4.48)

which can be inverted to obtain rch:

rch = r32
3.5
√

− log (1 −Q) (4.49)

where Q is Cumulative Density Function (CDF). To estimate the size of children droplets droplets from
this distribution, Q is randomly sampled from a uniform distribution ∈ [0, 1]. The resulting random number
is introduced in the previous expression, yielding a value for one children droplet. This procedure is repeated
until the volume of all children droplets equals the volume of the parent, hence conserving mass. Children
droplets are then randomly located along the surface of the parent droplet. They will all inherit the velocity
of the parent droplet, plus a component v⊥ with magnitude:

v⊥ = CvCbrẏ
n (4.50)

where Cv ≈ 1. The direction of v⊥ is randomly chosen in a plane normal to the relative velocity urel.
Finally, all children droplets all initialised with y = ẏ = 0.

4.6.2 Enhanced TAB model
The main disadvantage of the TAB model is the underprediction of droplets size. To overcome this problem,
an improved version of the TAB model was developed by Tanner (1997) and named Enhanced Taylor-
Analogy Breakup (ETAB). Breakup is predicted and triggered in the same way as in TAB, but the size of
children droplet is estimated differently. While TAB makes use of an energy balance (O’Rourke & Amsden
1987), ETAB considers that the droplet production rate is proportional to the number of children droplets.
Mathematically, this proportionality is expressed by the following exponential decay law:

dmch

dt
= −3Kbrmch (4.51)

where mch is the mass of children droplets. This law depends on the atomization regime through the
breakup constant Kbr, which depends on We and the oscillation frequency ω:

Kbr =
{

k1ω if We ≤ Wet

k2ω
√
We if We > Wet

(4.52)

where k1 and k2 are constants, and Wet is a transition Weber number between bag and stripping breakup
regimes, set to 80 (Tanner 1997). The bag breakup k1 is obtained from the following expression to make a
smooth transition between both regimes:

k1 = k∗
1

[(
k2

k∗
1

(√
Wet − 1

))( We

Wet

)4
+ 1
]

(4.53)

where k∗
1 = 2/9. The stripping breakup constant is fixed to k2 = 2/9.

The size of children droplets is calculated by integrating the production law Eq. (4.51):
rch
r

= e−Kbrtbu (4.54)

1In the original work by O’Rourke & Amsden (1987), a χ2 distribution is used
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where tbu is estimated as in the TAB model, Eq. (4.45). All children droplets generated from a parent with
radius r will have identical size rch. Finally, children will inherit parent’s velocity plus a normal component
given by:

v⊥ = CACbr (ẏn)2 (4.55)

whose direction is randomly chosen in a plane normal to the relative velocity urel. In this expression, CA
is a constant determined from an energy balance:

C2
A = 3

(
1 − rch

r
+ 5

72CDWe

)
ω2

ẏ2 (4.56)

being CD is the drag coefficient of the parent droplet, Eq. (3.6). Note that v⊥ defined by the ETAB
model differs from TAB’s Eq. (4.50) by considering CA to be dependent on the breakup regime.

4.6.3 Gorokhovski stochastic model
Both TAB and ETAB models were derived using the Taylor analogy breakup. The TAB model is known
(Tanner 1997, Dahms & Oefelein 2016, Fontes et al. 2019) to underestimate the diameter of the children
droplets and to not distinguish between breakup regimes, producing too many droplets when the Weber
number is high. Hence, the applicability of TAB is restricted to breakup at low We. ETAB tried to solve
this issue by considering an exponential decay law for the size of children droplets which would depend on
the breakup regime. Both models are, however, deterministic in the sense that a single range of droplet sizes
is considered when breakup is produced.

A different secondary atomization model not based on the Taylor analogy was derived by Gorokhovski
(2001). This model circumvents the deterministic approach of the TAB family of models by accounting for
a range of children droplet sizes when breakup occurs. This is done by using a stochastic approach based on
Kolmogorov’s theory of breakup (Kolmogorov 1941). Following this theory, the evolution of droplet’s sizes is
represented by a Fokker-Planck equation:

∂T (ln r, t)
∂t

= −ν⟨ξ⟩∂T (ln r, t)
∂ (ln r) + 1

2ν⟨ξ2⟩∂
2T (ln r, t)
∂ (ln r)2 (4.57)

where T (ln r, t) is the cumulative distribution of droplets sizes, ν the breakup frequency, and ⟨ξ⟩ and
⟨ξ2⟩ are parameters. After some mathematical development (Apte et al. 2003), the cumulative distribution
function can be expressed as:

T (ln r, t) = 1
2

(
1 + erf

(
ln r − ln rch − ⟨ξ⟩√

2⟨ξ2⟩

))
(4.58)

This function will be later used to obtain the size of children droplets. The previous step is to determine
when breakup occurs. In this model, two criteria are used:

• Parent droplets must be larger than a critical radius rcr. This value is determined from a critical Weber
number Wecrit = 6:

rcrit = Wecritσ

ρgu2
rel

(4.59)

• The residence time of the particles must be larger than a computed breakup time tbu:

tbu = B

√
ρl
ρg

r

urel
(4.60)

where B =
√

3.
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If both r > rcrit and t > tbu, breakup occurs. In this case, size of children droplet is obtained from the
cumulative density function T (ln rch, t), Eq. (4.58), from which ln rch can be solved:

rch = r exp
(

⟨ξ⟩ +
√

2⟨ξ2⟩ erf−1 (2T − 1)
)

(4.61)

The size of children droplets are then obtained by sampling a random value of T from a uniform distribu-
tion between 0 and 1, T ∼ U (0, 1) , and then applying the previous equation. The parameters ⟨ξ⟩ and ⟨ξ2⟩
are calculated from the following equations:

⟨ξ⟩ = K1 ln
(
Wec
We

)
(4.62a)

− ⟨ξ⟩
⟨ξ2⟩

= K2 ln
(

r

rcrit

)
(4.62b)

where K1 and K2 are model constants, which are of order unity. The constant K1 controls the mean size
of children droplets, while K2 influences its standard deviation.

Children droplets inherit then a velocity which has two components: the parent particle velocity in the
same direction, plus a velocity normal to the parent’s direction and magnitude equal to:

|uch,n| = r

tbu
(4.63)

4.7 Conclusions and perspectives
This chapter has introduced and detailed the injection models developed in this thesis. The full process is
depicted by the flowchart of Figure 4.2. The learning of the liquid injectors, baptised as SLI, is based on
a spray characterization process of droplets resulting from resolved atomization simulations. Such process
consists of sampling a flux-density distribution of droplets and evaluating its convergence to then make an
in-plane discretization of the spray. Then, the individual sprays of the discrete grid are characterized by
average values of fluxes, diameters, and velocities, and by RMS values of velocities. The spray grid can also
be further refined through a convergence-driven discretization process. Then, resulting injectors can be used
to inject a realistic spray in dispersed phase simulations. The models are then closed by including in the
dispersed phase simulations: 1) a modelisation of the dense core perturbance effect towards the gas with
Actuator Line Method (ALM), which is based on a learning process from the resolved atomization simula-
tions; and 2) a secondary atomization model that continues breaking the particles in case they are not in
equilibrium with the surrounding air. The next chapters are devoted to the two-phase simulations and the
application of the models.

For further development of the models, the following perspectives could be considered:

• Include a modified drag coefficient for lagrangian particles which depends on the deformation of the
liquid structures sampled in resolved atomization simulations. This would allow for a more accurate
transport of the lagrangian spray at the first time instants of injection, which would affect the particle’s
trajectories and the liquid-gas relative velocity before secondary breakup takes place.

• Consider a transient spray obtained through the accumulation process to develop an unsteady injection
model. This would be specially useful in reactive cases where thermoacoustic oscillations play an
important role, such as gas turbine and rocket engines.

• Extend the spray convergence criterion, defined as a MSE norm on the droplet diameters, to include
other parameters such as liquid velocities.

• Improve the actuator line model developed in this thesis to make a better representation of the resolved
dense core, such as by considering a transient behaviour of its topology and its force.
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Chapter 5
Resolved atomization simulations of

liquid jet in crossflow

5.1 Introduction
The previous chapter has detailed the theory of the Smart Lagrangian Injectors (SLI) models to build in-
jectors for dispersed-phase simulations. These models aim at being generic and applicable to a broad range
of operating conditions and injector configurations. In this thesis, they are developed from resolved simula-
tions of an academic kerosene jet in crossflow (JICF) configuration. This chapter details these simulations,
performed with the software YALES2 (Moureau et al. 2011), and how SLI can be built from them.

In first place, the experimental bench by Becker & Hassa (2002) is presented in §5.2. The computational
setup for the resolved simulations is detailed in §5.3. Two operating conditions to simulate are given in
§5.4. Gaseous conditions for initializing the liquid computations are reported in §5.5. Then, results from
the resolved atomization simulations are provided in §5.6, where a physical analysis of the JICF simulations
is performed. Studied features include the evolution of the liquid jet, the jet breakup process, its vertical
trajectories (validated with an experimental correlation), gaseous disturbances due to liquid dense core, and
computation of resolved liquid fluxes. Finally, the simulations are processed to provide the necessary data
for building SLI in §5.7. These will be later used for dispersed-phase computations in Chapter 6.

Some results from this chapter have been published in Janodet et al. (2022).

5.2 Experimental test case
The experimental configuration of the pressurized JICF tested by Becker & Hassa (2002) is shown in Figure
5.1. Liquid kerosene is injected through the atomizer ports to a quartz glass duct of rectangular cross section
25x40 mm2. The duct inlet is located at 120 mm upstream the injection port. The boundary layer thickness
developing along the bottom of the duct has been measured experimentally just upstream the atomizer, being
between 4 and 5 mm. The lateral walls allow for optical access from the atomizer port until a location at
100 mm downstream. Air is introduced through two separate channels, a main one and a supplementary
one. The main airflow is injected at the inlet of the quartz duct, while the supplementary one passes around
it. Both airflows merge at the end of the duct and leave the domain through a common exit acting as a
sonic throttle. The velocity inside the quartz can then be tuned by varying the size of the nozzle and the
supplementary air flow rate. In the experiments performed, the range of air velocities goes from ug = 50 to
100 m/s and the range of pressure from p = 1.5 to 15 bar, hence allowing the study high-pressure conditions.
The air temperature is maintained to Tg = 290 K. The fuel tested was kerosene Jet A-1 with density ρl = 795
kg m−3 and surface tension σ = 22 · 10−3 N m−1.

The liquid injection nozzle can be seen in Figure 5.1 right. It consists of a plain jet nozzle of dinj = 0.45
mm diameter and L/dinj ratio of 1.56 with sharp edges. The average discharge coefficient for the mass flow
rates of interest in the experimental studies is 0.6. More details on the test rig can be found in Brandt et al.
(1997).
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Figure 5.1: JICF experimental setup. Left: Test rig. Right: liquid nozzle geometry employed in the
experimental study. Source: Becker & Hassa (2002)

5.3 Computational setup
Figure 5.2 shows the computational domain developed to replicate the simulations of the test bench from
Becker & Hassa (2002). The plenum is modeled as a box with dimensions 25x40x270 mm3. The hydraulic
diameter of the duct cross section, which is used to calculate the gas Reynolds number, is Dh = 30.8 mm. A
magnified view of the nozzle is also shown, with diameter 0.45 mm and straight section length of 0.7 mm prior
to injection to keep L/D = 1.56 as in the experiments. The boundary conditions are also indicated. The
plenum walls use a wall law of logarithmic type except closer to the domain pressure outlet, which have been
set to slip walls to avoid backflow. The nozzle walls are rigid walls. For the liquid inlet, a Poiseuille profile has
been specified, while in the gaseous inlet a mean velocity profile has been set in order to recover the boundary
layer thickness of between 4 and 5 mm upstream the injection nozzle as described in the experiments (see
Appendix A for details). Due to the high Reynolds number at the gaseous inlet (Re ∼ O

(
106), see Table

5.2), synthetic turbulence is added in the liquid inlet.
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Figure 5.2: Numerical domain and boundary conditions of the experimental test bench of Becker & Hassa
(2002). Left: complete domain. Right: detailed view of the injection nozzle. All dimensions are in mm.

Figure 5.3 shows the baseline mesh, where the symmetry plane y = 0 is displayed. It is composed of 66
million tetrahedral cells. The baseline cell size in the channel upstream liquid injection is 0.5 mm, which was
chosen after performing a mesh independence study on the gaseous field (results in Appendix B). The cells
located in the downstream region have an average size of 3 mm, and the element size within the discharge
section of the liquid nozzle is refined to 20 µm. This mesh is used at the beginning of all the simulations
performed, which afterwards changes dynamically throughout the simulation as more liquid is introduced
in the domain due to the Adaptive Mesh Refinement (AMR) routine. Simulations are performed with the
ACLS methodology describe in §2.3.4. Liquid is allowed to penetrate up to a certain x location downstream
the injector: at this location, a sponge layer is added to remove liquid artificially for restricting the region
inside the plenum containing liquid, thus limiting the cost of the resolved simulations. The location of the
sponge layers is detailed in the next section, since it depends on each performed simulation.
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Δx = 0.5 mm

Δx = 3 mm

Δx = 20 μm

x = 11 mm x = 16 mm

Figure 5.3: Baseline JICF mesh, showing magnified views of the near-field and nozzle regions. The red
rectangle is the region where meshes are shown in the mesh convergence study of Appendix B. The dashed
green lines show the axial locations where liquid is artificially removed in the simulations for limiting their
computational cost (sponge layers)

5.4 Operating conditions
Two operating conditions tested experimentally in Becker & Hassa (2002) have been simulated. Both of
them have the same momentum ration q = 6 but differ in the Weber number: Weg = 830 (low Weber) and
Weg = 1470 (high Weber), calculated with Eq. (1.1). According to the values of q and Weg, the former
condition corresponds to surface breakup dominating regime while the latter is located at the dividing line
between column and surface breakup. Figure 5.4 shows the location of both operating points in the breakup
map of Wu et al. (1997). The physical magnitudes and dimensionless numbers of both operating points
are shown in Table 5.2. Apart from the values q and Weg, the dimensionless numbers in Eq. (5.1) are
also calculated: the liquid and gaseous Reynolds numbers Rel and Reg respectively, Ohnesorge number Oh,
aerodynamic Weber Weaero, relative Weber Werel and density ratio r. These numbers have been added since
they are defined in several experimental studies (Wu et al. 1997, Becker & Hassa 2002, Ragucci et al. 2007)
to characterize the operating points tested.

Computations are performed with the ACLS methodology combined with the AMR routine described in
§2.3.4. For each operating condition, two interface cell sizes have been simulated: ∆xmin = 20 µm (coarse
case) and ∆xmin = 10 µm (fine case). The levelset band around the interface, which denotes the region
where the cell size is ∆xmin, has been set to 12 cells (Np = 12 from Figure 2.7). The nomenclature for
each simulation, which is used hereafter in this document, is introduced in Table 5.1: cases indicate the
operating point by its gaseous velocity (UG), the level-set resolution (DX), and an additional simulation with
no synthetic turbulence (NT) injected has been performed. The coarse cases locate the sponge layer to remove
liquid at a downstream distance of x = 16 mm, while the fine ones place it at x = 11 mm (these locations
are indicated by the green lines of Figure 5.3). In such ways, droplets can be sampled up to planes x = 15
and 10 mm respectively. The number of steps for the reinitialization equation (2.55) is set to Nreinit = 6.
This parameter has shown to affect mass conservation in the JICF simulations; its effect and the choice of
this value are discussed in Appendix D.

Rel = ρluldinj

µl
Reg = ρgugDh

µg
Oh = µl√

ρlσdinj

Weaero = ρgu
2
l dinj

σ
Werel = ρg (ug − ul)2

dinj

σ
r = ρl

ρg

(5.1)

Table 5.1: Nomenclature for resolved atomization simulations

∆xmin [µm] Turbulence Operating condition
injection ? Low Weg High Weg

10 Yes UG75_DX10 UG100_DX10
20 Yes UG75_DX20 UG100_DX20
20 No - UG100_DX20_NT
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Table 5.2: JICF operating points studied
Parameter Symbol Units Low Weber High Weber
Nozzle diameter dinj mm 0.45 0.45
Gas bulk velocity ug m s−1 75 100
Gas flow rate Qg m3 s−1 0.075 0.1
Liquid bulk velocity ul m s−1 17.5 23.33
Liquid flow rate Ql mm3 s−1 2783 3710
Ambient pressure pamb bar 6 6
Gas temperature Tg K 290 290
Liquid temperature Tl K 290 290
Gas density ρg kg m−3 7.21 7.21
Liquid density ρl kg m−3 795 795
Gas viscosity µg kg m−1 s−1 1.8162 · 10−5 1.8162 · 10−5

Liquid viscosity µl kg m−1 s−1 1.5 · 10−3 1.5 · 10−3

Surface tension σ kg s−2 0.022 0.022
Momentum ratio q - 6 6
Gas Reynolds number Reg - 0.92 · 106 1.22 · 106

Liquid Reynolds number Rel - 4170 5560
Gas Weber number Weg - 830 1470
Liquid Weber number Wel - 5000 8850
Relative Weber number Werel - 490 870
Aerodynamic Weber number Weaero - 45 80
Ohnesorge number Oh - 0.017 0.017
Density ratio r - 110 110

High We

Low We

Figure 5.4: Location of simulated operating conditions in the breakup map by Wu et al. (1997)
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5.5 Gaseous initial conditions
Prior to liquid injection, a gaseous field must be initialised in the computations. The objective is to obtain
an established velocity profile that reproduces correctly the mean profile with a boundary layer thickness δ
as observed in the experiments, which is reported to be between 4 and 5 mm (Becker & Hassa 2002). For
this purpose, a mean profile is injected at the gaseous inlet shown in Figure 5.2 formed by the combination
of a boundary layer and a flat outer profile. The details on this mean profile are given in Appendix A.
Furthermore, the gaseous flow is turbulent, as shown by the high gaseous Reynolds number (>> 104) in the
operating points studied (see Table 5.2). Therefore, synthetic turbulence is also injected at the gaseous inlet,
hence a random fluctuating velocity component is added to the mean profile. This turbulence requires then a
cell size that allows its transport in the mesh. For this purpose, a mesh independence study was performed,
from which a mesh resolution ∆x = 0.5 mm from the gaseous inlet until the liquid injection nozzle is chosen.
This element size allows for a proper turbulent transport (frequencies and energy content) with a moderable
cost. Details on the injection of synthetic turbulence and the mesh independence study are discussed in
Appendix B.

Figure 5.5 shows the profiles for gaseous mean axial velocity u and Turbulent Kinetic Energy (TKE),
calculated as TKE =

(
u′2 + v′2 + w′2

)
/2, for both operating points. As shown, a boundary layer thickness

of around 5 mm is captured, reflected in both the u and TKE profiles. This agrees with the values reported
by Becker & Hassa (2002). Part of the liquid jet is immersed within the boundary layer, as illustrated in
Figure 5.6 where the velocity profile is plotted alongside an instantaneous view of a liquid jet from a resolved
simulation. Since the TKE values are large within the boundary layer as shown in Figure 5.5b, it is probable
that turbulence from the boundary layer plays a role in the jet primary breakup.
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Figure 5.5: Profiles of u and TKE along the line right upstream the injector for both operating points for
mesh resolution ∆xups = 0.5 mm.

Figure 5.6: Instaneous JICF view with mean axial velocity field in symmetry plane y = 0. The vectors
represent the velocity profile just upstream the injector, showing the boundary layer thickness δ = 5 mm.
The velocity profile has been displaced upstream in the picture for a better visualization.
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5.6 Analysis of JICF simulations
This section reports and analyzes several physical features from the JICF configurations, including a validation
with an experimental correlation for the jet’s vertical trajectory (§5.6.3). The data here presented are of
interest to verify the capability of resolved simulations for accurately capturing the physics and dynamics of
atomization. The results from this section are, however, not directly used to construct a Smart Lagrangian
Injector (SLI): for this purpose, §5.7 is entirely devoted to SLI building, and the interested reader is directly
referred to this section.

5.6.1 Jet evolution
Figures 5.7 to 5.12 shows the evolution of the jet for all the simulations in three different view: lateral, front
and top. The left column shows the thicker resolution, while the right column shows the finer one. The
interface is represented by the iso-value ψ = 0.5. The snapshots correspond to the same time instants in all
cases, which are expressed in dimensionless units with respect to the liquid inertia timescale τin:

t∗ = t

τin
(5.2)

with τin = dinj/ul. This timescale is widely used in literature to express the establishment of liquid jets
in crossflow (Herrmann et al. 2011). Applying this formula to each operating condition results in values of
τin = 25.72 and 19.29 µs for the low and high Weber cases, respectively. Since the values for τin are different
for both operating points, the absolute times from injection are not the same for each condition. However,
due to the different injection velocities in each case, the introduction of the timescale t∗ allows for a proper
comparison among jets from different operating conditions.

The lateral view of the jets show that the jet leaves the nozzle in the vertical direction and then bends
towards the crossflow. For both operating points and both resolutions, droplets are stripped off the sides
of the liquid column shortly after injection (surface breakup) and are convected downstream the crossflow
direction. The finer resolution shows more droplets generated by surface breakup than the coarse one.
Further downstream, the jet is deformed due to the crossflow impact and momentum exchange, leading
to the breakup of the liquid column into big ligaments (column breakup). It is also noticeable in the
instantaneous snapshots of Figures 5.7 and 5.10 that the jet vertical trajectory differs with resolution: fine
simulations penetrate further vertically than the coarse ones. This is due to the resolution of instabilities,
since the ligaments generated in the fine simulation contain more inertia and therefore will travel further
than the ones generated in the coarse mesh. The resulting trajectories are quantifed and compared later in
§5.6.3, confirming these observations from the qualitative figures. It is also worth to mention that resulting
trajectories are not dependent on the operating point simulations (for identical mesh resolutions), which is
in line with the experimental observations (see Table 1.1) since the momentum flux ratio q = 6 is identical
for both simulations and trajectories are believed to be solely dependent on this factor.

Front views of the jets are shown in Figures 5.8, 5.11 for each operating point, while the top views are
seen in 5.9, 5.12. The front views show clearly the windward instabilities in the fine case, which extend along
all the width of the liquid column. These ones are generated right at the vicinity of the injector, observed
through the corrugations at these region which are developed and amplified further downstrea. The top
views show the lateral opening of the jet along the crossflow direction: the fine jets show a wider dense core
than the coarse ones (a quantitative analysis on the dense core topology is later provided in§5.7.1), and the
subsequent spray formed after atomization presents also a larger span in the lateral direction for the former
than for the latter.

78



5.6. Analysis of JICF simulations
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t* = 28.60

t* = 23.93

t* = 19.06

t* = 14.39

t* = 10.10

t* = 14.39

t* = 19.06

t* = 23.93

t* = 5.44

t* = 10.10
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Figure 5.7: Lateral view of high We jet at several time instants. Left: UG100_DX20. Right: UG100_DX10.
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t* = 5.44

t* = 28.60
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t* = 28.60

Figure 5.8: Front view of high We jet at several time instants. Left: UG100_DX20. Right: UG100_DX10.
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Figure 5.9: Top view of high We jet at several time instants. Left: UG100_DX20. Right: UG100_DX10.
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Figure 5.10: Lateral view of low We jet at several time instants. Left: UG75_DX20. Right: UG75_DX10.
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Figure 5.11: Front view of low We jet at several time instants. Left: UG75_DX20. Right: UG75_DX10.
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Figure 5.12: Top view of low We jet at several time instants. Left: UG75_DX20. Right: UG75_DX10.
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Liquid establishment

At the early instants of the injection process, the quantity of liquid in the domain increases with time.
Then, the jet reaches the axial location where liquid is suppressed to avoid transporting droplets further
downstream and hence reducing computational resources (sponge layer): from this time instant onwards,
the liquid quantity in the domain remains at a constant value, and the jet is considered to be established.
Since dynamic mesh adaptation is used to locate the smallest mesh elements in the liquid-gas interface (as
explained in §2.3.4), the mesh size increases with time as the interface surface within the domain is larger.
An example of different meshes produced by each interface resolution is shown in Figure 5.13. The physical
time instant is the same for both simulations, corresponding to early injection. A cut of the mesh in the
plane y = 0 is depicted, which shows how the regions where there is liquid contain much more elements than
those which do not. The fine jet also shows liquid droplets further downstream that are not generated in the
coarse one, hence there are refined spatial regions in the former that are not observed in the later.

Δx = 20 μm Δx = 10 μm

Figure 5.13: Lateral view of meshes and interface contours near the injector at instant t∗ = 16 for the high
Weber operating condition. Left: simulation UG100_DX20. Right: simulation UG100_DX10. Zoomed-in
views of the rectangles are given in Figure 5.18.

To illustrate a qualitative evolution with time of different quantities, the dimensionless time t′ is used:

t′ = t

τdrx=10

(5.3)

where τdrx=10 is the arrival time of the first droplet to the sampling plane at x = 10 mm depicted in
Figure 5.36. The plane x = 10 mm has been chosen because it is the last plane where liquid is sampled before
being artificially removed in the fine simulations with ∆xmin = 10 µm, and is a sampling plane common
to all simulations performed. Table 5.3 shows the droplets arrival times to the different sampling planes in
all simulations, as well as the total physical time simulated (tph) and its corresponding dimensionless value
calculated with Eq. (5.3).

Table 5.3: Droplet arrival times to sampling planes τdrx , total physical time simulated tph and its dimension-
less equivalent calculated with Eq. (5.3) in JICF simulations

Case τdrx [µs]
tph [ms] t′phx = 5 mm x = 10 mm x = 15 mm

UG75_DX10 192.7 295.2 - 1.08 3.64
UG75_DX20 234.7 355.8 456.7 6.30 17.70
UG100_DX10 143.7 218.7 - 0.78 3.58
UG100_DX20 176.8 258.4 362.8 6.16 23.84

UG100_DX20_NT 167.9 260.2 - 6.10 23.44

In order to check the jet establishment in the domain, firstly the evolution of liquid volume with time is
monitorded. This quantity can be obtained by integrating the level-set function ψ in all the domain at each
time instant:

Vl (t) =
∫
Ω
ψ (x, t) dx (5.4)
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The evolution of Vl for each simulation is shown in Figure 5.14. The volume increases linearly at the
first instants in all cases, since the injected liquid flow rate is constant. As indicated in Table 5.2, flow rates
are different for each operating point: nevertheless, the zoomed-in view shows that the slope of the t′-Vl is
identical among resolutions, but differs among operating points. This is due to the timescales used to define t′
from the physical time t: for identical operating condition, the first droplet to reach the sampling plane x = 10
mm arrives earlier in the fine case than in the coarse one. For identical resolutions, the droplets will reach the
sampling plane earlier in the high Weber point than in the low one: as a consequence, the scaling balances
out and the curves are overlapped in the linear region. Shortly after t′ = 1 (times when the first droplet reach
plane x = 10 mm), the simulations for which liquid is suppressed after this axial location stabilize towards
a constant liquid volume (with variations due to the amount droplets being suppresed, which changes at
each time instant). Case UG100_DX20_NT reaches convergence in liquid volume quantity, while cases
UG75_DX10 and UG100_DX10 (fine resolution simulations) are on the verge of this liquid stabilizing value,
showing that they have reached a steady state. They have not run longer due to their high computational
cost (details provided in §5.6.6). Simulations for which liquid is suppressed further downstream at x = 15
mm (UG75_DX20, UG100_DX20) achieve a stabilized liquid volume larger than the other cases, and reach
this establishment at a later time.
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Figure 5.14: Evolution of liquid volume with time in JICF simulations. The dashed, black vertical line
corresponds to t′ = 1, time instant when the first droplet reaches the sampling plane x = 10 mm.

The evolution of mesh size with time, given by the number of mesh elements (Nelements), is shown in
Figure 5.15 for all simulations. For the fine simulations, the final number of elements is larger than in
the coarse ones despite liquid being suppressed further upstream. The contrast is notorious, differing by
one order of magnitude: for instance, in the high Weber simulations the simulation UG100_DX20 contains
346·106 elements while case UG100_DX10 ends at 1815·106 elements. By looking at Figure 5.15a, one can
see that the number of elements increases slowly at the beginning and then rises exponentially (linearly in the
semi-logarithmic plot) until there’s enough liquid in the domain and steady-state is reached. The first slow
increase, which last for a short time, is associated to the increase of liquid volume due to jet injection prior
to its fragmentation; the exponential increase is then associated to the creation of ligaments and droplets
due to the atomization process, as the liquid-gas specific surface increases and therefore more elements are
generated by the ARM process. Figure 5.15b reveals the transition from the slow increase to the exponential
rise in Nelements to occur at t ∼ 0.3 for the fine simulations and at t ∼ 0.5 for the coarse ones, which agrees
with the earlier atomization observed in the fine cases (see for instance Figure 5.7).

The dashed line in Figures 5.15a and 5.15b corresponds to t′ = 1, which is the instant at which the
sampling plane x = 10 mm detects the first droplet in each simulation. Figure 5.15b shows that this instant
is located in the exponential region. Previously, there is no liquid being artificially removed in the simulations,
so the curves increase monotonically (except for some minor decreases due to small droplets that reach the
size of mesh resolution and disappear due to the unability of being further propagated in the simulations).
After this point, the number of elements continues to increase exponentially up to t′ ∼ 1.5 when the slope
starts to decrease and, finally, the number of elements stabilizes. Right after t′ ∼ 1.5 there is a considerable
amount of liquid droplets reaching the articifial sponge layer and being removed. Nevertheless, at this stage
there are more droplets being generated in the near-nozzle region due to the disturbance effect of the liquid
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dense core to the air, which creates gaseous turbulence that helps to atomize ligaments ejected from the dense
core. This explains the monotonic increase in the number of elements for t′ > 1 prior to its establishment
around a constant value, which depends on each simulation. The only noticeable difference at t′ = 1 is for the
simulation UG75_DX10, which shows an abrupt reduction. Two reasons might explain this decrease. First,
there is not only one droplet, but several ones reaching the last sampling plane, hence these droplets are all
simultaneously removed from the simulation. Since the mean diameter of the droplets generated in a liquid
JICF is larger when the air dynamic pressure is lower (Becker & Hassa 2002), which is the case for the low
Weber operating point, the droplets generated in this case are in general larger than for the high Weber case
(this is later shown in §5.7.2), so all these droplets contain more elements than one single droplet from the case
UG75_DX10 and the removed amount liquid is larger. The second hypothesis is that, at this time instant,
several liquid structures with size comparable to the mesh resolution limit disappear simultaneously when
transported to the next timestep (a discussion on droplets disappearing due to this numerical phenomenon
is given in Appendix D ), causing an overall decrease in the number of elements. The combination of both
could also occur, which combined would induce a larger decrease in the number of elements than if every
single one acts separately.
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Figure 5.15: Evolution of mesh size with time in JICF simulations. The dashed, black vertical line corresponds
to t′ = 1, time instant when the first droplet reaches the sampling plane x = 10 mm.

5.6.2 Breakup topology
In a liquid JICF, the most common primary atomization mechanisms are column and surface breakup (see
§1.3 for a literature review on the topic). Both mechanisms are also identified in the resolved simulations
performed. The surface breakup phenomenon is illustrated in Figure 5.16. Two regions are analyzed at the
side of the jet: region A shows a zoomed-in view closer to the liquid injector, while region B details surface
breakup taking place further downstream. Closer to the injector (region A), surface breakup is caused by
lateral instabilities developed as a consequence of the strong shear force exerted by the incoming air, which
forms corrugations at the surface (Behzad et al. 2016). Droplets generated in this region do not undergo
further breakup since they are very small (see the green and red ellipses, which follow the droplets generated
from the corrugations) and, often, of the order of mesh resolution: most of these droplets will disappear
when the levelset function is transported in the simulations. This issue is discussed later in §5.6.5. Further
downstream (region B), the jet is more deformed and surface breakup generates ligaments that separate from
the main core and then undergo classical atomization: enclosed in red, the formation process of a ligament and
its breakup into three smaller, different ligaments is depicted. As shown, this process forms liquid structures
which are not spherical and can undergo further atomization, even though this one still occurs close to the
jet dense core and the formed structures will be in equilibrium with the ambient gas shortly afterwards.
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Figure 5.16: Surface breakup observed in case UG75_DX10

Column breakup is depicted in Figure 5.17, where cases UG100_DX20 and UG100_DX10 are shown.
Jets are colored by vertical velocity w. This atomization mechanism is mainly caused by the instabilities
developed in the windward side of the jet, which are highly dependent on the mesh resolution employed:
simulations with the coarse resolution of ∆xmin = 20 µm do not show instabilites until the column is highly
deformed far from the injector. On the contrary, the fine resolution ∆xmin = 10 µm resolves windward
instabilities closer to the injector: these ones are propagated downstream the jet leading to its breakup.
Coarse simulations do not show instabilities close to the injector, but eventually develop interfacial waves
further downstream leading also to column breakup. In the fine case, instabilities are formed at the outlet
of the liquid nozzle and amplified along the liquid column. Further downstream, they form sheets which are
pushed by the air. The red ellipse encloses one of these sheets and follows it with time until it breaks: the
sheet starts to separate from the dense core in its central region and forms tiny ligaments that break into small
droplets while keeping an annular ligament with high velocity attached to the dense core by its edges. This
ligament eventually separates and breaks into smaller ligaments that will continue to undergo atomization
further downstream. The coarse simulation shows no instabilities at the beginning of the column, but similar
topology of the produced ligaments. Ligaments from the fine simulation have a higher vertical velocity than
in the coarse one. As a consequence, the liquid structures in the fine case will penetrate further, which will
affect the sprays sampled further downstream. The mean trajectories from the jets, which are discussed in
§5.6.3, will also reveal the difference in jet penetration with resolution.

Resolution of instabilities

As aforementioned, surface instabilities are present in the jet’s windward side for the fine resolution but not
for the coarse one. This can be clearly observed by looking at Figures 5.7 to 5.12. Previous works on resolved
simulations of liquid-gas interfaces in injectors have also shown a dependency of the instabilities with the
mesh resolution, such as the compound nozzle of Cousin et al. (2012). In this section, some possible causes of
the development of windward instabilities are investigated and discussed. Three main hypothesis are thought
to play a role in the formation of instabilities:

1. The smallest wavelengths are of the order of the mesh resolution and can be resolved by the fine mesh,
but not with the coarse one.

2. The liquid turbulence within the nozzle is affected by the interface resolution, causing instabilities
for the fine case but not for the coarse one.

3. The gaseous field outside the nozzle is affected by the interface resolution, causing instabilities for
the fine case but not for the coarse one.
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Figure 5.17: Column breakup phenomenon in cases UG100_DX10, UG100_DX20

1) Size of smallest wavelengths

The first hypothesis to be tested for clarifying why the coarse mesh does not resolve these liquid disturbances
is that this resolution (∆xmin = 20 µm) is not fine enough to capture the wavelenghts. To assess this,
instantaneous views of the mesh and liquid-gas interface in the plane y = 0 mm are shown in Figure 5.18.
The spatial domain corresponds to the white rectangles of Figure 5.13. The instability in the coarse mesh
is visualized downstream the jet since it is where waves start appearing, while the fine resolution captures
the first instabilities evolving in the vicinity of the injector. In both cases, instabilities are present in the
windward size of the jet, λ being the size of the shortest wavelengths (i.e. the first instability developed along
the jet interface). The measured wavelength is λ ≈ 400 µm for the coarse resolution ∆xmin = 20 µm, which
yields a ratio λ/∆xmin = 20. In the case of the fine resolution ∆xmin = 10 µm, the measured instability is
λ ≈ 160 µm, corresponding to λ/∆xmin = 16. According to Pairetti et al. (2020), waves can be resolved with
at least 4 mesh elements, i.e. λ/∆xmin = 4, so the instabilities are properly resolved in both cases. Indeed,
the smallest instability in the fine simulation could also be resolved in the coarse one, since in this case the
ratio would be λ/∆xmin = 160/20 = 8. Therefore, the coarse mesh is thin enough to capture the smallest
instabilities, and the first hypothesis does not hold true.
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Δx = 10 μmΔx = 20 μm

λ = 400 μm 

λ = 160 μm 

Figure 5.18: Resolution of instabilities at windward side of JICF for both resolutions in the high Weber
operating point. The domain depicted corresponds to the white rectangles in Figure 5.13.

2) Liquid turbulence in nozzle

From previous studies, it is believed that the formation of instabilities in injectors is caused by the turbulence
within the injection nozzle. This holds in both two-phase problems involving liquid injectors (Wu et al. 1994,
Xiao et al. 2014) and in single-phase, mixing problems where one gaseous species is injected into a plenum
containing a different gas, such as in gaseous jets in crossflow (Kelso et al. 1996, Karagozian 2014). Wu et al.
(1994) studied experimentally a round liquid jet in which they suppressed the boundary layer at the injector
exit, finding that interface instabilities are reduced in such case. They concluded then that "boundary layer
effects, such as vorticity or variations of mean velocities from viscous effects, play a dominant role in primary
breakup (sic)".

Δxmin = 10 μm

120 μm

Δxmin = 20 μm

Figure 5.19: y+ distribution in the nozzle walls for high Weber cases

A view of the nozzle for the high Weber case colored by the dimensionless wall distance y+ = y/uτ/µ,
where y is the distance normal to the wall and uτ the friction velocity, is displayed in Figure 5.19. Both fine
and coarse resolutions are shown. The y+ is a scalar magnitude representing the dimensionless distance from
the first cell to the wall, and indicates the level of resolution in the vicinity of the walls: high values (y+ > 12)
mean that the boundary layer is poorly resolved and wall functions are needed as boundary conditions, while
low values denote good resolution and wall laws can be avoided (Pope 2000). Figure 5.19 shows the y+

distribution to be low in both nozzles. The PDF of the y+ at the injector walls for both cases is plotted in
Figure 5.20: its magnitude is always lower than 15, hence the wall is properly resolved in both cases and
no wall functions are needed, which justifies the choice of non-slip wall boundary condition as indicated in
Figure 5.2. The coarse resolution shows the smallest y+ to be around 4, while the fine one displays values
close to 1 and a higher presence of elements with y+ between 1 and 5. A zoomed-in view of this section in
Figure 5.19 shows that the cell is finer in a region spanning 120 µm upstream the nozzle exit: here, the mesh
size is 10 µm for the fine case while the coarse simulation contains elements with 20 µm cell size. The reason
is that the levelset band has been set to 12 cells from the liquid interface, and the interface is attached to
the nozzle edges at the exit of the injector: the refinement extends then up to 12 cells upstream the injection
point, creating a region of 120 µm with cells of 10 µm size. For the coarse case, the same applies but with
a cell size of 20 µm (and therefore a refinement region of 240 µm length). As a consequence, the y+ values
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are low in the end section of the nozzle for the fine case, yielding cells with y+ < 5 (an y+ < 5 indicates that
the viscous sublayer, which is the closest part of the boundary layer close to the wall, is resolved) as shown
by the PDF of Figure 5.20 which are not captured by the coarse case.
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Figure 5.20: PDF of y+ at the nozzle walls for high Weber cases

A cut on the y = 0 plane with a view on the nozzle region is displayed in Figure 5.21. For x < 0 the
element size field ∆x in the fine resolution simulation is shown, while the coarse one is displayed for x > 0.
The interface outside the injector is highlighted by the white contour, and the band limits are denoted by
the black contour. The metric within the band is smaller for the fine resolution, which is straightforward
since this is the region with imposed ∆xmin. The band attaches inside the injector and refines the wall in
this region, producing a better wall resolution for the fine simulation as it was shown in Figure 5.19. Below
the band reattachment location, the nozzle walls are not refined but the rest of the injector is, due to the
transition from the cell size ∆xmin to the baseline cell size (see Figure 2.7). The refinement is found to extend
upstream the straight section of the injector: the fine simulation contains smaller elements that the coarse
one in this region, while both meshes then show similar element sizes in the tapered section of the nozzle as
shown by the zoomed-in region of Figure 5.21.

The improved resolution inside the last section of the nozzle as shown by Figure 5.21 might have an
impact on the development of turbulence in this region. Further insight is given in Figure 5.22, where TKE
is displayed in two planes perpendicular to the flow direction at two vertical locations: z = −0.35 mm (in
the middle of the injector, outside the levelset band refined region) and z = 0 mm (the nozzle exit, where
cells are refined within the levelset band). The TKE values are low at the center of the injector and high
around the walls: in fact, the liquid Reynolds numbers Rel in the operating points considered (see Table 5.2)
indicate laminar flow within the injector, hence the freestream liquid flow does not transition into a turbulent
state and the turbulent content is null at the center of the injector. TKE increases then at the walls due to
the presence of the boundary layer. As observed in Figure 5.22, the coarse case displays low values of TKE
with respect to the fine simulation, where TKE ∼ 1 closer to the walls around all its azimuthal perimeter.
The differences in the turbulent state are seen both at z = 0 mm and at z = −0.35 mm due to the nozzle
refinement from the levelset band location up to the tapered section.

z = -0.35 mm

Δxmin = 10 μm Δxmin = 20 μm

Δxmin = 10 μm Δxmin = 20 μm

x

z = 0 mm

Figure 5.21: Mesh element size ∆x shown at plane y = 0 for instantaneous simulations of cases UG100_DX10,
UG100_DX20
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Figure 5.22: Planes within the injector showing TKE at locations z = 0,−0.35 mm for the high Weber case

The profiles of mean vertical velocity w, TKE and mean vorticity magnitude |ω| obtained at the black
lines from Figure 5.22 are plotted in Figure 5.23. Due to symmetry, only the first half has been shown. The
boundary layer thicknesses δ are obtained as the points where w decrease to 99 % of its value at the center
(x = 0 mm). The w graph shows that δ and velocity profiles depend on the resolution ∆xmin employed:
the fine case shows a thinner boundary layer and a steeper w profile, specially at z = 0 mm. Both TKE
and |ω| profiles show higher contents within the boundary layer in the fine case: in the case of TKE, case
UG100_DX20 shows a peak of 0.2 J.kg−1 magnitude while case UG100_DX10 retrieves 0.57 J.kg−1, which
is almost three times larger. This higher liquid turbulent state within the injector for the fine resolution
could cause the initial interface perturbations that develop into the surface instabilities observed in the fine
case. Nevertheless, it is not clear whether the differences in the turbulent state are significant to trigger
instabilities: even though there is a ratio of 3 between the maximum TKE found among resolutions, the
relation TKE/

(
0.5u2

l

)
(i.e. TKE againt bulk liquid kinetic energy) is of 0.075 % for UG100_DX20 and

of 0.2 % for UG100_DX10, while turbulent liquid jets where the turbulence within the injector is thought
to create the instabilities (Xiao et al. 2013) yield ratios of the order of TKE/

(
0.5u2

l

)
∼ 2% (Tretola et al.

2021). The ratio TKE - bulk kinetic energy found in this work is one order of magnitudes lower than the
ratios reported in literature: this could mean that liquid turbulent fluctuations do not reach the threshold
level to overcome surface tension forces, meaning that they would not be the cause of the instabilities (Lee
et al. 2007). Nevertheless, this TKE threshold is not known (more research would be needed to ellucidate
this value, as literature on the topic is scarce to the knowledge of the author) and such conclusion cannot be
drawn from the analysis here presented.
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Figure 5.23: Profiles of mean vertical velocity, TKE and mean vorticity magnitude at lines located at y = 0
along the planes z = −0.35, 0 mm
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3) Gaseous field perturbed by the jet

The third hypothesis on instabilities is that a finer cell size resolves better the gaseous field perturbed at the
vicinity of the liquid interface. Indeed, the liquid conditions within the injector are laminar, and Xiao et al.
(2013) suggested that for laminar jets the liquid turbulence does not play a paramount role (while it does for
turbulent liquid conditions) and instabilities are instead triggered by shear caused by the incoming gaseous
crossflow. The influences of the interface mesh resolution ∆xmin on the gas phase are then examined in the
following lines.

Instantaneous view of the jets and plane y = 0 mm from cases UG100_DX10 and UG100_DX20 colored by
the vorticity magnitude are shown in Figure 5.24. The fine jet shows high vorticity regions along the interface
due to the instabilities formed, as well as high vorticity in the bottom part of the jet at the windward side,
which indicates the onset of the instabilities. The coarse jet does not display relevant vortical structures in
the jet until column breakup starts taking place downstream the injection point. The zoomed-in views of the
plane y = 0 close to the wall shows the streamlines and vorticity distribution in the gaseous field upstream
the jet. Gaseous vorticity around the interface is much higher for the fine case: roll-up vortices, which are
not seen in the coarse simulation, appear and disturb the interface, amplifying the instabilities (they might
even be their cause, even though this cannot be fully ensured in this analysis). Horseshoe vortices, englobed
by dashed red circles, are also observed at the wall upstream upstream the liquid injector. This vortex, which
is a common feature in both gaseous (Kelso et al. 1996, Zhang & Yang 2017) and liquid (Zhou et al. 2020)
JICF, is stronger for the coarse simulation and weaker for the fine one (despite the mesh at its location being
identical in both simulations), even though it seems not to impose a significant perturbation on the gaseous
streamlines, which are on the other hand perturbed by the roll-up vortices.
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Figure 5.24: Instantaneous vorticity fields for the high Weber operating point. Streamlines are shown in the
zoomed-in regions

The vertical velotity profiles along the yellow lines z = 0.05, 0.2 mm represented in Figure 5.24 are shown
in Figure 5.25. The lines span along the x direction but a change of coordinate has been done to the axial
coordinate s = x− xint, where xint is the location of the interface. Closer to the wall (z = 0.05 mm), the w
profile shows slight differences among resolutions in the vicinity of the interface: the fine case retrieves higher
velocity peaks in the liquid and gaseous regions, but still very close to the coarse one. In the liquid region
(s > 0) the fine simulation reaches faster the freestrem liquid velocity than the coarse one due to a thinner,
better resolved boundary layer than in the coarse simulation. In the gaseous phase the velocity profiles are
distinct due to the different perturbation of the streamlines as shown in Figure 5.24: the fine case shows
negative velocities until reaching the farfield value w = 0, while the coarse one presents negative values larger
in absolute value than the fine case up to s ∼ −0.15 mm and then sees a increase to positive values due to
the higher perturbation induced by the stronger horseshoe vortex. When looking further from the wall, at
z = 0.2 mm, the profiles show similar behaviour within the liquid region but significant differences in the
gaseous phase: for the fine resolution, the vertical velocity drops quickly with decreasing s from its interface
value to below w = −20 m s−1 and then relatex towards a freestream value close to 0, while the coarse one
shows a less sharp gradient. The sharp gradient in the fine case is a possible source of shear force around the
interface which can contribute to the development and amplification of the instabilities. Nevertheless, it is
yet not clear whether this gradient is the cause of the instabilities, or it is actually caused by other factors
such as the turbulence developed within the injector.
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Figure 5.25: Vertical velocity profiles at yellow lines depicted in Figure 5.24. The black vertical line indicates
the location of the interface: negative s values are located in the gas phase while positive ones are in the
liquid phase

From the analysis performed in this section, it can be stated that refining the mesh at the interface has
an effect on both the liquid phase within the injector and the gaseous phase upstream the injection point.
Differences have been observed in the liquid nozzle, particularly in relation to the resolution of the boundary
layer in the injector walls and the turbulent magnitudes TKE and vorticity: nevertheless, the differences
might not be significant in absolute values to be the cause of the instabilities. A proper assessment of this
statement should be done by comparing the obtained values with reference values from studies dealing with
similar configurations and operating conditions, which are not present in literature nowadays to the knowledge
of the authors. Observation of the gaseous phase has shown relevant differences among interface resolutions,
particularly in relation to the appearance of vortical structures and shear layers around the interface which
are directly linked to interfacial instabilities. However, it is not clear if these features in the gaseous field
are the cause of the early development of the instabilities or a consequence of them: this one has been a
fundamental question in the field of jets open for a long time (Rayleigh 1878) which requires further study.

5.6.3 Jet trajectories
One of the most important characteristics of a jet in crossflow is its vertical trajectory (see §1.3). This feature
determines how far the jet penetrates into the chamber, and has a paramount effect on the latter evaporation
and mixing processes, hence affecting flame dynamics in reactive cases. Experimental studies often provide
correlations for the trajectory of the windward side of the jet (see Table 1.1). This is the side indicating the
furthest vertical location (z) containing liquid for each axial location in crossflow direction (x).

In this section, trajectories from the resolved simulations are analyzed and compared with an experimen-
tal correlation. Four post-processing methods for obtaining trajectories are applied to one computation for
illustrating their differences. Finally, one method is selected (based on its similarity with the experimen-
tal processing methodologies) for comparing the trajectories among simulations. The four methodologies
employed (which are thoroughly detailed in Appendix C.1) are grouped into two different families, mean
trajectory methods or instantaneous trajectory methods, according to whether they process the mean
or instantaneous ψ field respectively:

• Methods based on processing and averaging instantaneous trajectories (hereafter referred as instan-
taneous methods). These retrieve, at each time instant, the windward contour of the jet by sweeping
the z axis and identifying the points with ψ = 0.5 at the plane y = 0. This provides an instantaneous
trajectory per timestep, which can eventually be averaged to provide mean trajectories. If when sweep-
ing the vertical axis, only liquid points that produce an increasing trajectory of z with x are retrieved
(rejecting points in the dispersed spray that belong to droplets downstream the windward side), the
resulting trajectory is monotonic. If, on the other hand, points that produce a trajectory which does
not increase continuously along the x axis are also sampled, then the trajectory is non-monotonic
(see Appendix C.1 for a more graphical explanation).

• Methods based on the mean levelset function (ψ). On one hand, trajectories can be obtained as the
contour defining the maximum gradient of the ψ field in the vertical direction for each axial coordinate:
max

(
∇z|ψ|

)
. On the other hand, trajectories can be directly obtained as an iso-contour of the ψ

function, where the contour chosen in this work is ψ = 0.01.
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Table 5.4 summarizes the nomenclature for the four trajectories postprocessing methods.

Table 5.4: Summary of methods for computing JICF trajectories

Group Method Nomenclature

Instantaneous Non-monotonic INST_NM
Monotonic INST_M

Mean Maximum gradient MEAN_GRAD
Iso-contour MEAN_CONT

The trajectories obtained from the computations are also compared to the experimental correlation ob-
tained by Becker & Hassa (2002), given by the following expression.:

z

dinj
= 1.57q0.36 ln

(
1 + 3.81 x

dinj

)
(5.5)

which is valid for 1 < q < 12, 90 < Weae < 2120 and x/dinj < 22. For the simulations studied, dinj = 0.45
mm and q = 6. The authors also present a standard deviation for the correlation of σ = 0.81. Numerical
trajectories can be plotted together with Eq. (5.5) to provide a qualitative comparison of the computations.
For further insight, a quantitative measure for the difference between simulations and experiments can be
introduced through a L2 norm:

L2 =

√√√√ 1
N

N∑
i=1

(
z

dinj

∣∣∣
num,i

− z

dinj

∣∣∣
exp,i

)2
(5.6)

where N is the number of points along the abscissa x in which the difference between curves is evaluated
and i refers to the i-th point. The subscript "num, i" indicates the mean value obtained from simulations for
the vertical location at point i, while "exp, i" indicates the equivalent measure from experiments. From this
definition it follows that the L2 error is a measure of the deviation from experiments: the lower the L2, the
closer the simulation results are to the experimental ones. The L2 error can also be monitored with time to
determine the convergence evolution of the trajectories.

Results

In first place, the four methodologies are compared by applying them to simulation UG100_DX20, since this
is the one that has run for longer physical time. The resulting trajectories are shown in Figure 5.26a. In
the vicinity of the injector, all trajectories follow the same tendency up to x/dinj ∼ 1. After this point, two
different tendencies are observed: mean ψ trajectories keep on following the experimental correlation, while
instantaneous ones are located below. The different trends shown by the trajectories from both methodolo-
gies are due to their underlying definitions: instantaneous-averaged trajectories intend only to retrieve the
outer contour of the jet, while the mean-based methods take the ψ field defined in all the domain and then
obtain the trajectories at plane y = 0. The ψ field is diffused as opposed to the ψ = 0.5 contour retrieved by
the instantaneous methods, so the trajectories obtained as max

(
∇z|ψ|

)
(maximum gradient) and ψ = 0.01

(contour) are located in the regions where ψ is close to 0 (i.e. where the mean presence of liquid is low).
Consequently, trajectories penetrate further away than the instantaneous averaged ones in the near-injector
region (coherent liquid) while they show the opposed tendency downstream after atomization has taken place
(dispersed liquid)

The evolution of the L2 norm calculated with Eq. (5.6) is shown in Figure 5.26b for all methods. The
norm is calculated for two ranges in the x axis: x/dinj < 10 and x/dinj < 20. The former (reduced range)
considers the trajectories closer to the injector before a full disperse spray is present, and all L2 norms show
convergence. The norms from the instantaneous trajectories show similar values since the trajectories for
x/dinj < 10 are always close. The mean field trajectories show noisier signals, with the case MEAN_CONT
yielding the lowest errors. When considering the range x/dinj < 20, the signals show different behaviours.
Regarding the instantaneous-averaged trajectories, both show the same tendencies as in the reduced range,
but with larger norms due to the divergence of both curves in the dispersed phase region. The trajectory
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Figure 5.26: Trajectories and L2 errors obtained with different methods for case UG100_DX20

from method MEAN_CONT shows also convergence in the norm, but with a larger value than for the re-
duced range. On the other hand, the signal from method MEAN_GRAD does not show convergence with
time when the dispersed spray region is included. The reason is that the field ∇z|ψ| shows a very unstable
behaviour with time in the dispersed spray, as opposed to the field ψ. It is not sure whether this method
will yield a converged L2 if the simulation were run longer. The results from Figure 5.26 show the strong
influence that the choice of postprocessing method can have on the resulting trajectory.

For validating experimentally the trajectories from the rest of the simulations, the method MEAN_GRAD
is selected due to its similarity with the methodology followed by Becker & Hassa (2002) to obtain the
experimental correlation. Results are shown in Figure 5.27 for both operating points, including the case for
the high We number without synthetic turbulence injection. The evolution of the L2 norm displayed has
been obtained for the range x/dinj < 10. Additionally, an error along the trajectory εi is also defined to
indicate the trajectory’s accuracy along the crossflow’s direction x:

εi =
z/dinj

∣∣∣
num,i

− z/dinj

∣∣∣
exp,i

z/dinj

∣∣∣
exp,i

(5.7)

Trajectories are shown in Figures 5.27a and b for both operating points. The first remarkable events
are the dependence on mesh resolution for both operating points, and the differentiation of two regions with
axial distance along the trajectories. From the graphs, the regions can be distinguished as follows:

1. A first near-injector region in which both resolutions coincide with the experimental correlation, showing
no dependence on the mesh resolution. This regions extends up to x/dinj ∼ 5 for low We and to
x/dinj ∼ 4 for high We. Here, the dense core is located and primary atomization takes place, resulting
in an accurate trajectory prediction.

2. After the near-injector region, trajectories diverge and show different trends: the coarse simulation
underestimates the experimental correlation, while the fine one continues within the confidence interval
of the experiments until it surpasses it. This is the region where secondary atomization is forming
droplets and a dispersed spray starts to be formed, hence mispredicting the experimental correlations.
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Figure 5.27: Trajectories and errors obtained with method MEAN_GRAD

The reason why coarse simulations underestimate the trajectory further downstream, while the fine ones
overestimate it, is the resolution of instabilities in the windward side of the jet (discussed previously in §5.6.2).
Instabilities in the fine simulations create ligaments and droplets with high vertical velocities that penetrate
further away than those generated in the coarse simulations. Consequently, their resulting trajectories pene-
trate further than the coarse ones and the experimental correlation after breakup occurs.

Regarding the effect of injecting turbulence at the gaseous inlet, the red lines of Figure 5.27b show that the
mean trajectory is not affected when turbulence is added. The turbulence levels (as calculated in Appendix
B) do not have an influence on the formation of instabilities for the case studied. Nevertheless, only the
coarse resolution has been simulated without turbulence injection: further studies could include a simulation
with a finer resolution in order to determine if the injected turbulence have an effect on the instabilities
formed in the windward side of the column.

Figure 5.27c shows the L2 norm evolution. The coarse cases show convergence while the fine ones are still
fluctuating, yet they seem to stabilize (simulations should run longer to confirm this). The final values for
the errors are summarized in Table 5.5, confirming that smaller deviations are obtained for fine resolutions.
Finally, the relative error along the trajectory ε is displayed in Figure 5.27d. Negative values indicate
underestimation of the experimental correlation, while positive ones indicate overestimation. In the vicinity
of the injection nozzle (x = 0), errors are large because the denominator of Eq. (5.7) is small. Then,
deviations are small in the near injector region and start to increase monotonically in absolute value further
downstream. Fine simulations present positive erros since they overestimate the experimental correlation,
while the coarse ones yield negative ones due to the underestimation. This graph is useful to get an idea on
the error commited in the vertical boundary of the spray when placing an SLI. For instance, if an injector is
placed at x = 5 mm (x/dinj ∼ 11), an SLI obtained from the fine resolution would yield low errors (∼ 0 %
for UG75_DX10 and ∼ 10 % for UG100_DX10), but very high ones for a coarse injector (∼ −25 %).

Table 5.5: L2 errors for JICF simulations performed.
Case UG75_DX10 UG75_DX20 UG100_DX10 UG100_DX20 UG100_DX20_NT
L2 0.29 1.16 0.44 1.40 1.35
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5.6.4 Gaseous perturbations due to liquid core
Resolved simulations capture the liquid dense core, which perturbs the incoming air and creates turbulence
downstream the injector. This perturbation effect is illustrated in Figure 5.28. At the left, the instantaneous
axial velocity fluctuations u′ and the jet interface in the middle plane y = 0 are plotted. The dense core
creates turbulence downstream the injection point, as shown by the strong fluctuations. Such perturbations
can have a great impact on secondary atomization and spray dispersion once primary breakup has taken
place. Therefore, modeling this perturbance effect as accurate as possible is paramount for later performing
dispersed-phase simulations (Chapter 6), where the dense core is a priori neglected and a developed spray
is injected. A three-dimensional view of the perturbation effect is depicted in Figure 5.28 right, where the
gaseous streamlines are visualized. Two main turbulent structures appear: a horseshoe vortex formed at the
wall right upstream the liquid jet, widely observed in literature dealing with both gaseous and liquid JICF
(Fric & Roshko 1994, Karagozian 2010, Schlegel et al. 2011), and a recirculation zone right downstream the
jet. The latter, which is a is characteristic of JICF configurations at high gaseous velocities (Fontes et al.
2019), might entrap droplets emanating from the ligaments formed during column breakup and affect their
trajectory and subsequent secondary breakup.

Horseshoe vortex

Recirculation zone

Figure 5.28: Interaction between liquid dense core and gaseous phase. Left: Instantaneous u′ field in a
JICF simulation from case UG100_DX20. The black contours indicate the lines with zero instantaneous
fluctuation u′ = 0, while the white contours denote the location of the interface at the plane. Right: 3D
streamlines in case UG100_DX20

In this section, the gaseous perturbations created by the presence of the liquid dense core are studied.
These results will be used in Chapter 6 to compare with the disturbance effects in the gaseous field modeled
in the dispersed phase simulations. The gaseous field is investigated by analyzing the mean axial gaseous
velocity field u in the planes illustrated in Figure 5.29.

x = 5 mm

x = 10 mm

z = 0.2 mm

z = 0.8 mm

z = 1.6 mm

y = 0 mm

Figure 5.29: Jet from case UG100_DX10 showing planes to study the gaseous phase

Mean axial velocity at the symmetry plane y = 0 mm for all cases are shown in Figure 5.30 (case
UG100_DX20_NT is not displayed in this section since its mean fields are identical to those of case
UG100_DX20). The region with mean liquid obtained as ψ > 0.5 is denoted in grey, hence the displayed
velocities correspond only to the mean gaseous region. Streamlines are also shown to indicate the flow direc-
tion. In all cases, a recirculation bubble enclosed by the white solid line is retrieved immediately downstream
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the dense core. This recirculation region is fully converged for the coarse cases but not for the fine ones.
The effect of this bubble is to push the streamlines below and behind it upwards, hence confering the gas a
positive vertical velocity downstream the dense core. Upstream the jet, the streamlines are initially oriented
towards the axial direction but then bend vertically due to the presence of the dense core. These streamlines
are again directed vertically due to the action of the recirculation bubble. In general, velocities are larger
for the high Weber operating point except in the recirculation bubble, where mean negative axial velocities
show the same values for both conditions.

15 mm

UG100_DX10 UG75_DX10

UG100_DX20 UG75_DX20

z = 1.6 mm

z = 4 mm

x = 1 mm 2.5 mm 5 mm 10 mm

Figure 5.30: Mean axial velocity at plane y = 0 mm. Black lines with arrows are in-plane mean streamlines;
the white solid line indicates the contour u = 0 which delimites the recirculation bubble. The grey area
indicates the mean liquid region, identifed as ψ > 0.5

The u profiles along the dashed lines from Figure 5.30 are represented in Figures 5.31 and 5.32. Both
graphs reveal that perturbations are stronger closer to the bottom wall (line z = 1.6 mm in Figure 5.31 tra-
verses indeed the recirculation bubble, since velocities reach negative values). Figure 5.31 shows that velocity
profiles stabilize several diameters downstream the injection point to lower values than in the corresponding
single-phase simulation (no jet, i.e. dotted line in the figures), which is due to momentum exchanged with
the liquid. This gas energy transferred to the liquid has been invested in bending and atomizing the jet.
Lines from Figure 5.32 reflect that the recirculation bubble extends up to a location x = 2.5 mm, and that
this one is actually insensitive to the operating point. This might suggest that the recirculation bubble is not
affected by the Weber number and depends only on the q factor, which is identical in both conditions. There
is, however, a strong dependent on the interface resolution: profiles crossing the recirculation bubble are not
greatly affected by resolution in the regions with the lowest velocities, while the opposite happens outside it,
in the deceleration regions. Nevertheless, it is not sure whether the fields from the fine resolutions are fully
converged, and hence the profiles depicted might still change if the simulations run for longer time.
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Figure 5.31: Mean axial velocity evolution along axial coordinate at locations z = 1.6, 4 mm in plane y = 0
(lines of Figure 5.30)
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Figure 5.32: Mean axial velocity evolution along vertical coordinate at x = 1, 2.5, 5, 10, 15 mm locations of
plane y = 0 (lines of Figure 5.30)

The mean fields at the liquid sampling planes x = 5, 10 mm are shown in Figure 5.33. The perturbation
effect of the dense core is observed by the deceleration around the central plane y = 0. Lower velocities are
found at x = 5 mm than at 10 mm, since the perturbance effects are stronger further upstream as previously
shown in Figure 5.32. All cases also retrieve vortical structures symmetrical with respect to the y = 0 axis,
which rotate in counter-clockwise direction for y > 0 and in clockwise direction for y < 0. These vortical
structures in the gaseous phase, known as counter-rotating vortex pair (CVP), are a typical characteristic of
the JICF and are found up to several diameter locations downstream the injection nozzle, having a strong
effect on droplets dispersion (Arienti et al. 2006). Figure 5.34 shows the mean velocity profiles along the
dashed lines from Figure 5.33. All profiles are symmetrical with respect to plane y = 0. Decelerations
are stronger the closer to the wall (z = 1.6 mm) and the closer to the injection nozzle (x = 5 mm). All
profiles show a dependence on the interface resolution, where larger differences are located at the regions
with stronger decelerations.

z = 5 mm

UG100_DX20 UG100_DX10 UG100_DX20 UG100_DX10

UG75_DX20 UG75_DX10 UG75_DX20 UG75_DX10

x = 5 mm x = 10 mm

z = 1.6 mm

y

Figure 5.33: Mean axial velocity at planes x = 5, 10 mm. Black lines with arrows are in-plane mean
streamlines. Fields are symmetric around the y = 0, hence each picture shows the mean fields for equivalent
operating condition and plane location but different resolution to ease visual comparison
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Figure 5.34: Mean axial velocity evolution along lateral coordinate at z lines of Figure 5.33

Finally, the mean velocity at the planes perpendicular to the z axis depicted are shown in Figure 5.35.
The mean liquid region defined by ψ > 0.5 is represented in grey. Close to the wall (z = 0.2 mm) the dense
core has not yet been deformed by the crossflow and its cross-section is circular. As z increases, the column
displaces towards the crossflow direction and its cross-section deforms from a circle to a kidney-shape. The
recirculation region increases its maximum axial location x with increasing vertical distance z. This is due
to the larger deformations of the dense core, since further from the wall the kidney-shape acts like a blunt
body. The topology of the fields is similar among operating conditions, yet very sensitive to the interface cell
resolution.

All these results show the complex mean features of the turbulent field induced by the crossflow, and the
influence that interface cell size play into their resolution. The role of the Actuator Line Method (ALM) will
be to retrieve these features as accurately as possible in the dispersed-phase simulations of Chapter 6.
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Figure 5.35: Mean axial velocity at planes z = 0.2, 0.8, 16. Black lines with arrows are in-plane mean
streamlines; the white solid line indicates the contour u = 0 which delimites the recirculation bubble. The
grey area indicates the mean liquid region, identifed as ψ > 0.5. The black-dotted circle indicates the location
of the injection nozzle

5.6.5 Direct measurement of liquid fluxes
Droplet sampling procedure is performed by tracking the center of mass of resolved structures and retrieving
droplets when they cross the defined sampling planes by lagrangian projection. With this tool, some droplets
are tracked twice and some others might never be tracked. As a consequence, the sampled spray is not the
actual spray that crosses the sampling surfaces in the simulations, but an approximation to it. Therefore,
the obtained spray size distributions and sampled mass flow rates are also affected. To check the accuracy of
the lagrangian projection procedure, the lagrangian mass flow rates will be compared to flow rates measured
directly from the resolved simulations (resolved fluxes). The procedure followed to process these resolved
fluxes is detailed in Appendix C.2, while here only results are presented.

The first step is to define the spatial regions where liquid rates will be calculated. For comparison with
the lagrangian tracking methodology, fluxes are measured in planes perpendicular to the crossflow direction.
Figure 5.36. shows a schematic view of the planes, equally spaced at a distance of 5 mm: x = 5, 10 and 15
mm. In simulations where liquid is removed at x = 11 mm, only the first two planes will be considered (since
there is no liquid flux through the third one). Furthermore, three more planes are defined parallel to the
bottom wall to quantify the liquid flow rate impinging the channel, phenomenon known as filming: x < 5, 10
and 15 mm. Therefore, each combination of sampling and filming surfaces will conform the outlet surfaces of
a control volume enclosing the whole liquid jet (no outlet surfaces are located upstream the injection point
as there is no liquid flowing in this direction, and the inlet surface corresponds to the liquid nozzle). Each
plane where resolved fluxes are calculated will be hereafter referred as interior boundary (IB).
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Figure 5.36: Snapshot of a JICF simulation showing the droplets sampling planes (in grey) and the different
filming regions

Figure 5.37 shows an example of instantaneous liquid flow rates Ql from case UG100_DX10. Two IBs
perpendicular to the x axis (x = 5, 10 mm) are tracked in the left image, and two filming IBs (x < 5, 10 mm)
are displayed in the right one. The fluxes in Figure 5.37 left show a high variation around the injected flux in
both planes. This is due to an intermittent presence of liquid crossing the sampling planes once atomization
has started taken place: the liquid phase is no longer a coherent jet but is composed by an ensemble of
ligaments and droplets. At some instants there are large clusters of droplets or large ligaments crossing the
domain (large fluxes), while in other cases there might only be a few droplets being sampled (low fluxes).
Regarding filming, these present lower magnitudes but still display an oscillating behaviour which, in some
cases, can descend up to 0 (no liquid impinging the wall).
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Figure 5.37: Time evolution of instantaneous liquid flow rates Ql for case UG100_DX10. Left: planes normal
to crossflow. Right: filming planes.

Due to the intermittent behaviour of the jet downstream the injection nozzle, the instantaneous fluxes
are not useful to characterize the flow rates in the IBs. Instead, the mean and RMS fluxes provide useful
information on the mass conservation in the JICF. The evolution of the mean and RMS values of IBs flow
rates with time is shown in Figure 8.19. Statistics have been taken for t′ > 2 in all cases. The evolution of
Ql in the perpendicular IBs (Figure 8.19a) shows that all cases tend towards convergence: the fine cases are
shown to be completely converged, while the fine ones show some oscillations at the last timesteps sampled
but with a lower amplitude, indicating that they are almost converged. In all cases, the mean values for
perpendicular IBS are reduced downstream the crossflow, while the mean filming ones are increased. The
RMS values of Figure 8.19b show high magnitudes caused by the high fluctuations in the flow rates as
illustrated in Figure 5.37a, which are present in all cases. The steep increases in the RMS at certain times is
due to a high volume of liquid crossing the IB at the corresponding instant.
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Figure 5.38: Time evolution of mean and RMS values of Ql in IBs

104



5.6. Analysis of JICF simulations

UG75 DX10 UG75 DX20 UG100 DX10 UG100 DX20
0

2000

4000

6000
Q
l ,

p
er

p
[m

m
3

s−
1 ]

Ql injected

x = 5 mm

x = 10 mm

x = 15 mm

(a) IBs perpendicular to crossflow.

UG75 DX10 UG75 DX20 UG100 DX10 UG100 DX20

0

100

200

300

Q
l ,

fil
m

[m
m

3
s−

1 ]

x < 5 mm

x < 10 mm

x < 15 mm

(b) Filming IBs.

UG75 DX10 UG75 DX20 UG100 DX10 UG100 DX20
0

2000

4000

6000

Q
l ,

to
ta

l
[m

m
3

s−
1 ]

Ql injected

x = 5 mm

x = 10 mm

x = 15 mm

(c) Total (perpendicular + filming) flow rates from IBs

Figure 5.39: Mean flow rates (bars) and RMS (black vertical lines) obtained with IBs for each simulation.

105



Chapter 5. Resolved atomization simulations of liquid jet in crossflow

Figure 5.39 shows the final mean and RMS values for the flow rates. Three graphs are represented: (a)
the IBs perpendicular to the crossflow direction, (b) the filming IBs and (c) the addition of both filming and
perpendicular IBs at each location, named total flux:

Qltotal = Qlfilm +Qlperp (5.8)
In the JICF configuration studied, if an arbitrary cubic control volume is located englobing the jet and

spray, liquid mass can leave this domain only through either the perpendicular or filming surfaces. Since
the plenum domain is large enough to avoid liquid impinging the top and side walls, only these two rates
comprise the liquid outlets. Therefore, the total flux should ideally equal the injected flow rate.

Figures 5.39a and b show that perpendicular fluxes decrease with axial distance, while filming ones
increase. This is coherent, since droplets that cross a perpendicular IB closer to the injector might then
reach the wall before reach the following (i.e. the one located 5 mm downstream) perpendicular one, hence
contributing to the filming flux instead. Nevertheless, Figure 5.39c shows that the total flow rate is not
conserved with axial distance, but actually decreases in all simulations: mass is lost in the simulations.
Liquid mass loss can be quantified by substracting the total flow rates from the IBs to the injected flow rate
in each simulation. To eliminate this dependence from the operation point, each one with different injected
rates, a relative mass loss is defined according to the following formula:

∆Ql = Ql,injected −Qltotal
Ql,injected

(5.9)

Results are shown in Figure 5.40. The mass loss is low closer to the injector (x = 5 mm), with all
values below 3 %, then losses increase further downstream. At the location x = 15 mm the relative flow
rate loss for the coarse cases is close to 30 %: from x = 10 to 15 mm, the mass loss doubles. Indeed, it
was found that mass loss is caused by droplets disappearing when reaching a characteristic size of the order
of the interface resolution ∆xmin, since these cannot be further transported by the mesh (see, for instance,
droplets generated by surface breakup in Figure 5.16). Then, for x > 10 mm the spray is fully disperse and
secondary atomization is taking place: droplets generated might reach a small size and vanish. These values
of liquid losses show that the location x = 5 mm is more suitable for performing lagrangian injection in the
dispersed-phase simulations, since the total liquid flow rated injected is closer to the injected one. A more
thorough study on the numerical sources of droplet disappearance is reported in Appendix D.
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Figure 5.40: Relative loss of total liquid flow rates loss ∆Ql with axial distance.

Finally, the flow rates obtained for all IBs have been discretized at each timestep and averaged, yielding
the spatial maps of Figure 5.41. Each IB has been discretized into squared probes of 1 mm sides, and then the
flow rates through each probe have been divided by the probe’s surface to give the volume flux ql according
to Eq. (4.14). The flux maps display in all cases a circular distribution of flux of the IBs since there is more
liquid concentration in the center part of the spray than at its edges, as also observed in experimental studies
(Wu et al. 1998, Becker & Hassa 2002). The spray boundaries become wider in the lateral (y) and vertical (z)
directions downstream the injection location due to the spray opening with axial distance. Larger values of
maximum ql are found closer to the jet: this is due to a higher liquid concentration closer to the injector since
the spray is less disperse in the lateral and vertical directions, which combined with larger mean fluxes (see
Figure 5.39) results in larger values of ql. These spatial maps show how the resolved atomization simulations
can capture a proper spray behavior.
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Figure 5.41: Spatial distributions of volume fluxes obtained from interior boundaries
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

5.6.6 Computational performances and costs
Table 5.6 shows the numbers of cores, cells and droplets present at t∗ = 12. At this instant all jets are
developed but liquid has not reached yet the sponge layer (i.e. the axial location where it is artificially
removed), hence allowing for a comparison among cases. The number of cores evolves in each run as the
number of cells increase due to AMR for keeping a ratio Ncells/Ncores between 100,000 and 150,000, which
is optimum for parallellization purposes (Trobec et al. 2018). As observed, changing the interface resolution
∆xmin for a given operating point multiplies the number of droplets by 6. A larger quantity of droplets with
a finer interface cell size increases substantially the number of elements, of the order of 5 times. Then, the
number of cores rises by the same factor in order to keep the ration Ncores/Ncells within the optimal range
for paralellization. A comparison of operating conditions for the fine mesh resolution shows that the number
of droplets and cells are larger for the high Weber number than for the low one, which is coherent since the
velocities are larger in the former one and more droplets are expected to be formed by surface breakup.

Table 5.6: Computational cores, mesh cells and total number of droplets present at the domain for JICF
simulations at t∗ = 12

Case Ncores Ncells (·106) Ndrops
UG75_DX10 3840 430 2221
UG75_DX20 768 100 394
UG100_DX10 4224 440 2563
UG100_DX20 768 104 393

UG100_DX20_NT 768 92 326

To assess the computational performances of the performed simulations, a Reduced Computational Time
(RCT) can be defined as (Janodet et al. 2022):

RCT = WCT Ncores

Niter Ncv
(5.10)

where WCT is the Wall Clock Time, Ncores the number of cores used by the computations, Niter the
number of temporal iterations performed, and Ncv the total number of node-based control volumes in the
computational domain. RCT, which is expressed in time units, can therefore be used to compare the cost of
the different simulations performed independently of the number of cores, iterations and elements they use.
The RCT is calculated for each computational routine of the numerical methodology ACLS/AMR, then the
different RCTs are added to yield the total RCT of the simulations. These contributions are:

RCT = RCTACLS + RCTAMR + RCTNS (5.11)

Where the subindex ACLS indicates the contribution of the ACLS methodology without mesh refinement
(§2.3.4), AMR indicates the contribution of the mesh refinement (§2.3.4), and RCTNS denotes the contribution
of the routines devoted to resolution of the Navier-Stokes equation, which in YALES2 employ a linear solver
to compute the Poisson equation (Moureau et al. 2011).

Additionally, the CPU time can be computed as follows:

tCPU = WCT Ncores (5.12)

which expresses the computational cost in hours of a simulation. Table 5.7 reports the RCT values and
the ratio tCPU/t

∗. In all simulations, the fastest routine is the NS while the slowest one, and therefore the
most expensive, is AMR. For cases UG75_DX20 and UG100_DX20, the reduced time spent in the routines
ACLS, AMR and NS is similar. Comparing cases with and without turbulence injection shows that there is a
reduction of the RCT in the AMR for the latter case due to a lower degree of atomization which produces less
droplets (see Table 5.6) and, therefore, less surface of liquid interface to remesh. The largest differences are
found among resolutions: in the fine cases, all the RCT contributions increase from 2 to 3 times with respect
to their homologues from the coarse simulations. This increase is mainly due to AMR, which is therefore the
most time-consuming and computationally expensive routine.
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5.6. Analysis of JICF simulations

Table 5.7: Computational performances from JICF simulations at t∗ = 12

Case RCT [µs] RCTACLS [µs] RCTAMR [µs] RCTNS [µs] tCPU/t
∗ [h]

UG75_DX10 1549.7 192.0 1182.6 175.1 5252
UG75_DX20 494.1 88.8 362.3 43.0 440
UG100_DX10 1643.6 162.5 1369 112.1 5580
UG100_DX20 517.5 105.8 361.1 50.6 414

UG100_DX20_NT 444.0 105.0 295.0 44.0 342

Figure 5.42 reports the computational cost in CPU hours (tCPU) for of the simulations to reach the
physical times reported in Table 5.3 (which yield converged SLIs, as shown in the next section), and the ratio
between CPU hours and physical time simulated (tCPU/tph). As expected, more CPU hours are devoted to
the fine simulations, both in absolute value and per milisecond simulated. Reducing the interface cell size by
two increases the cost by a larger extent through two contributions:

• Lower timesteps ∆t in the fine simulations due to smaller cell sizes. The latter is estimated from the
CFL number (which is equal in all simulations) according to the following expression:

∆t ≤ min
(

CFL ∆x

|u|

)
(5.13)

• A larger number of cells in the fine simulations due to more droplets being resolved.

Figure 5.42 also shows that high Weber simulations are more expensive than the low Weber one. The
reasons are the two same ones as aforementioned. The higher Weber cases have larger velocities, which for
identical resolution yield lower timesteps according to Eq. (5.13). Then, these simulations also contain a
larger amount of droplets due to higher shear, which in turn increase the number of cells with respect to the
low Weber computations.
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Figure 5.42: Cost of the JICF simulations in CPU time and CPU per physical times simulated

From these analyses, it can be concluded that augmenting the resolution twice will increase the cost
of the simulations by a larger factor, and that most of the computational resources are devoted to AMR.
Nevertheless, it is thanks to the AMR methodology that such computations become possible. Performing
resolved simulations with such fine resolutions in unstructured grids would be unfeasible if the interface cell
size ∆xmin had to be specified in all the domain.
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

5.7 SLI building
This section reports the results from post-processing data from the resolved simulations for creating a Smart
Lagrangian Injector (SLI). Firstly, the dense core topology and momentum parameters to obtain its net force
are provided. Next, the spray sampled through lagrangian tracking is postprocessed and spatially discretized.
The process sprays will serve as boundary conditions for the liquid phase in dispersed-phase simulations.

5.7.1 Dense core characterization for ALM
The dense core (DC) of a JICF is the focus of numerous studies, since it creates an important blockage effect
in the incoming air. Pioneer JICF experimental studies (Wu et al. 1997) focused on obtaining the breakup
point of the DC by studying side shadowgraphs from the JICF. More recent works (Patil & Sahu 2021) tried
also to determine its width and its lateral opening angle. Nevertheless, experimental and numerical studies
of the DC topology in JICF are scarce nowadays, specially at operating conditions where surface breakup
predominates (since the visualization of the jet is hindered by a large number of small droplets generated).

In this work, the DC topology is determined and studied from the resolved atomization simulations in
order to provide input parameters to the Actuator Line Method (ALM) for modeling the gaseous field dis-
turbances in dispersed-phase computations. The dense core is obtained as the largest liquid structure in the
domain, and its breakup point is estimated as the point at the symmetry plane y = 0 located further down-
stream from the injection location. The procedure followed to process the DC topology is more thoroughly
detailed in Appendix C.3, while here only results are presented.

In first place, the time evolution of the breakup point coordinates and width are shown in Figure 5.43.
Time has been non-dimensionalized according to Eq. (5.3). All signals display a sawtooth shape that reflects
the dynamic behaviour of the dense core: increasing values correspond to ligaments being formed from
the dense core (i.e. the breakup point xb, zb moves further downstream and upwards, while the width w
increases due to the deformation of the dense core cross-section), then they suffer an abrupt decrease when
the ligaments are dettached from the jet, and the process repeats once and again. This periodic behaviour
has been previously observed in several experimental studies (Wang et al. 2011, Prakash et al. 2018).
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Figure 5.43: Variation with time of the dense core breakup point coordinates xb, zb and width w.
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To define an actuator representing the dense core in dispersed phase simulations, the mean values of the
breakup point coordinates and width will be used. Hence, the mean value of the signals from Figure 5.43 are
calculated. The evolution of the mean values with time (i.e. convergence with time) is shown in Figure 5.44.
As observed, the simulations performed with the coarse interface cell size ∆xmin = 20 µm are converged
for the three parameters xb, zb and w (except for zb in case UG75_DX20, as this parameter seems the one
taking longer time to achieve convergence). The fine resolutions ∆xmin = 10 µm have not yet achieved full
convergence.
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Figure 5.44: Evolution of mean geometric parameters of the dense core

The final mean values obtained for the geometrical parameters are shown in Figure 5.45. The bars in
the figures denote the standard deviation of the instantaneous signals. Figure 5.45a shows that the mean
values for the coarse resolution are below the zb = xb, indicating that the dense core penetrates further along
the streamwise direction x than in the vertical z. On the contrary, the points for the fine resolution are
located above this line, which shows that the dense core is elongated along the vertical direction. This graph
also show iso-lines of the dense core length LDC. Lengths are similar for identical resolutions regardless the
operating condition, but present significant differences among resolutions. Fine simulations present a shorter
dense core than the coarse ones; in other words, fine simulations capture an earlier breakup than the coarse
ones. This is due to the resolution of instabilities in the fine resolution, which foster an earlier breakup of
the liquid dense core (Xiao et al. 2014, Prakash et al. 2018, Crialesi-Esposito 2019).
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Figure 5.45: Mean values for the dense core geometric parameters

Figure 5.45 reveals also a slight dependendency of the mean parameters with respect to the operating
conditions. For the coarse simulations, the breakup coordinates xb (zb) are slightly lower (higher) for the low
We operating point: increasing aerodynamic gas forces pushes the breakup point further downstream and
upwards. This is coherent with the experimental results from Patil & Sahu (2021), who obtained a correlation
for the axial breakup point which varies with the gas Weber number as xb ∝ We0.1

g . The dependency with
Weg is however very weak, as also found in Figure 5.45a since the changes in mean values are not actually
very significant. This experimental study also includes a correlation for the width w which depends solely on
the q factor, also coherent with the results from Figure 5.45b for the coarse resolution. It is to bear in mind
that these experiments do not correspond to the operating points studied here, thus the actual dependencies
and their intensities (i.e. exponent constants from the correlations) might be different at these conditions.
The present computational study shows, however, similar qualitative trends.
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

Table 5.8 shows a summary of all the relevant parameters for characterizing the dense core topology and
its net force (momentum) in all simulations. These values are taken as input parameters to the ALM model
for the dispersed-phase simulations of Chapter 6.

Table 5.8: Dense core characterization: geometric and momentum parameters
Case LDC/dinj w/dinj SDC [mm2] pwindward [Pa] pleeward [Pa] |FDC| [N]

UG75_DX10 9.05 4.60 5.1 5,200 -6,100 0.058
UG75_DX20 12.47 4.29 6.7 3,200 -8,000 0.074
UG100_DX10 8.75 4.62 5.0 10,400 -8,800 0.095
UG100_DX20 12.53 4.28 6.7 5,700 -14,000 0.13

UG100_DX20_NT 12.49 4.24 6.6 5,000 -14,000 0.12

5.7.2 Spray characterization
This section presents a characterization of the global spray sampled from the resolved simulations through
lagrangian tracking of the liquid structures as described in §4.4.1. The sampling planes perpendicular to
crossflow are those shown in Figure 5.36.

Establishment of mean sprays

Droplets are sampled and accumulated with time in order to get a mean-converged spray. Firstly, an estab-
lishment time of t′ ∼ 2 for each case is left before droplets start to be accumulated in order to retrieve a
representative spray of a established jet. Droplets are then accumulated for a total duration tacc reported
in Table 5.9. The total physical times simulated tph ∼ tacc + 2τdrx=10 are also stated. Both the absolute
physical time and the dimensionless time calculated through Eq. (5.3) are shown. From the absolute time,
huge differences among coarse and fine simulations can be seen: the former are cheaper and run with a larger
timestep than the latter ones, therefore reaching a longer physical time. For the low Weber case, the physical
time reached by the coarse simulations goes 10 times beyond the fine ones, while the low Weber case shows
a factor of 15 among resolutions. If, on the other hand, the dimensionless times are considered, the ratio
of simulated times among resolutions reduce to 8.6 and 12.9 for the low and high Weber cases respectively.
This is caused by the differences in the timescale τdr between resolutions, as these values are lower for the
fine simulations (see Table 5.3). When looking at the convergence of injectors, the timescale t′ is the one to
consider since it relates the droplet arrival time to the sampling planes. On the other hand, when discussing
physical characteristic among simulations, it is more convenient to use either the absolute physical time or
the dimensionless time defined by the relation to the liquid inertia timescale, Eq. (5.2).

Table 5.9: Total physical tph and accumulation times tacc, absolute and dimensionless with Eq. (5.3), for
each JICF simulation

Case tph [ms] t′ph tacc [ms] t′acc
UG75_DX10 1.08 3.64 0.53 1.79
UG75_DX20 6.30 17.70 5.48 15.40
UG100_DX10 0.78 3.58 0.37 1.67
UG100_DX20 6.16 23.84 5.57 21.54

UG100_DX20_NT 6.10 23.44 5.53 21.24

The total number of droplets accumulated is shown in Table 5.10. The coarse simulations have sampled
more droplets than the fine ones, as they have run for longer physical time. Nevertheless, the number of
droplets per milisecond simulated (ratio Ndr/tacc) shows that the fine cases generate a larger number of
particles, of the order of 5 times more than the coarse simulations. As a consequence, fine simulations need
less physical time simulated to produce a converged spray for building lagrangian injectors (more insight is
given at the end of §5.7.3).
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5.7. SLI building

Table 5.10: Number of droplets sampled in JICF simulations: total amount (Ndr) and total amount per
accumulation time Ndr/tacc

Case Ndr Ndr/tacc [ms−1]
x = 5 mm x = 10 mm x = 15 mm x = 5 mm x = 10 mm x = 15 mm

UG75_DX10 19384 11823 - 36574 22307 -
UG75_DX20 25036 20399 15979 4569 3722 2916
UG100_DX10 12832 9333 - 34681 25224 -
UG100_DX20 35345 29986 19885 6346 5384 3570

UG100_DX20_NT 33443 27221 - 6048 4922 -

In first place, the establishment of the accumulated sprays is verified by checking the evolution of SMD
and liquid flux Ql, defined respectively by Eqs. (4.12) and (4.13), with time. Figure 5.46 shows the results.
As observed, all cases shows stabilization at the end of the sampling period considered. The flow rates show
a decrease in the stabilized values with axial distance: the further from the injector, the larger the mass
losses, which is coherent with the results obtained from the interior boundaries methodology of §5.6.5. The
SMD values show a decrease of the final values with axial distance, which is expected since the atomization
process breaks liquid structures into smaller ones. Further comments on the atomization process are given
in the next section.
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Figure 5.46: Establishment of SMD and Ql in JICF. The black, blue and red lines represent the sampling
planes x = 5, 10 and 15 mm respectively. The dashed black line represents the liquid flux injected through
the nozzle

Apart from the SMD and mean flux, the spray is also characterized by its mean and RMS velocity compo-
nents in the three directions and by the deformation parameters α, β. The convergence of these parameters
is reported in Appendix E: all these magnitudes show converged values, but are not discussed here.

In order to verify the effectiveness of SLI in terms of liquid mass conservation, the liquid fluxes obtained
from lagrangian tracking (i.e. the Ql values at the last accumulation time instant of Figure 5.46) are compared
to their equivalent obtained through interior boundaries, shown in Figure 5.39a. Results are shown in the bar
graph of Figure 5.47. As observed, there is a good agreement between the resolved and lagrangian tracked
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mass flow rates. Discrepancies arise due to the lagrangian tracking procedure, which assumes droplets to
be point particles and projects their center of mass with time to estimate when they cross the sampling
plane (this can yield larger errors when deformed liquid structures are sampled and projected as spherical
particles). This simplification might lead to some droplets being sampled twice (larger fluxes than in the
IBs), or to droplets not being sampled at all (lower lagrangian fluxes). Nevertheless, the lagrangian tracking
algorithm provides accurate fluxes plus also statistics on velocities and droplet volumes (which indeed IBs
cannot provide), making it a suitable tool to retrieve the spray characteristics.
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Figure 5.47: Liquid fluxes provided by interior boundaries (solid color bars) and lagrangian tracking (black-
dashed color bars).

Granulometry

From the equivalent diameters, information on the droplets sizes can be obtained through either statistical
distributions or mean diameters, such as the SMD defined by Eq. (4.12) and whose evolution with time for
the sampled sprays was represented in Figure 5.46. In first place, the final SMDs obtained in all simulations
are grouped in the graph of Figure 5.48. The first noticeable observation is the high sensitivity of the SMD
to resolution, which shows a difference of factor 2: this is expected since the resolutions differ by the same
amount. Differences are also found among operating points: in general, the SMDs for the low Weber cases
are higher than the ones for the high Weber one, which is expected since high kinetic energy of the gas and
fluid phases in the latter foster atomization, generating more and smaller droplets. There are, however, two
exceptions: at x = 10 mm for the fine resolution, and at x = 15 mm for the coarse one. In the former
(fine resolutions), both cases present the same SMD at x = 10 mm while differ at x = 5 mm: in fact,
UG75_DX10 shows a reduction in SMD with axial distance (expected behaviour due to atomization) while
UG100_DX10 provides the same SMD (unexpected behaviour). Two reasons could explain the constant
SMD for UG100_DX10: 1) due to the higher kinetic energies in the gas and liquid phases, atomization is
already completed at x = 5 mm, or 2) small droplets disappearing in UG100_DX10 when reaching the mesh
resolution would not contribute to the SMD, making it larger than its true value in the real spray. This is
also the most probable explanation for the almost constant SMDs between x = 10 and 15 mm in the coarse
simulations.
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Figure 5.48: Evolution of SMD with axial distance for each simulation.
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Droplet size and volume distributions also provide valuable information on the spray. Size distributions
are usually represented by the notation f0 (D), while volume distributions are denoted by f3 (D). Two types
of distributions are possible: discrete (histograms) or continuous. In the former, the spectrum of droplets
size is divided into several range of droplets named bins or classes, and the number of droplets comprised
within each class each counted. Histograms are the usual way of representing the granulometry when the size
of droplets is directly available, such as in most experimental campaigns and computational studies resolving
atomization. Continuous distributions, however, fit discrete distributions obtained experimentally and are
used for making simplified models for spray injection in lagrangian simulations, since they can represent
the spray by functions depending on few parameters. Examples of function widely used in sprays are the
lognormal, Rosin-Rammler and Nukiyama-Tanasama distributions (Lefebvre & McDonell 2017).

Since both volume and equivalent diameters of droplets are known from the resolved simulations, prob-
ability histograms can be plotted. Figure 5.49 shows size (black bars) and volume (grey bars) histograms
for the sprays from case UG100_DX20. The number of classes has been calculated according to Rice’s rule,
which estimates this value as Nbins = 3

√
2Ndr (Terrel & Scott 1985). The number histograms f0 show a

positively skewed distribution with a lognormal shape where most droplets are smaller than the SMDs. This
lognormal behaviour is a common characteristic of sprays resulting from liquid JICF configuration and has
been observed in previous numerical (Herrmann 2009) and experimental (Prakash et al. 2018) studies. The
volume histograms f3 shows higher probabilities at larger diameters than in f0. In the fine simulations, only
a small amount of droplets with large diameters are present due probably to their location in the decelerated
gaseous phase caused by the crossflow. In the coarse simulations, the quantity of volume at high diameters
is more uniform due to larger droplets generated. The fine simulations also show a larger number of droplets
than the coarse ones (as shown in Table 5.10) due to the better resolution of surface and column breakup
phenomena (see for instance Figure 5.17), which leads to a higher total volume contained in droplets of small
diameters with respect to large ones.

Finally, lognormal curves are superimposed to the number histograms to show the trend of the sprays
produced. Two lognormal curves are shown: one obtained through a theoretical correlation (red lines), and
one obtained through a curve fit (blue lines). Both curves follow the following expression:

f0 (D) = dN

dD
= 1

D
√

2π ln (sg)2
exp

[
−1

2

(
lnD − lnDng

ln sg

)2]
(5.14)

where Dng and sg are the curves parameters. For the fitted lognormals, these parameters were obtained
through a differential evolution algorithm which minimises a fitness function representing the deviation
between the curve and the histogram (Storn & Price 1997). The other case has been taken from Lefebvre &
McDonell (2017), who state that Dng is the geometric mean size of the logarithmic droplet size and sg is the
geometric standard deviation. If the spray is assumed to be composed of spherical droplets, these moments
can be obtained through the following formulas:

Dng = exp
(∑

i lnDi

Ndroplets

)
; sg = exp

√∑
i ln
(
Di/Dng

)2

Ndroplets
(5.15)

As observed in Figure 5.49, both curves present similar shapes in all cases but show larger differences
when closer to the liquid injector (especially at the distribution’s mode). The fitted lognormal retrieves
better the histogram shape than the correlated one: this indicates that the definitions from Eq. (5.15) do
not properly represent the spray. As the sampling plane moves downstream, the curves get closer, so the
former definitions become more accurate. The reason of the mismatch close to injector and the posterior
approach is the deformation of the droplets: closer to the injector more deformed (i.e. less spherical) liquid
structures are sampled, while further downstream the spray is more atomized and droplets are generally more
spherical. Therefore, Eqs. (5.15) represent better the spray further downstream the injector, where primary
atomization is no longer taking place.
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Figure 5.49: Droplets size (f0) and volume (f3) histograms for all cases
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5.7. SLI building

Liquid velocities

Final mean liquid velocities in axial and vertical directions for all simulations are shown in Figure 5.50.
Lateral mean velocities are not displayed since they are in all cases close to 0 (see Appendix E), which is due
to an equal jet opening in both positive and negative lateral directions. Two different mean velocities are
shown in the graph of Figure 5.50: the arithmetic mean velocities calculated with Eq. (4.10), given by the
solid lines, and the volume-weighted velocities calculated from Eq. (4.11) represented by the dashed lines.

The mean axial velocities are displayed in Figure 5.50a. The dependence on resolution is clearly noticeable:
fine simulations show much larger velocities than the coarse ones due to the presence of a large number of
finer droplets which relax fast towards the gaseous phase. In all cases, the magnitudes for the low Weber
point are lower than for the high Weber one. From x = 5 to x = 10 mm, both the arithmetic and volume-
weighted velocities increase in magnitude, which is a priori expected since the liquid structures are dragged
and accelerated towards the crossflow direction. From x = 10 to 15 mm, however, the volume-weighted
velocities still increase but the arithmetic ones show the opposite tendency. This unexpected decrease is
attributed to the small droplets disappearing from the simulation which before their removal, are faster than
the larger ones due to faster relaxation towards the gas. Hence, the arithmetic mean will take them into
account at x = 10 mm (before their disappearance) and not at x = 15 mm (after their disappearance),
producing a reduction in the mean velocity. The volume-weighted velocities, on the other hand, do not show
this reduction since they give more importance to the velocities of the larger droplets: as these also relax
towards the gas mean velocity (but slowly due to their large sizes), they show a monotonic increase with
axial direction.

5 10 15

x [mm]

35

40

45

u
[m

s−
1 ]

ug = 75 m s−1

UG75 DX10

UG75 DX20

5 10 15

x [mm]

45

50

55

60
u

[m
s−

1 ]

ug = 100 m s−1

UG100 DX10

UG100 DX20

UG100 DX20 NT

(a) Mean velocities in axial direction.

5 10 15

x [mm]

2.5

5.0

7.5

10.0

w
[m

s−
1 ]

ug = 75 m s−1

UG75 DX10

UG75 DX20

5 10 15

x [mm]

5

10

w
[m

s−
1 ]

ug = 100 m s−1

UG100 DX10

UG100 DX20

UG100 DX20 NT

(b) Mean velocities in vertical direction.

Figure 5.50: Mean liquid velocities for all cases. Solid lines indicate arithmetic average velocities, while
dashed ones indicate volume-weighted average velocities.

The mean vertical velocities are displayed in Figure 5.50b. Arithmetic velocities increase from x = 5 to
x = 10 mm. The volume-weighted ones show, on the other hand, a constant or even decreasing tendency. In
fact, mean vertical velocities are expected to decrease up to 0 with axial distance due to momentum exchange
with the crossflow. The point of null vertical velocity has not been reached since it might be much further
than x = 15 mm, which is unreachable for the simulations considered due to their higher computational cost.
Nevertheless, a correct behaviour in terms of non-increasing vertical velocity with axial distance is correctly
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captured. It is also worth commenting that fine resolutions show larger mean axial velocities: this is due to
the larger vertical velocities generated by the column breakup behaviour, as shown in Figure 5.17. Finally,
a last look at the graphs of Figure 5.50 reveals that the differences between arithmetic and volume-weighted
velocities decreases with increasing axial distance for all cases: this shows that the spray atomizes along
the crossflow direction, breaking large droplets into smaller structures and approaching both velocities. The
decreasing difference among velocities indicates a continuing atomization: nevertheless, it is not expected
that a fully atomized spray would show equal arithmethic and volume-weighted velocities, since the JICF
produces a polydisperse spray with non-uniform velocity distributions (Wu et al. 1998).

Figure 5.51: Scatterplots velocities - diameters for case UG100_DX10 at plane x = 10 mm. The axial
velocity is non-dimensionalized with the bulk gaseous velocity, while the lateral and vertical ones have been
non-dimensionalized with the bulk liquid velocity

To finish the analysis of velocities, scatterplots of velocities against droplets diameters are shown in Figure
5.51 for case UG100_DX10 at x = 10 mm. The black lines show the mean arithmetic (solid) and volume-
weighted (dashed) velocities for the spray. The axial velocities show a concentration of droplets with low axial
velocity at low vertical distances z: these droplets, smaller than 100 µm, correspond to the liquid structures
filming close to the wall, and present also null or negative vertical velocities null. The fastest (axial velocity)
droplets are also found for D < 100 µm, which correspond to droplets far downstream the liquid nozzle that
have exchanged momentum with the crossflow. Larger droplets present lower velocities due to their slower
relaxation towards the gas. As the consequence of such a heterogeneous axial velocity distribution, the mean
arithmetic and volume-weighted velocities differ by around 10 %, with the latter being lower than the former
due to the lower velocities found in the larger droplets. The scatterplot of the lateral velocities display a
rotated T shape symmetric with respect to v = 0, with the positive velocities for y > 0 and negative for y < 0.
These features indicate that the jet opens equally along the lateral directions, which is an expected behaviour
since the freestream gas has no lateral velocity (this will not be the case in swirled configurations, such as the
resolved simulations of BIMER shown in Chapter 8). The vertical velocities scatterplot also show a rotated
T-shape where the droplets in the top part of the spray have positive velocities, indicating that the spray
penetration increases, while the droplets at the bottom part have null or negative values. These droplets are
generally small (D < 100 µm) and are probably entrained by the gaseous counter-rotating vortices induced
by the dense core perturbation (see Figure 5.33). The mean velocities for the ensemble of droplets is positive
(as also seen in Figure 5.50), indicating that the spray continues to penetrate vertically.

Deformation of liquid structures

Apart from the equivalent diameters and velocities, the sampled droplets in the resolved simulations are also
characterized by their deformation parameters α and β as defined by Eq. (4.9). These magnitudes quantify
the deviation of the liquid entity with respect to a perfect sphere: this one would yield α = β = 1, while
deformed droplets present α > 1 and β < 1. Note that the values α < 1 and β > 1 are not possible due to
the inherent definitions of both magnitudes.

The mean volume-weighted (VW) values αVW and βVW are shown in Figure 5.52. These values have been
found to be converged in all simulations (details are given in Appendix E). As shown, αVW decreases with
axial distance in all cases, while βVW increases: the spray atomizes with axial distance, breaking large liquid
structures (ligaments) into smaller droplets which are closer to an spherical shape. The values for αVW are
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always larger than 2.5, while βVW never exceeds 0.5. However, these criteria are only based on approximated
geometrical parameters, hence sphericity needs to be defined by thresholds on α and β: for instance, Zuzio
et al. (2018) defines sphericity for liquid structures presenting β > 0.5, while Herrmann (2010) proposes a
sphericity criterion α < αth where αth should be chosen according to the case.
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Figure 5.52: Mean deformation parameters for all simulations. Solid lines indicate arithmetic average defor-
mation, while dashed ones indicate volume-weighted average deformation.

The scatterplots α−β for cases UG100_DX10 and UG100_DX20 are shown in Figure 5.53. The general
trend is that smaller droplets present high values of β and low values of α, meaning that they are closer
to a spherical shape. Larger droplets get further away from these values. The black, solid lines denote the
sphericity criterion β > 0.5, α < αth where αth = 2 for this study. Hence, droplets within these bounds
are considered to be spherical. This yields percentages of 35 % and 15 % spherical droplets in the fine and
coarse cases respectively, confirming hence that the fine resolution resolves atomization better and produces
more spherical droplets. Such a sphericity criterion could be used to trigger the transformation of droplets
into lagrangian point particles for their further transport in the resolved simulations, saving computational
resources Janodet (2022). However, the deformation criteria here introduced might not be fine enough to
characterize the sphericity of sprays, and more accurate definitions including further information on the
droplet’s topology should be considered (Canu et al. 2018, Chéron et al. 2019, Palanti et al. 2022).

Figure 5.53: Scatterplots of deformation parameters α - β for cases UG100_DX10, UG100_DX20 at plane
x = 10 mm. Droplets are colored and scaled by their equivalent diameter. Thick, black lines enclose the
region where droplets are spherical according to the criteria defined in the text
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5.7.3 Sprays spatial dicretization
Once the global spray features have been studied, the discretization process described in §4.4.3 can be
applied to produce liquid injectors for dispersed-phase simulations. The resulting SLIs are shown in Figures
5.54 to 5.65. All sprays are discretized in grids composed of square probes, hence the convergence-driven
discretization process is not applied here (it will be done in Chapter 6 to illustrate the differences between
the convergence-driven and ad-hoc injectors), since the objective here is to describe the spray states for the
different sampled sprays. Then, each probe contains a spray represented by the magnitudes from Table 4.2:
the magnitudes shown in the figures are the SMD, volume flux ql, convergence map and mean velocities in
axial, lateral and vertical directions (u, v, w respectively). The convergence maps are shown through pixel
maps, while the rest of the magnitudes have been interpolated in the grid for generating contour maps. The
discretizing grids in each case are displayed in the volume-flux map and convergence maps.

Qualitatively, all maps show similar structures in terms of SMD, flux and velocities. The SMD distri-
butions reveal small droplets at the bottom part (particles generated mainly through the surface breakup
phenomenon) and higher values at the top, which correspond to ligaments and large droplets produced by
column breakup. A decrease in SMD at the top part of the spray is observed, which is attributed to small
droplets being shed from the column ligaments. Flux maps ql exhibit circular patterns with maxima located
at the spray center around the symmetry plane y = 0, then flux decreases radially outwards. These fluxes
correspond to the same magnitude obtained from the IBs and shown in Figure 5.41: the structures are similar
both qualitatively and quantitatively when comparing fluxes obtained with each method, indicating the suit-
ability of the lagrangian tracking algorithm for obtaining spray characteritics from the resolved simulations.
The main differences among lagrangian sampling planes and IBs are found when filming is present, which
is captured by the former but not by the latter as shown in the flux maps. The mean axial velocity maps
u exhibit low velocities at the center, bottom part of the spray plume and larger velocities at the sides.
The central deceleration corresponds to the wake generated by the presence of the dense core. The higher
velocities at the sides are attributed to small droplets accelerated by the crossflow. The lateral velocity v
shows in all cases a symmetric behaviour with respect to the axis y = 0 where positive velocities are found
for y > 0 and negative ones for y < 0, reflecting the spray opening along the lateral direction. Regarding the
vertical velocities w, they show a layered structure with increasing magnitude from the bottom (sometimes
negative values are found, which correspond to droplets moving towards the wall that will eventually impinge
it) to the top of the spray, indicating that the sprays increases its penetration along the axial direction (as
reflected by the trajectories analyzed in §5.6.3). All these structures are characteristic of liquid JICFs which
have been similarly observed in several experimental studies (Wu et al. 1998, Becker & Hassa 2002).

The pixel maps show local converged sprays around the maximum fuel flux location. The convergence
criterion (introduced in §4.4.2) only takes into account the droplets size distributions and does not consider
any other magnitude: areas with large fluxes contain more droplets, hence their distributions are more prone
to convergence than probes at the edges which, in some cases, might only have one or two droplets. Further-
more, some cases (such as the spray at x = 15 mm in case UG100_DX20, Figure 5.63) show convergence
close to the wall, where filming is present. Their equivalent fluxes maps reveal higher values than the IB
fluxes at identical locations (Figure 5.41). Such higher fluxes correspond to filming droplets which are prob-
ably sampled twice by the lagrangian tracking algorithm: this one considers all liquid structures to be point
particles, while in reality the filming liquid entities are deformed structures which displace along the wall at
low velocities. Such structures would be projected through the plane and sampled at several time instants,
therefore fostering a faster convergence. The point particle assumption was not done by the IBs methodology,
which explains the discrepancies among methodologies at the filming regions. A last important observation
is the effect of resolution on the convergence maps: for both operating points, the fine resolution maps show
more converged probes (i.e. a more converged local spray) than the coarse ones even though the accumulation
times sampled are lower (see Table 5.9). Converged distributions are obtained faster with fine resolutions
due to the larger amount of droplets per timestep sampled (despite a lower total amount of droplets sampled
in the whole simulation).
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Case UG75_DX10
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Figure 5.54: Spray states at x = 5 mm for case UG75_DX10
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Figure 5.55: Spray states at x = 10 mm for case UG75_DX10
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Case UG75_DX20
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Figure 5.56: Spray states at x = 5 mm for case UG75_DX20
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Figure 5.57: Spray states at x = 10 mm for case UG75_DX20
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Figure 5.58: Spray states at x = 15 mm for case UG75_DX20
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5.7. SLI building

Case UG100_DX10

−5 0 5
y [mm]

0

5

10

z
[m

m
]

33
48
62
77
91
106
121
135
150
165

S
M
D

[µ
m

]

−5 0 5
y [mm]

0

5

10

z
[m

m
]

0.0
6.7
13.5
20.2
26.9
33.6
40.4
47.1
53.8
60.5

V
ol

u
m

e
flu

x
[c

m
3

s−
1

cm
−

2 ]

−5 0 5
y [mm]

0

5

10

z
[m

m
]

N
ot

co
nv

.
C

on
ve

rg
ed

−5 0 5
y [mm]

0

5

10

z
[m

m
]

40
44
49
53
58
62
67
72
76
81

u
[m

s−
1 ]

−5 0 5
y [mm]

0

5

10

z
[m

m
]

-49
-39
-28
-17
-6
4
15
26
36
47

v
[m

s−
1 ]

−5 0 5
y [mm]

0

5

10

z
[m

m
]

-10
-3
3
11
18
26
33
41
48
56

w
[m

s−
1 ]

Figure 5.59: Spray states at x = 5 mm for case UG100_DX10
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Figure 5.60: Spray states at x = 10 mm for case UG100_DX10
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

Case UG100_DX20
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Figure 5.61: Spray states at x = 5 mm for case UG100_DX20
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Figure 5.62: Spray states at x = 10 mm for case UG100_DX20
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Figure 5.63: Spray states at x = 15 mm for case UG100_DX20
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5.7. SLI building

Case UG100_DX20_NT
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Figure 5.64: Spray states at x = 5 mm for case UG100_DX20_NT
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Figure 5.65: Spray states at x = 10 mm for case UG100_DX20_NT
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

Inhomogeneity of sprays

The resulting spray from a JICF is highly polydisperse and velocity-inhomogeneous, as shown by the pre-
vious spatial maps. The proposed SLI approach allows to directly account for these spray characteristics
by prescribing spatially discretized statistics in dispersed-phase simulations. This spatial discretization pro-
cedure can also be seen as dividing the global in-plane accumulated spray into several individual sprays,
each one contained in every discretization probe. Then, each probe will represent a monodisperse spray by
accounting only for mean statistics on the diameters (SMD) and velocities. However, the polydispersity and
inhomogeneity of each probe’s spray should also be taken into account when performing injection.

In order to illustrate this inhomogeneity within the local probes, Figure 5.66 shows the maps of volume
flux, arithmetic mean and volume-weighted (VW) velocities at x = 5 mm for case UG100_DX10. The probe
containing the largest flux is highlighted in blue. The velocity maps show a different spatial distribution of
the velocity when considering volume-weighted statistics or not: the VW velocity displays lower magnitudes
in all the plane, since actually more importance is given to the large droplets which are slower than the
smaller ones. Exceptions are observed where fluxes are the lowest, since the amount of droplets is scarce
and the arithmetic mean and VW velocities get closer. The spray at maximum flux probe (i.e. the one with
more sampled droplets) is further analyzed by plotting the droplet size D and axial velocity u histograms,
as well as the scatterplot D − u, in Figure 5.67. In the size histogram the SMD is highlighted: if only the
SMD is injected in the dispersed-phase simulations, a wide range of droplets sizes is actually neglected when
prescribing the spray. Injection of a spray size distribution f0 better representing the spray histogram will
solvent this issue. The velocity histogram shows also a wide range of droplets velocities with respect to the
mean ones: injecting a stochastic velocity given by a law such as the one from Eq. (4.18), which also accounts
for the RMS component will then consider the inhomogeneity of the droplets velocities. It is also noticeable
the difference between arithmetic mean and VW velocities, 52 against 44 m s−1 respectively: such differences
at injection could greatly impact secondary atomization of droplets, which is highly dependent on the We
based on the relative velocity. These two influences, i.e polydispersity through f0 and variations in injection
velocity through Eq. (4.18), will be investigated in the next chapter. Finally, it is interesting to highlight
the dependence of droplets velocities on their sizes as shown in the scatterplot of Figure 5.67 right. The
arithmetic mean and VW velocities are represented by the horizontal black lines, while the SMD is given by
the vertical green line. The points where curves cross would represent the injection velocity and diameters
if a monodisperse spray were to be injected: considering also the RMS through Eq. (4.18) would enlarge
the range of velocities to be injected, while also including a f0 would enlarge the range of droplets sizes
injected. The red line represents the mean velocity at diameter intervals when the D axis is discretized into
several bins (named sections). As shown, section mean velocities section can highly differ from the constant
u of uVW ones. Further steps should consider the prescription of this D − u conditioning in dispersed-phase
simulations: this strategy is called sectional approach, and has been succesfully tested in lagrangian sprays
(Vié et al. 2013).
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Figure 5.66: Volume flux, arithmetic mean and volume-weighted axial velocities at x = 5 mm from case
UG100_DX10
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Figure 5.67: Histograms of droplets diameters D (left) and axial velocity u (center), and scatterplot D − u
(right) for the spray contained within the highlighted probe of Figure 5.66

On SLI convergenge time with resolution

If obtaining a SLI with a coarse resolution takes a given particle’s accumulation time to converge, it is
reasonable to assume that a finer resolution also needs to simulate the same accumulation time. This, indeed,
has shown not to be true: as illustrated by the convergence maps from Figures 5.54 to 5.65, SLIs obtained
with the fine resolution present a greater number of converged local probes than the coarse ones. Even though
the accumulation time is lower in the fine resolution simulations, more droplets sampled per timestep and
finer liquid structures make injectors converge faster than in the coarse computations. Therefore, increasing
the resolution decreases the accumulation time needed to yield a converged spray: producing a final SLI
requires less computational resources than a priori thought.

To illustrate the associated cost savings in computational time (named hereafter cost savings), let’s
consider the high Weber operating condition. The coarse simulation needs tph = 6.16 ms to produce a
converged SLI, while the fine one needs only tph = 0.78 ms, i.e. 8 times less physical time. Therefore, if only
the physical time is considered, it is a priori expected that a fine simulation should also run for tph = 6.16
ms, increasing the cost from the coarse simulation by 8. Indeed, their actual computational costs are 1.25
and 4.66 million CPU hours for the coarse and fine simulations: the cost to obtain a more locally converged
injector rises only 4 times. Figure 5.68 illustrates graphically this difference. The first and second columns
show the total CPU hours from Figure 5.42. The third one shows the estimated cost to run a fine simulation
as far as the coarse one, which would be of tCPU = 36.7 · 106 hours. The cost savings are therefore estimated
to be of 30.41 · 106 hours.
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Figure 5.68: Cost savings in SLI development by refining grid resolution
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Chapter 5. Resolved atomization simulations of liquid jet in crossflow

5.8 Conclusions
This chapter has presented resolved simulations of the injection and atomization processes in the academic
kerosene jet in crossflow (JICF) configuration tested experimentally by Becker & Hassa (2002). The experi-
mental test case and computational setup chosen to model the former were firstly presented. Two operating
conditions at high pressure were simulated with two interface mesh resolutions: a coarse and a fine one,
differing by a factor of 2.

Firstly, the physics of the resolved atomization simulationes were studied (§5.6). Studied features and the
main results are summarized in the following:

• The jet establishment was measured by the evolution of liquid volume and mesh elements in the domain.
These magnitudes showed that the coarse resolution simulations were fully established, while the fine
ones were on the verge of it.

• Both column and surface breakup modes are properly retrieved in the simulations, which are the main
primary atomization mechanisms observed in liquid JICF configurations. The fine simulations retrieved
the windward column instabilities, while the coarse ones did not.

• Trajectories of the jet’s windward side were highly sensitive to the postprocessing methodology. Val-
idation with an experimental correlation showed that the computations can accurately predict the
trajectory closer to the liquid nozzle. Further downstream, trajectories deviate from the experimental
correlation, and the resulting trajectories are dependent on the mesh resolution. This dependency is
due to the windward instabilities, which are retrieved only in the fine cases.

• The gaseous field perturbed by the dense core presence was analyzed. The classical turbulent struc-
tures appearing in classical JICF configurations (recirculation region and counter-rotaing vortices) were
properly captured by the simulations.

• Resolved fluxes in planes perpendicular to the crossflow direction were quantified with the interior
boundaries methodology. Flow rates were observed to decrease further away from the liquid nozzle.
This is attributed to: 1) mass impinging the wall, and 2) small droplets which reach a characteristic
size of the order of the interface resolution and are removed from the simulation.

Finally, the simulations were postprocessed to build a SLI (§5.7). The dense core was characterized and
mean values for its breakup coordinates, width and net force applied were obtained. These parameters will
be used to define an Actuator Line Model in the dispersed-phase simulations of Chapter 6 for modeling
the dense core presence. Sprays were then sampled in planes perpendicular to the crossflow direction. The
following global magnitudes were firstly studied:

• Mean liquid fluxes, which yielded close values to the resolved flow rates previously assessed. This proves
the suitability of the lagrangian tracking methodology for spray characterization.

• Droplets sizes, which were characterized through 1) the Sauter Mean Diameter (SMD), which shows
a decrease with axial distance due to atomization, and 2) droplets size histograms, which show a
lognormal shape characteristic of sprays produced in JICF configurations. Convergence of sizes with
mesh resolution was not achieved: the smaller SMDs obtained were larger than the experimental
SMD for complete atomization. Therefore, finer resolutions would be required to achieve droplets size
convergence.

• Mean velocities, which revealed that an adequate spray behaviour is obtained when these are estimated
through volume-weighted rather than from arithmetic averages.

Eventually, the sampled sprays were in-plane spatially discretized. The resulting spray structures rep-
resented by maps of SMD, velocities and fluxes showed a proper physical behaviour characteristic of liquid
JICF configurations. Convergence maps revealed that more converged probes are obtained in regions with
higher fluxes and for sprays generated with fine interface resolutions. These simulations produce smaller par-
ticles and a larger number of droplets per timestep than the coarse ones: hence, even if their total simulated
physical time is lower, their resulting sprays converge faster. These spatially discretized sprays will then serve
as the liquid boundary conditions for the computations of Chapter 6.

128



Chapter 6
Dispersed-phase simulations of JICF

6.1 Introduction
In the previous chapter, resolved simulations of atomization in a liquid jet in crossflow (JICF) configura-
tion were reported. These simulations, which were used to construct a Smart Lagrangian Injector (SLI)
for dispersed-phase simulations, could not reach the axial location where Becker & Hassa (2002) provide
experimental results on the spray characteristics. In this chapter, dispersed-phase simulations are performed
in the same configuration. These simulations prescribe the liquid phase with SLI, and the resulting spray is
compared to the experimental results provided far from the liquid nozzle.

In first place, the state of the art is reported in §6.2. The experimental results available for comparison are
briefly summarized, as well as an estimation of the experimental uncertainties. A review on previous numerical
works on the same configuration is presented, which are compared to results from one of the dispersed-phase
computations performed in this thesis. Then, a parametric study on the SLI variables playing a role in the
dispersed-phase simulations is performed. This study is divided into three parts:

• Influence of the gaseous phase (§6.4). The Actuator Line Method (ALM) is applied to model the
perturbation effect of the dense core. An additional methodology consisting on prescribing statistics of
the disturbed gaseous phase on a reduced domain is also proposed and tested.

• Influence of the secondary breakup model (§6.5). The three models implemented in this work (TAB,
ETAB and Gorokhovski), which were introduced in §4.6, are assessed.

• Influence of the liquid phase parameters (§6.6). Parameters tested include the injectors produced by
each resolution and sampling location, droplets injection velocities and diameters, convergence-driven
discretization and the operating condition.

In all cases it is found that, due to secondary atomization, the resulting droplets are smaller than those
reported by the experiments. This hypothesis is finally confirmed in §6.7 by deactivating secondary breakup
during the first instants after injection, allowing droplets to relax towards the gaseous phase before breakup
is triggered again.

Preliminary parts of this chapter have been published in Guillamon et al. (2021).

6.2 State of the art

6.2.1 Experimental results for validation
The study from Becker & Hassa (2002) reports experimental results on SMDs and fluxes in a plane perpen-
dicular to the crossflow x = 80 mm downstream the liquid injection point. These results, shown in Figure 6.1
for the high Weber operating point (see nomenclature from Table 5.2), are represented in the form of contour
maps. The volume flux shows a circumferential pattern where the largest flux is located at the center and is
reduced radially. The SMD shows a layered profile where the largest droplets are located at the top part of
the spray (ballistic behaviour).
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Figure 6.1: SMD and volume flux maps for the high Weber case obtained experimentally by Becker & Hassa
(2002) at a location x = 80 mm downstream the liquid injector

Apart from the maps, quantitative results are also reported. These ones are given as the integrated profiles
of the liquid volume flux and flux-averaged SMD over the z and y directions, which are then respectively
dependent on y and z. The expressions used to calculate such measurements are given by Eqs. (6.1):

⟨ql⟩ (z) = 1
Ly

∫ Ly

0
ql (y, z) dy ; ⟨SMD⟩ (z) = 1

Ly⟨ql (z)⟩

∫ Ly

0
ql (y, z)SMD (y, z) dy (6.1a)

⟨ql⟩ (y) = 1
Lz

∫ Lz

0
ql (y, z) dz ; ⟨SMD⟩ (y) = 1

Lz⟨ql (z)⟩

∫ Lz

0
ql (y, z)SMD (y, z) dz (6.1b)

Figure 6.2 shows the profiles obtained by applying these expressions to the experimental results. The
integrated volume flux over y (Figure 6.2a) shows the maximum flux to be located at z ∼ 8 mm. Above
this location, flux decreases with z until there is no more liquid present. Flux values are generally larger for
the high Weber point than for the low Weber one, and liquid penetrates further in the former than in the
latter due to its larger liquid velocity at injection. Regarding the SMD profiles, both cases follow a ballistic
behaviour. The spray of the low Weber point contains droplets of larger mean size than the high Weber one.

With respect to the profiles integrated over z (Figure 6.2b), both SMD and flux lines follow parabollic
profiles with maxima located at y = 0. The behaviour of the profiles depending on the operating point follow
the same tendencies than in Figure 6.2a: lower fluxes and larger droplets for the low We case.
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Figure 6.2: Integrated liquid volume flux and SMD profiles by Becker & Hassa (2002) at a location x = 80
mm downstream the liquid injector for both operaing points from Table 5.2
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Finally, the overall SMDs estimated from PDA measurements are reported in Table 6.1.

Table 6.1: Experimental SMDs at x = 80 mm
Operating point SMD [µm]

Low Weber 35.2
High Weber 31.0

Sources of uncertainty

The experimental results previously shown were obtained through Phase Doppler Anemometry (PDA) mea-
surements. PDA is built on the assumption that droplets are spherical, hence such measurements can there-
fore yield considerable errors on droplets sizes and fluxes (Tropea 2011). Several sources of error have been
identified in the past. Bachalo (1980) explained that the optical setup plays a paramount role, since it can
lead to the misalignment of dual-beam reflected and refracted rays (Gaussian beam Effect) which can pollute
the measurements. In this sense, Doublet (2019) showed through an error propagation analysis that the
uncertainties in the diameters were actually especially sensitive to the elevation angle of the PDA detectors.
Damaschke et al. (1998) discussed the role of the droplet non-sphericity, stating that PDA is prone to size
overestimation when particles are deformed or oscillate in a preferential direction. Dullenkopf et al. (1998)
identified three main sources of error in fluxes estimation: 1) the particles size measurement (from which
the flux is calculated, hence propagating the error), 2) the number count of droplets, and 3) the reference
area used for measurements (the smaller the area the better, since it can also avoid counting droplets twice).
Brandt et al. (1998) tested an airblast configuration and discussed several possible sources of error in sizes,
highlighting the contribution of alignment uncertainties in the setup (∼ 1 %), the change in refractive indices
due to heating (∼ 3.5 %), and the deformation of the sampled particles, which is common at high speed
environments (such as the found found in airblast). They estimated a 7 % for the uncertainty on droplets
sizes and a 10 % in fluxes if the concencentration of particles was not too high. It is worth mentioning that
their test bench is the same one that Becker & Hassa (2002) used later at DLR to test the liquid kerosene
JICF dealt in this thesis. The experiments from Becker & Hassa (2002) do not actually provide data on
the sizes uncertainties, but do discuss errors on fluxes for which they report mean deviations of 20 % and
maximum of 37 %. Tropea (2011) makes a review on experimental methods involving optical techniques
to characterize disperse multiphase flows, and states that PDA measurements often show flux uncertainties
from 20 % up to several hundreds, while errors in particle size often range ideally between 10 and 30 %.

The objective here is to estimate uncertainties in the experimental measurements of Becker & Hassa (2002)
to obtain confidence intervals for validation of numerical results. As mentioned in the previous paragraph,
they provide a mean uncertainty of 20 % for fluxes, but do not give any information on sizes. For the same
test bench but with different atomizers and operating conditions, Brandt et al. (1998) report errors of 7 %
and 14 % for the droplets diameters and fluxes, respectively. Even though the PDA setup is identical in
both studies, the provided errors in fluxes differ among each other: this might be due to different operating
conditions, the atomizer or misalignments in the optical setup in both experiments. Therefore, to estimate
the diameter uncertainty for the study of Becker & Hassa (2002), the relation between droplets sizes and
fluxes errors is assumed to be identical as in Brandt et al. (1998), who state uncertaintes for fluxes to be
twice larger than for sizes. Applying this factor to Becker & Hassa (2002) yields mean diameter uncertainties
of 10 %. It is important to keep in mind that this estimated error in droplets size is only approximative and
could greatly vary in the actual experiments.

Since Becker & Hassa (2002) give values on the flux uncertainties and their experimental data are available
through the maps, it is possible to estimate the fluxes obtained in the experiments. The flux map ax x = 80
mm for the high Weber operating condition is shown in Figure 6.4a. The grid which was used in the
experiments to sample the spray and process the data, which is composed of 2 mm sides probes, is also
displayed. Each probe contains a volume flux value ql which is stored at the center of the probe to plot the
maps (as done in the SLI injectors of Figures 5.54 to 5.65). The grid is then composed of Ny = 11 probes
in the lateral direction and Nz = 9 in the vertical one. Given an arbitrary probe located at a position (j, k)
(where j is the probe index in the lateral direction y and k in the vertical one z) with surface Sj,j, the nominal
liquid flux through this probe can be calculated by applying Eq. (4.14) to the probe volume flux qlj,k:

Qlj,k
= qlj,k

Sj,k (6.2)
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Then, the total liquid flow rate from the map can be calcuated by adding all the nominal fluxes from each
probe:

Ql =
Ny∑
j=1

Nz∑
k=1

Qlj,k
=

Ny∑
j=1

Nz∑
k=1

qlj,k
Sj,k = 4062 mm3 s−1 (6.3)

which, as shown, gives a value of 4062 mm3 s−1. The injected flow rate for this case is Ql,inj =
3710 mm3 s−1, as given in Table 5.2. Therefore, the PDA measurements report a flux excess of 9.5 %
with respect to the injected flow rate. This deviation is comprised within the mean uncertainty of 20 % pro-
vided by the authors of the experiments. Nevertheless, it is paramount to consider this flux overestimation
when comparing to dispersed-phase simulations, since liquid is injected with SLI in these ones at a rate of
Ql,inj = 3710 mm3 s−1. In reality, if the PDA was exempt of errors, the retrieved experimental flux could
not be larger than the injected one (mass is not created in the simulation). Indeed, it should be lower since
there is filming in the experiments, as shown in Figure 6.3, that reduces the liquid flux perpendicular to the
crossflow. The resolved simulations could capture this filming phenomenon in the jet.

Liquid filming

Figure 6.3: Snapshot of instantaneous liquid jet from Becker & Hassa (2002), showing the filming phenomenon

6.2.2 Previous numerical studies
The experimental configuration of Becker & Hassa (2002) has been studied through computations by several
authors, all of them simulating the high Weber operating point from Table 5.2. Rachner et al. (2002)
simulated the jet in steady crossflow by considering the early liquid as a cylinder deflected by the airflow, which
exchanges momentum with a modified drag coefficient, sheds mass and produces droplets whose properties
are given from experimental correlations. Later on, Eckel et al. (2016) extended this model to account for
shear breakup of ellipsoids and flattened liquid jets (to account for more realistic JICF dense core effects) in
both steady and unsteady crossflows, by using semi-empirical correlations. Independently of these studies,
Jaegle (2009) and Senoner (2010) also developed models with this configuration: the former injected a
developed spray at the liquid nozzle while accounting for a modified drag law in the near-nozzle region to
mimic the liquid column momentum exchange, and the later injected big blobs at the nozzle but accounting
for secondary atomization. All these models (except for Rachner et al. (2002) since it was more recently
improved by Eckel et al. (2016)) are summarized in the diagram of Figure 3.3.3 and detailed in §3.2.

In order to position the current work into the state of the art, it is worth to compare it to the previous
studies performed. All the works aforementioned use data shown in Figure 6.1 to validate the computations.
Nevertheless, not all the numerical studies previously mentioned use all these data for validation, but only
display a few of them. Table 6.2 shows a summary of the validation data directly available in the previous
works. None of the papers referred present data on the SMD map, while only Eckel et al. (2016) give data
on the global SMD obtained. Most of the works give data on the flux and SMD profiles integrated over y,
while only Rachner et al. (2002) provides profiles integrated over y.

In first place, the flux maps from all the previous works that provide these information are shown in
Figure 6.4. The experimental map is also show for visual comparison. In general, all maps show a circular
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flux shape and an overestimation of the maximum flux location in the vertical direction (the integrated maps
discussed in the following lines confirm this observation). Since the data belonging to the the maps of the
numerical studies were unfortunately not directly available, it was obtained by digitalizing the 2D maps
depicted in the papers. The grid used for digitalizion is not shown since it was finer than the experimental
grid in order to properly capture all the features of the maps, and showing it together with the maps hinders
their visualization. From the digitalized maps, the total flux in the plane can be calculated as done previously
for the experimental data applying Eq. (6.3). The results are shown in Table 6.3: even though the fluxes
are not exactly equal to the injected flux (the digitalization methodology is not robust enough to retrieve
accurately the actual fluxes plotted by the authors, which should be equal to the injected flux and therefore
differ from the values obtained), all values are lower than the flux integrated from the experimental map.
The only exception is Rachner et al. (2002): in fact, this work does not display neither maps nor nominal
rates, but normalized integrated profiles which in this case have been de-normalized with the injected flux
(it has been assumed that the flux retrieved at 80 mm is equal to the injected one). The integrated profiles
of the fluxes shown in Figure 6.5 confirm these lower flow rates obtained in all simulations performed by
each author. These integrated profiles have been obtained through either direct digitalization of the curves
when available (Table 6.2) or by applying Eq. (6.1) to the maps when not available. The error bars in the
experimental flux profiles of Figure 6.5 correspond to a deviation of 20 % in each point.

Table 6.2: Available data from previous numerical studies on experimental validation in the configuration of
Becker & Hassa (2002)

Work Global SMD Flux ⟨SMD (z)⟩ ⟨ql (z)⟩ ⟨SMD (y)⟩ ⟨ql (y)⟩SMD map map
Rachner et al. (2002) ✓ ✓ ✓ ✓

Jaegle (2009) ✓ ✓ ✓
Senoner (2010) ✓ ✓ ✓

Eckel et al. (2016) ✓ ✓

(a) Experimental (b) Jaegle (2009) (c) Senoner (2010) (c) Eckel (2016)

Figure 6.4: Volume flux maps at x = 80 mm for the high Weber operating conditions from experiments
(Becker & Hassa 2002) and past computational works on the same configuration and operating condition.
The experimental map shows the grid composed of the probes through which the spray is characterized

As previously mentioned, none of the previous works display SMD maps. Most of the works report,
on the other hand, SMD integrated profiles over y: these are shown in Figure 6.5. The error bars in the
experimental SMD profiles correspond to a deviation of 10 % in each point. Furthermore, results from one
computation performed with Smart Lagrangian Injectors (SLI) in this thesis are also included for comparison.
All cases show a ballistic behaviour in which the SMD increases with vertical distance z. The SMD profiles
integrate over z are only present in the present work and in Rachner et al. (2002), who obtained accurate
results at the center of the spray (region of maximum flux location) and showed a SMD overestimation
when moving away towards the edges. The current results show that fluxes values, the vertical location of
maximum flux and the spray ballistic behavior can be properly estimated by SLI. On the other hand, SMDs
are always underestimated. As it will be shown later in this chapter, this underestimation is due to secondary
atomization which breaks droplets very quickly after they are injected into the liquid channel.
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From the SMD integrated profiles over y, a global SMD can be estimated by performing a further inte-
gration along the z direction:

SMD = 1∫ Lz

0 ⟨ql (z)⟩dz

∫ Lz

0
⟨ql (z)⟩⟨SMD (z)⟩dz (6.4)

Results are shown in Table 6.3. Eckel et al. (2016) do not provide the integrated SMD profile, yet they give
directly the global SMD. Generally, all SMDs show a good agreement with respect to the experimental value
of Becker & Hassa (2002). The works of Rachner et al. (2002) and Eckel et al. (2016) perform a calibration
of their model to match the experimental size distribution, hence such a good agreement is expected. Similar
is the case of Jaegle (2009), who already injected the experimental size distribution at the injector without
including any secondary atomization model: then, the flux-weighted SMD is expected to be close to the
SMD of this distribution. Senoner (2010) does not inject any distribution but injects droplets at the liquid
nozzle with size equal to the nozzle’s diameter, drags them with a modified momentum transfer law at the
column liquid region and then applies the stochastic secondary breakup model of Gorokhovski (2001), used
in this thesis and explained in §4.6.3, to account for further breakup of droplets. The good results in terms
of global SMD and integrated profiles obtained in Senoner (2010) denote the suitability of the stochastic
breakup model to simulate such configurations.
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Figure 6.5: Integrated SMD and volume flux profiles from experiments and past computational works.
Computational fluxes have been obtained through digitalization and are hence not fully reliable
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Table 6.3: Global data obtained at x = 80 mm from experiments, previous computational studies and the
present work

Reference SMD [µm] Ql
[
mm3s−1]

Becker & Hassa (2002) 31.0 4062
Rachner et al. (2002) 31.9 3710

Jaegle (2009) 33.2 3693.8
Senoner (2010) 29.6 3573

Eckel et al. (2016) 32.7 3775.9
Present work 19.44 3710

6.3 Procedure for parametric study of lagrangian simulations
With the objective of testing all the parameters involved in the lagrangian computations, a design of ex-
periments process is followed in which each variable is changed in a one-at-a-time basis. The study of
dispersed-phase simulations in then divided into three parts, which are enclosed by the dashed-colored lines
in Figure 6.6:

1. The gaseous phase effect is analyzed in §6.4. Firstly, two methodologies to model the perturbation
effects created by the dense core are presented analyzed in gaseous simulations: the Actuator Line
Method (ALM), whose modeling was detailed in §4.5, and another approach named prescribed gaseous
inlet. Both methodologies are then tested in dispersed-phase simulations, where liquid is injected with
the SLIs obtained from the resolved simulation UG100_DX10 at x = 5 mm.

2. The different secondary atomization models are analyzed in §6.5.

3. The effects of the liquid phase parameters from SLI and operating conditions are reported in §6.6.

          Parameters for
dispersed-phase simulation

Gas phase Liquid phase

      No DC 
  perturbation

ALM Prescribed 
      inlet

Spray injection

- xb, zb
- |FDC| 

- Spray parameters 
f0 (D)

uinj = u + r uRMS

Breakup model

- TAB

- ETAB

- K1
- K2

- Apte

- Injection location xinj

Section 6.4 Section 6.5 Section 6.6

- Level-set resolution

- Convergence-driven discretization

Figure 6.6: Schematic of parameters involved in SLI simulations and their interactions

6.4 Influence of gaseous phase

6.4.1 Computational setups and boundary conditions
In this section, the influence of the gaseous phase in the dispersed-phase simulation is analyzed. Two com-
putational setups with two different modeling methodologies for replicating the perturbed gaseous phase
are detailed. The first one employs Actuator Line Method (ALM), detailed in §4.5, while the second one
consists of prescribing gaseous phase statistics on a reduced domain representing the plenum downstream
the liquid injection nozzle location. The gaseous fields generated by both methodologies are firstly analyzed,
followed by dispersed-phase computations performed with both methodologies.
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Actuator Line Method

To mimic the perturbation phase created by the crossflow with ALM, the same computational geometry
as the one used by the resolved simulations from Chapter 5 is used (Figure 5.2). In the mesh from these
resolved computations, an element size of ∆x = 0.5 mm was prescribed upstream the liquid nozzle, since
it could transport the prescribed turbulence (§5.5). In dispersed-phase simulations, the region of interest
extends up to a location at x = 80 mm downstream the injector, which corresponds to the location where the
experiments from Becker & Hassa (2002) report results on fluxes and SMD. Therefore, these simulations use
a baseline cell size of ∆x = 0.5 mm in the plenum from the gaseous inlet up to x = 85 mm downstream the
injector in order to allow for turbulent transport up to the experimental validation plane (located at x = 80
mm). The mesh, shown in Figure 6.7, consists of 74 · 106 elements, hence being firstly heavier than the
baseline mesh employed for the resolved simulations but eventually lighter due to the lack of AMR. Droplets
are injected in this mesh as lagrangian point-particles whose dynamics follow the equations from §3.2.3.

x = 80 mmx = 0 mm

Δx = 0.5 mm

Figure 6.7: Mesh employed for dispersed-phase simulations with ALM

For gaseous phase perturbation, an actuator can be defined in the numerical domain with the control
parameters from Table 4.3. An example of an actuator representing the dense core in a gaseous simulations
can be seen in Figure 6.8. This one is graphically represented as a cylinder extending from the injection
nozzle exit (initial point) up to the dense core breakup point (end point), which is estimated from the
resolved simulations. The actuator points (not shown in the figure) are disseminated uniformly along the
central line of the cylinder. The discrete forces applied to each point are then mollified in the neighbouring
cells in order to avoid flow singularities.

To assess the ALM, the results from the high Weber operating point (Table 5.2) for the fine case
(UG100_DX10) are used. The actuator point coordinates xb, zb are obtained from the mean values of
Figure 5.45, while the force FDC is taken from Table 5.8. These values, summarized in Table 6.4, represent
an initial actuator. As it will be shown, it was found that the disturbance effect created by this actuator was
not optimal to replicate the perturbations from the resolved simulation. Thus, the ALM control variables
were tuned until finding an actuator which was found to better match the perturbed gaseous field: this
one is summarized as the optimal actuator from Table 6.4. Besides from this optimal actuator, two other
configurations are also reported to illustrate the influence of the parameters: one which takes the end point
of the optimal actuator and the net force of the initial one (ALM tilted), and another one which takes the
optimal end point but increases the net force (ALM forced).

Figure 6.8: Perturbation effect towards the gaseous phase visualized through the instantaneous velocity
magnitude in the plane y = 0. The snapshots correspond to the resolved simulation UG100_DX10 (left) and
to a gaseous simulation with the optimal actuator (right)
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Table 6.4: Parameters of an actuator representing the dense core for the high Weber case

Parameter Units ALM Initial ALM tilted ALM optimal ALM forced
xb mm 2.46 1.5 1.5 1.5
zb mm 3.07 3.0 3.0 3.0

|FDC| N 0.095 0.095 0.25 0.30

In first place, the mean axial velocity fields in the symmetry plane y = 0 are shown in Figure 6.9. The
resolved case UG100_DX10 is also displayed for comparison. As observed, the initial actuator model creates
only a slight perturbation downstream the cylinder location, but cannot properly retrieve the recirculation
and deceleration captured by the resolved simulation. By changing only the actuator coordinates (tilted
configuration), the perturbation effect is intensified and more distributed in space: since the angle θ increases,
the imposed drag reduces augments while the lift reduces (Eqs. (4.25)). This effect is also reflected in the
mean velocity profiles of Figures 6.10 and 6.11: the tilted profile reduces the gaseous velocity more than the
initial one, even though its perturbation is not yet close to the resolved profile. Indeed, the lift force imposed
is not large enough and streamlines do not deviate towards the vertical direction as in the resolved case,
staying oriented towards the crossflow direction as in the unperturbed case. If the net force is now increased
(optimal configuration), Figure 6.9 shows that the axial velocity decreases downstream the ALM region, with
an increase also in the lift force as in this case streamlines are deviated upwards. The velocity profiles from
Figures 6.10 and 6.11 show this greater perturbation when compared to the previous cases. Nevertheless,
the disturbance is still not strong enough to capture the recirculation bubble from the resolved simulation.
A further increase in the net force imposed (forced configuration) shows effectively a larger perturbation
which can actually capture a recirculation bubble behind the ALM region, even though its location is shifted
upwards with respect to resolved simulation. The velocity profiles from Figures 6.10 and 6.11 also reflect
this larger perturbation. However, even if the forced configuration case seems to retrieve better the gaseous
field a priori, its stronger perturbation was found to greatly affect secondary atomization of the droplets in
dispersed-phase simulations, yielding very small droplets. The configuration reported as optimal yielded the
best spray results among all the ALM cases tested.

z = 1.6 mm

z = 4 mm

5 mm 10 mm

No perturbation

ALM tiltedALM initial

ALM forced

z = 1.6 mm

z = 4 mm

z = 1.6 mm

z = 4 mm

z = 1.6 mm

z = 4 mm

ALM optimal

z = 1.6 mm

z = 4 mm

5 mmx = 2.5 mm

x = 5 mm

10 mm

5 mmx = 2.5 mm 10 mm 5 mmx = 2.5 mm 10 mm

5 mmx = 2.5 mm 10 mm

UG100_DX10

z = 1.6 mm

z = 4 mm

5 mmx = 2.5 mm 10 mm x = 2.5 mm

Figure 6.9: Mean axial velocity field at plane y = 0 for resolved case UG100_DX10 and the three actuators
tested. The grey cylinder represents the actuator, i.e. the location where body forces are applied
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Figure 6.10: Mean axial velocity evolution in ALM and resolved simulations along axial coordinate at locations
z = 1.6, 4 mm in plane y = 0 (lines of Figure 6.9)
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Figure 6.11: Mean axial velocity evolution in ALM and resolved simulations along vertical coordinate at
x = 2.5, 5, 10 mm locations of plane y = 0 (lines of Figure 6.9)

Since the purpose of ALM is to mimic the gaseous perturbations generated by the dense core, it is
also of interest to look at the planes perpendicular to the crossflow. Figure 6.12 shows the mean velocity
fields at planes x = 5, 10 mm compared to the resolved cases. Modifying the actuator ending coordinates and
increasing the net dense core reduces further the mean velocities in the flow field. This has also a strong effect
in the Counter-Rotating Vortices (CRVs), which can affect the transport and atomization of the droplets.
Cases unperturbed and initial ALM do not show CRVs in the flow as shown by the streamlines, while the
tilted and optimal ALM cases can retrieve quite accurately the location, intensity and rotation direction of
the resolved vortices. Further increasing the net force shows still vortical structures, yet these are small and
differ from the shape of the resolved ones.
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ALM initial UG100_DX10

x = 5 mm

x = 5 mm

x = 10 mm

x = 10 mm

z = 5 mm

z = 1.6 mm

ALM initial UG100_DX10

ALM optimal UG100_DX10 ALM optimal UG100_DX10

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

x = 5 mm x = 10 mm

ALM forced UG100_DX10 ALM forced UG100_DX10

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

No perturbation UG100_DX10

x = 5 mm x = 10 mm

No perturbation UG100_DX10

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

x = 5 mm x = 10 mm

ALM tilted UG100_DX10 ALM tilted UG100_DX10

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

Figure 6.12: Mean axial velocity field at planes x = 5, 10 mm for resolved case UG100_DX10 and gaseous
cases with and without ALM
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Finally, the velocity profiles along the white lines from Figure 6.12 are plotted in Figure 6.13. Again, the
initial and tilted ALM do not create in general a noticeable disturbance in the flow field compared to the
resolved case, except at z = 1.6 mm in plane x = 10 mm where the tilted case shows the closest match of
all models. Increasing the force approaches the resolved perturbation at plane x = 5 mm: the optimal ALM
shows a good match at z = 1.6 mm, while the equivalent occurs for the forced ALM further away from the
wall at z = 5 mm. For the profiles at z = 5 mm in plane x = 10 mm, none of the actuators could achieve
the intensity of the resolved perturbation: all actuators create the greatest perturbations downstream the
actuator region but has a very limited influence further vertically from its ending point, which is not the case
of a resolved dense core since the ligaments created during primary atomization also create perturbations in
the gas field away from the dense core.
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Figure 6.13: Mean axial velocity evolution along lateral coordinate in ALM and resolved simulations at z
lines of Figure 6.12

In general, it can be concluded that ALM can perturb the gaseous field through the application of
body forces. With a simplified geometry, a careful choice for ALM parameters allows to retrieve the main
structures of the flow perturbed by a liquid dense core. The parameters directly obtained from the resolved
simulations did not yield a realistic disturbed phase, and hence were optimized through trial-and-error. A
better methodology to find optimal configuration could be through a multivariable optimization where the
most suitable ALM parameters were found by minimizing an objective function. Further improvements in the
model could also include modifications in the ALM geometry, such as the addition of several actuator models,
or the inclusion of frequential effects to better represent the dense core unsteady shape. Such strategies were
out of the scope of this thesis and are left for future work.
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Prescription of gaseous inlet from resolved simulations

An alternative strategy to obtain gas boundary conditions is proposed in this section. This one consists
of obtaining the gaseous field in a plane perpendicular to the crossflow from the resolved simulations, and
then prescribing this field as the inlet of a reduced computational computational domain. The gaseous field
is characterized by the mean and RMS values of the velocities in the three directions. These statistics are
then imposed in a reduced domain consisting of a box with length 150 mm and cross-section 25x40 mm2

representing the downstream part of the plenum from the full JICF configuration. Figure 6.14 shows the
location of the reduced domain within the geometrical setup from the resolved atomization simulation and
the computational grid. The mesh, which contains 12 · 106 elements, has been refined up to a location x = 40
mm downstream the inlet to an element size ∆x = 0.3 mm. Further downstream up to x = 100 mm, the
cell size has been set to ∆x = 0.5 mm. The finer cell size of ∆x = 0.3 mm has been selected with the
objective of better capturing the turbulent structures created by the inhomogeneous gaseous velocity profile
injected. Nevertheless, this cell size is not resolved enough to capture those: in the resolved simulations of
Chapter 5, the cell size in the gaseous field around the liquid regions was of the order of the interface cell sizes
(∆xmin = 20, 10 µm), while such resolutions cannot be imposed into this reduced domain as the mesh size
would greatly increase, yielding computations more expensive. Furthermore, a too fine mesh would create
large volume fractions which are not in accordance with the application of lagrangian methods to simulate
dispersed multiphase flows, since they are applicable to small volume fractions (Murrone & Villedieu 2011).

x = 40 mm 80 mm 100 mm

Gaseous
inlet

Outlet

Δx = 0.3 mm Δx = 0.5 mm

x = 3 mm

Reduced domain for spray computations

Computational setup from resolved simulation

Mesh details

xy
z

Figure 6.14: Location of the reduced domain within the resolved atomization computational setup (in green)
and mesh details

The methodology to obtain and prescribe gaseous boundary conditions in the reduced domain is illustrated
in Figure 6.15. Mean and RMS velocity profiles are extracted from the resolved atomization in a plane
perpendicular to the crossflow. Then, velocity in the truncated setup is prescribed through the following law:

u (x, t) = u (x) + r (t) uRMS (x) (6.5)

where u (x) and uRMS (x) are the mean and RMS velocity distributions. r (t) is a time-varying scalar
sampled from a normal distribution with mean 0 and variance 1: r ∼ N

(
µ = 0, σ2 = 1

)
. This velocity

prescription law, which is based on the weak recycling method of synthetic turbulence injection by Wu et al.
(1995), ensures that the injected TKE in the dispersed phase simulations is the same as the one retrieved
from the resolved atomization ones. Hereafter, this methodology will be referred as prescribed gaseous
inlet.
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x = 3 mm

Resolved atomization simulation

  Extraction of in-plane 
mean, RMS velocity fieds  Prescription at reduced domain

-25 115 0 40

Figure 6.15: Methodology to prescribe mean and RMS velocity fields from resolved simulations in reduced
domain for dispersed-phase computation.

The injected in-plane profiles have been obtained at the location x = 3 mm downstream the liquid
injection nozzle in the resolved atomization simulations. Other plane locations have been tested without
observing significant differences in the dispersed-phase simulations. In fact, the range of the possible planes
to retrieve gaseous data for prescribing inlet BCs is narrow: upstream x = 3 mm the jet dense core is
present and mean gaseous profiles would contain velocities corresponding to the liquid phase, while further
downstream the lagrangian spray is injected in the dispersed-phase simulations (the earliest injection location
is x = 5 mm). Hence, the only reported case hereafter corresponds to the location x = 3 mm. Since the
computational domain is reduced with respect to the full computational configuration, the axial coordinates
are shifted by 3 mm and the experimental validation plane, located at 80 mm downstream the liquid injection
nozzle in the test bench, correspond indeed to the location x = 77 mm. From now on, however, all axial
coordinates reported will be expressed in the absolute reference frame of the experimental test bench for
easing comparison with the ALM dispersed-phase simulations.

Figure 6.16 shows results for the mean axial velocity at plane y = 0 mm. Statistics from the resolved
case UG100_DX10 have been used in the reduced domain. Both the resolved atomization simulation and
the prescribed gaseous simulation are shown: the former shows the field up to the location x = 3 mm
(prescription plane), then the gaseous field corresponds to the prescribed gaseous inlet. The velocity field
shows good continuity among simulations at the prescription plane, indicating that the resolved field is
correctly specified in the gaseous simulation. The perturbation created by the prescribed simulation is very
close to the resolved simulation at vertical locations z < 4 mm, as shown by the profiles along the white
lines plotted in Figures 6.17 and 6.18. For locations further from the wall (z > 4 mm), velocities in the
prescribed deviates from the profiles of the resolved one, indeed approaching the velocities from the optimal
ALM simulation. In the resolved simulations, perturbations far away from the wall are created by ligaments
ejected from the dense core, which can be present up to several diameters downstream the liquid nozzle (see
for instance Figure 5.29, where ligaments are found up to x = 5 mm). In the prescribed simulation, gaseous
statistics are specified at x = 3 mm and there is no liquid present to perturb the gaseous field as ligaments
do in the resolved simulations, hence such disturbances are not captured. As commented before, changing
the location of the gaseous inlet at further upstream or downstream (prior to x = 5 mm, since lagrangian
droplets will be injected at this location) had no influence on the gaseous field.
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UG100_DX10 Prescribed inlet

z = 1.6 mm

z = 4 mm

5 mm 10 mmx = 3 mm

Figure 6.16: Mean axial velocity field at plane y = 0 for resolved case UG100_DX10 and prescribed gaseous
inlet. The resolved simulation is cut at x = 3 mm, location from which the prescribed gaseous inlet simulation
starts. Both computations are independent and are shown simultaneously in this figure for visual comparison
of the flow fields
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Figure 6.17: Mean axial velocity evolution along axial coordinate at locations z = 1.6, 4 mm in plane y = 0
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Figure 6.18: Mean axial velocity evolution along vertical coordinate at x = 2.5, 5, 10 mm locations of plane
y = 0 (lines of Figure 6.19)
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The flow field at planes perpendicular to crossflow direction x = 5, 10 mm are displayed in Figure 6.19.
The prescribed gaseous inlet can retrieve the Counter-Rotating Vortices (CRVs) spinning directions in both
cases. At x = 5 mm the vertical location of the CRV is underestimated with respect to the resolved case,
while further downstream it gets closer. The velocity profiles along the white lines are shown in Figure 6.20.
Closer to the wall (z = 1.6 mm), the prescribed inlet profile coincides with the resolved one in all the range
except for the local minima captured at both sides close to y = 0, which are not present in the resolved
case. Further from the wall (z = 5 mm) the prescribed profile does not match the resolved profile due to the
reasons aforementioned, and creates flow decelerations with magnitudes similar to the ALM optimal case.

PRESCRIBED INLET UG100_DX10

x = 5 mm x = 10 mm

z = 5 mm

z = 1.6 mm

z = 5 mm

z = 1.6 mm

UG100_DX10PRESCRIBED INLET

Figure 6.19: Mean axial velocity field at planes x = 5, 10 mm for resolved case UG100_DX10 and prescribed
gaseous inlet
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Figure 6.20: Mean axial velocity evolution along lateral coordinate at z lines of Figure 6.19

It can be concluded that the prescribed inlet captures more accurately the gaseous field than the ALM
model. Furthermore, its computational cost is lower, since the reduced domain represents only a fraction of
the original computational setup and less mesh elements are used. On the contrary, its main disadvantage is
its only applitability to simple geometries such as the academic JICF tested.
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6.4.2 Lagrangian jet establishment
The previous gaseous fields are now taken as initial solutions to perform dispersed-phase computations.
To initialize the SLI, the injectors used correspond to the resolved simulation UG100_DX10 obtained at
x = 5 mm are used to prescribed liquid boundary conditions. These are shown in Figure 6.21. Injected
mean velocities are Volume-Weighted (VW) within each sampling probe according to Eq. (4.11). The RMS
components of the velocities are also considered. The injected velocity uinj is the prescribed by the expression
uinj = uVW +ruRMS,VW, where r is a random number sampled from a Gaussian distribution (more details on
velocity prescription in SLI were given in §4.4.5). Secondary breakup is considered through the Gorokhovski’s
stochastic model.
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Figure 6.21: SLI mean volume-weighted (VW) and RMS velocity maps from case UG100_DX10 at xinj = 5
mm

The establishment of the dispersed phase for cases ALM optimal and the prescribed inlet are shown
in Figure 6.22. In both cases the injection and experimental validation planes, x = 5 and x = 80 mm
respectively, are shown. The black outline at the first plane denotes the injection region. The prescribed
inlet simulation includes as well an instantaneous view of the resolved liquid jet from case UG100_DX10
solely for visualization among resolved and lagrangian jets: resolved liquid is not actualy present in the
dispersed-phase computations. The time instants are expressed in a dimensionless form with respect to the
inertial timescale according to Eq. (5.2).

In both simulations, lagrangian droplets are injected at x = 5 mm and then convected downstream. Right
after injection, the particles have a finite vertical velocity component which is larger at the spray top than at
its bottom. Consequently, the jet’s vertical trajectory continues to increase with axial distance. Shortly after
injection, droplets are quickly atomized into smaller particles. The liquid-gas relative velocity is large in all
simulations, hence the secondary breakup model triggers atomization soon after injection and the droplets
sizes are reduced very fast with axial distance. Indeed, the dispersed-phase simulations show a very abrupt
decrease in SMD up to a location between x = 15 and 20 mm, depending on the case. Further downstream,
the dispersed spray is fully atomized and droplets are only convected. As a consequence of such a fast
breakup, the smaller droplets generated have a lower relaxation time and are quickly dragged by the gaseous
crossflow, increasing their axial velocity and reducing their vertical one, hence stopping penetrating in the
vertical direction.
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Figure 6.22: Lagrangian jet establishment in the JICF simulation performed for the ALM optimal configu-
ration (left) and prescribed inlet (right) gaseous phases. The latter displays the liquid jet from the resolved
computation only for visual comparison (it is not actually present in the dispersed-phase comptutation). The
red rectangle at instant t∗ = 21.78 in case ALM initial is augmented in Figure 6.23. Each sphere represents
a parcel containing three droplets with the displayed diameter. Each sphere is scaled by 3 times its diameter
for better visualization

Figure 6.23 shows the secondary atomization of a single lagrangian dropletl. The displayed domain in
each figure corresponds to the region enclosed by the red rectangle in Figure 6.22. The original droplet
at t∗ = 22.40, with a diameter of 93 µm, breaks into several droplets of smaller size at t∗ = 23.02 whose
total volume contains the same mass as the original droplet (mass is conserved during secondary breakup).
These children droplets have different sizes as a consequence of the statistical sampling from the cumulative
distribution Eq. (4.58). Particles are then convected and undergo another breakup event at t∗ = 24.26,
producing a larger number of smaller children particles, where the smallest droplet’s diameter was 13 µm.
This sequence of subsequent atomization events is referred as the breakup cascade mechanism (Tanner &
Weisser 1998). In the particular snapshots shown, the original droplet prior to breakup at t∗ = 22.4 is located
at x = 5.5 mm (i.e. 0.5 mm further downstream the injection location), while the droplets at the last instant
t∗ = 24.26 are located at x ∼ 9 mm. This indicates that the breakup cascade occurs soon after the injection
process and gets completed shortly afterwards. For this particular breakup event, the cascade occurs within
a region ∆x = 3.5 mm in a timespan of ∆t∗ = 1.86, which corresponds to a physical timespan of ∆t = 0.036
ms.
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t* = 22.40 t* = 23.02 t* = 23.64 t* = 24.26

Figure 6.23: Visualization of the breakup cascade from a single lagrangian droplet in case ALM initial
illustrating the breakup cascade. Displayed domain at each instant corresponds to the region enclosed in red
at Figure 6.22

6.4.3 Analysis of lagrangian spray
Spray establishment

Sprays have been sampled in planes perpendicular to the crossflow direction separated by a distance ∆x = 2
mm from the injection location x = 5 mm up to the experimental sampling plane x = 80 mm. In order
to study established sprays, the time that the first droplet takes to reach the experimental sampling plane
x = 80 mm, hereafter referred as τdrx=80 , has been firstly obtained. Then, simulations have been run for a time
t ∼ 2τdrx=80 (establishment time) without lagrangian droplets tracking, and then tracking has been activated
to start accumulating droplets and calculating statistics. The times τdrx=80 for the gaseous simulations
performed, as well as the physical and accumulation times, are summarized in Table 6.5. The convergence
of the global spray has then be assessed by monitoring the SMD and the flux Ql with respect to time, which
is expressed in a dimensionless form with respect to τdrx=80 as:

t′ = t

τdrx=80

(6.6)

Table 6.5: Droplets arrival time to x = 80 mm, total physical tph and accumulation times tacc, absolute and
dimensionless with Eq. (6.6), for lagrangian JICF simulations

Case τdrx=80 tph [ms] t′ph tacc [ms] t′acc
Prescribed inlet 0.7017 4.42 6.3 3.10 4.42

No ALM 0.6936 3.29 4.75 2.00 2.89
ALM initial 0.6959 3.69 5.3 2.10 3.02
ALM tilted 0.6829 3.82 5.6 2.53 3.71

ALM optimal 0.6843 3.45 5.04 2.04 2.98
ALM forced 0.6812 2.08 3.05 0.85 1.25

The evolution of flux and SMD at the plane x = 80 mm with time for the simulations are shown in Figure
6.24. The flux shows that all cases tend to wards the injected flow rate, with slight overestimations in some
cases possibly due to some lagrangian particles being sampled twice. The SMD profiles show convergence in
all cases, but towards different values which in the most extreme cases (prescribed inlet versus ALM forced)
differ by a factor of 2. The evolution of SMD along the channel and the dependence of granulometry with
the gaseous boundary conditions is analyzed next.
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Figure 6.24: Convergence of spray liquid flux (left) and SMD (right) with time at plane x = 80 mm
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Figure 6.25: Evolution of SMD along axial location x for the different gaseous boundary conditions tested.
The SMD at x = 5 and 10 mm for the resolved atomization case UG100_DX10 is also added for comparison

Since there is a strong reduction of particles diameters due to secondary atomization, it is of interest to
see at which extent atomization acts along the channel. For this purpose, the evolution of SMD with axial
distance x along the plenum is plotted in Figure 6.25. The SMD from the resolved simulation UG100_DX10
and the experimental one with its uncertainties are also shown for comparison. As observed, the SMD drops
drastically shortly after injection up to x ∼ 20 mm, then it continues decreasing in a linear way up to x = 80
mm. The abrupt decrease in diameter at early axial locations is exponential and shows a similar shape for all
cases; however, for the ALM cases, the decaying rate and the final SMD varies. In general, the prescribed
inlet provides the largest SMD while the ALM cases result in lower values due to a worse replication of
the resolved gaseous phase, thus mispredicting the relative velocity for the lagrangian droplets and affecting
breakup. At x = 10 mm the deviation with the resolved case is large: 79.9 vs 23.9 µm for the prescribed
inlet, which supposes a difference of 70 %. However, the resolved atomization simulation might not be fine
enough to retrieve the smallest liquid scales that would be actually present (as discussed in §5.7.2), hence
limiting the smallest droplets that can be resolved.

The linear region, which spans from x = 20 to 80 mm, reduces the mean diameter slowly along the
channel after the disminution in the exponenial region. This is specially noticeable for the cases with the
full computational domain from the resolved simulation (with and without ALM), while in the prescribed
gaseous inlet simulation the variation is so small that is not appreciated in the figure. For quantifying this
variation, a decay rate λ is calculated as the slope in the SMD-x curve from x = 20 mm to x = 80 mm:
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λ = SMDx=20mm − SMDx=80mm

60 (6.7)

Table 6.6 summarizes the obtained SMDs and decay rates for all cases. The values for λ are of the same
order for all ALM and the unperturbed cases, while it is more than one order of magnitude lower than for
the prescribed gaseous inlet spray. The lower decay rate is associated to a more accurate resolution of the
gaseous phase with the prescribed inlet (meaning that it matches better the perturbed field of the resolved
atomization simulation), which can be seen for instance in the gaseous profiles of Figure 6.17. The decay
rates for the ALM cases show similar orders of magnitude, yet the values also differ and affect the final SMDs
obtained: the lowest value (which results in a higher final SMD) corresponds to the optimal case, while
the highest decay rate has been obtained for the ALM forced. In general, the lower the decay rate (or in
other words, the larger the final SMD), the better, since as observed in Figure 6.25 the SMDs found in the
simulations underestimate the experimental results.

Table 6.6: SMD values at x = 20, 80 mm and decay rates λ in the linear region

Case SMDx=20mm [µm] SMDx=80mm [µm] λ
[
µm mm−1]

Prescribed inlet 20.23 19.52 8 ·10−3

No perturbation 16.42 12.30 128 ·10−3

ALM initial 15.77 12.30 128 ·10−3

ALM tilted 17.20 13.05 116 ·10−3

ALM optimal 17.225 13.41 110 ·10−3

ALM forced 15.280 9.98 167 ·10−3

Experimental comparison

The sprays at x = 80 mm can be compared with the experimental results reported at the same locations. In
first place, the global SMDs shown graphically in Figure 6.25 are also summarized in Table 6.7, where where
the error with respect to experiments εSMD is calculated as:

εSMD = SMDsimu − SMDexpe

SMDexpe
(6.8)

where SMDsimu and SMDexpe are the numerical and experimental SMDs at x = 80 mm respectively.
Results show that (as already mentiones in the previous section) the gaseous prescribed inlet provides the
better experimental match for global SMD, while the ALM forced case provides the largest deviation.

Table 6.7: SMD values at x = 80 mm and deviation with the experimental value for different gaseous
conditions

Case SMD [µm] εSMD [%]
Experiments 31 -

Prescribed inlet 19.52 -37.03
No perturbation 12.30 -60.31

ALM initial 12.30 -60.31
ALM tilted 13.05 -57.90

ALM optimal 13.41 -56.75
ALM forced 9.98 -67.82

The spray at x = 80 mm is then discretized to yield the spatial maps of SMD and flux in Figure 6.26.
These spatial magnitudes can also be integrated in each direction with Eqs. (6.1) to yield the spatially
integrated profiles of Figure 6.27. The experimental maps and profiles are also displayed for comparison.

Flux maps show an elliptical pattern elongated along the vertical direction, while experiments show a
circular shape. Simulations show a larger concentration of droplets in the center, which is reflected in higher
local maximum fluxes whose vertical location agrees fairly well with the experiments. The prescribed gaseous
inlet simulation captures accurately this location, while the ALM ones underestimate it slightly, as it is also
reflected in the vertical profiles of Figure 6.27. The numerical spray vertical boundaries, observed both in the
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maps and in the vertical flux profiles of Figure 6.27, show that these penetrate further than the experiments.
Nevertheless, the overestimated upper boundary corresponds to areas with large SMD and low liquid fluxes
(ql < 0.5 cm3/cm2s), corresponding then to a few large droplets with a more ballistic behaviour (due to
a larger Stokes number) that travel further away in the vertical direction. Indeed, the boundaries for the
regions with larger fluxes (ql > 0.5 cm3/cm2s) match their experimental equivalent ones. Similarly, lateral
boundaries show droplets up to the channel walls, although these regions (generally for |y| > 6 mm) contain
low fluxes. The vertical boundaries where ql > 0.5 cm3/cm2s are located closer to the central plane than in the
experiments, yielding the elliptical pattern in the computations. This might be caused by an underestimation
of the lateral trajectory in the resolved atomization simulation, although this characteristic of the JICF has
not been addressed in this work and a definitive statement cannot be performed. The flux profiles integrated
along the lateral direction ⟨ql⟩ (y) shows good experimental agreement for y < 0 but underestimation of flux
for y > 0, which might indicate that experiments overestimate the flux at this region. In general, it can
be said that the dispersed-phase computations retrieve quantitatively the patterns of the flux with similar
vertical boundaries, yet there are a small quantity of large droplets penetrating further away than in the
experiments. Simulations also show vertical locations of the maximum fuel flux close to experiments: the
prescribed case can accurately retrieve this location, while the ALM ones generally underestimate it.

The numerical SMD maps show layered profiles with droplets sizes increasing from the bottom to the
top, which is the characteristic ballistic behaviour of JICF sprays. This ballistic profile is also confirmed
by the increasing SMD along z in the profiles from Figure 6.27. As shown both in the maps and profiles,
all cases underestimate the experimental values (which agrees with the previous discussions on the global
granulometry of the sprays). Most maps also reveal an increase in SMD towards the lateral edges, which is
also reflected at the integrated profile ⟨SMD⟩ (y) in Figure 6.27 right (convex profile). Such behaviour, which
is not observed in experiments but was also retrieved numerically by Rachner et al. (2002) (Figure 6.5), is
caused by large droplets following their own direction rather than being entrained by the flow, which reach
the walls of the plenum and do not undergo further atomization. This lateral increase is clearly noticeable for
the prescribed inlet simulation and less pronounced for the ALM ones: as secondary atomization acts faster
for the latter, the larger droplets are quickly disintegrated and smaller droplets are obtained. Actually, the
lateral profiles become flatter as the cases underestimate the SMDs, producing even a concave profile in the
ALM forced simulation.
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Figure 6.26: Flux and SMD maps for numerical simulations comparing the effect of gaseous phase modeling
with the experimental results
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Figure 6.27: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
gaseous phase modeling with the experimental results

The analysis from this section has shown that the imposition of accurate boundary conditions for the
gaseous phase is paramount for a proper modeling of JICF dispersed-phase simulations, as the gaseous
flow field will affect the secondary atomization of the droplets through the liquid-gas relative velocity. The
prescribed gaseous inlet methodology has found to retrieve more accurately the experimental results, and
therefore it will be kept for the subsequent studies in this chapter.

6.5 Influence of secondary atomization model
To consider the secondary breakup of lagrangian droplets in dispersed-phase simulations, three atomization
models are available (§4.6): TAB, ETAB and Gorokhovski. All these models estimate breakup according to
the Weber based on the relative velocity, which is the known parameter to control secondary atomization.
Then, the exact instant of breakup and the size and number of children droplets are calculated differently
by each model. The TAB and ETAB models belong to the same family and provide fixed values for the
parameters controlling the model, while the Gorokhovski’s stochastic model presents two constants (K1, K2)
that can be chosen by the user. These constants were calibrated to better match the experimental results:
the values K1 = 0.05, K2 = 1.0 were retrieved since they yield the lowest error in SMD with respect to
experiments (results from the calibration analysis are provided in Appendix G). In this section, all the three
models are compared in three different dispersed-phase simulations.

The SMD maps are displayed in Figure 6.28, and their corresponding integrated profiles in Figure 6.29.
Both TAB and ETAB models produce similar circular patterns for the fluxes. Spray from TAB model
overpredicts the vertical maximum flux location, also condensing a large part of the spray in this region as
shown by the larger local fluxes. The ETAB model, on the other hand, predicts this location accurately and
shows a good spatial repartition of the spray. This model also retrieves properly the experimental vertical
bounds as reflected both in the map and the integrated profile ⟨ql⟩ (z). The SMD maps and profiles show a
proper ballistic behaviour for both TAB and ETAB sprays but an underestimation of the diameters, those
being specially small for the TAB model. Underprediction of particles sizes by the TAB model is a known
downcome of this model (Tanner 1997), and solving this issue was the reason why the ETAB model was
developed. Indeed, the figures show that the latter model produces larger droplets than the former: the
SMDs at x = 80 mm, summarized in Table 6.8, yield errors of −55.07 % and 43.59 % for the TAB and ETAB
models respectively. The closest is then obtained for the Gorokhovski model.
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Figure 6.28: Flux and SMD maps for numerical simulations comparing the effect of secondary atomization
models with the experimental results

0 1 2

〈ql〉 [cm3/cm2s]

0

5

10

15

20

25

30

z
[m

m
]

Experiments

Gorokhovski

TAB

ETAB

10 20 30 40

〈SMD〉 [µm]

0

1

2

3

〈q
l〉

[c
m

3 /
cm

2 s]

−10 −5 0 5 10

y [mm]

0

10

20

30

〈S
M
D
〉[
µ

m
]

Figure 6.29: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
secondary atomization models with the experimental results
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Table 6.8: SMD values at x = 80 mm for simulations with the different secondary atomization models

Case SMD [µm] εSMD [%]
Experiments 31 -
Gorokhovski 19.44 -37.29

TAB 13.93 -55.07
ETAB 17.49 -43.59

Evolution of the SMD along the channel is plotted in Figure 6.30. The SMD shows also a sharp reduction
close to injection, with a faster decay for the TAB than for the ETAB and Gorokhovski models. The models
from the TAB family stabilize at x ∼ 15 mm, earlier than Gorokhovski. From this graph, it is demonstrated
that the earliest instants are crucial for the atomization process, since the lowests SMDs are always obtained
for the largest decay rates close to injection. Such abrupt decay rates very close to injection occur due to large
relative velocities, as momentum exchange between the liquid and the gas has not occured yet. Momentum
exchange is assessed later in §6.7 by introducing an artificial delay from injection to the onset of atomization.
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Figure 6.30: Evolution of SMD along axial location x for the three atomization models. The SMD at x = 5
and 10 mm for the resolved atomization case UG100_DX10 is also added for comparison

In general, it has been observed that the secondary atomization model has a great influence on the
resulting lagrangian spray. The Gorokhovski model shows the best agreement in terms of spray sizes,
and hence it is retrieved for further analyses. Even so, all models tested do not yield particles sizes within
the experimental range. Nevertheless, these atomization models are general and have not been developed
for particular conditions: the high pressure, highly turbulent environment found in the studied case might
require atomization models more fitted to these conditions (indeed, both Rachner et al. (2002) and Eckel
et al. (2016) employed an ad-hoc atomization model particular for this operating condition). Furthermore,
this work has not considered the coalescence of lagrangian droplets, which in reality could produce larger
diameters after the atomization process.
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6.6 Influence of spray injection variables
In this section, the sensitivity of the dispersed-phase simulations to the parameters that can be prescribed
with SLI is assessed. These parameters are summarized in the corresponding block of Figure 6.6. For
performing these simulations, the prescribed gaseous inlet is chosen as boundary condition for the gas phase,
and the Gorokhovski model is applied, as justified by the analyses performed in the last sections.

6.6.1 Level-set resolution and injection location
Firstly, the influence of the injection location and the level-set resolution are assessed. For the former one,
the SLIs obtained at x = 10 mm shown in Figure 5.60 are injected in the prescribed inlet which replicates the
gaseous field for case UG100_DX10. For the latter, the SLIs at x = 5 and 10 mm from case UG100_DX20
(respectively Figures 5.61 and 5.62) are plugged into an aerodynamic field obtained by prescribing the gaseous
phase statistics from this resolved case. Each case is named as its corresponding resolved atomization sim-
ulation plus its injection location: for instance, the baseline case is named UG100_DX10_x05 since it uses
the SLI from resolved simulation UG100_DX10 at the location x = 5 mm.
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Figure 6.31: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of SLIs
obtained with different resolutions and at several injection locations with the experimental results

Profiles for the integrated SMD and flux are shown in Figure 6.31. The effect of the level-set resolution on
the dispersed-phase spray is clearly remarkable: vertical flux profiles shows their maximum flux location in the
coarse cases (UG100_DX20) at a position closer to the wall, which does not agree with the experiments (the
fine simulations UG100_DX10 capture it accurately). This is a consequence of the lower vertical penetration
from the resolved jets with the coarse resolution (see trajectories in Figure 5.27). The vertical boundaries for
the coarse SLIs are similar to the fine ones, and even higher for case UG100_DX20_x10. This is attributed
to big particles being injected in these computations: droplets with larger diameters will travel along the
vertical direction for longer than the smaller ones from the fine simulations until they atomize and relax
towards the crossflow direction. Yet, such droplets are located in very low flux regions and do not represent
a large portion of the spray.

Particles are generally larger for the coarse SLI simulations than for the fine one. The vertical SMD
profiles show a more pronounced ballistic behaviour for case UG100_DX20_x05, caused by larger droplets
sampled at the top part of the spray. These droplets, which can be seen in the snapshot of Figure 6.32,
are very large particles injected at x = 5 mm which are convected along the channel without undergoing
atomization. They were found to be surrounded by a cluster of smaller particles that might affect the gaseous
phase in ensemble, preventing them from atomizing. Furthermore, since these particles are introduced from
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the beginning of the simulation, the SMD evolution along the channel will also be affected. This is shown
in Figure 6.33: simulation UG100_DX20_x05 captures a SMD decay with different rates compared to the
rest of the cases. On the other hand, computation UG100_DX20_x10 does not show over-estimated ballistic
profiles, and its SMD evolution along the channel shows a profile such as the ones previously observed: a
clear exponential decay right after injection followed by a linear decrease afterwards. This demonstrates
that for the coarse case it is better to inject downstream, since the spray from the resolved simulation is
better atomized. In terms of global size, the SMDs at x = 80 mm summarized in Table 6.9 show that the
coarser simulations produce larger droplets, which approach the experimental results. Nevertheless, this is
a consequence of larger droplets being injected, which atomize through a breakup cascade into smaller and
smaller particles, and end up reaching equilibrium with the ambient gas at larger diameters than in the
fine simulations. The results for the vertical flux profiles from Figure 6.31 shows that, indeed, the coarse
simulations do not capture accurately the vertical location of maximum flux, and hence it is better to initiate
lagrangian computations with the finer injectors.

Figure 6.32: View of the dispersed spray in simulation UG100_DX20_x05, showing three regions with large
droplets along the channel
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Figure 6.33: Evolution of SMD along axial location x with SLIs from two level-set resolution at two injection
locations x = 5, 10 mm. The SMD at x = 5 and 10 mm for the resolved atomizations are also added for
comparison

With respect to injection location, the differences for the SLIs for the coarse simulations have already
been discussed, showing greater differences in profiles and SMD evolution along the channel. Regarding
the SLIs from the fine simulations, the corresponding dispersed-phase computations do not show relevant
dependencies on the injection location: all integrated profiles are similar in shape and in values, and the
global SMDs obtained are practically identical. This might suppose that injecting droplets through SLIs
obtained from the fine resolutions at different locations would make no difference in the lagrangian spray at
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x = 80 mm. In such case, a resolved simulation could provide a SLI with cheaper computational costs than
the ones reported in the previous chapter (Table 5.42), as the liquid removal sponge layer could be placed
further upstream, for instance at x = 6 mm than at 11 mm, while retrieving an almost identical lagrangian
spray in the dispersed-phase computation. This analysis reaffirms the idea that it is better to build a SLI
with finer resolved atomization simulations: not only the particle’s granulometry is better resolved than in
an equivalent coarser simulation, but also a SLI can be built with a more reduced spatial domain due to
a better atomization of the resolved droplets. Therefore, the SLIs from case UG100_DX10_x05 (i.e.
obtained for the fine interface resolution closer to the liquid nozzle) are retrieved for the subsequent analysis.
It would be interesting to continue this study with even finer interface cell sizes in the resolved simulations,
which has not been possible in this thesis due to the higher computational costs required.

Table 6.9: SMD values at x = 80 mm for simulations with different SLIs

Case SMD [µm] εSMD [%]
Experiments 31 -

UG100_DX10_x05 19.44 -37.29
UG100_DX10_x10 19.51 -37.05
UG100_DX20_x05 22.59 -27.14
UG100_DX20_x10 21.58 -30.38

6.6.2 Spray velocities
Prescribed velocities through SLI are investigated here by using different combinations of the parameters
in Eq. (4.18). For the previous cases, the mean velocity was volume weighted (VW) and the r law for
prescribing the RMS component was Gaussian (SLIs from Figure 6.21), injecting then into each SLI probe a
stochastic component representing the normal dispersion of the droplet’s velocities. Here, the effect of mean
velocity is seen by injecting the arithmetic mean velocity (u) while keeping constant the r law to follow a
Gaussian distribution. Then, the effect of RMS is assessed by changing the r law to a uniform distribution
and by removing the RMS component of the velocity (zero law), these two modifications performed with
volume-weighted mean velocity being injected. Figure 6.34 shows the SLIs from simulation UG100_DX10
at xinj = 5 mm with the arithmetic mean and VW velocities for visual comparison. Larger differences are
found at the central and top parts of the maps, which are respectively the regions with larger flux and with
larger droplets.
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Figure 6.34: SLI mean arithmetic and VW velocity maps from case UG100_DX10 at xinj = 5 mm
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Results are shown in Figure 6.35, where the integrated SMD and flux profiles are plotted. The largest
differences are observed for the treatment of the average velocities, since the vertical profiles change drastically
when either arithmetic mean or VW averages are considered. By prescribing the arithmetic mean, droplets
penetrate further away than for VW. The reason is the larger vertical velocities injected with arithmetic
means: as shown in Figure 6.34, droplets at the top of the spray are injected with faster vertical velocity, and
since these droplets are larger, they travel further along the vertical direction. The imposition of a different
liquid velocity field also affects secondary atomization, since as observed in the SMD vertical profile from
Figure 6.35 the droplets at the top part of the spray are smaller than at the bottom one, creating then a
counter-ballistic behaviour which is not physical in such a JICF configuration. The flux profile also shows
a flatter shape in the center of the spray instead of a peaky one, indicating concentration of droplets in a
wide region around the spray center. Therefore, a proper prescription of accurate mean velocities is crucial
for dispersed-phase simulations when using SLI.
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Figure 6.35: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
spray velocities with the experimental results

Regarding the effect of the r law governing the RMS component, the results show that the imposition
of one distribution or another affects the spray penetration: the minimum upper vertical bound is found for
the uniform law, while the maximum one is obtained for the gaussian one. All cases show a correct ballistic
behaviour of the spray, which indicates that the counter-ballistic shape observed for the blue curve is due
to the average velocity imposed to the droplets. However, the droplets obtained with the uniform and zero
laws are smaller than for the gaussian one. Table 6.10 shows that the final SMD obtained is effectively
lower for these two cases. The vertical location of maximum flux is properly retrieved by the gaussian and
uniform laws, while the zero one shows a flat shape extending from z = 5 to 10 mm. This behaviour is
again due to a similar concentration of droplets in this area: the zero law removes the RMS component of
the droplets, injecting only the mean, hence increasing particle’s concentration. It is therefore recommended
to use the gaussian law for prescribing RMS velocities. Indeed, the sampled velocities distributions in the
resolved simulations showed a normal distribution (see Figure 5.67), hence the Gaussian r law replicates this
physical behaviour better than the other distributions. Different configurations, however, might require other
prescribing laws more representative of their actual sprays.

From the results presented in this section, the volume weighted average velocities and a gaussian
r law for prescription of RMS components are then chosen for the subsequent analyses.
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Table 6.10: SMD values at x = 80 mm for simulations with different prescribed velocities

Case SMD [µm] εSMD [%]
Experiments 31 -
uVW, r Gauss 19.44 -37.29
u, r Gauss 20.44 -34.05

uVW, r uniform 17.66 -43.05
uVW, r zero 16.56 -46.57

6.6.3 Droplets diameters
In all previous cases, the diameters injected within each SLI probe f0 (D) follow a lognormal law with a mean
diameter given by the SMD and a standard deviation as given by sg from Eq. (5.14). This parameter can
be studied by performing a simulation where the prescribed diameters are constant and equal to the SMD
within each probe (but they differ among probes, hence still injecting a polydisperse spray). The results
for this simulation are given in Figure 6.36, and the global SMDs are reported in Table 6.11. Prescribing
droplets with a constant SMD produce a lagrangian spray with lower vertical bounds and with slightly smaller
droplets. Nevertheless, no significant differences are found when injecting with one f0 or another, so the f0
lognormal law is kept for further analyses.
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Figure 6.36: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
injection diameters f0 (D) with the experimental results

Table 6.11: SMD values at x = 80 mm for simulations with different f0 laws

Case SMD [µm] εSMD [%]
Experiments 31 -
Lognormal 19.44 -37.29
Constant 19.32 -37.68
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6.6.4 Convergence-driven discretization
The effect of SLIs obtained through the convergence-driven discretization procedure (described in §4.4.4)
is assessed in this section. This strategy has been applied to the spray obtained for case UG100_DX10
at xinj = 5 mm. Three levels of refinement have been performed. The resulting SLI is shown in Figure
6.37, where the ad-hoc SLI for the same case is also added for comparison. It is directly observed how the
convergence-driven discretization acts in order to preserve a fully converged spray in all the spatial domain.

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

SMD [µm]

33
48
62
77
91
106
121
135
150
165

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

Volume flux [cm3 s−1 cm−2]

0.0
6.7
13.5
20.2
26.9
33.6
40.4
47.1
53.8
60.5

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

uVW [m s−1]

36
41
46
51
57
62
67
72
77
82

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

Convergence

N
ot

co
nv

.
C

on
ve

rg
ed

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

SMD [µm]

33
47
62
77
91
106
121
135
150
165

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

Volume flux [cm3 s−1 cm−2]

0.0
6.7
13.5
20.2
26.9
33.6
40.4
47.1
53.8
60.5

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

uVW [m s−1]

36
41
46
51
56
61
66
71
76
82

−5 0 5
y [mm]

0.0

2.5

5.0

7.5

z
[m

m
]

Convergence

N
ot

co
nv

.
C

on
ve

rg
ed

Figure 6.37: SLI maps from case UG100_DX10 at xinj = 5 mm with and without convergence-driven
discretization applied

Results for the spatially-integrated profiles of flux and SMD at x = 80 mm are shown in Figure 6.38.
As observed, by using this discretization strategy, the vertical penetration of the spray is lower, matching
the actual experimental limits. The vertical location of maximum fuel flux also agrees pretty well with
experiments. The vertical SMD profile shows a correct ballistic behaviour, yet it yields underestimated
values for most of the range. Lateral profiles of SMD and the global SMDs from Table 6.12 also show this
tendency to diameter underestimation. This behaviour seems contradictory, since actually it is expected that
a better spatial refinement yields better results. Such reduction in particles sizes with convergence-driven
discretization might be be caused by the different velocities imposed, since by looking at Figure 6.37 these
seem to be the magnitude differing the most with respect to the ad-hoc SLIs (flux and SMD profiles are very
alike). The reasons for this behaviour are not yet fully understood, therefore the discretization without
quadtrees is retained.

Table 6.12: SMD values at x = 80 mm for simulations with and without quadtrees

Case SMD [µm] εSMD [%]
Experiments 31 -

Without quadtrees 19.52 - 37.29
With quadtrees 16.60 -46.44
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Figure 6.38: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
convergence-driven discretization with quadtrees with the experimental results

6.6.5 Operating condition
Finally, the influence of the operating condition is tested by injecting the SLIs obtained from case UG75_DX10
at x = 5 mm (Figure 5.54) into a reduced channel with the corresponding gaseous statistics as given by the
prescribed gaseous inlet methodology. The spatially integrated profiles of SMD and flux are shown in Figure
6.39. Similar features than for the high Weber operating condition are retrieved: vertical bounds are slightly
overestimated, and the SMD profile along axis z follows a ballistic profile. The maximum location of vertical
flux is slightly overestimated, even though a flat profile for this location is obtained as in the experiments.
The SMD profiles seem to be closer to experiments than the previous simulations for the high Weber case:
this is confirmed by checking the global SMD in Table 6.13, which shows that it is underestimated by 20.64
% in the simulation. This improves the results from the high Weber point, which in the best case yielded
an error of -36.64 %. There are two possible reasons why the SMD might be more accurately resolved in
the dispersed-phase simulations: 1) the SLIs from the level-set computations of this operating condition are
better resolved, since as the gaseous dynamic pressure is lower the resulting droplets from atomization are
larger, and hence can be better captured by the employed mesh, or 2) relative velocities are better approxi-
mated in the lagrangian computations for this case due to the a lower velocity gaseous field, hence secondary
atomization breaks droplets more smoothly and particles in equilibrium are closer to the experimental values.
Given any of these two hypothesis (or both) to be true, this would suppose that actually the SLI methodology
could work more accurately for operating conditions involving lower gaseous velocities in the flow.

Table 6.13: SMD values at x = 80 mm for simulation of the low Weber operating point

Case SMD [µm] εSMD [%]
Experiments 35.2 -
Simulation 27.93 -20.64
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Figure 6.39: Integrated profiles of flux and SMD maps for numerical simulation UG75_DX10 at x = 5 mm
(low Weber operating condition)

6.7 Artificial delay in secondary breakup
For the high Weber number case, a SMD ballistic profile and a coherent flux distribution were obtained,
although the particles sizes produced underestimated the experimental SMD by 37 %. This deviation got
reduced to 20 % for the low Weber point. These underestimations are thought to be caused by the secondary
atomization model, which breaks droplets shortly after they are injected into the domain as they are not in
equilibrium. The gaseous velocity field has a great influence on the granulometry produced, as it directly
affects the particles breakup through the relative liquid-gas velocity.

Δxatom 

No atomization delay With atomization delay

xinj

Figure 6.40: Effect of introducing an atomization delay in space ∆xatom in the lagrangian field

Since the low sizes obtained are attributed to large relative velocities at injection that enhance breakup,
this deviation among velocities is going to be reduced by testing a delay in secondary atomization ∆xatom.
The effect of this new parameter in the flow field can be seen in Figure 6.40: it consists of deactivating the
secondary atomization model during an axial distance of length ∆xatom after injection. In this way, the liquid
particles exchange momentum with the gas along this spatial region but do not break, accomodating their
velocity to the gaseous field. A total of ten extra simulations have been performed, for which ∆xatom has
been varied from 2 to 20 mm in steps of 2 mm. Note that case ∆xatom = 0 mm corresponds to the simulation
previously reported as the baseline case in all parametric studies.
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In first place, the evolution of global SMD along the channel is shown in Figure 6.41. The effect of the
atomization delay is clearly seen: size stays constant and equal to the injected one within the region where
the breakup model is not activated. Then, once it is triggered, droplets start to undergo a fast break and
SMD decreases exponentially. The value at which curves stabilize is dependent on ∆xatom, being directly
proportional to it. The SMDs at the experimental validation location can be better compared in Figure 6.42,
which shows their evolution with ∆xatom. This magnitude evolves linearly in the simulations for the range
tested, and for ∆xatom > 12 mm, the SMD enters within the range of experimental uncertainties at x = 80
mm. These graphs show then that leaving a relaxation time for the liquid phase to accommodate to the
gas has a positive effect on the global sprays produced, as the relaxation of droplets results later in a less
aggressive secondary atomization.
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Figure 6.41: Evolution of SMD along axial location x with parameter ∆xatom
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Figure 6.42: SMD at x = 80 mm for several values of parameter ∆xatom. The grey shaded area indicates the
range of experimental SMD uncertainties
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At last, the integrated profiles of flux and SMD at x = 80 mm are shown in Figure 6.43. Despite the
improvements in the global SMD, the inclusion of the secondary atomization delay is detrimental for the
spatially distributed sprays. Increasing ∆xatom makes the spray penetrate further, increasing its vertical
bound, and flattens the volume flux curve. Furthermore, the SMD profiles increase their value with ∆xatom
at the bottom part of the spray (regions with high flux), but not at the upper part, actually inverting the
ballistic behaviour for ∆xatom ≥ 12 mm. Overall, this atomization delay shows that when letting droplets
relax to the gas before their breakup, they reach equilibrium at larger diameters, since the relative liquid-
gas velocities are lower. This proves that the relative velocity is the parameter governing droplets breakup
through the secondary atomization model: further works should consider improvements in this sense by
better retrieving the gaseous flow field and by making a better prescription of the liquid velocities, for which
the sectional approaches mentioned in §5.7.3 are suggested. Furthermore, it was proved in the previous
chapter that sampled droplets are generally deformed while the lagrangian particles in the dispersed-phase
computations assume spherical shapes. It is suggested that this non-sphericity should be taken into account
in the dispersed-phase computations through a modified drag law for droplet transport, which could affect
the momentum exchange and hence the secondary atomization through the relative velocities.
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Figure 6.43: Integrated profiles of flux and SMD maps for numerical simulations comparing the effect of
∆xatom with the experimental results
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6.8 Conclusions
This chapter has discussed dispersed-phase computations performed with the SLI models derived from the
resolved atomization simulations. In first place, the state of the art was described. Experimental results
were summarized, including an estimation of uncertainties for droplets sizes and fluxes. Previous numerical
work were also reported, comparing with the results from one simulation performed in this thesis with Smart
Lagrangian Injectors (SLI). Dispersed-phase computations were then performed, with the different parameters
involved in SLI being analyzed. The study was divided into three main parts:

• First, the effect of modeling the perturbed gaseous phase was addressed. Two approaches were studied:
the Actuator Line Method (ALM) and a methodology based on prescribing gaseous statistics on a
reduced domain (prescribed gaseous inlet). The latter could capture more accurately the disturbed
flow field, even though ALM also retrieved the main turbulent flow features (such as the recirculation
bubble and counter-rotating vortices). Lagrangian simulations verified this observation: droplets from
the prescribed gaseous inlet matched better the experimental sizes than the ALM ones. Hence, the
prescribed gas inlet methodology was selected for the forthcoming studies.

• Then, the effect of the secondary atomization model was assessed. The three breakup models available
(TAB, ETAB and Gorokhovski’s stochastic model) were tested. TAB was found to produce the smallest
droplets, while the model by Gorokhovski yielded the best experimental match. Hence, Gorokhovski’s
model was retrieved.

• Finally, the influence of the liquid phase prescription parameters was studied. Resolution from the
resolved simulations was found to have a crucial effect, with the injectors from the fine resolution
yielding the best results. Injection velocities also had a great influence: it is recommended to prescribe
mean injection velocities as volume-weighted from the resolved ones, and set a gaussian r law for the
RMS components. Changing the operating condition from a high Weber point to a lower one yields a
better match for droplets sizes, probably due to a reduction in the liquid-gas relative velocities (which
makes secondary atomization to produce larger droplets).

In all simulations performed, the flux profiles, vertical location of maximum flux and a correct spray be-
haviour were properly retrieved. Nonetheless, all cases showed an underestimation in droplets sizes, reflected
by SMDs lower than in the experiments. It was found that secondary atomization is the main mechanisms
creating such small droplets, and a disturbed gaseous field not properly modeled will enhance this breakup as
it directly influences the relative velocity of the particles. To finally verify this, an artificial atomization delay
after injection was introduced. This one was specified as a spatial region ∆xatom after droplet’s injection in
which the secondary breakup model is deactivated to let droplets exchange momentum with the air. After
this delay, atomization was triggered again. It was found that increasing ∆xatom produced larger droplets,
proving that the misprediction of relative velocities is the cause of size underestimation. On the other hand,
such increase have also the effect of creating a counter-ballistic behaviour of the spray, which is not physical:
hence, including this additional parameter is not the solution to retrieve a physical spray which matches the
granulometry.

As future work, it is suggested to improve the prediction of the relative liquid-gas velocities by 1) a more
accurate modeling of the gaseoud field perturbations and 2) improving the prescription of particles liquid
velocities, for which the sectional approach described in §5.7.3 is suggested. Furthermore, the inclusion of
droplet non-sphericity in dispersed-phase computations through modified drag coefficients might also enhance
the results, since a different momentum exchange would also affect the relative velocities and, consequently,
the secondary atomization. To finish, this first version of SLI has neglected additional models such as
subgrid dispersion terms for the velocities, which could affect atomization, or coalescence, which if present
would actually increase the size of the particles. It would be interesting to assess wheter these additional
models, or others, could improve the dispersed-phase sprays.
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Part III

Application to a multipoint injector
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Chapter 7
Description and gaseous flow

validation

7.1 Introduction
Part II has been devoted to the development of models for lagrangian injection. The modeling methodology
has been detailed in Chapter 4. Firstly, lagrangian injectors have been constructed from resolved atomization
simulations of a liquid jet in crossflow. Then, the built models have been applied to perform dispersed phase
simulations of the same configuration. The next chapters show the application of the models to a swirled MSFI
burner more representative of industrial systems. The same rationale as in Part II is followed: models for
lagrangian injection are built from resolved atomization simulations of one multipoint injector hole (Chapter
8), and then applied to dispersed phase simulations of the full take-off stage (Chapter 9).

Prior to the application of the models, this chapter introduces the experimental test bench and the nu-
merical setup replicating this geometry. Non-reactive simulations of the aerodynamic flow field without liquid
injection are reported and validated with experiments. Two experimental operating points are simulated: one
studied in the thesis of Providakis (2013) for validating the numerical simulations, and another one studied by
Renaud (2015) that settles the gaseous field and initial conditions for performing the two-phase flow studies
from Chapters 8 and 9.

7.2 Experimental setup

Banc à Injection Multiple pour les Ecoulements Réactifs (BIMER) is a test rig developed at the laboratory
EM2C for the study of reactive phenomena in MSFI systems. Originally studied experimentally by Barbosa
(2008) with gaseous fuel, its was later extended to liquid fuel in the works of Providakis (2013) and Renaud
(2015).

The test bench is shown in Figure 7.1. Air is introduced into a cylindrical plenum where the MSFI
burner is located. The injector is then connected to a combustion chamber with a length of 500 mm and a
rectangular cross section 150x150 mm2. The lateral walls are made of quartz to allow for optical access to
the interior, while the top and bottom walls are cooled with water. Exhaust gases are evacuated at the end of
the chamber through a collector. Two different fuel feeding lines are connected to each stage of the injector.
A detailed view of the burner is shown in Figure 7.2. Each stage has a swirler and a liquid injector. The
swirlers will give a rotating motion to the air coming from the plenum. The stages are designed as follows:

• The pilot stage consists of a swirler with 18 vanes located in a crown with inner and outer diameters
of 30 and 45 mm respectively. These vanes have a width of 6 mm and a 42◦ inclination angle. Fuel
injected through the pilot forms a hollow cone.

• The take-off stage consists of a swirler with 20 vanes of 35◦ inclination and 10 mm width spanning
between inner and outer diameters of 55 and 75 mm. The swirl number generated is close to 1. For
liquid injection, 10 holes of 0.3 mm diameter are equally spaced along the multipoint annulus, with the
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same radial distance to the center of the pilot injector. Each hole is aligned with the center of a vane
(one hole every two vanes), and the vanes are placed so that the swirls of each stage are co-rotating.

Figure 7.1: BIMER experimental test bench. Source: Cheneau (2019).

Figure 7.2: Swirled injector of the BIMER test bench. Left: schematic cross-section of the injector, indicating
air and liquid inlets. Right: experimental view of the injector. Source: Renaud (2015).

BIMER is a multi-staged combustor where liquid is introduced through both multi-point and pilot stages.
The fuel repartition between stages can be defined by the staging parameter α, which indicates the quantity
of fuel going through the pilot stage ṁl,pilot with respect to the total fuel:

α = ṁl,pilot

ṁl,pilot + ṁl,takeoff
(7.1)

where ṁl,takeoff is the fuel mass flow rate going through the take-off stage. A factor α = 0 % indicates
that fuel is injected only through the take-off stage, while α = 100 % denotes pilot injection only.

The test bench operates at atmospheric pressure. Air can be preheated up to a temperature of 600 K.
The injected fuel is dodecane. Kerosene is not used since at a laboraty scale it can present risk of coking and
its complex chemistry hinders the analysis of the flames (Providakis 2013). Hence, dodecane was chosen due
to its more simple composition and to its properties being close to kerosene. Dodecane properties of interest
for this work are shown in Table 7.1.

Table 7.1: Physical properties of dodecane fuel (C12H26) at 20 ◦C

ρ [kg m−3] µ [Pa s] σ [N m−1]
750 1.36 · 10−3 0.022
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7.3 Choice of operating points
Gaseous flow simulations of BIMER have been performed for two operating conditions tested experimentally
(Providakis 2013, Renaud 2015). One condition is used for validation of the aerodynamic simulations, while
the other is used as application to obtain a developed gaseous field for initialising two-phase computations
in the next chapters:

• Validation of the gaseous simulations is performed with the operating point tested experimentally by
Providakis (2013), since this one presents data on the non-reactive aerodynamic field. The simulations
are also compared to numerical results obtained for this same operating condition by Cheneau (2019).

• Application to the setup condition tested by Renaud (2015). This study shows data on non-reactive
spray characteristics, and hence it will be used as the application case to run the full flowchart formerly
introduced in Chapter 4.

The parameters corresponding to both operating points are listed in Table 7.2.

Table 7.2: Operating points for performing non-reactive gaseous simulations

Operating condition ṁg [g s−1] Tg [K] ρg [kg m−3] µg [Pa s] p [atm] Reference
Validation 53 473 0.75 2.57 · 10−5 1 Providakis (2013)

Application 43.1 433 0.82 2.39 · 10−5 1 Renaud (2015)

7.4 Numerical setup

7.4.1 Computational geometry
The computational configuration of the BIMER test bench is shown in Figure 7.3. Air is introduced into the
plenum through a cylindrical nozzle. The MSFI burner is located at the end of the plenum. This burner is
connected to the combustion chamber with a diffusor. A region representing the atmosphere with a coflow
of air at low speed (5 m/s) is located at the end of the chamber.

Air inlet

Plenum MSFI injector

Combustion chamber

Coflow

Atmosphere

Outlet

Figure 7.3: Numerical configuration of BIMER test bench

Figure 7.4 gives a detailed view of the MSFI burner. Both the take-off and pilot stages are represented as
in the experimental geometry, with the fuel injectors and the gaseous swirlers. Fuel feeding lines and other
experimental features have not been modeled due to their geometrical complexity (Cheneau 2019). The
flower, whose main function is to attach the burner to the test rig, has been included in the computational
domain since it influences the incoming gaseous flow field.
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Take-off  swirler

Multipoint annulusPilot swirler

Pilot injector

Liquid injection pointFlower

Diffusor

Figure 7.4: Details of multipoint injector from BIMER test bench. Left: side view indicating same features
of Figure 7.2. Right: isometric view of the injector, with a zoom-in region showing the multipoint injector.

7.4.2 Meshes
For the numerical gaseous study of BIMER, two meshes have been simulated. Their characteristics are given
in Table 7.3: a grid independence study has been performed with a coarse mesh of 7 million elements and a
fine one of 38 million elements.

Table 7.3: Characteristics of meshes employed in BIMER study

Mesh # elements # nodes Minimum cell size ∆x [µm]
Coarse 7,356,140 1,891,542 29.82
Fine 37,835,617 9,738,371 5.04

Figure 7.5 provides a view of both grids, with zoomed-in views of the injector where more elements are
placed. At the plenum, the baseline cell size is ∆x = 3 mm. Then, the injector region is refined overall with
∆x = 0.5 mm for both meshes. In the coarse mesh, the cell size in the combustion chamber evolves gradually
from ∆x = 3 mm at the exit of the injector until ∆x = 8 mm at the inlet of the atmospheric region. The
injector walls are not refined in this case. For the fine mesh, on the contrary, the walls of the pilot and
take-off have been refined to ∆x = 0.25 mm. At the exit of the injector, a conic region has been placed with
a baseline size of ∆x = 1 mm. Downstream the combustion chamber, the cell size evolves from ∆x = 1 mm
to ∆x = 8 mm at the inlet of the atmospheric region as in the coarse mesh. Simulations are run using an
LES approach where a dynamic Smagorinsky filter is used to model the subgrid turbulent scales (Germano
et al. 1991).

7.4.3 Simulated cases
In total, three simulations have been performed: two for the validation operating condition, one with each
mesh from Table 7.3, and one for the application operating point with the fine mesh. The nomenclature for
7.4.

Table 7.4: Nomenclature for simulations reported in this chapter

Mesh Operating condition Name
Coarse Validation VAL_COAR
Fine Validation VAL_FINE
Fine Application APP_FINE
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Δx = 0.5 mm

Δx = 3 mm

(a) Coarse mesh

Δx = 3 mmΔx = 1 mm

Δx = 1 mm

Δx = 0.5 mmΔx = 0.25 mm

(b) Fine mesh

Figure 7.5: View of the meshes employed for the BIMER study at the central plane of the burner.

7.5 Physical features of swirled flows

7.5.1 Swirl number and vortex breakdown

Swirled flows are characterized by a high rotational flow measured by the azimuthal velocity component uθ.
The relative importance of this component with respect to the axial velocity will determine the characteristics
of the gaseous flow. This can also be specified by means of the swirl number Sw, which is calculated as the
ratio between the azimuthal and axial momentum fluxes (Huang & Yang 2009):

Sw = Gθ
RextGx

= 1
Rext

∫ Rext
0 ρuuθr

2dr∫ Rext
0 ρu2rdr

(7.2)

where Rext is the outer radius of injection. For swirl numbers over a given critical value, usually 0.6
(Syred & Beér 1974), a phenomenon known as vortex breakdown appears. The later is characterized by the
appearance of the recirculation zones and instabilities in the aerodynamic field and in the flame dynamics.
A common hydrodynamic instability, present in most swirled burners, is the Precessing Vortex Core (PVC).
In the operating points from Table 7.2, the values of Sw are around unity (Providakis 2013, Renaud 2015),
which are higher than the threshold Sw > 0.6. Hence, in both operating conditions the mentioned phenomena
are present. The recirculation regions are shown and discussed for both the validation (§7.6) and application
points (§7.7), while the PVC instability is shown only for the latter.
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7.5.2 Characteristic time scales
Characteristic time scales of the gaseous flow field can be estimated from the simulations. Their calculation
is based on the mean axial and azimuthal velocities, ux and uθ respectively. For their obtention, the following
expressions are applied at the diffusor outlet:

ux ≈ 1
Rd

∫ Rd

0
uxdl ; uθ ≈ 1

Rd

∫ Rd

0
uθdl (7.3)

where Rd = 25 mm is the diffusor outlet radius. Two time scales are defined:

• Convective time scale τconv:

τconv = Lcc
ux

(7.4)

where Lcc = 500 mm is the length of the combustion chamber.

• Swirl time scale τswirl:

τswirl = πRd
uθ

(7.5)

The mean velocities and time scales are obtained for both operating points simulated. The results are
shown in Table 7.5.

Table 7.5: Gaseous fields time scales for each operating point

Operating condition ux [m s−1] uθ [m s−1] τconv [ms] τswirl [ms]
Validation 17.1 23.3 29.2 3.4

Application 13.3 18.0 37.6 4.4

7.6 Validation of gaseous field
The numerical setup introduced previously is firstly validated on the operating point tested experimentally
by Providakis (2013). This point was also numerically studied in the work of Cheneau (2019) with a mesh of
20.1 million elements and with the software AVBP, developed at CERFACS (CERFACS 2011). Details on
the mesh and parameters used in this study can be found in the reference previously mentioned. Regarding
the results obtained in this work, two computations have run with YALES2 (one with each mesh shown in
Figure 7.5) for a total physical time of 180 ms. For flow establishment, simulations have run first for a total
physical time of 60 ms (∼ 2τconv). At the end of this time, statistics have been accumulated for a physical
time of 120 ms (∼ 4τconv). All the mean values reported in this section have been time-averaged for this
duration.

In first place, the meshes employed are assessed by plotting the ratio between the mean turbulent viscosity
and the laminar viscosity νT /ν in the central plane. νT is the turbulent viscosity modeled by the LES subgrid
model, in this case the dynamic Smagorinsky model (Germano et al. 1991). A dynamic model has been
chosen since it provides values of modeled turbulent viscosity lower than the static ones, hence improving the
simulation results in recirculation regions and turbulent boundary layers (Sayadi & Moin 2010). The results
are shown in Figure 7.6. In both meshes, the ratio is high upstream the multipoint injector and low within it,
since both meshes have similar characteristics in these regions (see Figure 7.5) except for the wall refinement
in the fine mesh, which has not a big impact on the viscosity ratio in this case. The biggest differences are
located downstream the injector: the values of the viscosity ratio are much smaller in the fine mesh than
in the coarse one due to the reduction in element size. In both meshes, there is a transition of νT /ν in the
central plane. νT in the divergent section due to a steep gradient in the cell size, which is more pronounced
in the coarse case. In general, the lower values of the viscosity ratio in the fine mesh downstream the injector
indicate that the turbulent model contributes to a lesser extent, hence improving the LES quality (making
it closer to DNS) in these regions for this resolution.
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(a) Case VAL_FINE (b) Case VAL_COAR

Figure 7.6: Ratio between turbulent mean viscosity and mean viscosity in central cut of BIMER.

The mean axial field for in the middle plane is shown in Figure 7.7. The white line indicates the contour
with zero mean axial velocity, u = 0. The results obtained by Cheneau (2019) are also shown for comparison.
As observed, the range of mean velocity values is the same in the three cases. The flow fields are similar: the
topology is typical of swirled burners, containing an Inner Recirculation Zone (IRZ), a Corner Recirculation
Zone (CRZ), two Swirled Jets (SWJ) and shear layers with high velocity gradients. These areas are indicated
by arrows only in Figure 7.7b, but are present in all the cases. With respect to differences among meshes, the
coarse mesh shows a continuous region of negative velocity from the pilot injection point and for the whole
domain shown in the figure, while the fine mesh displays a small region of positive velocity between the pilot
injector and the tip of the IRZ (stagnation point) as the results of Cheneau (2019) show. Furthermore, the
SWJ in the coarse mesh show larger numerical diffusion than in the fine case due to the larger cell sizes.

30 mm 50 mm

x
y

(a) Case VAL_FINE

Shear 
layers

CRZ

IRZ

SWJ

SWJ

CRZ Shear 
layers

(b) Case VAL_COAR

(c) Results from Cheneau (2019).

Figure 7.7: Mean axial velocities at central plane in BIMER. The white line indicates the contour u = 0.
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The pictures from Figure 7.7 show a qualitative view of the mean axial velocity field from only compu-
tational results. The numerical results are now validated by comparing with experimental results obtained
with Particle Image Velocimetry (PIV) at the probes shown in Figure 7.7a: a qualitative validation is per-
formed by showing mean and RMS velocity maps in the rectangular section, while quantitative results can
be compared by plotting the velocity profiles at the lines located at x = 30, 50 mm downstream the diffusor.

7.6.1 Qualitative validation
Experimental validation of the simulations with experimental results is done by comparing the velocity maps
at the rectangular probe, see Figure 7.8. The experimental fields from Providakis (2013) are shown in the
first column, while the numerical results from Cheneau (2019) obtained with the software AVBP are located
in the second one. Mean and RMS axial and vertical velocities are depicted. The black lines denote the
contours of zero mean axial velocity, u = 0.

The results obtained with both fine and coarse meshes show a good flow topology in all cases. The
velocities are in the same range as the experiments, with some over(under)estimation of the maximum
(minimum) values in the computations. The lines of null axial velocity are properly reproduced in both fine
and coarse meshes, with differences in the CRZ probably due to the non-convergence in this regions: these
are low-velocity, recirculation areas which take longer to converge than other parts of the domain, and hence
the running time of the simulations might not be enough to fully resolve them.

With respect to the axial velocities u, the mean maps from Figure 7.8a show that both IRZ and CRZ
are well captured. The shear layers between IRZ and CRZ, where the velocity gradients are high, are also
resolved. Symmetry with respect to the central axis is observed. For uRMS (Figure 7.8b), symmetry with
respect to this line is also observed. The RMS values are higher at the IRZ and the shear layers, where high
velocity fluctuations are present. In general, RMS values are overestimated in the simulations with respect to
the experiments. With respect to the vertical velocities v, the mean values from Figure 7.8c far downstream
the diffusor match the experiments. Closer, the simulations present two circular pockets of high positive and
negative velocities (enclosed by the dashed contours in Figure 7.8c, fine case) that are not present in the
experiments. The vRMS values of Figure 7.8d do not fully agree with the experiments. The experimental
results for the mean velocity, however, do not present symmetry with respect to the central axis, something
which is expected in this type of swirled configurations. Overall, all the numerical results obtained with both
fine and coarse meshes match closely the numerical results obtained with AVBP by Cheneau (2019).

By comparing the results from fine and coarse meshes, it is observed that both cases provide values with
the same order of magnitude for all velocities. The RMS values obtained with the coarse mesh are lower
than for the fine one. Also, it is clearly seen that the fields obtained with the fine mesh are smoother (i.e.
present less numerical noise) than the ones with the coarse one. This is attributed to numerical diffusion in
the simulations, which is higher for the coarse mesh. The diffusion is more noticeable in the regions with
high velocity gradients such as the shear layers of u and the velocity pockets of v, where the numerical noise
in the velocity field is visible.

7.6.2 Quantitative validation
The qualitative analyses are complemented with a qualitative experimental validation by showing the velocity
profiles at the lines x = 30, 50 mm displayed in Figure 7.7a. The results are shown in Figure 7.9 for the
axial velocities u and Figure 7.10 for the vertical ones, v. Once again, the experimental results by Providakis
(2013) and the numerical ones by Cheneau (2019) are also shown. The location of maxima and minima
peaks in mean velocities are properly captured. Their magnitudes are overestimated in absolute value for
u at x = 30 mm, while they get closer to the experimental results at x = 50 mm. The RMS values are
always overestimated in the simulations, specially in the regions with higher velocity gradients, as also shown
in the qualitative images of Figure 7.8. The comparison for the vertical velocities does not fully match the
experimental results, but it agrees with the numerical results obtained with AVBP by Cheneau (2019). In
general, all results show symmetry with the central axis x = 0.

By comparing the results from the fine and coarse meshes, the same statements as in the previous section
for the qualitative validation can be done. The coarse mesh presents noisier signals due to the higher
numerical diffusion introduced in this case. The mean values for the axial velocity u are quite close in both
cases, but the difference is larger for the vertical velocity v. The RMS values in the coarse mesh are generally
underestimated along the z coordinate. Due to the better results obtained with the fine mesh, this case
is selected for simulating the application point described in Figure 7.2 (see §7.7) and for performing the
subsequents computations shown in Chapters 8 and 9.
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Experimental AVBP VAL_FINE VAL_COAR
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(a) Mean axial velocity
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(d) RMS vertical velocity

Figure 7.8: Qualitative experimental validation: velocity fields in enclosed region from Figure 7.7a. The
first column denotes the experimental results by Providakis (2013), and the second one the numerical results
obtained with AVBP by Cheneau (2019).
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Figure 7.9: Mean and RMS axial velocity profiles along probes lines at x = 30, 50 mm.
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Figure 7.10: Mean and RMS vertical velocity profiles along probes lines at x = 30, 50 mm.
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7.7 Application operating point
According to the results obtained for the validation point, the application point from Table 7.2 is simulated
with the fine mesh shown in Figure 7.5. In this case, the application operating point by Renaud (2015) (see
Table 7.2) has been run for a total physical time of 240 ms: 80 ms (∼ 2τconv) for flow establishment, and
then statistics have been accumulated for 160 ms (∼ 4τconv). These values have been chosen to keep the
same convergence time with respect to the convective characteristic time as in the validation point.

Figure 7.11 shows the mean axial velocity field u with the streamlines (black contours). The contours of
null mean axial velocity u = 0 are also shown (white lines). The IRZ and ORZ recirculation zones are clearly
observed, as well as SWJ branches and the shear layers. As in the validation point (Figure 7.7), the flow
field is typical of gaseous swirled jets for values of Sw ≈ 1. A stagnation point in the tip of the IRZ, closer to
the pilot injector, is also observed. The magnitudes of mean axial velocity are larger than in the application
case since the injected mass flow rate is lower.

Shear layers
CRZ

IRZ

IRZ

SWJ

Shear layers

Figure 7.11: Mean axial velocity field with streamlines from case APP_FINE. The white line indicates the
iso-contour of u = 0.

The mean and RMS velocity fields in the axial, vertical and transversal directions are shown in Figure
7.12. The high values of mean vertical velocity v in the diffusor indicate the jet opening, and can influence
the fuel introduced through the multipoint injector: as shown later in Chapter 9, such high velocities make
the injected spray to open and approach the walls of the diffusor, while moving away from the central line
x = 0. This creates a hollow cone of droplets if the pilot injector is not activated. Furthermore, the mean
transversal velocity w has also a very strong component, which will give a rotational motion to the droplets
in the azimuthal direction. The high maximum values of w, which are of the order of u, indicate a strong
swirl of the jet, being in accord with the value for the swirl number Sw ∼ 1 as stated by Renaud (2015).

In all cases, the RMS values are really high closer to the injector and decrease further downstream. In
the axial velocity field, the highest values are located in the divergent section of the pilot nozzle, probably
due to flow detachment in this region. For the vertical and transversal velocities, the highest RMS are found
between the pilot injector tip and the stagnation point of the IRZ. This indicates high velocity fluctuations
in this region, which can have a strong influence on the spray injected through the pilot nozzle. The fact
that the magnitude of the RMS are of the same order as the mean values indicates a highly turbulent flow.
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x

y

(a) Axial velocity u

(b) Vertical velocity v

(c) Transversal velocity w

Figure 7.12: Mean and RMS velocity fields at central plane from case APP_FINE
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7.8 Conclusion
This chapter has presented non-reactive LES gaseous simulations of the BIMER test bench. In first place,
the experimental test rig at EM2C and the operating conditions chosen to perform simulations have been
introduced. Two experimental points have been chosen: one studied by Providakis (2013) which presents
data on the gaseous flow field, and another one tested by Renaud (2015) which does not show aerodynamic
quantities, but studies the spray injection and dispersion. Firstly, simulations with YALES2 have been
validated on the former operating condition. From this study, a fine mesh of 38 million elements has been
chosen as the baseline mesh for simulating the second operating condition (application case). Results for this
case show a good behaviour of the gaseous flow field for swirling jets with high swirl number, in accordance
with the flow topologies and velocity fields from literature in similar cases. The simulations of the application
case are then used as initial solutions to perform the resolved simulations from Chapter 8 and the dispersed
phase computations from Chapter 9.
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Chapter 8
Resolved atomization simulations of

BIMER

8.1 Introduction
The multipoint burner BIMER was introduced in Chapter 7, where a study of the aerodynamic flow field for
two operating conditions of interest was performed. The gaseous field was validated with the aerodynamic
data from the operating point tested experimentally by Providakis (2013). Then, one single-phase simulation
was performed for the experimental condition by Renaud (2015). The latter provides experimental data on
the non-reactive spray state, and hence it is chosen for the studies presented hereafter.

In this chapter, resolved simulations of the atomization process through one injector of the BIMER take-
off stage are performed. The numerical setup and liquid injection operating point are described in §8.2 and
§8.3 respectively. Two different interface cell sizes are simulated for the same operating condition, hence a
total of two simulations are performed. An analysis of the resolved simulations is performed in §8.4. Studied
physical features include the evolution of the liquid jet, the jet breakup process, its vertical trajectories,
gaseous disturbances due to liquid dense core and computation of resolved fluxes with the interior boundaries
methodology. This section concludes then with a few words on the computational performances and cost of
the simulations. Finally, the simulations are processed to provide the necessary data for building a Smart
Lagrangian Injector (SLI). The dense core of the liquid jet, including its topology and estimated net total
force, is studied. Then, the global spray in four sampling planes is characterized, while latter only two planes
are chosen to be discretized and provide local sprays. These SLIs will be later used for spray computations
of BIMER in Chapter 9.

8.2 Computational setup
The computational geometry for performing the resolved atomization simulations is the one displayed in
Figure 7.3. The fine mesh from Figure 7.5b is used, its details provided in Table 7.3. The aerodynamic
field described in §7.7 is used as initial condition for the resolved atomization simulations. The boundary
conditions are also identical except for the liquid injection point, which for the aerodynamic simulations was
specified as solid wall and for the resolved ones is changed to inlet.

The location of the liquid injection point in the take-off stage is shown in Figure 8.1. The injector consists
of a nozzle with 8 mm length and a circular cross-section of diameter 0.3 mm. The direction of the incoming
air ug and the liquid injection ul are detailed, as well as the crossflow direction xc obtained from the resolved
atomization simulations. A cut of the mesh in the injector is appreciated in the left figure: the cell size
within the injector has been set to 35 ∼ µm, and the walls are refined to 15 ∼ µm. The right figure shows
the dimensions of the gaseous inlet channel, which yield a hydraulic diameter of Dh = 7.5 mm.
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Liquid injection point

ug

ul

xc

Rear side Front side

6 mm

10 mmul

Liquid    inlet

Figure 8.1: View of liquid injection point in BIMER. The central figure shows the multipoint injector pre-
viously displayed in Figure 7.4. The rectangular section shows zoomed-in views of the rear (left) and front
(right) sides of the liquid injection nozzle. The front side shows the injection point, the crossflow direction
xc, and the gaseous inlet channel

Sampling planes in BIMER

The purpose of the BIMER resolved simulations is to characterize the spray for creating lagrangian injectors
with the SLI methodology. Therefore, the spray must be sampled as it was done in the simulations from
Chapter 5, whose sampling planes were shown in Figure 5.36. In that test case, the defined sampling planes
were perpendicular to the crossflow axis x, since the jet deviates and atomizes producing a spray that moves
in this direction. BIMER presents a more complex geometry representative of real injection systems where
the absolute reference system is not aligned with the liquid fuel injection point chosen. Therefore, it is
convenient to change the reference system to a local one which is aligned with the jet deviation direction (i.e.
the local crossflow direction). This direction is denoted as xc and is shown in Figure 8.1 right. It has been
obtained by performing resolved simulations and checking visually the JICF direction. The local reference
system is defined by the orthogonal coordinates xTc = {xc, yc, zc} obtained through a transformation from
the global coordinate system. This local system, shown in Figure 8.2, is centered at the liquid injection point.
The figure also shows the location of the sampling planes, which are perpendicular to the xc axis and are
expressed in relation to the injection diameter dinj. In all simulations performed, a sponge layer where liquid
is artificially suppressed has been located at xc/dinj = 12 to reduce the cost of the computations.

xc

yc

zc

xc = 2 mm
xc = 2.5 mm

xc = 3 mm
xc = 1.5 mm

Figure 8.2: Instantaneous snapshot of liquid injection in BIMER shown the local coordinate system and the
location of spray sampling planes

8.3 Operating condition
The ambient conditions and inlet gaseous flow rate for the operating point to study were shown in Table 7.2.
They characterize the aerodynamic field of the overall burner. To determine now the operating point and
classify it into the JICF breakup map, the liquid and gaseous parameters relevant to the single multipoint
injector need to be stated.
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Gaseous phase

The aerodynamic field inside BIMER for the operating points of interest was discussed in Chapter 7. From
this study, a fine mesh consisting of 38 million elements was selected (see Table 7.3). The gaseous field for the
application point, which is the chosen one to perform spray simulations, was studied in §7.7. This solution
is taken as the initial condition for the resolved atomization simulations.

For characterizing liquid atomization, the relevant gas conditions are those found close to the liquid
injection point. In the case of a simple JICF geometry like the one studied in Chapter 5, the gas and liquid
flows directions are known, and the gaseous conditions impinging the jet and relevant for liquid breakup are
easily determined. For a complex geometry, swirled injector such as BIMER, the crossflow direction is not
known a prior and needs to be determined. For such purpose, resolved simulations are a useful tool since they
provide all the information regarding the jet. For determining the crossflow reference system xc, displayed
in Figure 8.2, a first simulation was run and the direction in which droplets were convected was taken as the
crossflow direction xc.

yc
xc

Figure 8.3: Gaseous state at the vicinity of the liquid injection location. Left: gas streamlines through the
inlet multipoint vane. Right: Instaneous BIMER view with mean axial velocity field in plane yc = 0. The
mean field corresponds to the gaseous solution without liquid used as an inlet condition, the jet has been
added for comparison

Figure 8.3 left shows the gas mean streamlines through the inlet vane of the multipoint stage that impinge
the crossflow. An instantaneous view of the jet is shown for visualization, although the streamlines correspond
to the gaseous solution without the jet. As observed, the jet is fully immersed within the gas coming through
the closest vane, and is not affected by the gas coming from the neighbouring vanes. The streamlines also
show a high variation in the velocity magnitude along the vane width, with the highest velocity streamlines
being the ones affecting the jet. The jet crossflow direction xc is also indicated in the view. Figure 8.3 right
shows the mean axial velocity field in the middle crossflow plane yc = 0. The velocity coordinates have
been transformed from the absolute coordinate system to the crossflow one, hence the mean axial velocity
displayed uc is the one in the crossflow direction. The arrows show schematically the mean velocity profile
along the crossflow vertical direction zc at a location xc/dinj = −0.5, i.e. right upstream the injector (it has
been shifted in the figure to allow for visual comparison with the jet). The values for this profile are plotted
in Figure 8.4, where the Turbulent Kinetic Energy (TKE) profile along the same line calculated with Eq.
(B.5) is also represented. A bulk gaseous velocity ug = 56 m.s−1 is obtained as the mean of the gaseous
velocity profile. The TKE profile shows high values in general along all the vertical coordinate, which reflects
a high turbulent state of the flow created by the swirled injector.

Liquid phase

In the operating point studied, the total liquid mass flow rate injected is ṁl,total = 1.64 g s−1. The staging
parameter, defined in Eq. (7.1), is α = 15 %, meaning that amount of liquid goes through the pilot stage
and 85 % of fuel goes through the take-off. Therefore, ṁl,pilot = 0.25 g s−1 and ṁl,takeoff = 1.39 g s−1. This
quantity of fuel is injected through 10 injection holes that conform the take-off stage; assuming that fuel
repartition is done equally through all the channels, each injector introduces 0.139 g s−1 of dodecane fuel,
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Figure 8.4: Profiles of mean axial velocity uc and TKE along the vertical line right upstream the liquid
injector

which is equivalent to a flow rate of Ql = 185.3 mm3 s−1 given the dodecane density from Table 7.1. From
this flow rate, the bulk liquid velocity ul can be estimated with the injection area:

ul = Ql
πd2

inj/4
= 2.6 m.s−1 (8.1)

The velocity profile imposed at the liquid inlet shown in Figure 8.1 is a Poiseuille profile with mean
velocity ul. With the estimate values for bulk liquid and gaseous velocities, the liquid properties given in
Table 7.1 and the gaseous properties from Table 7.2, the momentum flux ratio q and the Weber number
based on the gaseous phase Weg can now be calculated:

q = ρlu
2
l

ρgu2
g

≈ 2 ; Weg =
ρgdinju

2
g

σ
≈ 30 (8.2)

Figure 8.5 shows the BIMER JICF operating point classified in the breakup diagram of Wu et al. (1997),
which is located in the multimode breakup regime. The governing parameters characterizing the BIMER
operating point are summarized in Table 8.1. The dimensionless numbers from Eqs. (5.1) are also calculated.
Two simulations have been performed with three different element resolutions at the liquid-gas interface
∆xmin = 15, 10 µm, the nomenclature for each case is given in Table 8.2.

Figure 8.5: Location of simulated operating condition in the breakup map by Wu et al. (1997)

186



8.4. Analysis of BIMER simulations

Table 8.1: BIMER operating point to perform resolved atomization simulations

Parameter Symbol Units Value
Nozzle diameter dinj mm 0.3
Gas bulk velocity ug m s−1 56
Gas flow rate Qg m3 s−1 2.2833 · 10−3

Liquid bulk velocity ul m s−1 2.6
Liquid flow rate Ql mm3 s−1 185.3
Ambient pressure pamb bar 1
Gas temperature Tg K 433
Liquid temperature Tl K 293
Gas density ρg kg m−3 0.82
Liquid density ρl kg m−3 750
Gas viscosity µg kg m−1 s−1 2.39 · 10−5

Liquid viscosity µl kg m−1 s−1 1.36 · 10−3

Surface tension σ kg s−2 0.025
Gas Reynolds number Reg - 20 · 103

Liquid Reynolds number Rel - 430
Momentum ratio q - 2
Gas Weber number Weg - 30
Liquid Weber number Wel - 60
Relative Weber number Werel - 52
Aerodynamic Weber number Weaero - 0.067
Ohnesorge number Oh - 0.018
Density ratio r - 915

Table 8.2: Nomenclature for resolved atomization simulations

∆xmin [µm] Denomination
10 BIMER_DX10
15 BIMER_DX15

8.4 Analysis of BIMER simulations

8.4.1 Jet evolution
The jet evolution at the early instants of the injection process is shown in Figure 8.6. Time is expressed
dimensionless as t∗ = t/τin, with τin = dinj/ul = 115.38 µs.

Images show the features of a liquid JICF configuration: the jet leaves the injection nozzle and collides with
the crossflow, which has the effect of deforming the liquid column and deviating the jet towards the crossflow
direction (represented in Figure 8.6 by the black solid line). However, the jet topology is very different from
a classical JICF configuration such as the one studied in Chapter 5: both surface and column breakup are
present, but in BIMER column breakup creates mainly thin liquid sheets that are quickly disintegrated into
small droplets. The jet does not penetrate far and the deviation of the jet column towards the crossflow
direction is not highly significant, since breakup occurs close to the injection location. The low penetration is
due to the low value of q for this operating point, which is the parameter governing the jet’s trajectory. The
quick disintegration into small droplets and the instabilities shown along the liquid columns are attributed
to the highly turbulent state of the flow, as shown by the TKE profile in Figure 8.4. The interface resolution
has also an effect on the jet topology: the coarse case (DX15) penetrates further than the fine one (DX10)
and undergoes more deviation due to the action of the crossflow.
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Figure 8.6: Establishment of BIMER resolved atomization simulations at several time instants
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Liquid establishment

Establishment of the liquid jet in the BIMER configuration is monitored by quantifying the evolution of the
number of mesh elements and the liquid volume inside the domain calculated from Eq. (5.4). Time has been
non-dimensionalized with the timescale τdrxc/=3 as given in Table 8.3:

t′ = t/τdrxc/=3 (8.3)

Table 8.3: Characteristic droplet arrival times to sampling planes τdrxc
[µs] in BIMER simulations

Case xc = 1.5 mm xc = 2 mm xc = 2.5 mm xc = 3 mm
BIMER_DX10 331 354 380 398
BIMER_DX15 511 562 569 582

Results are displayed in Figure 8.7. The graphs show that both simulations are converged, as curves for
volume and number of elements stabilize. Volume increase linearly at the early instants of injection due to the
constant flow rate injected. At a certain point, the slope of Vl starts to decrease due to droplets being removed
from the simulation when reaching the sponge layer. Liquid volume estabilizes at values between Vl = 0.75
and 0.8 mm3. The evolution of the number of elements in the simulation estabilizes quickly for DX15 at a
value around 60 · 106 elements. Case DX10 presents maximum values around 100 · 106 elements, and shows
large magnitude oscillations due to the clusters of droplets resulting from column breakup and reaching the
sponge layer at the same time instants, causing large decreases in the number of elements and small ones
in the liquid volume evolution. The reduction in the number of elements are specially notorious for case
DX10, which shows an abrupt decrease at the end of the simulation time from 125 · 106 to 90 · 106 elements.
Establishment is clearly achieved for simulation DX15, which shows small oscillations around constant Vl
and Nelements values, while case DX10 is on the verge of convergence and might still need some more time to
achieve full establishment. The time differences among peaks in the Nelements curve might be associated to
the frequencies of column breakup sheets/ligament shedding observed in Figure 8.8. Further assessing this
hypothesis would need the simulations to run for longer, since these frequencies associated to column breakup
are low (which are low when compared to the frequencies of droplets ejected from surface breakup) and larger
simulation times would be needed. This has not been done in this work due to constraints in computational
resources and since the actual purpose of these simulations is the obtention of data for creating converged
SLIs, which has been achieved with the physical times simulated (see §8.5.3)
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Figure 8.7: Evolution of number of mesh elements (left) and number of mesh elements (right) with time in
BIMER resolved simulations. The dashed, black vertical line corresponds to t′ = 1, time instant when the
first droplet reaches the sampling plane xc/dinj = 10

8.4.2 Breakup topology
Classification of the BIMER operating point considered in the breakup map of Figure 8.5 estimates the
regime to be comprised in the column breakup region, within the multimode breakup regime but very close
to bag breakup. This regime is characterized by a mixture of breakup properties from both bag breakup,
like enough spacing among column instabilities so that both bags and ligaments can be formed and lead to
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breakup, and shear breakup, such as surface stripping (Sallam et al. 2004). As in any traditional JICF, these
are also expressed in terms of column and surface breakup features. Figure 8.8 shows these two phenomena
observed in BIMER. In the first snapshot of the column breakup series, the red circle denotes the onset of an
instability which propagates along the jet vertical and lateral directions. The vertical-propagating instability
evolves into a thin sheet (green highlight) that eventually breaks into large liquid ligaments during primary
atomization: this is the column breakup phenomenon. As in a classical JICF, these ligaments will propagate
further downstream and continue to break. This sheet is followed by a column flattening in the lateral
directions that is not typical from a classical JICF configuration (black highlight) and which modifies the
ligaments produced later through column breakup. After this flattening, the process repeats again from the
beginning. The lateral-propagating instabilities evolve in the surface breakup phenomenon, as illustrated in
the bottom snapshots of Figure 8.5. As in the surface breakup of the canonical JICF depicted in Figure 5.16,
two different features are highlighted: the generation of very small droplets (green highlight), whose size is
of the order of the mesh resolution and will eventually disappear producing mass losses in the simulations,
and the generation of small ligaments (red highlight) which break faster into smaller droplets that are later
transported. Both column and surface breakup phenomena have been widely observed in traditional JICF
configurations and are also captured in BIMER. What has been unexpected, though, is the onset of both
phenomena through a central instability that evolves along the column vertical and sides direction, as well
as the column flattening in the lateral direction. Both phenomena have been observed in both resolutions
simulated and might be associated to the gaseous swirl. Nevertheless, no analysis on the breakup phenomena
in liquid JICF with swirl (either in the gas or liquid phases) have been reported in literature to the knowledge
of the authors.

TimeColumn breakup

Surface breakup

Figure 8.8: Breakup in BIMER, case DX10.

8.4.3 Jet trajectories
Vertical trajectories for quantifying the penetration of BIMER can be obtained by applying the methodologies
described in Appendix C.1. The maximum gradient method of the mean levelset function is used. The
trajectories obtained are shown in Figure 8.9. There are no experimental data to compare the BIMER
resolved simulations: yet, the trajectory given by Eq. (5.5) with q = 2, from the study by (Becker & Hassa
2002), is used for comparison. This expression was chosen since it was the only one found in literature
(see Table 1.1 for a compilation of several correlations) valid at low q values. The actual comparison with
experiments show a good match among the correlation and the experiments closer to injector: numerical
trajectories are within the bounds and show a similar deviation trend to the experiments for xc/dinj < 3
in case DX15 and xc/dinj < 2 in case DX15, where curves also display a smooth evolution. This confirms
again the ability of the ACLS methodology to capture JICF physical features. After the indicated values,
however, the numerical trajectories underestimate the experimental correlation and show a peaky behaviour:
the jet has undergone atomization and is now in dispersed-phase. Case DX15 shows a smooth curve until
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further downstream, while DX10 shows a peakier behaviour which is due to a faster disintegration of the jet
(it is later demonstrated in §8.5.1that the obtained dense core lengths are smaller for DX10 than for DX15).
The presence of droplets in the dispersed phase region is highly intermitent, which leads to low values of the
mean levelset function in this region and to the axial limits in the trajectories found in the figures: no more
gradient points are found at xc/dinj for DX15 and at xc/dinj > 4 for DX10.
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Figure 8.9: BIMER trajectories. The experimental correlation from Eq. (5.5) (Becker & Hassa 2002) is
plotted for comparison

8.4.4 Gaseous perturbations due to liquid core
The disturbance effect of the BIMER dense core towards the gaseous phase is analyzed in this section.
Figure 8.10 illustrates this perturbation phenomenon. The left picture shows an instantaneous view of the
jet perturbation effect in the plane yc = 0, where the axial velocity fluctuation field u′

c is plotted. Large
fluctuations are produced downstream the injection point due to the liquid jet. Figure 8.10 right displays 3D
streamlines around the jet. Characteristical turbulent structures observed in liquid JICFs, such as horseshoe
vortices and recirculation zone behind the liquid column, are also found in BIMER. Both of these features
were observed both experimentally and in the JICF simulations of Chapter 5. When compared to those, the
recirculation zone in BIMER is located closer to the wall and with a smaller extension. The perturbation
effect on the gaseous phase is further analyzed by looking at the planes shown in Figure 8.11.

Horseshoe vortex

Recirculation zone

Figure 8.10: Interaction between liquid dense core and gaseous phase in BIMER. Left: Instantaneous u′
c field

from case DX10. The black contours indicate the lines with zero instantaneous fluctuation u′
c = 0, while the

white contours denote the location of the interface at the plane. right Streamlines in BIMER, case DX10
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zc = 0.6 mm

yc = 0 xc = 1.5 mm

zc = 0.15 mm xc = 3 mm

Figure 8.11: Jet from BIMER case DX10 showing planes to study the gaseous phase

The mean axial velocity fields at plane yc = 0 are shown in Figure 8.12. The mean liquid region is
denoted by the grey area. This region undergoes a more pronounced deviation in the fine case than in the
coarse one, leading to an earlier breakup point (as demonstrated by the shorter dense core lengths from
Table 8.6). Regarding the gaseous field, the perturbation effect of the dense core is clearly noticed by the
decelerations created by the crossflow. A region with negative velocity is found attached to the wall right
upstream the dense core for both resolutions, corresponding to the horseshoe vortex as also visualized in
Figure 8.10. Recirculation regions are also observed in the leeward side, being however different in each
case: DX10 displays a small vertical region with low thickness in the axial direction, probably not converged
with the physical time simulated, while DX15 displays a larger recirculation bubble more inclined along the
liquid column due to the jet’s deviation and with larger width than the first case. In both cases, however,
the recirculation bubbles present small thicknesses in relation to the injection diameter with respect to the
recirculation bubbles obtained for the non-swirled in Figure 5.31. This might be attributed to a lower
momentum flux ratio in the BIMER case with respect to the previous JICF: q = 2 for the former with
respect to q = 6 for the latter. A lower q reduces the jet penetration, with might lower down the location of
the recirculation region and reduce its strength similar to flow behind bluff bodies (Asami et al. 2021). The
recirculation zone is also affected by the geometry of the body which, in the case of liquid jets in crossflow,
is complex, unsteady and differs among both jets simulated (see the different instantaneous topologies in
Figure 5.28 right and 8.10 right). Previous studies about such parametrical influences on JICF recirculation
zones have not been performed to the knowledge of the author, and are not ellucidated in this thesis.

DX10

UG100_DX20 UG75_DX20

zc = 0.3 mm

DX15

zc = 1.5 mm

xc = 1 mmxc = 1 mm 2 mm 4 mm

zc = 0.3 mm

zc = 1.5 mm

2 mm 4 mm

Figure 8.12: Mean axial velocity at plane y = 0 mm. Black lines with arrows are in-plane mean streamlines;
the white solid line indicates the contour u = 0 which delimites the recirculation bubble. The grey area
indicates the mean liquid region, identifed as ψ > 0.5

The mean axial velocity profiles along the lines zc = 0.3, 1.5 mm are plotted in Figure 8.13. The dashed
black line shows the mean profile for the single-phase simulation without liquid (i.e. undisturbed gaseous
phase due to the present of the jet dense core). Near the wall (zc = 0.3 mm), the perturbance effect is
strong and the difference with respect to the single-phase case is high. A region with negative axial velocity
is observed at the near field region, which corresponds to the recirculation bubble seen in Figure 8.12. The
difference with respect to the single-phase decreases further downstream but the gaseous field of the two-
phase simulations does not reach the same tendency again, showing low-velocity oscillations with xc that are
maintained further downstream. Further from the wall (zc = 1.5 mm), the disturbance is also close to the jet
but the velocity field relaxes quickly and reaches the same tendency as the single-phase simulation further
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downstream, at xc ∼ 11 mm. For all cases, both resolved atomization simulations recover the same trends in
the perturbed fields with quantitative differences observed due to the different jets resolved: the amplitude
of the variations with xc is in general stronger for case DX10. Figure 8.14 plots then the velocity fields along
the vertical coordinate zc represented in Figure 8.12, showing that differences with respect to a pure gaseous
simulation are higher in the near-wall region but get closer further upstream, with again differences among
resolutions. These differences get lower further dowstream at xc = 40 mm, but still being of the order of
20 m s−1 which could greatly affect affect the secondary atomization of the droplets in the dispersed-phase
simulations if the gaseous perturbations are not properly modelled. It is worth to note that the sampling
planes range from xc = 1.5 to 3 mm (see Figure 8.2), therefore droplets sampled are located within this
highly perturbed region. Lagrangian particles injected in the dispersed-phase simulations should ideally see
a highly perturbed gaseous field right after injection.
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Figure 8.13: Mean axial velocity evolution along axial coordinate at locations zc = 0.3, 1.5 mm at plane
yc = 0 (lines of Figure 8.12)
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Figure 8.14: Mean axial velocity evolution along vertical coordinate at xc = 1, 2, 4 mm locations of plane
y = 0 (lines of Figure 8.12)

Planes perpendicular to crossflow xc = 1.5, 3 mm are shown in Figure 8.15. The disturbance effect is
clearly seen by the low velocity region at both sides of plane yc = 0. This region is symmetric at plane xc = 1.5
mm for case DX15 but not for the other figures depicted, which show an inclination of the deceleration region
towards direction yc < 0. Asymmetry is attributed to the swirl of the jet. This behaviour has been observed
in other swirled JICF (Denev et al. 2009, Terzis et al. 2011), while tradicitional configurations without swirl
always present symmetric gaseous structures (see for instance Figure 5.33). Another particularity in this
configuration is related to the vortical structures, which are not captured in all cases and, when present,
are asymmetric with respect to plane yc = 0. Case DX10 at xc = 1.5 mm shows two different vortices that
constitute the counter-rotating vortex pair (CVP) as also observed in Figure 5.33. Further downstream at
xc = 3 mm the vortex located at yc > 0 has reached the wall and dissipated, while the one at yc < 0 has
moved further away from the centerline, resulting in just one vortex. For case DX15, at zc = 1.5 mm only one
vertex at yc < 0 is captured while further downstream no vortices are observed. Similar asymmetric vortical
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structures and their evolution over the axial coordinate xc have been observed in previous studies of liquids
jet in crossflow where swirl is imposed in the liquid nozzle (Denev et al. 2009, Terzis et al. 2011), which have
shown larger asymmetries when the swirl number is increased at low values below 1 (the swirl number in the
BIMER configuration is Sw ∼ 1). Unfortunately, vortical structures in such planes on highly-swirled JICF or
configurations where swirl is imposed to the gaseous phase are not available to the knowledge of the author,
so a comparison in similar cases cannot be performed.

DX15 DX15

zc = 1.5 mm

zc = 0.3 mm

DX10 DX10

xc = 1.5 mm xc = 3 mm

yc 

CVP

Figure 8.15: Mean axial velocity at planes xc = 1.5, 3 mm, showing in-plane mean streamlines. The vertical,
white line corresponds to plane yc = 0

Figure 8.16 shows the quantitative evolution of mean axial velocity along the lines plotted in Figure 8.15.
The presence of the liquid jet creates a deceleration region in the gaseous phase at the central region and
acceleration of the gas further away. The disturbance is stronger closer to the jet nozzle (xc = 1.5 mm) and
weaker further away (xc = 3 mm), where the lines with and without liquid get closer. Asymmetry is also
observed as the lowest velocities: while in a traditional jet the largest deceleration is located at the centerline
(see for instance Figure 5.34), in BIMER this peak is observed close to it but shifted to the region yc < 0,
and moves further away when the axial distance increases, similarly to cases studied in swirled liquids JICF
(Denev et al. 2009). Furthermore, as yc decreases below 0 it is seen that the velocities seem to reach a stable
value which is closer to the single-phase simulation for case DX10, while for yc > 0 the gaseous velocities
continue decreasing as yc increases. This is due to the location of the injection point within the multi-staged,
the gaseous flow velocity decreases with axial direction due to the presence of the channels walls (Figure 8.3
left).
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Figure 8.16: Mean axial velocity evolution along lateral coordinate at zc lines of Figure 8.15. Dotted circles
englobe gaseous vortical structures
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Finally, the gaseous fields at planes perpendicular to the vertical direction zc are displayed in Figure 8.17.
The recirculation bubble is observed close to the wall zc = 0.15 mm for both cases, and further away (z = 0.6
mm) for case DX15 only, while case DX10 at z = 0.6 mm shows a high deceleration of the flow which does
not reach recirculation. The deceleration fields are symmetric with respect to yc = 0 closer to the wall but
asymmetric further away from it: near-wall the freestream velocity is smaller in absolute value since it is
within the boundary layer, hence the swirl effect is weakened and the gaseous field is less deviated, resulting
in symmetry. Further away from the wall, the freestream is larger and the swirl effects are stronger, hence
creating asymmetry. Similar observations have been obtained experimentally in gaseous jets in crossflow
where swirl has been imposed to the gaseous phase (Panda et al. 2015).

DX15 DX10

DX10DX15

zc = 0.6 mm zc = 0.6 mm

zc = 0.15 mmzc = 0.15 mm

Figure 8.17: Mean axial velocity at planes z = 0.2, 0.8, 16. Black lines with arrows are in-plane mean
streamlines. ; the white solid line indicates the contour u = 0 which delimites the recirculation bubble. The
grey area indicates the mean liquid region, identifed as ψ > 0.5. The black-dotted circle indicates the location
of the injection nozzle

8.4.5 Direct measurement of liquid fluxes
Resolved liquid fluxes are obtained in interior boundaries (IBs) defined at the same location than the sampling
planes from Figure 8.2. The procedure followed to obtain these fluxes is detailed in Annex C.2. Filming
planes are not quantified in this case, since these fluxes are not used by the SLI models and not all the mass
losses in the planes perpendicular to the crossflow direction were due to liquid filming, but also to liquid
structures reaching a characteristic size of the order of the mesh resolution (see Annex D for details).

In first place, the instantaneous flux for simulation DX10 are shown in Figure 8.18 for two sampling planes.
In the same way as in the classical JICF (Figure 5.37), the instantaneous fluxes show high oscillations around
the injected flow rate due to the intermittent behaviour of the JICF: at certain instants there are cluster
of droplets produced by the column breakup mechanism (see §8.4.2) crossing the sampling planes together,
which yield instantaneous flux values larger than the injected Ql (flux overshoots); while at other instants
there are only a few droplets being convected.

The evolution of the mean (Ql) and RMS (Ql,RMS) flow rates through the IBS for all simulations is shown
in Figure 8.19. Mean fluxes (Figure 8.19 left) show oscillations at the early instants and a later stabilization
to converged values. Case DX15 is converged while case DX10 still shows oscillations at the last sampling
times due to the flux overshoots around t′ ∼ 4.2 shown in Figure 8.18. Such overshoots are also reflected in
the step increase in the RMS evolution (Figure 8.19 right) for the same case.

In all simulations, there is a decrease in the mass flux with increasing axial distance xc as it was also
observed in the JICF simulations of Chapter 5. The final mean values of the fluxes, displayed in the bar chart
of Figure 8.20, reflect this trend of mass flux reduction in a more visual way. The reason of flux decrease is
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Figure 8.18: Time evolution of instantaneous liquid flow rates Ql for case DX10

the same as in that chapter: small droplets reach characteristic dimensiones around the order of the interface
cell size and are removed from the simulation. The RMS values are also shown in Figure 8.20 by the vertical
bars: these ones have large magnitudes, of the order of the mass flow rates obtained (see Figure 8.19b), which
indicate the high variance in the instantaneous mass flow rates crossing the sampling planes. Regarding fluxes
decreases with axial distance, it is seen that the losses among consecutive sampling planes are larger for the
coarse case DX15 than for the fine one DX10, since in the former the resolution limit is more restrictive and
there are more droplets disappearing than in the latter. Even so, the mean fluxes show a good evolution with
values close to the injected flow rates, with reductions along the axial distance due to filming and vanishing
liquid structures when reaching a size of the order of the mesh resolution.
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Figure 8.20: Mean flow rates from IBs perpendicular to crossflow in BIMER

8.4.6 Computational performances and costs
Table 8.4 shows the numbers of cores, cells and droplets present at this t∗ = 4.7. This time instant corresponds
to early injection before droplets reach the liquid removal sponge layer, and after the jet has started to develop,
hence allowing for a comparison among cases. The fine simulation needs twice the number of cores to run
optimally the computation at this time instant (the number of cells is 2.5 larger for the fine case, hence
needing the number of cores to evolve of the same order for parallellization purposes). The number of drops
in the fine simulation is 6 times larger than in the coarse one, same ratio as between the fine and coarse
simulations of Chapter 5. This illustrates again the effect on atomization of reducing the interface size: even
though the absolute computational cost per time-step is larger, more droplets are resolved which helps to
converge SLIs faster (as illustrated in the convergence maps of §8.5.3).

Table 8.4: Computational cores, mesh cells and total number of droplets present at the domain for BIMER
simulations at t∗ = 4.7

Case Ncores Ncells (·106) Ndrops
DX10 768 110 963
DX15 384 43 150

The performances for the BIMER simulations at t∗ = 4.7 are evaluated through the Reduced Compu-
tational Tiem (RCT), calculated with Eq. (5.10), in Table 8.5. Results show that the computational time
spent in the level-set (ACLS) and Navier-Stokes solver (NS) routines is identical in both simulations, while
the actual differences are found for the AMR routine: halving the interface cell size increases the RCT con-
tribution of the AMR by a similar order due to the larger quantity of liquid cells present which need to be
refined. Consequently, the total RCT is larger for the fine resolution than for the coarse one.

Table 8.5: Computational performances from BIMER simulations at t∗ = 4.7
Case RCT [µs] RCTACLS [µs] RCTAMR [µs] RCTNS [µs] tCPU/t

∗ [h]
DX10 313.9 108.9 160.9 44.1 3.25
DX15 198.4 95.9 67.8 34.7 5.97

The final computational cost of the simulation measured by the total CPU time invested is shown in Figure
8.21. A total of 4.5 · 105 hours have been spent in case DX15, while an amount of 7 · 105 hours (difference
factor of 1.5) were used for the resolution DX10. As the latter simulation has run for longer physical time,
the ratio of CPU vs physical time simulated is much lower for this one: 1.2 · 105 versus 4 · 105 CPU hours
per milisecond. These results show that increasing the resolution from ∆xmin= 15 to 10 µm increase the
cost per milisecond by a factor of almost 4. Nevertheless, the absolute cost needed to yield converge injector
(as detailed in the next section) rises only by a factor of 1.5, which proves the advantages of increasing the
resolution for producing SLI: a moderate increase in the simulation costs yields more converged injectors in
both senses of spray convergence and droplets sizes.
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Figure 8.21: Computational CPU costs of BIMER resolved atomization

8.5 SLI building

8.5.1 Dense core characterization for ALM

In order to characterize the dense core topology and net force applied, the methodology detailed in Appendix
C.3 is applied. As explained, the dense core is represented by its breakup point coordinates (xb, zb) and its
width w. The temporal evolution of such coordinates for the simulations performed is shown in Figure 8.22.
All temporal signals display a sawtooth shape as in the case of the classical JICF signals from Figure 5.43,
with periodic behaviour of the signals associated to the frequencies of ligament stripping. The width signals
show a periodic oscillations which in some cases reach a value w/dinj < 1 (i.e. dense core thinner than the
injection diameter), corresponding to the time instants where the column flattens as shown, for instance, in
the snapshots of column breakup in Figure 8.8. The signal xb from case DX10 displays at some points a
value xb < 0, which indicates that the dense core breakup point has been detected upstream the injection
location (as shown, for instance, in Figure 8.10).
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Figure 8.22: Time evolution of the BIMER dense core breakup point coordinates xb, zb and width w.

The evolution of mean quantities for all magnitudes are shown in Figure 8.23. All cases are close to
convergence. The final mean values are shown in Figure 8.24, where the simulation UG100_DX10 for the JICF
from Chapter 5 has been added for comparison. The location of the values in the zb − xb diagram show that
zb > xb for both simulations, indicating that the dense core penetrates further vertically than horizontally.
There is also a high dependency on resolution: refining the interface cell size does not significantly affect
the vertical coordinate zb but reduces considerably the axial breakup location xb, reducing hence the dense
core length. Similarly, refining the mesh affects the dense core width w as shown in Figure 8.23b. When
comparing with simulation UG100_DX10, it is seen that both the width and the breakup coordinates are
shorter for BIMER. This is coherent with the operating points simulated, since BIMER presents lower values
of q and Reg than the classical JICF which reduces the breakup coordinates and dense core width (Patil &
Sahu 2021). The final values for the dense core length LDC =

√
xb

2 + zb
2, mean width w, dense core surface

SDC and momentum parameters for the net dense force obtention are summarized in Table 8.6.
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Figure 8.24: Mean values for the BIMER dense core geometric parameters

Table 8.6: BIMER dense core characterization: geometric and momentum parameters

Case LDC/dinj w/dinj SDC [mm2] pwindward [Pa] pleeward [Pa] |FDC| [mN]
DX10 4.83 1.04 0.47 2020 1475 0.25
DX15 5.44 1.33 0.59 2340 1550 0.45

8.5.2 Spray characterization
Establishment of mean sprays

Characterization of the spray resulting from atomization in BIMER is obtained through lagrangian tracking
of the resulting liquid structures when these cross the sampling planes. The sampling procedure and the
droplets properties obtained were described in §4.4.1. The total physical time simulated and time for which
statistics and droplets have been accumulated (i.e. after an establishment time of t′ ∼ 2) are summarized in
Table 8.7. The total number of droplets accumulated in all sampling planes from each simulation are shown
in Table 8.25. Even though the total number of sampled droplets is similar in all cases, the fine case generates
more droplets as stated by the higher values of Ndr/tacc. This is in line with the effect of the resolution in the
JICF of Chapter 5, where the observations on the effect of resolution in the sampled sprays were identical
(see Table 5.10).

Table 8.7: Total physical tph and accumulation times tacc, absolute and dimensionless with Eq. (8.3)n

Case tph [ms] t′ph tacc [ms] t′acc
DX10 1.73 4.89 0.96 2.72
DX15 3.81 6.78 2.64 4.69
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Table 8.8: Number of droplets sampled in BIMER simulations: total amount (Ndr) and total amount per
accumulation time Ndr/tacc

Case Ndr Ndr/tacc [ms−1]
xc = 1.5 mm 2 mm 2.5 mm 3 mm xc = 1.5 mm 2 mm 2.5 mm 3 mm

DX10 6214 5674 5183 4701 6463 5901 5390 4889
DX15 6854 6112 5077 3945 2598 2316 1924 1495

Establishment of the global spray in terms of flux Ql and SMD is shown in Figure 8.25. Flux evolution
in all planes show similar trends as the IBs flow rates from Figure 8.19, including a decrease in mean fluxes
with axial distance due to liquid structures reaching the mesh resolution and disappearing. The evolution of
SMD shows good convergence for all cases for the times simulated. The evolution of other mean quantities
which are of interest for SLI are shown in Appendix F.
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Figure 8.25: Establishment of SMD and Ql in BIMER sprays

The final fluxes obtained through lagrangian tracking are compared to their equivalent from the IBs in the
barchart from Figure 8.26. As in the previous JICF studies (Figure 5.47), there are disparities among both
methodologies to obtain fluxes: sometimes the lagrangian fluxes overestimate the IBs ones due to droplets
being tracked more than once, while in other cases some droplets might not be detected at all through the
lagrangian method and hence the fluxes are underestimated (more details can be found in §5.7.2). Overall,
lagrangian fluxes are in the same order as the resolved ones, hence these ones are kept to represent the spray
(later on, spatially discretized fluxes to be injected in the dispersed phase simulations from Chapter 9 will
be scaled to match the real flux injected in BIMER).
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Figure 8.26: Liquid fluxes provided by interior boundaries (solid color bars) and lagrangian tracking (black-
dashed color bars).
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Granulometry

The final SMDs obtained are shown in Figure 8.27. The SMD has a clear dependency on the resolution:
reducing the interface cell size ∆xmin from 15 to 10 µm (1.5 factor) reduces the SMD from ∼ 50 to ∼ 35
µm, which is a reduction of the same order. SMD decreases with axial distance for both simulations. This
variation is larger for DX15, where SMD decreases from 53 to 50 µm, than in DX10, where the reduction if
from 36 to 35 µm. The variations are very low for both cases, indicating that either 1) the mesh resolution
limit is reached or 2) atomization is complete and the smallest droplets can be captured with the interface
resolutions employed. To assess both hypothesis it is of interest to look at the droplets size histograms
in Figure 8.28. The size and volume distributions are shown, as well as relevant sizes and the lognormal
distributions (Eq. 5.14) where the parameters have been obtained either by fit or through the correlations
given by Eq. (5.15). The histograms from the coarse case DX15 show a clear lognormal distribution which
is well fit by the blue curve. The smallest droplets sampled have a diameter ∼ 30 µm, which corresponds
to 2∆xmin. This means that the smallest droplets in the simulation are resolved with 2 mesh cells: the
number of cells to properly resolve a droplet is a subject of discussion, but authors generally agree that it
is comprised between 2 (Herrmann 2009) and 5 (Fuster et al. 2009). Therefore, in the case DX15 where
smallest droplets are 2∆xmin = 30 µm the smallest droplets simulated are limited by the grid, meaning that
a finer resolution would be needed to resolve the smallest physical droplets that would exist in the actual
configuration (unfortunately, there are no experimental data available to compare). When refining the mesh
from ∆xmin = 15 to 10 µm the histograms show that, actually, the smallest droplets obtained collapse also at
around ∆xmin = 30 µm, which in this case corresponds to 3∆xmin. Since the smallest droplet sizes are similar
in both simulations, it is suggested that the atomization process is completed at this stage. Lower SMDs
obtained in the fine simulation could be caused by smaller liquid structures resulting from column breakup,
which shows different topologies in each simulation. For assessing the complete atomization hypothesis, a
critical diameter below which secondary atomization would not occur can be approximated by inverting Eq.
(4.35) and considering Wecr = 6:

dcr = 2σWecr

ρg (ul − ug)2 = 128 µm (8.4)

where the velocities are taken from Table 8.1. As observed, the critical diameter is much larger than the
droplets sizes obtained from both simulations: most droplets produced by primary breakup in the BIMER
configuration are below the critical diameter and do not undergo further secondary atomization. This is
actually confirmed by the convergence of SMD with axial distance shown in Figure 8.27 and by the histograms
from Figure 8.28, which do not change significanly further downstream than xc = 2 mm. Hence, atomization
is completed in the simulations performed at this axial location.
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Figure 8.27: Evolution of SMD with axial distance for each simulation.
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Figure 8.28: Droplets size (f0) and volume (f3) histograms for all BIMER cases

Liquid velocities

Mean spray velocities, arithmetic and volume weighted, in axial and vertical directions are shown in Figure
8.29. As observed, establishment in axial velocity is reached at x = 2 mm, while the vertical velocities
are stable from the first sampling plane. The mean axial velocities do not stabilize at the bulk velocity
ug = 56 m s−1 since the gaseous field is perturbed due to the presence of the crossflow for the whole range
of sampling planes axial locations, as shown in Figure 8.13. Due to these disturbances, the gaseous field
is heterogeneous in space as shown in §8.4.4 and droplets relax towards values differing from those found
upstream the jet, resulting in mean velocities lower than ug. Regarding mean vertical velocities, these are
stabilized in values other than 0, indicating that the spray continues to open vertically with increasing axial
distance rather than reach a constant penetration height. This is also attributed to the jet perturbation,
since gas streamlines are diverted downstream the jet vertically as displayed in Figure 8.12. This figure also
shows that the vertical component of streamlines for case DX10 is larger than their equivalent in case DX15,
which results in larger mean vertical velocities for case DX10 as confirmed by Figure 8.29.
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Figure 8.29: Mean velocities in axial, lateral and vertical crossflow directions. Solid lines indicate arithmetic
average velocities, while dashed ones indicate volume-weighted average velocities.
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Deformation of liquid structures

Figure 8.30 shows the evolution of volume-weighted averages of deformation parameters for all cases. Es-
tablishment with axial distance is obtained at xc = 2 mm, as for the other previous magnitudes discussed.
Considering the sphericity criteria to be for droplets presenting β > 0.5, α < 2, it is seen that mean values
estabilise outside the sphericity range. A look at the α − β scatterplots in Figure 8.31 shows that most
droplets are located outside this sphericity region (enclosed by the thick black lines): the percentages of
spherical droplets is 5 and 13 % for DX15 and DX10 respectively at plane x = 2 mm . Such percentage does
not vary considerably further downstream, indicating that transported droplets are mostly deformed.
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Figure 8.30: Mean deformation parameters for BIMER simulations

Figure 8.31: Scatterplots of deformation parameters α - β for cases DX10, DX15 at plane xc = 2 mm.
Droplets are colored and scaled by their equivalent diameter. Thick, black lines enclose the region where
droplets are spherical according to the criteria defined in the text

8.5.3 Sprays spatial discretization
SLIs are obtained by applying the discretization process described in §4.4.3 to the previously shown sprays.
Since it was shown in the former section that convergence was achieved for most magnitudes at xc = 2 mm,
SLIs are shown here only for the sampling planes at xc = 1.5, 2 mm. Results are shown in Figures 8.32 to
8.35. The SMDs maps show a circular structure in which large values are obtained at the center of the spray
and diameters are reduced further away. Fluxes maps exhibit a circular structure which is typical from all
liquids JICF. These maps show maximum flux values located at around yc = 0 and symmetry with respect to
this axis for case DX10, which indicates that the crossflow direction has been properly chosen. Axial velocity
maps show a classical low-velocity region in the bottom part, central region of the spray which corresponds
to the disturbance effect of the spray, while the vertical velocity maps display the classical layered structure
with increasing velocity along the vertical direction zc, hence indicating that the spray continues to penetrate
further away as it is convected downstream. Large differences with respect to the classical JICF of Chapter
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5 are observed for the lateral velocity vc, since in this case the profiles are not symmetric with respect to
the yc = 0 axis due to the swirl component of the air. With respect to the convergence maps, it is shown
that more converged probes are obtained for the fine resolution than for the coarse one even though the total
physical time simulated is lower. The same observation was done for the classical JICF as detailed in §5.7.3:
it can be concluded then that a finer mesh makes SLI converge with lower physical time simulated. It is
worth noting that convergence has only been defined according to the droplet size distribution as indicated
by Eq. (4.15): further research includes testing other MSE functions accounting for other magnitudes such
as velocities. Nevertheless, the SMD and velocity maps obtained for the coarse resolution (Figures 8.34 and
8.35) seem less converged than their equivalents for the fine case (Figures 8.32 and 8.33) due to the less
smooth contours obtained. This might indicate that the resolution DX15 is too coarse to simulate BIMER,
and therefore only the SLI obtained for case DX10 will be used to perform the dispersed phase simulations
from Chapter 9.
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Figure 8.32: Spray states at xc = 1.5 mm for case DX10
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Figure 8.33: Spray states at xc = 2 mm for case DX10
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Case DX15
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Figure 8.34: Spray states at xc = 1.5 mm for case DX15
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Figure 8.35: Spray states at xc = 2 mm for case DX15
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Chapter 8. Resolved atomization simulations of BIMER

On SLI convergence with resolution

As illustrated by the convergence maps from Figures 8.32 to 8.35, SLIs obtained with the fine resolution
present a greater number of converged local probes than the coarse one, even with a lower simulated physical
time. This agrees with the findings of Chapter 5. The SLI strategy allows therefore to obtain converged
injectors with a lower physical time simulated when finer resolutions are used. The cost savings of the
simulation, which are estimated as the difference between 1) the computational time that resolution DX10
would take to reach the same physical time simulated as case DX15 and 2) the actual cost of simulation
DX10, are shown in Figure 8.36: 7 · 105 versus 15.4 · 105 CPU hours, which supposes a difference of 8.4 · 105

CPU hours (more than double the actual cost).
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Figure 8.36: Cost savings in SLI development

8.6 Conclusion
This chapter has presented resolved simulations of the injection and atomization processes in the academic
multipoint configuration BIMER. The numerical setup, which was presented and studied for single-phase
conditions in Chapter 7, was adapted to account for liquid injected through a single point of the multipoint
injector. Due to symmetry in the injector’s take-off stage and to the multipoint holes being far enough
separated from each other (thus avoiding interactions among liquid jets), it was enough to simulate injection
through a single injection point to characterize the atomization process and build an Smart Lagrangian
Injector (SLI). One operating condition was simulated with two different interface cell sizes.

In first place, the physics of the resolved atomization simulationes were studied (§8.4). Analysis of the
breakup process showed that both column and surface breakup modes are present in BIMER as in a classical
liquid JICF. Instabilities leading to breakup are very different to the ones from canonical cases: in BIMER
they are generated at the nozzle exit and propagate in both the jet streamwise and lateral directions, while
in a classical configuration these instabilities evolve only along the former one. Postprocessing of the jet
trajectories and comparison with respect to an experimental correlation (from a classical JICF configura-
tion) have shown a good near-field behaviour but an underestimation further downstream: the jet undergoes
prompt atomization and atomized droplets are quickly dragged towards the air direction. Analysis of the
turbulent gaseous structures has shown that the perturbation effect of the jet is still noticeable several di-
ameters downstream the nozzle. The vortical structures, identified as the counter-rotating vortices pairs in
the planes perpendicular to the crossflow direction, have been found (when they were actually present) to be
asymmetrical with respect to the axis yc = 0: this is an effect of the swirl, and has also been observed in pre-
vious experimental and numerical studies. Computation of the resolved liquid fluxes at planes perpendicular
to crossflow direction yields identical conclusions as in the other JICF studied in this thesis: flow rates close
to the injected one are retrieved near the injector, then these are progressively reduced further downstream.

In second place, the simulations were postprocessed to obtain the necessary data for building SLI (§8.5).
An analysis of the liquid dense core has shown that its topology for this case is very different from the classical
JICF (in relation to the injection diameter): the mean breakup point location is shorter and its mean width
is smaller, almost of the order of the injection diameter. Characterization of the spray has shown: 1) good
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8.6. Conclusion

agreement in terms of fluxes with respect to interior boundaries, 2) lower secondary atomization in BIMER,
with convergence in both SMD and histograms at location xc = 2 mm, and 3) different histogram shapes with
resolution, with the ones from the coarse case showing a lognormal shape while in the fine case they display
also a similar trend but with droplets collapsing at d ∼ 30 µm. All global spray parameters, including mean
velocity and deformations, are converged at xc = 2 mm in BIMER. The SLI structures analyzed showed
similar spray spatially-distributed structures as in classical liquid JICF, including circular flux structure and
deceleration in the axial crossflow velocity caused by the dense core perturbation. A different behaviour was
obtained for the lateral velocity, since this was not symmetrical with respect to axis yc = 0 but asymmetrical
due to the swirl component of the gas, which drags droplets along its direction. The convergence maps
showed that more converged local probes were obtained for the fine resolution. From these results and an
analysis of the computational costs it is concluded that, for the purpose of SLI building, performing resolved
atomization simulations with a finer interface is more convenient since 1) finer cell sizes provide more reliable
results, 2) more converged injectors are obtained, and 3) less physical time simulated is needed which, yet
the total computational expenses being higher for a finer resolution, makes such simulations cheaper than
expected a priori: eventually, both computations remain in a similar order of CPU costs.
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Chapter 9
Dispersed phase simulations in

BIMER

9.1 Introduction
The previous chapter has reported the resolved atomization simulations performed through one multipoint
injector of the BIMER configuration. The lagrangian injector learning process was applied to get a in-plane,
spatially distributed spray. This spray conforms a lagrangian injector that is used in the dispersed-phase
simulations in this chapter. The dense core was also characterized: these information can be used in this
chapter to impose an actuator with the ALM method that perturbs the gaseous phase similarly to a jet
dense column. Due to rotational symmetry in the multipoint stage, the obtained SLI and actuator can be
extrapolated to the remaining multipoint holes to perform liquid injection and gaseous phase perturbation
in the full configuration. This chapter reports the results of dispersed-phase simulations in BIMER with the
SLI methodology.

In first place, the computational setup is explained in §9.2. Experimental qualitative results obtained for
the same operating point obtained by Renaud (2015), which can be used for validating the simulations, are
reported in §9.3. Then, the liquid boundary conditions for both the multipoint and pilot stages are described
in §9.4. Boundary conditions for the gaseous phase obtained with the ALM methodology are then discussed
in §9.5, showing that in this case the perturbed gaseous field cannot be properly retrieved. Finally, results
for the simulations performed are reported in §9.6. A total of three simulations have been computed: one
with evaporation and without perturbance of the gaseous field; and two without evaporation, considering
the ALM disturbances in one but neglecting them in the other. It is shown that the ALM has no significant
contributions to the dispersion of droplets, which is mainly attributed to the absence of secondary atomization
in these simulations. All cases show a good experimental validation with the experimental spray in terms of
SMD and axial velocity maps. The results greatly improve when adding evaporation, specially the sizes of
the lagrangian droplets, whose mean global SMD shows only a deviation of 5 % with experiments.

9.2 Computational setup
For performing dispersed phase simulations, the operating point defined in Table 9.1 is simulated. The
staging factor is α = 15, meaning that 15% of the total liquid flow rate is injected through the pilot stage
and the remaining liquid through the multipoint. For total flow rate of ṁl = 1.64 g s−1, the take-off stage
injects a mass flow rate of ṁl,takeoff = 1.39 g s−1 (hence 0.139 g s−1, corresponding to Ql = 185.3 mm3s−1,
per injector), and a mass flow rate of ṁl,p = 0.25 g s−1 is introduced through the pilot stage. The global
equivalence ratio of this operating point is ϕg = 0.6.

Evaporation

Due to the high gas ambient temperature inside BIMER combustion chamber (Tg = 433 K while Tl = 293
K, see Table 9.1), evaporation of lagrangian droplets should be considered. For assessing this influence, the
evaporation model of Spalding (1954) is used in one simulation, which is compared to two other simulations
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Chapter 9. Dispersed phase simulations in BIMER

where mass and heat transfer are not taken into account. Details on the hypothesis and implementation of
this evaporation model in YALES2 can be found in Domingo-Alvarez (2019).

Table 9.1: Operating point to perform gaseous and two-phase simulations tested by Renaud (2015)

Air properties
ṁg [g s−1] Tg [K] ρg [kg m−3] µg [Pa s]

43.1 433 0.82 2.4 · 10−5

Liquid properties
σ [N m−1] Tl [K] ρl [kg m−3] µl [Pa s]
25 · 10−3 293 750 1.36 · 10−3

Burner staging
α [%] ṁl,pilot [g s−1] ṁl,takeoff [g s−1] ϕg [-]

15 0.25 1.39 0.6

9.3 Experimental results from literature
The operating point tested experimentally by Renaud (2015) has been chosen to test the SLI methodology
because it presents non-reactive experimental results for validation. These ones, shown in Figure 9.1, consist
of qualitative maps of SMD and axial velocity. From the SMD map at the left, the global SMD in the disclosed
region is 16.58 µm. These ones are the only experimental results provided in non-reactive conditions, and
hence a quantitative validation is not possible to this date.

Figure 9.1: Experimental maps for for SMD and axial velocity u from Renaud (2015)

9.4 Boundary condition for liquid phase

9.4.1 Multipoint stage injection
For the multipoint stage, the SLI obtained from the resolved atomization simulations in Chapter 8 are used.
Since the objective of this simulation is to prove that SLI can be used to perform dispersed-phase computations
in a full multipoint injector, only the SLI obtained from the fine simulation with ∆xmin = 10 µm at the
location xc = 2 mm is used. This injector is chosen since 1) it has been obtained with the finest interface
resolution simulated and 2) it has been obtained at an axial location along the crossflow direction xc where
all the global spray mean magnitudes (SMD, velocities, deformation parameters) are converged with axial
distance (see §8.5.2). This SLI is shown in Figure 8.33: these maps, without convergence-driven discretization,
are injected as shown in the dispersed phase simulation. The flux spatial distribution in the SLI is scaled so
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9.5. Boundary condition for gaseous phase

that the total mass flow rate injected in one multipoint hole is equal to the actual mass flow rate injected
in the experimental configuration. Injected velocities are volume-weighted and RMS following a gaussian r
velocity law. For secondary atomization, all the three models have been tested but none of them has shown
to actually predict any breakup event throughout the simulations: the injected droplets from both multipoint
and pilot stages are considered to already be in equilibrium with the surrounding gas.

For performing injection in the 10 multipoint holes, the SLI from the single liquid injector simulated are
replicated in the remaining liquid injectors. The injectors location are translated and the vectorial magnitudes
(crossflow normal direction, velocities) are rotated so that the crossflow local direction stays identical in all
multipoint holes. Each single injector delivers a mass flow rate of ṁl,i = 0.139 g s−1 (equivalent to a flow
rate of Ql = 185.3 mm3 s−1), hence making a total liquid flux injected of ṁl = 1.39 g s−1 for the take-off
phase as indicated in Table 9.1. A schematic view of the injectors location through which lagrangian droplets
are introduced can be seen in Figure 9.8.

9.4.2 Pilot stage injection
The operating point simulated injects fuel through both a take-off stage (which has been modeled with the
SLI) and a pilot stage. Since pilot stage has not been simulated with the methodology developed in this thesis,
another approach must be employed. Given that the pilot of BIMER injects fuel following a hollow cone
configuration, the LISA model introduced in §3.3.1 will be used (Guedot 2015). The input parameters for the
LISA model to inject a hollow cone spray are summarized in Table 9.2. For the mean opening angle, a value
θs = 30◦ is taken from experiments (Renaud 2015). Regarding the droplet’s diameter, previous studies using
lagrangian approaches on the same configuration have introduced directly droplets size distributions extracted
from experimental data (Mesquita et al. 2018). In this case, since for the operating condition simulated there
is not experimental size distributions available, droplets injected will have a constant diameter given by the
following experimental correlation (Lefebvre & McDonell 2017):

SMD = 2.25 (σṁfµl)0.25
ρ−0.25
g ∆P−0.5 (9.1)

where ∆P = 2.6 MPa is the pressure drop in the pilot nozzle (Renaud 2015). Applying the previous
correlation with the magnitudes given in Table 9.1 results in a diameter SMD = 15 µm imposed constant
to the pilot cones particles. As for the multipoint injection, secondary atomization models were applied to
particles introduced by the pilot stage without triggering any breakup effects. Hence, pilot droplets with a
diameter of 15 µm will not be reduced into smaller children particles due to secondary breakup, and will be
solely transported for cases without evaporation.

Table 9.2: LISA model setup for pilot injection

Parameter Units Value
Mass flow rate ṁ g s−1 0.25
Injector radius R0 mm 0.125

Mean angle θs ◦ 30
SMD µm 15

9.5 Boundary condition for gaseous phase
The perturbation effect of the liquid dense core, which is be directly accounted for by the lagrangian droplets,
can also be modeled in BIMER. In this case, the direct prescription of a perturbed gaseous inlet in a
reduced domain as performed in the classical JICF configuration (§6.4.1) is not performed due to the complex
geometrical features of the swirl injector. Therefore, only the ALM methodology (§4.5) is applied for this
purpose. In a first step, the input parameters to the model are taken from the results of the resolved
atomization simulation DX10: dense core topology from the results shown in Figure 8.24 and net force from
Table 8.6. These parameters are referred as the initial ones in Table 9.3. As for the ALM model applied to the
traditional JICF in §6.4.1, these initial parameters do not capture the actual momentum exchange between the
gas and the liquid in the resolved simulation, and are hence tuned to find a better match between the turbulent
gaseous structures in the resolved and dispersed-phase computations. Indeed, the initial actuator was found
to not create any perturbations, yielding a gaseous field identical to the unperturbed case. Therefore, in this
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section only the results obtained with the final actuator are reported. The parameters used for this model
are summarized in Table 9.3.

Table 9.3: Parameters of an actuator representing the BIMER dense core

Parameter Units Initial Final
xb mm 0.34 0.34
zb mm 1.43 0.78

|FDC| mN 0.25 3

The mean axial velocity fields at plane yc = 0 mm (using the crossflow local coordinate system from Figure
8.2) are shown in Figure 9.2, where the resolved case DX10, unperturbed and final ALM are displayed. The
ALM has the potential to create perturbation in the gaseous phase that are not present when no perturbations
are added: in this case, the deceleration close to the wall creates a region with negative axial velocity, which
looks like a flat recirculation bubble which attaches at the wall at axial locations far upstream and downstream
the liquid injection nozzle when compared to the resolved case. The vertical recirculation bubble from the
resolved simulations downstream the jet cannot be retrieved by the ALM configuration shown. Downstream
the sketched cylinder from ALM, the gaseous field is disturbed up to several diameters downstream the
actuator, and streamlines are slightly deviated vertically with respect to the unperturbed case but eventually
return to an axial orientation.

DX10

UG100_DX20 UG75_DX20

zc = 0.3 mm

ALM

zc = 1.5 mm

xc = 1 mm

xc = 1 mm 2 mm 4 mm

zc = 0.3 mm

zc = 1.5 mm

2 mm 4 mm

zc = 0.3 mm

No perturbation

zc = 1.5 mm

xc = 1 mm 2 mm 4 mm

Figure 9.2: Mean axial velocity at plane y = 0 mm for resolved DX10, gaseous unperturbed and gaseous
ALM cases. The white solid line indicates the contour u = 0 which delimites the recirculation bubble. The
grey area indicates the mean liquid region, identifed as ψ > 0.5

Mean velocity profiles along lines zc = 0.3, 1.5 mm plotted in Figure 9.3 show that the ALM match
close to the wall does not resemble the resolved profiles from xc = 2 to xc = 5 mm, but it gets closer further
downstream. The ALM profile further from the wall shows even larger differences: for xc < 4 mm the velocity
is similar to the unperturbed case, indicating that ALM has not a big effect in this region, but for xc > 4
mm the actuator perturbations overestimate both the unperturbed and resolved cases, yielding unphysical
results. Such overestimation by ALM is due to the deviation of the streamlines: in the bottom part of the
actuator, flow deviates towards the wall and decelerates, while in its upper part the stronger forces bend
the streamlines upwards. Due to mass conservation, axial velocity increases. The velocity profiles along
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9.5. Boundary condition for gaseous phase

lines xc = 1, 2, 4 mm from Figure 9.4 also show a wrong prediction of the gaseous perturbations by ALM.
Since droplets are injected at xc = 2 mm, the deviations observed could have strong effects in the particles’s
transport due to momentum transfer. Such deviations could also affect the secondary breakup of the particles
in case it would occur (which could be the case in other operating conditions not studied in this thesis), as
it was demonstrated in §6.4.
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Figure 9.3: Mean axial velocity evolution along axial coordinate at locations zc = 0.3, 1.5 mm at plane yc = 0
(lines of Figure 8.12)
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Figure 9.4: Mean axial velocity evolution along vertical coordinate at xc = 1, 2, 4 mm locations of plane y = 0
(lines of Figure 8.12)

The planes perpendicular to crossflow direction xc = 1.5, 3 mm are also analyzed in Figure 9.5. As
discussed in Chapter 8, the resolved simulations capture vortices which are not symmetrical along the yc = 0
plane due to the presence of a swirl component in the gas. The unperturbed case actually shows strong single
vortices which are caused by this swirl component, which demonstrates how swirl can affect the gaseous
flow. ALM seems to affect the location and strength of the vortex at xc = 1.5 mm, while it does not have a
relevant effect on the one at xc = 3 mm. In any case the actuator can retrieve the CVPs which are seen in
the resolved simulation (at plane xc = 1.5 mm, while further downstream a single vortex is captured). On
the other hand, the ALM affects the gaseous field by creating a deceleration region, which at xc = 1.5 mm
also reflects the recirculation bubble. It is interesting to note that the recirculation bubble does not reach
plane yc = 0, which agrees with Figure 9.2 as recirculation in this plane attaches above this axial location.
This indicates that the recirculation bubble is not symmetrical with respect to axis yc = 0, which again
is attributed to the presence of swirl. The fact that swirl has such a strong effect in this operating point
(it is worth reminding that the swirl number is Sw = 1, as discussed in §7.5.1) might then create a lateral
force in the BIMER dense core which is not modeled by the ALM methodology proposed in this thesis. The
velocity profiles along lines zc = 0.3, 1.5 mm at the iso-xc planes from Figure 9.6 show that effectively the
ALM cannot capture the perturbations along the lateral directions: close to the wall the mean velocity is
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underestimated, and far from it it is overestimated for yc > 0 mm. For a proper modeling of the gaseous
phase perturbations within BIMER and other swirl injectors, ALM should then be extended to account for
three-dimensional swirl effects.

No perturbation

zc = 1.5 mm

zc = 0.3 mm

DX10 DX10

CVP

ALM ALM

xc = 1.5 mm xc = 3 mm

yc 

No perturbation

Figure 9.5: Mean axial velocity at planes xc = 1.5, 3 mm for resolved DX10, gaseous unperturbed and gaseous
ALM cases. The vertical, white line corresponds to plane yc = 0

The perturbations induced by ALM discussed previously have only been analyzed for the gaseous field
at the surroundings of one liquid injection nozzle from the multipoint stage. Since in BIMER there are 10
points for this stage, perturbations also need to be added in those. This can be done by adding actuator
body forces in the crossflow local coordinate systems at each point, and then transforming the coordinates
and forces directions into the global coordinate system. In this way 10 actuators will be located, one per
injection point, each one imposing forces with identical magnitude but different directions due to the different
locations of the points around the take-off stage. An example of these multiple perturbations is shown in
Figure 9.7, where the mean velocity magnitude in planes yc = 0 at two different injection points are shown.
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Figure 9.7: Application of the ALM model to two adjacent injectos in BIMER

9.6 Simulations and results
Three dispersed-phase simulations are performed for the BIMER configuration. All of them use the same
boundary conditions for the liquid phases in the take-off (SLI model) and the pilot (LISA model) stages. They
differ in the inclusion of the perturbation effect in the gaseous phase through ALM and the consideration
of evaporation. For the simulation with evaporation, the full domain is preheated to Tg = 433 K as in the
experiments, and droplets are then injected at a temperature Tl = 293 K. The computations performed are
summarized in Table 9.4, where a total of three simulations are reported. A baseline simulation is performed
without neither ALM nor evaporation. Then, both ALM and evaporation contributions are studied separately
in two distinct simulations. A simulation with both ALM and evaporation was not performed in this thesis
since the different numerics of both contributions were not coupled, and is left for future work.

Table 9.4: Dispersed-phase simulations performed for BIMER

Case ALM Evaporation
Baseline No No

ALM Yes No
Evap No Yes
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Characteristic liquid times

As in the resolved atomization simulations of one multipoint injector, characteristic liquid times can be
defined for the liquid phase in the dispersed-phase computations. The interest here is to link the physical
simulation time to a characteristic time scale related to the magnitudes to be studied. In this case, these
magnitudes are the SMD and droplets velocities in the spatial region downstream the combustion chamber
where experimental PDA results have been obtained (Figure 9.1). Since this region spans up to a downstream
coordinate x = 35 mm, droplets characteristics time will be estimated as the time in which the first particle
reaches this axial location: τdrx=35mm . Therefore, the dimensionless simulated time t′ is defined according to
Eq. (9.2):

t′ = t/τdrx=35mm (9.2)

Table 9.5. summarized the characteristic times obtained in the simulations performed. As observed in this
table, the characteristic times chosen are of the order of the gaseous swirl time scale τswirl for this operating
point (Table 7.5) while they differ of one order of magnitude with respect to the liquid characteristic times
of the resolved atomization simulations (Table 8.3).

Table 9.5: Characteristic times for droplets to reach location x = 35 mm in the pilot and take-off stages

Case τdrpilot [ms] τdrtakeoff [ms]
Baseline 1.65 2.45

ALM 1.52 2.32
Evap 1.48 2.25

9.6.1 Lagrangian field establishment
The three simulations summarized in Table 9.4 are performed with identical liquid dispersed-phase injection
boundary conditions and with their corresponding boundary conditions for the gaseous phase. In all cases,
liquid has been injected into a established single-phase gaseous solution which was previously run for 2τconv,
being τconv = 37.6 ms the convection time scale described in Chapter 7. Running for such time corresponds
to ∼ 8τswirl, which ensures a established gaseous field within the injector for all simulations.

The establishment of the dispersed-phase liquid field is shown in Figure 9.8 for the Baseline case. Time
has been expressed non-dimensionally with Eq. (5.2), where the inertia timescale τin = dinj/ul = 115.38 µs
has been used. The figures show droplets being injected through all the SLI located at the vicinity of each
multi-point hole and through the pilot stage. Particles delivered through the take-off have different sizes
due to the poly-disperse nature of SLI, which injects droplets from 20 to 40 µm of diameter (see Figure
8.33). These particles travel within the injector in the azimuthal direction, transported by the air swirl, and
eventually are convected through the diffuser towards the combustion chamber. Simultaneously, the pilot
stage introduces a mono-disperse spray with an imposed size of 15 µm with a hollow-cone type injection.
The hollow cone shows then an oscillatory behaviour due to the interaction among the rotation of the air
that arrives from the pilot swirler (schematically shown in Figure 7.2) and an azimuthal component imposed
to the particles by the LISA model (Eq. 3.16). Pilot particles are then directly transported downstream the
diffuser and arrive in the plenum before the droplets injected by SLI, as reflected by the characteristic times
of Figure 9.5.

Figure 9.9. shows a lateral view of established sprays for the three simulations performed. The experi-
mental region for the SMD and axial velocity maps is outlined by the black rectangle. The first row shows
the full spray: once the spray is established, particles from both pilot and multipoint stages are found in
the diffuser and further downstream. The baseline and ALM cases do not show any significant differences.
The evaporation simulation, on the other hand, reveals that smaller particles are already found within the
diffuser, indicating that mass transfer from the SLI particles starts to take place prior being introduced into
the diffuser. Overall, all cases show a good topology of the particles field within the injector and at the
upper part of the plenum, similar to other particles fields performed in other multipoint configurations with
dispersed-phase simulations (Jaegle et al. 2011).
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t* = 27.73

t* = 22.53

t* = 17.33

t* = 12.13

t* = 6.93

t* = 1.73

 Pilot injection

 (LISA model)

Take-off injection (SLI model)

Figure 9.8: Several instants of liquid fuel injection through both pilot and take-off stages for baseline case.
Droplets are scaled by 10 times their diameter for visualization purposes

Particles within a slab of 1 mm thickness centered at plane z = 0 are also shown in Figure 9.9. The
full spray and the contribution of each separate phase are visualized. The pilot particles open with an angle
corresponding to the imposed one of 30 ◦ from the LISA model. Such particles are highly concentrated
within the slab close to the injection point and then show empty pockets further downstream: pilot droplets
are injected at a low axial velocity and with an imposed rotational component, then they are convected and
exchange momentum with the swirl, relaxing towards the gaseous velocity which also has both an axial and
an azimuthal component. Therefore, the observed pockets are caused by particles leaving the slab due to the
rotational movement; these particles will later enter the slab further downstream, as visualized in the figure.
The multipoint particles enter the diffuser and the vicinity of the walls, with a high number of particles
filming along the diffuser walls in all cases. There are no particles injected through the multipoint found
within the central region of the spray downstream the diffuser, as it is shown later through the maps in
Figure 9.11.
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Baseline ALM Evap

Full spray

Slab 1 mm

Slab 1 mm

 Pilot only

 Slab 1 mm

Take-off only
x

y

Figure 9.9: Instantaneous views with a established spray for the three disperse-phase computations. In the
first row the full lagrangian field is shown, while the second row displays the spray contained within a slab
of 1 mm thickness centered at the center of the injector. The third and fourth rows show the droplets from
the pilot and take-off stages respectively, contained in the 1 mm thick slab.

9.6.2 Qualitative results and experimental comparison

Simulations can be compared with experiments by sampling lagrangian droplets crossing the region outlined
in Figure 9.8, which corresponds to the area from the experimental results shown in Figure 9.1. SMD and
droplets axial velocities maps are given in Figure 9.10. In general, the computations capture the topology
of the fields accurately and show symmetry with respect to axis y = 0. The effect of the evaporation is
clearly noticed by the lower values of SMD found with respect to the other computations, approaching the
experimental values qualitatively. Numerical SMD maps show a central region with low sizes produced by
the pilot stage, with larger droplets than in the experiments. The baseline and ALM case show similar sizes,
while the evaporation simulation captures smaller diameters which are closer to the experimental values.
The experiments show a pocket of empty droplets with a circular shape with center at (x = 10 mm,y = 0)
and a radius of ∼ 20 mm that is not present in the simulations, since these show droplets produced by the
hollow cone; and two regions of local high SMDs at y = ±25 mm that are quantitatively captured by the
simulations, even if their size is slightly underestimated and the axial extension of this area is overestimated
in the computations. The opening angle of the spray is properly captured by the simulations, although
this angle is determined by the presence of the diffuser as Figure 9.8 shows droplets attaching and filming
along the diffuser walls. Diameters at the outer part of the spray show larger values than at the center as
in the experiments, yet their magnitude is generally overestimated. This outer part, also captured by the
experiments, is characterized by a gradient of SMD from lower (green colors) to larger (red colors) values
along the vertical direction. The computations predict its beginning closer to the spray center than in the
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experiments, and overestimate the SMD values at the edges for both the baseline and ALM cases. The
evaporation case shows good experimental match for SMD values in this region, except for the outer part at
side y > 0 (yet this part is symmetrical in the computations, which is expected for a symmetrical swirl case
as BIMER, but is asymmetrical in the experiments).

(a) SMD maps

(b) Mean axial velocity maps

Figure 9.10: Qualitative experimental validation in the region enclosed in Figure 9.8. SMD and mean velocity
fields from experiments by Renaud (2015) and the three simulations performed

From the analysis of Figure 9.10, it can be generally said that the topology of the lagrangian field in
terms of SMD and axial velocity is, despite a few minor features, quite close to the experimental one. It is
now of interest to look at the contributions of the droplets from each stage to the sampled sprays, which is
done in Figure 9.11. The spatial distribution of both stages is clear from the figures: the pilot spray extends
through all the region with a hollow cone shape, while the take-off spray is concentrated at the edges of this
hollow cone. No multipoint droplets are then present at the center of the spatial domain, agreeing with the
observations of Figure 9.9 where the take-off droplets from SLI stick to the outer part of the diffuser, near
the walls. Comparing the baseline and ALM cases shows no differences among those, hence confirming that
ALM has no influence in the spray entering the chamber in this BIMER’s operating condition.

The contribution of each stage to the full spray can be elucidated in Figure 9.11. In all cases, the velocity
field from the pilot spray has a very similar topology to the full one, with exceptions at the edges due to
the contribution of the take-off stage. However, this influence of the take-off to the velocity is limited. The
opposite occurs, on the other hand, for the SMD: the pilot shows low values (constant for the baseline and
ALM simulations, varying for the evaporation case) for all the spatial region, while the take-off shows larger
ones: hence in the regions where pilot and take-off coexist, the full spray reveals an average size among both.
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(a) Baseline case

(b) ALM case

(c) Evap case

Figure 9.11: Contribution of pilot and take-off stages to the resulting spray in the experimental validation
region outlined in Figure 9.8

The calculated global SMD of the droplet contained within the experimental region are summarized in
Table 9.6. The first SMD shown corresponds to the full case (pilot + take-off sprays), while the global SMD
for each separate phase in the computations is also reported. The error with respect to the experiments
εSMD has been calculated with Eq. (6.8), with SMDexpe = 16.58 µm. Only the deviation in the SMD
of the full spray can be quantified, since from the experimental results the SMDs for each separate phase
cannot be obtained. The results show that the baseline and ALM cases provide similar values larger than the
experiments, with errors of the order of 30 %. The SMDs for these cases are practically identical for the full,
pilot and take-off sprays. Indeed, the pilot spray yields the value prescribed for the injected droplets of 15 µm
since these droplets do not change their size due to the absence of secondary atomization and evaporation.
In combination with the previous analysis, it can then be concluded that, in this BIMER’s operating point:

• The actuator model tested has not a significant influence in the spray, even if it perturbs the
gaseous phase around the injection nozzles of the take-off stage.

• Such lack of influence is due to the nonexistent secondary atomization, which was not present
whatsoever in any BIMER simulation. As Chapter 6 showed that secondary atomization was strongly
affected by ALM, in BIMER this perturbation model has not a relevant effect due to the absence of
breakup.
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Table 9.6: SMDs obtained compared to experimental one

Case SMD [µm] εSMD [%] SMDpilot [µm] SMDtakeoff [µm]
Experiments 16.58 - - -

Baseline 21.41 29.13 15.00 35.81
ALM 21.17 27.68 15.00 35.71
Evap 17.53 5.73 9.41 32.67

More relevant results are obtained when including evaporation. As Table 9.6 shows, addition of evapora-
tion reduces the pilot SMD from 15 to 9.41 µm, and the corresponding one for the take-off stage from 35.81
to 32.67 µm. In consequence, the global SMD obtained is 17.53 µm which supposses an error of 5.73 %,
showing a very good experimental agreement. However, it can be observed from the SMD maps of Figure
9.10 that the evaporation case seems to underestimate the SMD in all the pilot region and overestimate it
in the take-off one: then, both effects compensate and the resulting global SMD for the whole spray shows a
value in between which agrees with the experimental one. Nevertheless, overall it can be seen that the spray
fields look much closer to experiments when including evaporation. Therefore, including evaporation physics
into the dispersed-phase simulation contributed to improve the results of the simulations, and demonstrated
the need to properly account for heat transfer physics in this configuration relevant to industrial burners.

The effect of evaporation in both pilot and take-off phases separately can be further analyzed through the
droplets histograms from the spray contained within the experimental region, in Figure 9.12. The take-off and
pilot stages can be directly distinguished by the difference in the range of droplets sizes obtained: the largest
pilot droplets have diameters of 15 µm, while the smallest particles produced by the take-off are slightly
below 30 µm. The spray for the baseline case shows a single diameter for pilot at 15 µm, and a distribution
for the take-off ranging from ∼ 35m to ∼ 42 µm. Adding evaporation shifts each histogram to the left. The
pilot distribution shows then a polydisperse spray negatively skewed, with the largest diameters at 14 µm
and the smallest ones close at 1 µm, while the take-off stage moves towards a lognormal-like distribution but
without large differences among density values.
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Figure 9.12: Histograms of droplets sizes from Baseline and Evap simulations

In conclusion, the addition of evaporation, which can be accounted for in dispersed-phase simulations, is
necessary to accurately capture the dispersed-phase within the plenum in BIMER due to the high ambient
temperature. In future works, it would be interesting to study the influence of other evaporation models,
such as the one by Abramzon & Sirignano (1989), on the results here presented.

It is not known a priori how evaporation would influence the droplets sizes in the resolved atomization
simulations: if it had a relevant effect, this could affect the SLIs obtained and the subsequent results of the
dispersed-phase simulations. Nevertheless, the time-scales of the droplets convection, in Tables 8.3 and 9.5
for the resolved and dispersed-phase simulations respectively, show that a resolved droplet takes 0.354 ms
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to reach the sampling plane located 2 mm away from the take-off injection nozzle, and a lagrangian droplet
needs 2.25 ms (in the evaporation case) to reach the axial location x = 35 mm in the plenum. Therefore,
in the dispersed case droplets travel for more than 35 mm (without accounting for the path followed by
the droplet within the injector due to the air swirl) after injection and see a reduction in SMD from 35.81
to 32.67, while in the resolved simulations the droplet travels only for less than 2 mm (since actually the
droplet is first atomized from the dense core, which could hardly evaporate due to its large volume and low
surface-to-volume ratio). Therefore, it is expected that evaporation would not have enough time to act and
it would not affect the SLIs from the resolved atomization simulation, providing robustness to the results
presented in this chapter.

9.7 Conclusions
This chapter has shown the application of SLI for dispersed liquid phase in the academic multipoint injector
BIMER. The methodology has been applied to the take-off stage by using the SLI constructued from the re-
solved atomization simulations of Chapter 8. The SLI obtained from one injection hole has been extrapolated
to the rest of the multipoint to prescribe liquid boundary conditions in all the take-off stage. This has been
possible thanks to the symmetry of the multipoint injector. The pilot stage, which produces a hollow cone-
type injection, has been approximated with the LISA model. For the gaseous phase, the ALM methodology
has been applied to model the perturbation of the BIMER dense core in the aerodynamic field. The proposed
actuator does not capture accurately the perturbed gaseous field from the resolved simulations: it is thought
that the ALM methodology does not work properly in a complex aerodynamic field like BIMER. Suggested
further work regarding the ALM methodology would include the addition of forces in the lateral direction,
the addition of frequential effects to better retrieve the influence of the dense core dynamics observed at the
resolved simulations, and also a better estimate of ALM parameters through multiparameter optimization
rather than in-hand tuning.

Dispersed-phase simulations have then been settled for the operating point considered. The multipoint
stage has been modeled with the SLIs obtained from the fine simulation, while in the pilot stage the LISA
model has been used due to the absence of SLI for the hollow cone injection. Three simulations have been
performed: one with evaporation and without perturbance of the gaseous field; and two without evaporation,
considering the ALM disturbances in one but neglecting them in the other. Secondary atomization did not
take place in any case, hence the droplets were only transported in the cases without evaporation and the
injected sizes were maintained throughout the simulation. The ALM was shown not to have any effect on the
spray topology in the plenum and in the experimental comparison, probably due to the absence of secondary
breakup, since in Chapter 6 it was found that the gaseous phase boundary conditions played a fundamental
role in particles breakup due to their influence in the relative velocities. Considering evaporation modified
the spray maps of SMD, making it closer to experimental results, and reduced the resulting global SMD of
the spray, also approaching it to the experimental results: a deviation in SMD of 30 % with experiments
was obtained for the baseline and ALM cases, while when adding evaporation this deviation was substan-
tially reduced to 5 %. This demonstrates the importance of evaporation in BIMER and, more importantly,
demonstrates the capabilities of SLI to initialize dispersed-phase computations in configurations similar to
industrial multipoint burners. Further work would require to extend the SLI methodology for including the
modeling of hollow cone sprays from resolved simulations, and to perform reactive computations of BIMER.
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Conclusions
In this dissertation, a novel methodology to model liquid fuel injection in multi-staged systems has been pro-
posed. In particular, the focus has been placed on liquid jet-in-crossflow (JICF) atomizers. These injection
models, named Smart Lagrangian Injectors (SLI), are able to first learn spray features from resolved atomiza-
tion simulations, and then to process them for prescribing the liquid phase in dispersed-phase computations.
In addition, perturbation effects in the gas phase created by the liquid dense core and secondary breakup of
lagrangian particles are also accounted for. Two configurations have been studied: an academic JICF which
served as the validation case, and a multi-staged injector named BIMER as the application case, which is a
configuration more representative of industrial injection systems. The most significant results from each case
are summarized next.

Kerosene jet in crossflow

The models have been developed and validated in an academic, non-reactive kerosene JICF studied exper-
imentally by Becker & Hassa (2002). Resolved atomization simulations were performed with the software
YALES2. Firstly, the physical behaviour of the jet was studied. Simulations could correctly capture the
two classical breakup modes (column and surface breakup) observed experimentally in liquid JICF. The jet
penetration was quantified and compared to an experimental correlation, showing good agreement near the
injection nozzle (dense core region) and deviations further downstream (dispersed spray region). Secondly,
the dense core topology and the spray features were postprocessed to build the SLI model. The former
estimates the liquid core breakup point coordinates, width and net force applied. These parameters serve
as inputs to the Actuator Line Method (ALM) for modeling the dense core perturbation effect in dispersed-
phase simulations. Finally, the spray was analyzed by sampling particles crossing planes perpendicular to
the crossflow direction. These sprays were then in-plane spatially discretized and represented through local
maps of droplets sizes, velocities and fluxes. Such spatially distributed sprays conform the liquid injectors to
prescribe lagrangian droplets in dispersed-phase simulations.

In a second step, lagrangian simulations were performed with SLI. Firstly, two methodologies for modeling
the dense core disturbance effect in the gaseous field were assessed: ALM and the prescription of gaseous
statistics extracted from the resolved computations into a reduced domain. The former captured relevant flow
features such as recirculation and deceleration regions, although it could not retrieve all the characteristics
of the resolved flow field. The latter could better capture the gas flow features, yet this methodology cannot
be generalized to more complex geometries. Dispersed-phase computations on a high Weber operating point
showed that the second methodology yielded droplets sizes closer to experiments, hence it was retrieve for the
subsequent studies. The effect of the secondary atomization model was then studied, with the Gorokhovski’s
stochastic model showing a better performance over the TAB and ETAB ones. Finally, the different liquid
phase parameters were analyzed. The most influential ones were the resolution of resolved simulations
and the injection velocities. The lagrangian computations performed could properly capture experimental
spray features such as the flux profiles, maximum flux location and the ballistic behaviour. On the other
hand, droplets sizes were always underestimated, with an experimental deviation of 37 % for the global SMD.
Computations on a lower Weber number operating conditions reduced these deviations to 20 %. These results
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indicate that secondary breakup is the most influential mechanism when SLI is applied to this configuration,
and that size underprediction arises due to a misprediction of relative velocities. This hypothesis was verified
by deactivating secondary breakup in a spatial region after droplet injection. Droplets sizes increased, proving
the hypothesis to be true, although sprays showed a counter-ballistic spray behaviour which is unphysical.
Further work should be devoted to improve prediction of relative velocities in dispersed-phase simulations.
Nevertheless, these computations have shown the capability of SLI to prescribe liquid boundary conditions
in dispersed-phase simulations of JICF atomizers, paving the way to a realistic modeling of liquid injection
in multi-staged injectors relevant to gas turbine combustion systems.

Swirled injector BIMER

In the last part of this thesis, the SLI strategy was applied to the take-off stage of the BIMER buner, tested
experimentally by Renaud (2015) at EM2C laboratory. Resolved atomization simulations were performed
with two interface resolutions on a single injection point. The liquid jets captured the column and surface
breakup modes often observed in liquid JICF. Vertical trajectories showed good agreement with an applicable
experimental correlation in the near-nozzle region. Sprays were also analyzed in planes perpendicular to the
crossflow, revealing that droplet size convergence is reached for interface resolution (smallest droplets captured
have a diameter of 30 µm) and for axial distance (constant SMD and invariant histograms are obtained at
2 mm downstream the injection nozzle, indicating complete atomization). These sprays were then spatially
discretized to yield SLI for liquid fuel injection in lagrangian computations.

Dispersed-phase computations were finally performed for the full multi-staged injector. The pilot stage
was simulated with the hollow-cone model FIM-UR. The take-off stage was modeled with the SLI built from
the resolved atomization simulations. Even if only one liquid injection point was resolved, the full take-
off stage (composed of 10 injectors) could be simulated by applying the same SLI to each injector. Three
lagrangian computations were performed: one with ALM to model the gaseous phase perturbations, another
one where evaporation physics were accounted, and another one without any of both. It was found that
secondary atomization did not act in any computation, since all injected droplets were in equilibrium with
the surrounding gas. The ALM simulation showed that the actuator proposed could not retrieve the complex
gaseous field from the resolved simulations. Nevertheless, comparison with experimental results showed no
difference when ALM was included or not, which is due to the absence of secondary atomization. These two
simulations showed good experimental agreement qualitatively on the SMD and axial velocity maps, and
quantitatively on the global SMD, with differences slightly lower than 30 %. Adding evaporation physics
improved results, reducing the SMD deviation up to 5 %. These simulations are, to the author’s knowledge,
the first lagrangian computations of a complete multi-staged injector where the full multipoint stage is
addressed through a realistic injection model. The results presented hence demonstrate the capability of the
SLI model to simulate multi-staged systems. Further works should apply these models to more operating
points for investigating its range of application, and to compare with more experimental data on sprays when
available for further validation.

Perspectives
This thesis has contributed to the modeling of liquid injection in multi-staged fuel injectors. For this purpose,
the Smart Lagrangian Injectors (SLI) methodology has been developed and applied. While showing its
capability for learning the spray behaviour from resolved simulations and prescribing boundary conditions
for dispersed-phase simulations, further efforts should be devoted to improve its reliability.

In first place, the different modeling blocks from SLI should be addressed to improve the accuracy of
dispersed-phase computations. The Actuator Line Method (ALM) could be extended to consider complex
geometries and net force laws more representative of the jet dense core, and to include unsteady effects for
replicating the dense core dynamic behaviour. Obtention of ALM parameters could also be improved through
the employment of multiparameter optimization methods or machine learning tools, such as neural networks.
Regarding the liquid injection parameters, more realistic physics could be included for their prescription. In
particular, it is suggested to address the following aspects:

• Accounting for droplet non-sphericity through modified drag coefficients for lagrangian particles (Bagheri
& Bonnadonna 2016). This would increase the momentum transfer after injection for highly deformed
structures (such as those corresponding to ligaments in the resolved computations), hence making a
more realistic spray transport prior to secondary atomization.
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• Prescribing droplets velocities conditioned on their sizes through sectional approaches (Vié et al. 2013).
This could lead to a better estimation of liquid-gas relative velocities and, therefore, to a more realistic
breakup of lagrangian particles through secondary atomization.

• Consider transient flow rates for prescription of lagrangian droplets, to better mimic the unsteadiness
in the dispersed phase region of liquid jets in crossflow.

Secondly, this work has built SLI from resolved atomization simulations. Future works could consider the
construction of SLI models from extended databases. Current works are focusing on an Eulerian-Lagrangian
coupling to convert the droplets from resolved simulations into Lagrangian Point Particles (LPP) that are
later transported in the same simulation (Janodet 2022). Thus, the SLI methodology could be applied in
these coupled simulations to generate liquid injectors from both lagrangian and levelset particles in locations
further downstream the dense core. Another possibility to be considered is to feed SLI with experimental
data on particles when available, since experiments do not often provide limitations on particles sizes as the
resolved computations do.

Finally, the impact of the injection models in reactive simulations should be studied. This thesis has
shown the possibility to perform lagrangian simulations with SLI in realistic multi-staged injectors, while
also accounting for relevant physical mechanisms such as secondary atomization and evaporation. Therefore,
SLI is an adequate tool to further analyze the effect of liquid injection in reactive phenomena such as
ignition, flame topology, flame-turbulence interaction, thermoacoustic instabilities and pollutant formation.
Since BIMER is a reactive test bench which also presents experimental results on combustion simulations
(Renaud 2015), the SLI developed in this thesis could be used as starting point for such studies.
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Appendix A
Setup of JICF gaseous inlet profile

This appendix describes the mathematical derivations to impose a gaseous inlet velocity profile in the JICF
simulations presented in Chapter 5. The modeled geometry representing the experimental test bench is shown
in Figure 5.2. The gaseous inlet consists of a rectangular channel of section 25x40 mm2. The experiments
(Becker & Hassa 2002) report a gaseous boundary layer thickness δexp of between 4 and 5 mm at the lip of
the liquid injector, so a profile aiming at obtaining this thickness is developed. The computational domain of
the JICF (Figure 5.2) is a reduced portion of the experimental test rig (Figure 5.1), so an artificial velocity
profile with a boundary layer is imposed at the gaseus inlet. The gaseous inlet boundary and the repartition
performed to impose boundary layer profiles is shown in Figure A.1.

y
z

y = by − δ

z = δ

S1

bz = 20 mm

by = 12.5 mm

S2

S3

S4

Numerical JICF domain

Gaseous inlet

z
y

Figure A.1: Inlet domain and partition into sections for calculation of the gaseous velocity profile in JICF
simulations

Due to symmetry in both y and z directions, only one fourth of the domain is considered to derive the
equations. In this part of the domain, the volumetric flow rate given by the bulk velocity ug is the following
one:

Q = ugbybz (A.1)

where by = 25/2 = 12.5 mm and bz = 40/2 = 20 mm, so the total volumetric flow rate is 4Q which agrees
with the volumetric flow rate shown in Table 5.2. For deriving the equations, the domain is divided in 4
sections as shown in Figure A.1, where different profiles are imposed:

243



Chapter A. Setup of JICF gaseous inlet profile

1. Section 1 (S1): Boundary layer profile in both lateral (y) and vertical (z) directions.

2. Section 2 (S2): Boundary layer profile in y; outer, constant velocity in z.

3. Section 3 (S3): Outer, constant velocity in y; boundary layer profile in z.

4. Section 4 (S4): Outer, constant velocity in both y and z.

The boundary layer profiles will follow a 1/7th law, while the outer profile is flat as reported in the
experiments (Brandt et al. 1997) and since it corresponds to a turbulent profile as given by the high Reynolds
from the operating conditions simulated (Table 5.2).

From mass conservation, it must be fulfilled that the total flow rate from all sections is equal to the total
flow rate in this quarter of channel section. The balance then reads:

Q =
4∑
i=1

Qi = Q1 +Q2 +Q3 +Q4 (A.2)

where Q is given by Eq. (A.1). Hereafter, the expressions for each Qi and the velocity profile in each
section are developed.

Velocity profiles at inlet

Section 1

y

y = byy = by − δ

y′ = δ

y′

y = 0

z

u = UC

z = δ

Figure A.2: Parametrization of section 1 (shaded).

To make calculations easier, the following change of variable is introduce in the y direction (Figure A.2):

y′ = by − y (A.3)

In this region, there are boundary layers being developed in both y and z directions. The BL is given by
the 1/7th velocity profile of White (2005). Hence, the velocity profile in section 1 is given by the following
expression:

u1 (y′, z) = Uc

(z
δ

)1/7
(
y′

δ

)1/7
(A.4)

where Uc is the velocity at the outer layer, which is constant. This velocity needs to be determined.

The volumetric flow rate at this section is given by the following expression:

Q1 =
∫ y′=δ

y′=0

∫ z=δ

z=0
u1 (y′, z) =

∫ ∫
Uc

(z
δ

)1/7
(
y′

δ

)1/7
dydz =

= Uc
δ2/7

∫
z1/7dz

∫
y′1/7dy = Uc

δ2/7
7
8δ

7/8 7
8δ

7/8 = UC

(
7
8δ
)2

(A.5)
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So the volumetric flow rate for region 1 is:

Q1 = UC

(
7
8δ
)2

(A.6)

Section 2

y

y′ = 0y′ = δ

y′

y = 0

z

z = δ

z = bz

Figure A.3: Parametrization of section 2 (shaded).

In Section 2 there is a boundary layer developing in y′ direction and a constant velocity along coordinate
z. The velocity in this region is given by the following equation:

u2 (y′, z) = Uc

(
y′

δ

)1/7
(A.7)

The volumetric flow rate is given by the following expression:

Q2 =
∫ y′=δ

y′=0

∫ z=bz

z=δ
u2 (y′, z) =

∫ ∫
Uc

(
y′

δ

)1/7
dy′dz =

= Uc

∫ (
y′

δ

)1/7
dy′
∫
dz = Uc

7
8δ (bz − δ)

(A.8)

So Q2 is:

Q2 = Uc
7
8δ (bz − δ) (A.9)

Section 3
Section 3 is similar to section 2, except that the boundary layer profile is developed along direction z and
the velocity is constant along y. Then, the velocity profile is:

u3 (y, z) = Uc

(z
δ

)1/7
(A.10)

The volumetric flow rate is given by the following expression:
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y

y = byy = by − δy = 0

z

z = δ

Figure A.4: Parametrization of section 3 (shaded).

Q3 =
∫ y=by−δ

y=0

∫ z=δ

z=0
u3 (y, z) =

∫ ∫
Uc

(z
δ

)1/7
dydz =

= Uc

∫
dy

∫ (z
δ

)1/7
dz = Uc

7
8δ (by − δ)

(A.11)

Section 4

y

y′ = by − δy = 0

z

z = δ

z = bz

Figure A.5: Parametrization of section 4 (shaded).

The velocity profile at section 4 is flat and constant, equal to the value Uc:

u4 (y, z) = Uc (A.12)

The volumetric flow rate is:

Q4 = UC (by − δ) (bz − δ) (A.13)

Determining unknowns of velocity profile
The velocity profiles previously derived ensure continuity of velocity in the intersection between sections.
These expressions depend on two parameters: the constant velocity of the outer layer Uc and the boundary
layer thickness δ of the 1/7th law. This section describes how to estimate analytically these two magnitudes
for a given operating point.
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Boundary layer thickness from flat plate assumption
The boundary layer thickness δ at the gaseous inlet is calculated assuming that the BL develops as in a flat
plate. Figure A.6 shows a general sketch of a BL along a flat plate, showing both the laminar and turbulent
profiles. ug denotes the freestream velocity. The thickness laminar BL grows with the axial coordinate x at a
given rate and then transitions to a turbulent one, whose thickness grows steeper with x. The virtual origin
of the turbulent BL is shown, which is the point located at the flat plate where the turbulent layer would
theoretically start to grow (White 2005).

ug

ug

Laminar BL

Turbulent BL

Virtual origin  of turbulent BL

Flat platex

δexp= 5 mm

δ

xx*

of turbulent BL
Virtual origin 

x*inlet xinj=120 mm

Turbulent BL
Gaseous inlet

Figure A.6: Boundary layers in flat plates. Left: laminar and turbulent boundary layers in a flat plate.
Right: development of turbulent boundary layer in the JICF computational domain used to calculate the
inlet velocity profile layer thickness.

Given the operating conditions from Table 5.2, the gaseous boundary layer at the JICF channel is assumed
to develop according to a turbulent profile. Figure A.6 right shows the evolution of the BL in the numerical
domain of the JICF simulation (Figure 5.2). At the gaseous inlet, this BL has a thickness δ which is
calculated in order to recover the experimental thickness of δ = 5 mm at the liquid nozzle inlet located 120
mm downstream.

In order to estimate the thickness δ, first the virtual origin of the turbulent BL needs to be calculated. As
depicted in Figure A.6 right, this point is located outside the numerical domain at a distance x∗

inlet upstream
the gaseous inlet. To estimate this value, the turbulent BL evolves along the axial direction x∗ according to
a turbulent Blasius profile (White 2005):

δ = 0.37 x∗

Re
1/5
x

= 0.37 (x∗)4/5

(ug/νg)1/5 (A.14)

where νg = µg/ρg = 1.8162 · 10−5/7.21 = 2.52 · 10−6 m2 s−1 is the kinematic viscosity. This expression
can be applied to obtain x∗

inlet knowning that δexp = 5 mm:

δexp = 0.37(x∗
inlet + 120 mm)4/5

(ug/νg)1/5 → x∗
inlet =

(
δexp/0.37 (ug/νg)1/5

)5/4
− 120 mm (A.15)

And then, it can be applied again to estimate δ to impose at the gaseous inlet:

δ = 0.37 (x∗
inlet)

4/5

(ug/νg)1/5 (A.16)

Outer layer velocity from flow rate conservation
Uc is determined from flow rate conservation, knowing that the addition of the injected flow rates in each
section, Eq. (A.2), needs to equal the total flow rate obtained from the bulk velocity ug given by Eq. (A.1).
Therefore, both expressions are equivalent and can be combined to yield:

ugbybz = UC

[(
7
8δ
)2

+ 7
8δ (bz − δ) + 7

8δ (by − δ) + (by − δ) (bz − δ)
]

(A.17)

So the outer layer velocity can be solved:
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Uc = ug
bybz( 7

8δ
)2 + 7

8δ (bz − δ) + 7
8δ (by − δ) + (by − δ) (bz − δ)

(A.18)

Resulting velocity profiles
Velocity profiles are then obtained for each operating condition of Table 5.2 by calculating first the BL profile
thickness with Eq. (A.16) and the velocity Uc with Eq. (A.16), and then the profile with Eq. (A.4), (A.7),
(A.10) and (A.12). For the two conditions studied, the obtained parameters δ and Uc are reported in Table
A.1 and the resulting imposed profiles are shown in Figure A.7.

Table A.1: Parameters obtained characterizing the gaseous inlet velocity profiles

Parameter ug = 75 m s−1 ug = 100 m s−1

δ [mm] 3.531 3.638
Uc [m s−1] 79.50 106.19
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Figure A.7: Gaseous inlet velocity profiles imposed. One quarter of the domain is shown, the profile is then
symmetric in both y and z axes. Left: ug = 75 m s−1. Right: ug = 100 m s−1.
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Gaseous initial conditions for JICF

Injection of synthetic turbulence

Prescription of inlet velocity profiles should take into account the contribution of large energy-containing
eddies. For this purpose, fluctuations can be added to the mean profiles by specifying either their energy
spectrum or their characteristic length scales and their magnitude. These fluctuating components can be
obtained by several means. One of the first methods developed consisted of using periodic boundary conditions
to reintroduce the outlet velocity field at the inlet in DNS simulations of channels (Spalart 1988, Liu et al.
1996). Such methods rely either on the presence of self-similarity in the channels, which does not always
occur, or on adding a forcing term at the outlet to reconvert the boundary layer thickness to its value
upstream for reintroducing it into the inlet. To circumvent these issues, the recycling method was proposed
by Lund et al. (1998). This technique consists of obtaining the turbulent data at several planes downstream
the inlet, compare the velocity fields and correct the inlet conditions accordingly to match the desired data.
Recycling methods have been extended and can be divided in weak and strong methods. Other families of
techniques include the generation of synthetic turbulence by for superposition of sinusoidal waves (Kraichnan
1970, Batten et al. 2004) or by moments’ determination (Pamiès et al. 2009). A review of these and other
turbulence generation methodologies can be found in Wu (2017).

In this work, homogeneous synthetic turbulence is injected through the inlet by specifying the integral
length scale of the flow LT and the fluctuating velocity components u′. Since experimental data on the
fluctuating field for the configuration of (Becker & Hassa 2002) is not available, both magnitudes are estimated
with the following formulas (ANSYS 2018):

u′ ≈ Iug ; Lt ≈ 0.07Dh (B.1)

where I is the turbulent intensity can be obtained from the following correlation:

I = 0.16Re−1/8
g (B.2)

For each operating point shown in Table 5.2, the estimated parameters for specifying turbulent profiles
are shown in Table B.1.

Characteristic flow-through time

With the inlet velocity specified with a mean profile and turbulence fluctuations, gaseous simulations can be
run to generate initial conditions for the liquid simulations. The initial solution needs to be an established
velocity profile where the mean and rms values of velocity components are converged. To get an idea of the
flow establishment, the flow-through time in the channel τft is defined:

τft = L

ug
(B.3)

249



Chapter B. Gaseous initial conditions for JICF

where L = 120 mm is the distance from the gaseous inlet to the liquid injector (see Figure 5.2). This
quantity represents the time that a gas particle takes, in average, to reach the liquid injector location from
the inlet of the domain. Flow-through times for each operating point are shown in Table B.1.

Table B.1: Parameters characterising inflow turbulent fields and flow-through time τft in JICF simulations

Operating point Lt [mm] I [%] u′ [m s−1] τft [ms]
Low Weber 3 2.88 2.5 1.6
High Weber 3 2.78 3.0 1.2

Mesh independence study with high Weber operating point

In first place, a mesh independence study has been performed with single-phase simulations (without fuel
injection) to capture correctly the gaseous turbulent features that can affect the liquid field. For this purpose,
3 grids are tested with the high Weber operating condition. The inlet velocity profile includes the mean
velocity profile and the turbulence fluctuations as defined in Table B.1. The meshes differ in the baseline cell
size at the region upstream the liquid injection nozzle, which measures 120 mm (see Figure 5.2). This is the
region of interest for turbulence development, since it is the gaseous field upstream the injection nozzle the one
that will affect the liquid jet. Three meshes are used with baseline mesh sizes of values ∆xups = 1, 0.5, 0.3
mm, summarized in Table B.2. The three refinement levels tested in this section are shown in Figure B.1,
where a magnified view of the red rectangle from Figure 5.3 is displayed. The mesh elsewhere is not refined
and maintained to the values given previously in §5.3.

Table B.2: Configurations tested for the mesh independence study

Mesh ∆xups [mm] # elements # nodes
Coarse 1.0 59,664,589 10,510,540
Fine 0.5 66,264,433 11,641,585

Very fine 0.3 94,192,955 17,155,591

Figure B.1: Baseline meshes in the region spanning from the inlet to the nozzle injector. Zoom-in the red
rectangle of Figure 5.3. From left to right: ∆xups = 1, 0.5, 0.3 mm.

A total of four simulations have been performed: one simulation per mesh with the imposed turbulent
fluctuations at the inlet, and one without injecting synthetic turbulence for the resolution ∆xups = 0.5 mm.
For flow establishment, the simulations are firstly run for a total physical time of 6 times the flow-through
time, i.e. 7.2 ms. From this stage on, statistics are collected. To check the convergence of the simulations,
the mean axial velocity u and mean Turbulent Kinetic Energy (TKE) have been integrated along a vertical
line upstream the injection point in the middle plane of the domain, shown in Figure B.3 right. These
line-integrated magnitudes can be defined as follows:

⟨u⟩ = 1
h

∫ h

0
u (z)dz ; ⟨TKE⟩ = 1

h

∫ h

0

1
2

(
u′ (z)2 + v′ (z)2 + w′ (z)2

)
dz (B.4)
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where u (z) is the time-averaged, or mean, velocity at each z location; h is the line length, which corre-
sponds to the height of the channel; and u′, v′ and w′ are the fluctuating components of the velocity in the
x, y and z directions respectively. The chosen line is located right before the liquid injector, so velocity and
TKE profiles in this section are the ones seen by the liquid jet which affect its deviation. The integrated
values for these magnidues are shown in Figure B.2. Profiles of both ⟨u⟩ and ⟨TKE⟩ reach a steady state
in all simulations after a simulation time of 30 times the flow-through time τfl, so statistics are considered
to be converged after this value. Therefore, all statistics shown hereafter will refer to statistically-converged
results obtained for t/τfl > 30. Regarding the mesh effect (considering turbulence injection), ⟨u⟩ shows a
change for the coarse mesh ∆xups = 1 mm with respect to ∆xups = 0.5, 0.3 mm, which has the same value,
indicating proper mesh convergence for ⟨u⟩ at the selected integration line. Surprisingly, ⟨TKE⟩ shows the
same value for the three mesh resolutions employed: the mesh seems to have no effect in ⟨TKE⟩. Regarding
the influence of turbulence injection (with ∆xups = 0.5 mm), both magnitudes show statistically-converged
values lower than the case with turbulence. This is coherent with TKE, since it means that injecting tur-
bulent fluctuations at the inlet increase the turbulent state further downstream. However, no explanation
is found of why adding turbulence with the selected methodology changes the value of ⟨u⟩ (although the
deviations with respect to case with turbulence represents is of less than 1 %). Nevertheless, it is to be noted
that these line-integrated values are used only to obtain an idea of the time the flows take to establish, and
do not represent magnitudes that can be used for a proper assessment of the mesh independence. As it will
later be shown, the TKE profiles represented along here-called integration line are very dependent on the
mesh resolution employed.
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Figure B.2: Convergence of line-integrated mean axial velocity and TKE with mesh resolution

Instantaneous snapshots of the fluctuating axial component u′ in the middle plane are shown in Figure
B.3. Adding turbulence at the inlet introduces fluctuations that are transported downstream the domain.
When no turbulence is added, fluctuations are not present (the black contours at the inlet are due to small
numerical fluctuations of u′) except close to the walls, since they are created inside the boundary layer where
flow is intrinsically turbulent. It is also observed that the characteristic length of the eddies changes when
refining the mesh: for the coarsest mesh (∆xups = 1 mm), these structures are generally large, while refining
the mesh to ∆xups = 0.5 and 0.3 mm reduced their size.

In order to compare quantitatively the difference between meshes, the signals of u′ have been monitored
with time at the probes shown by the white crosses in the top of Figure B.3. Two probes are located: one at
50 mm upstream the liquid inlet (x = 70 mm, probe A) and another one 1 mm upstream the liquid injection
nozzle (x = 119 mm, probe B), both at a height of 8 mm from the bottom wall. The capability of the
meshes to transport the resolved turbulent scales is then verified by comparing the fluctuations and spectra
obtained with Fast Fourier Transform (FFT) at both probes in Figure B.4. Time has been normalised with
the flow-through time τfl, and the signals are shown for one passage of τfl for easiness of visualization. For
the coarsest mesh ∆xups = 1 mm (Figure B.4a), the u′ signal sampled closer to the nozzle (Probe B) shows
similar magnitudes and frequencies to the signal sampled upstream (Probe A). Despite the characteristic
peaks at frequencies of 8, 17 and 25 kHz with decreasing intensity for both probes, low frequencies below 10
kHz are excited. The spectrum at Probe B shows a higher relative intensity at these low frequencies with
a peak at 3 kHz not observed at probe A. This indicates that for this resolution, turbulent energy is not
properly transported to the liquid injector. Furthermore, characteristic frequencies larger than 25 kHz cannot
be captured, which is not the case for the rest of resolutions. When the mesh is refined to ∆xups = 0.5 mm
(Figure B.4b), the small dominant frequencies are no longer relevant and dominant frequencies are properly
captured, as the match in the peaks of the spectra indicates. In this case, the frequencies 8 and 25 kHz have
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A B

Δxups = 1 mm Δxups = 1 mm

Δxups = 0.5 mm, no turbulence Δxups = 0.5 mm, no turbulence

Δxups = 0.5 mm

Δxups = 0.3 mmΔxups = 0.3 mm

Δxups = 0.5 mm

Figure B.3: Instantaneous u′ fields from gaseous simulation for the high Weber case. The right column shows
a zoomed-in view of the dashed rectangle from the left column. Black contours indicate the lines with zero
instantaneous fluctuation u′ = 0. From top to bottom ∆xups = 1, 0.5, 0.3 mm.

larger intensity than 17 kHz. Refining the mesh to ∆xups = 0.3 mm (Figure B.4c) has no longer effect neither
in the magnitude of the fluctuations nor in the spectrum.

The fluctuations and FFT of the simulation performed without turbulence injection for the resolution
∆xups = 0.5 mm are shown Figure B.4d. As expected, the magnitude of the fluctuations is lower than in the
cases with synthetic turbulence. The spectrum shows that the energy content at low frequencies is high and
that no clear dominant frequencies are found.

A final verification on the mesh capability to transport turbulent energy is done by calculating the
Turbulent Kinetic Energy (TKE) at the probes A and B for simulation where turbulence is transported.
TKE is defined as follows:

TKE = 1
2

(
u′2 + v′2 + w′2

)
(B.5)
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(b) Mesh ∆xups = 0.5 mm
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(c) Mesh ∆xups = 0.3 mm
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(d) Mesh ∆xups = 0.5 mm without turbulence injection

Figure B.4: Axial velocity fluctuations and associated frequencies at the sampling probes for the simulations
at high Weber number. Left: u′ fluctuations. Right: spectra of the fluctuations obtained through FFT.
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Note that, unlike in Eq. (B.4), the TKE is not line-averaged but represents the resolved energy contained
in the eddies at the probes location. Figure B.5 gives the results. The coarser mesh with ∆xups = 1 mm
provides different values of TKE in both probes with a difference of 34 %: TKE is lost from point A to point
B and this mesh cannot transport turbulence properly. Refining to ∆xups = 0.5 mm improves the transport
capability of the mesh and both probes show similar values of TKE: 4.17 J kg−1 for probe A against 4.14
J kg−1 at probe B, making a difference of 0.7 %. Finally, the mesh with ∆xups = 0.3 mm provides values of
4.2 and 4.19 J kg−1 in probes A and B respectively, yielding a difference of 0.24 % and making this mesh more
suitable for transporting the turbulence. Nevertheless, the mesh with ∆xups = 0.5 mm already yields small
errors in the TKE transport while providing TKE values very close to those of the mesh with ∆xups = 0.3
mm: it provides also good turbulent transport capabilities with smaller computational cost than the finest
mesh due to its smaller number of elements (see Table B.2).
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Figure B.5: Variation in Turbulent Kinetic Energy in probes A and B with upstream mesh resolution.

Finally, Figure B.6 plots the profiles of mean axial velocity u and TKE along the vertical line from in
Figure B.3 right. u is properly captured for all meshes, despite slight variations within the boundary layer
where it evolves from 0 to the velocity in the outer layer, which is constant and equal in all cases (despite some
fluctuations due to numerical noise). The boundary layer thickness (observed in the evolution of both u and
TKE) is around 5 mm, which is consistent with the experimental values reported in Becker & Hassa (2002).
TKE profiles in turbulent cases show that the turbulent energy in the outer layer (z > 5 mm) is similar for
resolutions ∆xups = 0.5 and 0.3 mm, but lower for the thicker resolution of 1 mm. Within the boundary
layer, however, convergence with resolution is never achieved. Effectively, Kolmogorov length-scales for the
studied case, which correspond to the length of the smallest eddies in the boundary layer, are of the order
of η ∼ 0.5 µm (see Table B.3 for estimations), which cannot be captured with any resolution employed. A
proper resolution at this region would require a DNS study, which is nowadays unfeasible for the operating
point studied and which justifies the use of LES for these simulations. Nevertheless, the values of TKE for z
> 2 mm, including the energy decrease from this point up to the freestream, is converged for the resolution
∆xups = 0.5 mm.
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Figure B.6: Profiles of u and TKE along the line right upstream the injector.

From these results, the simulation with the mesh resolution ∆xups = 0.5 mm is chosen as initial solution
for performing the two-phase simulations. This mesh size allows for a proper turbulent transport (frequencies
and energy content) with a moderate cost: Table B.2 shows that decreasing resolution from 0.5 to 0.3 mm
adds up to 28 million more elements. The turbulent content in the inner part of the turbulent layer is not
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properly resolved, which could have an effect on the jet atomization and has not been checked in this work.
It, however, does not have an effect on the trajectory, as it is shown in §5.6.3. A local refinement in the
boundary layer (inflation layer) could help to converge the TKE profiles, but would greatly increase the cost
of the simulations due to the length of the domain upstream the liquid injector and to the small cell size
required to capture accurately the Kolmogorov scales.

Turbulent scales estimation
In fluid mechanics, the largest and the smalles lengthscales are named respectively the integral and Kol-
mogorov scales. These ones represent the size of the largest and smalles eddies found within the flow: the
largest eddies are the ones containing more energy which is then transferred to the eddies of smaller size up to
the Kolmogorov eddies, where viscosity is important and turbulent dissipation takes place (energy cascade).

The size of integral eddies and their associated time scales can be obtained from the geometry and the
mean flow characteristics. For the JICF simulations of Chapter 5, the integral scale of the gas phase LI is
estimated as half of the hydraulic diameter (configuration of Figure 5.2), and its timescale τI and characteristic
frequency is obtained by considering the mean gas velocity ug:

LI = Dh

2 ∼ 15 mm τI = LI
ug

fI = 1
τI

(B.6)

At the smallest scales, dissipation takes place and both viscosity ν and dissipation rate ϵ govern these
eddies. The characteristic length and time scales, η and τη respectively, can then be calculated as:

η =
(
ν3

ϵ

)1/4

τη =
(ν
ϵ

)1/2
fη = 1

τη
(B.7)

Since the Kolmogorov eddies are isotropic, the dissipation rate can be estimated as ϵ ∼ u3
g/LI (Piomelli

2018). Then, the Kolmogorov scales can be expressed in relation to the integral ones and the Reynolds
number as:

η

LI
∼ Re−3/4

g

τη
τI

∼ Re−1/2
g (B.8)

From these expressions, the characteristic flow scales for the gaseous phase in the JICF simulations of
Chapter 5.2 can be estimated. Results are shown in Table B.3.

Table B.3: Estimation of characteristic length and time scales for gaseous phase in JICF simulations

Parameter ug = 75 m s−1 ug = 100 m s−1

LI [mm] 15 15
τL [ms] 0.20 0.15
fL [kHz] 5 6.5
η [µm] 0.5 0.4
τη [µs] 0.20 0.15
fη [kHz] 5000 7000
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Appendix C
Postprocessing methods for JICF

C.1 Jet trajectory
Experimentally, researchers have used different approaches to obtain trajectories based on the different optical
techniques employed. Many works (Becker & Hassa 2002, Stenzler et al. 2003, Freitag & Hassa 2008) take
instantaneous images of the jet with shadowgraphy techniques and then MIE scattering or emboss-filter
operations to obtain binary images where liquid and gas phases can be clearly distinguished. Then, images
are averaged and the vertical penetration is obtained by detecting the coordinates where the light intensity
gradients are maximum. Image averaging can be performed before or after the filtering operations. Such
methods obtaining trajectories from average images are hereafter denoted as mean trajectory methods.
Figure C.1 shows an illustration of such experimental methodology from the work by Stenzler et al. (2003).
Other works (Ragucci et al. 2007) use the same principles of filtering and binarization, but obtain the
trajectories from instantaneous jet images. Then, instantaneous trajectories are averaged to yield the mean
trajectories. These methods are hereafter denoted as instantaneous trajectory methods.

1) Instantaneous image 2) Averaged MIE scattered image

4) Mean trajectory 3) Binary image

Average over 
instantaneous images 

+ MIE scattering

Background substracting
+ thresholding

Contour obtention by 
maximum gradient of 

light intensity

Figure C.1: Illustration of experimental procedure to obtain trajectories. Figures taken from Stenzler et al.
(2003)

From a computational perspective, similar methodologies can be applied to obtain the jet trajectories from
simulations. The same sequence of operations from Figure C.1 for processing experimental images could be
applied to numerical snapshots of the JICF. Nevertheless, the ACLS methodology presents the advantage
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that the interface is clearly defined with the ψ function, and hence trajectories can be obtained with different
methods without the need to use MIE scattering and binarization (steps 2 and 3 from Figure C.1). In this
work, four methodologies to obtain the numerical trajectories from JICF resolved simulations are presented.
As in the experimental classification previously suggested to obtain trajectories, these methodologies are
also distinguished as mean trajectory methods or instantaneous trajectory methods, depending on
whether they use the mean or instantaneous ψ field respectively. Two methods for each category are detailed
in this section.

Mean trajectory methods

One possibility to obtain mean trajectories is by using the mean field of the levelset function, ψ. An example
of a converged ψ field is shown in Figure C.2 left. This requires the accumulation of statistics over a certain
time (instantaneous trajectories do not need statistics accumulation as long as the instantaneous ψ field is
available), but presents the advantage that the jet trajectory can be obtained with one single ψ field once
convergence is achieved. In this category, two different methods are used: the maximum gradient method
and the iso-contour method:

• The maximum gradient method consists to obtain the maximum gradient of ψ in the vertical
direction for each x coordinate: max

(
∇z|ψ|

)
. Figure C.2 center shows an example of a max

(
∇z|ψ|

)
contour. This method is more similar to the experimental methods presented in Becker & Hassa (2002),
Stenzler et al. (2003) and Freitag & Hassa (2008): in these works, the jet trajectory is obtained as the
contour of the maximum intensity gradient in the vertical direction of the mean jet (see Figure C.1).

• Trajectory as iso-contour of mean levelset field ψ. This approach has been used to obtain JICF
trajectories with simulations using a VOF methodology (Desclaux et al. 2020). In this work, several
values for the iso-contour have been tested, and it has been found that the mean trajectories obtained
are very sensitive to this value. Finally, a value of ψ = 0.01 has been identified as the best contour to
compare the resulting trajectories with the ones obtained with the rest of methods. Figure C.2 right
shows an example of a an example of a ψ = 0.01 contour.

z
x

Figure C.2: Methods based on mean trajectories. Left: ψ field. Center: max
(
∇z|ψ|

)
contour. Right:

contour ψ = 0.01.

Instantaneous trajectory methods

Instead of using the mean levelset field, the averaged numerical trajectories can be obtained from instanta-
neous solutions of the jet by firstly getting the instantaneous trajectories and then averaging them. Figure
C.3 shows the procedure to extract the interface contour that is later used to obtain the trajectories. First,
the liquid-gas interface is plotted in the domain as a surface of iso-contour Γ : ψ = 0.5 (Figure C.3 left), and
then this contour is extracted at the central plane y = 0, as indicated by the black line of Figure C.3 right.

Once the interface is obtained at y = 0, the outer contour of the trajectory must be obtained. This is the
one corresponding to the windward side of the jet, and hence the one defining the instantaneous trajectory.
For its obtention, the z axis is swept and the points belonging to the trajectory are obtained as follows:

1. The z axis is discretized in intervals with constant thickness.

2. For each interval, the contour point with minimum x coordinate is obtained.

3. Points are sorted according to their x coordinate, defining the trajectory.
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Instantaneous interfacey = 0
Interface Contour at y = 0

Breakup point (xb, zb)

z

x

Figure C.3: Procedure to process instantaneous trajectories. Left: instantaneous jet interface. Right: contour
of instantaneous interface at plane y = 0

This procedure is repeated at every instantaneous snapshot of the jet to obtain the corresponding tra-
jectories. Then, all trajectories are interpolated in the same axial locations and averaged to yield mean
trajectories which can be compared to experimental correlations. This method is similar to the experimental
methodology employed by Ragucci et al. (2007), and was used by Leparoux et al. (2018) to simulate their
experimental configuration and validate the computations. However, it differs from the methodology em-
ployed by Becker & Hassa (2002), whose experimental test rig is simulated in this work and who obtained
the trajectories with a methodology more similar to the mean trajectory methods (see next point). Still, it
is worth to investigate the instantaneous methodologies and to compare them with the mean methods to
illustrate the effect that the post-processing methodology can have on the jet trajectories when treating the
same simulations.

The procedure previously described works properly in the dense core, where the interface contour is con-
tinuous up to the breakup point zb. After this location, atomization takes place and the detected interface
contours belong to ligaments or droplets. In this case, the definition of outer trajectory does not hold as
clearly as in the dense core: some contours detected might belong to satellite droplets or to drops originated
from surface breakup, and could modify the final average trajectory by lowering it down. With this consider-
ation, two different trajectories are distinguished in the instantaneous methodologies: non-monotonic and
monotonic trajectories:

• Non-monotonic instantaneous trajectories can be obtained by applying the methodology as ex-
plained in the previous lines, accounting also for the contours which a priori do not pertain to the
instantaneous trajectory. This procedure is illustrated in Figure C.4: the different points of the tra-
jectory are obtained when sweeping the z axis, and the instantaneous trajectory is obtained by joining
these points. Then, sorting all the sampled points along the x axis creates a non-monotonic trajectory
since some contour points belong to liquid structures further downstream, see Figure C.4 right.

• Monotonic instantaneous trajectories are obtained similarly to non-monotonic ones but with one
fundamental difference: when sorting along the x axis, only points with increasing z coordinate are
considered. In this way, a monotonic trajectory is obtained, see Figure C.5 right.

Table 5.4 shows a summary of the four methodologies presented, and the names used in §5.6.3 to display
the results.
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z

x

Points sampled but not located in 
the instantaneous outer profile

Figure C.4: Obtention of non-monotonic instantaneous trajectory. Left: sweep process along z axis of
interface points. Right: instantaneous trajectory.

z

x

Figure C.5: Obtention of monotonic instantaneous trajectory. Left: sweep process along z axis of interface
points, excluding points whose vertical location is lower than the vertical location of the previous ones. Right:
instantaneous trajectory.

C.2 Direct measurement of liquid fluxes
While for obtaining lagrangian quantities the droplets are tracked through the sampling planes when they
cross their axial locations x, direct measurement of the fluxes requires the integration of the level-set function
ψ in all the mesh elements conforming the plane. Therefore, it is necessary to consider all the mesh elements
that intersect with the defined sampling plane for the numerical computation of the fluxes. Figure C.6 shows
an example of a plane perpendicular to the crossflow with all the 3D elements intersecting this plane. This
geometrical entity where fluxes are directly integrated will be hereafter referred as interior boundary (IB).

Liquid flow rates can be calculated in the IBs from the levelset function ψ by applying directly Eq. (2.23)
divided by the density, with ϕ = ψ:

Ql,IB =
∫

IB
ψ (u · n) dS (C.1)

For evaluating this integral, firstly the liquid flux through each mesh element belonging to the IB is
needed. As depicted in C.6 right, each surface element is defined by a normal ne and by three nodes Nno = 3.
Physical quantities are stored at the nodes, so the liquid flux passing through each single element is calculated
as:

Ql,e = 1
Nno

Nno∑
i=1

ψiuine (C.2)
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Element e

u1
u3

u2

ne

Figure C.6: Interior boundaries discretization for obtention of liquid flow rates.

Then, all elements are summed up to yield the liquid flux at the IB:

Ql,IB =
Ne∑
e=1

Ql,e =
Ne∑
e=1

1
Nno

Nno∑
i=1

ψiuine (C.3)

With this procedure, the instantaneous liquid flow rates at a given IB is obtained. Fluxes are then mon-
itored with time and statistics (mean and RMS quantities) can be obtained.

In the same way as the sampled lagrangian spray can be in-plane characterized (see §4.4.3), liquid fluxes
can also be spatially discretized in the IBs. The procedure is shown in Figure C.7: a grid composed of
rectangular probes can be defined in the IB, so that all elements comprised by the probes are contained.
However, it is observed that the rectangular mesh does not fully match the elements distributed in the IB,
since the CFD mesh is not uniform and is comprised of tetrahedral elements. Therefore, the requested
rectangular probes cannot be obtained in the IB, as it often crosses elements (red line in Figure C.7 right).
Instead, the probes used for calculation of spatially distributed fluxes are adjusted to take into account the
elements that are crossed by the requested mesh, as indicated by the green line in Figure C.7 right. Therefore,
the actual probes used for calculation are not rectangular, but fitted to the actual mesh in order to properly
retrieve fluxes.

Figure C.7: Interior boundaries discretization for obtention of bounded flow rates.

C.3 Dense core breakup point

Topology processing methodology

The procedure to extract the DC, depicted in Figure C.8, works as follows:
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1. DC identification and isolation. The DC is identified at a given time instant as the liquid structure
with largest volume in the simulation. This can easily be done with YALES2 since each liquid structure
has a unique tag, named droplet number, which helps to differentiate it from the others. The droplet
number with the associated largest volume in the domain is isolated from the others, so the coordinates
of the liquid nodes belonging to the dense core are obtained.

2. Topology characterization. Once the DC has been obtained, its topology is characterized through
its breakup point and width:

• The breakup point (xb, zb) is obtained as the point at the symmetry plane y = 0 which is located
further away from the injection location in the vertical direction z.

• The width w is obtained by sweeping the DC along the x axis and discretizing it into segments of
size ∆x. For each segment, the maximum and minimum points in the y direction are calculated,
i.e. the points which are located further away from the symmetry plane at both sides of the jet
in a x − y plane. The difference between this maximum and minimum denote the local width at
each segment: the DC width is obtained as the maximum value of all the local widths obtained.

Droplet number

  Dense core 
identification

    Topology
characterization

Lateral view

Top view

w
Width: w

Breakup point: xb, zb

(xb, zb)

(xb, zb)

x

y

z

y

z

x

x

Figure C.8: Extraction of dense core from resolved atomization simulations.

The DC is then characterized by its breakup point coordinates (xb, zb) and its width w. These values
are time-dependent, and therefore statistics will be obtained from them. It is also important to note that
the procedure employed to extract the DC from YALES2 simulations is ad-hoc and is not based on any
methodology employed in experimental works to characterize the DC. This is justified by the fact that there
are not many experimental studies on the JICF topology and not one single one of them applies to the
operating conditions studied in this work. Therefore, no proper experimental validation can be performed
for the DC characteristics. Instead, the main purpose of this analysis is to obtain input values for the ALM
employed in lagrangian simulations.

Net force obtention

Besides the dense core geometry, the net force |FDC| needs also to be provided as input parameter to the
ALM model. As explained in §4.5.3, the model considers only the contribution of the pressure momentum
term and the force is calculated through Eq. (4.28). Two parameters are therefore needed: the dense core
surface SDC and the mean pressures in the windward and leeward sides. The surface is estimated through
the mean values of the geometric dense core parameters, assuming that this one is a trapezoid with bases
dinj, w and length LDC =

√
xb

2 + zb
2:

SDC = (dinj + w)LDC

2 (C.4)
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For estimating the mean pressures, the procedure schematized in Figure C.9 is followed. First, the mean
dense core is extracted from the resolved simulations as an iso-surface of the mean levelset surface: ψ = 0.5.
Then, the gradient vector ∇

(
ψ
)

field is calculated on this surface, which points towards the direction of
increasing values: that is, towards the inner part of the dense core, where ψ = 1 in the areas where there
is always liquid. The windward side of the mean dense core is then obtained as the region with a positive
normal component of the gradient in the x direction: ∇x

(
ψ
)
> 0. Equivalently, the leeward side is defined

by the points where ∇x

(
ψ
)
< 0. Then, the mean pressure at both the windward and leeward sides, pwindward

and pleeward respectively, are calculated and taken as inputs to Eq. (4.28).
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Figure C.9: Methodology to obtain windward and leeward surfaces of mean dense core from resolved atom-
ization simulations. The displayed dense core corresponds to case UG100_DX10.
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Appendix D
Mass conservation in ACLS

It was shown in Section 5.6.5 that liquid fluxes decrease downstream the injection point in the planes per-
pendicular to crossflow. Quantifiying the filming fluxes that reach the wall has also shown that actually the
total mass flow rate is not conserved, as the addition of the mean perpendicular and filming fluxes up to a
given x location downstream injection does not amount to the injected flow: there is liquid loss with the x
distance.

The ACLS/AMR methodology was described in §2.3.4. Two sources of mass loss were identified in this
numerical strategy:

• Flagging the levelset band. The levelset band needs to be flagged at each iteration in order to
define the region where to compute interface features such as signed distance, normals, curvature and
reinitialization fluxes (Janodet et al. 2022). When encountering cell-size gradients, it has been observed
that some liquid structures diffuse in the mesh and dissappear. The amount of liquid lost by this source
is quantitied and discussed in this section.

• Mesh adaptation. Adaptive Mesh Refinement (AMR) is automatically triggered at a reasonable fre-
quency for AMR which is neither too low (adaptation triggered very often, yielding high computational
costs) nor too high (adaptation barely happens and the advected interface finds cell size gradients).
Nevertheless, regions in the mesh containing small droplets with size close to mesh resolution or which
are travelling fast might sometimes be difficult to adapt, and liquid might disappear there when trigger-
ing AMR. The quantity of liquid lost in these computational rotuines has not been directly quantified,
but can be estimated by substracting the quantity lost by the band flagging to the total volume of
levelset in the domain.

In order to retrieve the quantity of lost liquid due to band flagging, the ψ function has been clipped before
the flagging step is performed. This function is then denoted as ψ−. Then, the ψ function after flagging is
done is also clipped and denoted as ψ+. Therefore, a field determining the spatial and temporal distribution
of levelset loss due to band flagging process can be defined as:

∆ψ (x, t) = ψ− (x, t) − ψ+ (x, t) (D.1)

where the mass loss regions is defined for values ∆ψ (x, t) > 0. From the levelset function ψ, the amount
of liquid volume present in the domain can be obtained at each iteration from Eq. (5.4). The ψ field in
this expression corresponds to the one after performing the band flagging process, i.e. ψ+, hence the liquid
volume at each iteration could be denoted as V +

l . For simplicity reasons, it will be simply denoted as Vl in
the graphs that follow. In the same fashion, liquid volume before the band flagging operation can also be
obtained with ψ−, which yields then a volume V −

l . From these two quantities, the amount of loss liquid at
each time instant ti due to the band flagging (BF) process can then be easily obtained as their difference:

∆Vl,BF (ti) = V −
l (ti) − V +

l (ti) (D.2)

And hence, the total liquid volume loss at one simulation due to the band flagging process can be monitored
in time t as follows:

264



Bibliography

∆Vl,BF (t) = V −
l (t) − V +

l (t) +
∫ t

t0

∆Vl,BF (τ) dτ (D.3)

Where t0 is the first time instant at each simulation run. The last integral term has been added so that
∆Vl represents the accumulated liquid volume lost throughout a run. This quantity can now be added to the
total volume at the end of each iteration to provide the liquid volume that would be present at the domain
if there was no mass loss due to band flagging, named Vl,NF:

Vl,NF (t) = Vl (t) + ∆Vl,BF (t) (D.4)

Finally, the total amount of liquid volume injected in a simulation run can be quantified with the following
expression:

Vl,inj (t) = Vl,0 +
∫ t

t0

Qinjected dτ = Vl,0 +Qinjected (t− t0) (D.5)

where Vl,0 is the liquid volume present at the beginning of every simulation run. Vl,inj represents therefore
the quantity of liquid volume that would be present in the domain if there was not mass loss of any kind,i.e.
neither through levelset band flagging nor to mesh adaptation. Then, the total volume loss can be computed
as:

∆Vl,total (t) = Vl,inj (t) − Vl (t) (D.6)

With Eqs. (D.1) and (D.6), the amount of volume lost can be fully characterized: the former provides
an instantaneous field of the location in which liquid disappears due to the band flagging process, and the
latter yields the instantaneous amount of levelset loss. Then, the losses due to the band flagging process are
calculated with Eq. (D.4). Finally, the difference of Eqs. (D.6) and (D.4) provides the mass loss which is
not due to the band flagging process, and which is thought to be caused by the AMR process as shown later.
This magnitude is denoted as ∆Vl,NBF:

∆Vl,NBF = ∆Vl,total − ∆Vl,BF (D.7)

Evaluation of mass loss is performed in two simulations for the two resolutions of the high Weber case:
UG100_DX20, UG100_DX10 (see Table 5.1,).. Computations are run for a short time (∆t∗ = 0.6) without
artificial liquid removal at the end of the domain, otherwise the application of Eqs. (5.4) (D.4) would also
account for this artificial loss. The parameters from the ACLS methodology that can have an influence on
the ψ loss are the interface thickness ε from Eq. (2.48) and the number of reinitiation steps Nreinit of the
reinitialization equation (2.55). These two parameters are tested hereafter with case UG100_DX20; case
UG100_DX10 is only studied with one configuration to evaluate the influence of interface resolution. The
four simulations performed are shown in Table D.1, where Case 1 is the baseline case.

Table D.1: Simulations performed to evaluate mass loss due to ACLS

Case ∆xmin [µm] Nreinit ε

1 20 3 0.5
2 20 6 0.5
3 10 3 0.5
4 20 3 0.7

Case 1: Baseline

Figure D.1 shows a instantaneous snapshot of the jet. The black field denotes the regions with ∆ψ (x, t) > 0
for the whole duration of the simulation. Losses are distributed right downstream the jet dense core due to
the droplets coming from surface breakup that reach a size of the order of the mesh resolution and disappear
(see §5.6.2), and also further downstream along the jet as the ligaments from column breakup form small
droplets that eventually vanish. The further downstream the injection point, the more liquid is lost, which
explains the reduction in mean flow rates with increasing axial distance from Figure 5.39. The evolution of
the liquid volumes calculated from Eqs. (5.4), (D.4) and (D.5) are shown in Figure D.2a by the black, blue
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(a) (b)

Figure D.1: Regions of mass loss at the end of simulation for (a) case 1 (baseline) and (b) case 3 (∆xmin =
10 µm).

and red lines respectively. The iterations at which mesh adaptation is performed are denoted by the dashed
grey lines. As observed, Vl,inj evolves linearly with time as the injected flow rate is constant. From the early
instants of the simulation, the curve given by Vl starts to diverge from Vl,inj due to the mass lost in the band
flagging process. On the contrary, the line for Vl,NF follows the same trend as Vl,inj until the first adaptation
iteration in the simulation, where a slight mass decrease is observed. As the simulation runs, the Vl,NF line
keeps the same slope as Vl,inj but sees step reductions at several AMR iterations. The line Vl, on the other
hand, suffers volume losses at certain AMR iterations but also among adaptation iterations: in particular,
a strong gradual decrease has been captured between the adaptation iterations 4 and 5. This demonstrates
that the losses not due to band flagging are observed only at the adaptation iterations, while the ones due
to band flagging are also present outside the adaptation procedure.

The mass losses at the end of the run are shown in Figure D.2.: graph (a) shows the absolute losses,
while graph (b) shows the pertentual contribution of the each source to the total volume loss. As observed
from Figure D.2(b), most of the liquid suppression is caused by the band flagging process (88 %) while only
a small percentage happens outside this routine. This demonstrates that, with the parameters from case 1,
the band flagging is the main source of liquid loss in the simulations.

Case 2: Effect of Nreinit

The effect of the number steps to perform the steps of the levelset reinitialization equation (2.55), Nreinit,
is increased increased from 3 to 6. Increasing the number of steps helps to better maintain the hyperbolic
tangent profile of the levelset, to avoid numerical and to reduce spurious oscillations around the interface
in flows where the interface is highly deformed (McCaslin & Desjardins 2014), as it is the case of the JICF
operating conditions studied in this chapter. Consequently, the interface location ψ = 0.5 is better determined
and the levelset transport is more accurate. Figure D.3b shows that the Vl curve gets closer to the Vl,NF for
all the simulation; in other words, the amount of loss ∆Vl,BF is reduced. The absolute amount of liquid loss
∆Vl as given in Figure D.3a is reduced with respect to Case 1, and the percentual contribution of the band
flagging to the total loss, given in Figure D.3b, is also reduced: 35 % for ∆Vl,BF with respect to 65 % obtained
for ∆Vl,NBF. It is therefore demonstrated that increasing Nreinit has a positive effect on mass conservation.

Case 3: Effect of ∆xmin

Figure D.1b shows an instantaneous snapshot at the end of the simulaton performed with ∆xmin = 10 µm. It
is seen that liquid disappearance is more distributed in space than Case 1, which is due to a higher amount of
droplets generated by surface and column breakup with a size close to the mesh resolution. At a first glance at
the figure, it might seem that the total amount of liquid lost is larger than for case 1: nevertheless, Figure D.3a
shows that the total volume loss is in fact of the same order than in Case 1, while the percentual contribution
of ∆Vl,BF is lower than for Case 1 (78 % with respect to 88 %) as given in Figure D.3b. Effectively, by
increasing the mesh resolution from ∆xmin = 20 to 10 µm, the droplets disappearing have a characteristic
size of the order of this value and therefore, each individual droplet contains less volume than one droplet
disappearing with a size of 20 µm. Even if there are more droplets disappearing, the total volume being
removed by band flagging is lower than in Case 1. There is on the other hand, according to Figure D.3a, an
increase in the absolute loss produced outside the band flagging process. by looking at Figure D.2c, one can
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see that the reductions in Vl,NF also occur during the adaptation iterations. The increase in ∆Vl,NBF could
be due to the fact that by reducing the interface cell size, the adaptation process needs to locate more cells
around the interface and finds more difficulties to adapt its neighbouring elements within the levelset band
so that their size increases progressively from ∆xmin to the baseline mesh resolution. This will also suppose
an important increase in the cost of the simulations, as it will be later shown in §5.6.6. Nevertheless, Figure
D.2c shows that, as in Case 1, the mass loss in the AMR process does not occur at every adaptation iteration
but only at a few of them, and also that more AMR iterations have been performed in Case 3 than in Case 1
(for the same time period simulated). If the same number of AMR iterations had been performed, the value
of ∆Vl,NBF might be different: however, the frequency of AMR iterations is calculated automatically and its
possible influence has not been addressed in this study.

Case 4: Effect of ε

Finally, the effect of the levelset profile thickness ϵ is tested by modifying its value from 0.5 (case 1) to 0.7.
An increase in ϵ supposes a wider band region and a more diffuse levelset profile. A decrease from 0.5 to 0.3
was also tested and showed no significant differences with the losses obtained for the former one, therefore
it has not been reported in this document. As observed in Figures D.2, and D.3a the effect of increasing ε
is catastrophic: the amount of volume lost by the band flagging process is huge, and the volume lost during
the AMR iterations has also widely increased. For the timespan simulated, the total volume lost adds up to
almost 0.25 mm3 compare to less than 0.02 mm3 in the rest of the cases. The relative losses in Figure D.3b
do not show a big difference with respect to Cases 1 and 3 however: increasing ε has a negative effect on
both sources of volume loss.
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Figure D.2: Evolution of liquid volumes for cases 1 to 4 from Table D.1. The dashed grey lines indicate the
iterations of adaptation for each case. In all cases the liquid volume present at the initialization of the runs
has been substracted from all the curves, in order to the comparison among cases

These simulations have shown that the band flagging process in the ACLS/AMR simulations contributes
to the liquid volume loss that causes reductions in the liquid flow rates downstream the injection point. These
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losses can be reduced by increasing the number of reinitialization steps Nreinit of the levelset equation. An
increase in the levelset thickness ε has shown to have a detrimental effect on the volume loss. Therefore, the
optimal configuration which reduces mass loss has been found for Nreinit = 6, ε = 0.5: all the simulations
reported in Chapter 5 were performed with these values.
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Figure D.3: Liquid volume loss at the end of each run and its contributions
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Appendix E
Convergence of SLI global parameters

in JICF

Spray characterization from the JICF simulations of Chapter has been presented in §5.7.2: the total accumu-
lation times of the simulations are summarized in Table 5.9 and the amount of accumulated droplets in Table
5.10. The establishment of the sprays was shown through the convergence of the global SMD and liquid flux
Ql in Figure 5.46. In this section, the convergence on the remaining parameters not previously shown are
displayed: velocities in three directions are shown in Figures E.1 and E.2, and deformation parameters α and
β are seen in Figures E.3 and E.4.
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Liquid velocities
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Figure E.1: Establishment of mean liquid velocities for each case.
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Figure E.2: Establishment of RMS liquid velocities for each case.
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Deformation parameters
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Figure E.3: Establishment of mean deformation parameters for each case.
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Figure E.4: Establishment of RMS deformation parameters for each case.
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Appendix F
Convergence of SLI global parameters

in BIMER

Spray characterization from the BIMER simulations of Chapter has been presented in §8.5.2: the total
accumulation times of the simulations are summarized in Table 8.7 and the amount of accumulated droplets
in Table 8.8. The establishment of the sprays was shown through the convergence of the global SMD and
liquid fluxQl in Figure 8.7. In this section, the convergence on the remaining parameters not previously shown
are displayed: velocities in three directions are shown in Figures F.1 and F.2, and deformation parameters α
and β are seen in Figures F.3 and F.4.
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Figure F.1: Establishment of mean liquid velocities for each case.
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Figure F.2: Establishment of BIMER RMS liquid velocities for each case.
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Deformation parameters
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Figure F.3: Establishment of mean deformation parameters for each case.
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Appendix G
Calibration of Gorokhovski’s breakup

model

The Gorokhovski stochatic model, described in §4.6.3, presents two free constants K1 and K2 in Eq. (4.62)
which can be tuned for each particular case and which affect the size of the children droplets produced. K1
affects the mean value of the generated children particles a breakup event, while K2 controls the deviation
from this mean (Senoner 2010). The effect of both constants in the sprays have been investigated by selecting
a baseline configuration with K1 = 0.05, K2 = 1.0 (such values provided the best experimental comparison
obtained in terms of SMD) and varying both constants independently: first K1 is increased to 0.1 and 0.2,
and then K2 is decreased to 0.5 and 0.25, making a total of five simulations reported.

Results for global SMD and experimental deviations εSMD, Eq. (6.8), are given in Table G.1. Maps of
SMD and flux are shown in Figure G.1, their integrated profiles in Figure G.2, and the evolution of SMD
along the channel is represented in Figure G.3. In general, it can be stated that:

• By increasing K1, the global SMD decreases. The spray vertical boundary decreases. Hence, maximum
local fluxes retrieved are larger, due to a more concentrated spray.

• By increasing K2, the global SMD increases. Modifications in K2 lead to bigger differences in the
SMD errors as shown in Table G.1, which indicates that this constant has a greater influence on the
atomization than K2. Also, the spray vertical boundary increases.

From this analysis, the constants K1 = 0.05, K2 = 1.0 were chosen for performing the rest of the analyses
from Chapter 6 since they yield the lowest error in SMD with respect to experiments.

Table G.1: SMD values at x = 80 mm obtained with different constants in the Gorokhovski secondary
atomization model

Case SMD [µm] εSMD [%]
Experiments 31 -

K1 = 0.05, K2 = 0.25 16.60 -46.45
K1 = 0.05, K2 = 0.5 18.74 -39.55
K1 = 0.05, K2 = 1.0 19.52 -37.03
K1 = 0.10, K2 = 1.0 18.57 -40.11
K1 = 0.20, K2 = 1.0 17.58 -43.28
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Figure G.1: Flux and SMD maps for numerical simulations comparing the effect of calibrating the constants
from the Gorokhovski model with the experimental results
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