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Dedication

For Science, Perenniality and Biodiversity

Pour la Science, la Pérennité et la Biodiversité

In memory of James Clerk Maxwell.

In 1865, James Clerk Maxwell published a part of his work on electricity and magnetism

[Max65], it unified the knowledge on electromagnetism while proposing new contributions such as

the doctrine according to which the magnetic field would not only be related to the current of

conduction but also to the time-variation of the electric displacement field.

In 1868, he proposed an approach to analyze the dynamics of a system, Watt’s governor, by

considering it as a linear system, and describing early attempts to design its control by a feedback

system [Max68]. These works made him a pioneer of modern automatic control.

From this oustanding work, James Clerk Maxwell can be considered both as one of the founders

of modern electromagnetism and automatic control. Disciplines that led to the fields of electrical,

electronic, computer and control engineering. The disciplinary field, to which the works proposed

here belong, is in line with the legacy of James Clerk Maxwell.



To the one who gave me all her daily support to make this project a success, Marion



Citation

"They did not know it was impossible, so they did it."

"Ils ne savaient pas que c’était impossible, alors ils l’ont fait."

Samuel Langhorne Clemens, known as Mark Twain (1835-1910)



Citation

vi



Acknowledgments

Although this manuscript is written in English, I must thank the people who helped and sup-
ported me during these three years of thesis. Those people are almost all French-speaking, which
is why the major part of the acknowledgments are in French.

Pour choisir où aller, il faut connaître d’où nous venons. Cultiver ses racines pour déployer ses
ailes.

Le chemin qui m’a mené à l’aboutissement que représente cette thèse est un chemin que je suis de
longue date. En 2011 j’ai choisi les Sciences de l’Ingénieur comme enseignement d’exploration
en seconde et c’est à ce moment que ma vocation pour les sciences et techniques est née. En
fin d’année scolaire, j’annonçais à ma professeure principale ma volonté de devenir physicien
nucléaire. L’année suivante, je remplaçais les Sciences de la Vie et de la Terre par les Sciences de
l’Ingénieur pour aller jusqu’au baccalauréat. J’ai découvert le Génie Electrique et l’Automatique à
cette période, disciplines que j’ai très rapidement appréciées pour le fait qu’elles sont à l’interface
entre théorique et pratique. Et c’est tout particulièrement cette cohésion entre théorie et pratique
qui m’anime: comment, à partir de modèles mathématiques abstraits, il est possible de décrire,
comprendre et agir sur la nature physique du monde. En sortant du Lycée mon projet avait
légèrement évolué pour le souhait de devenir ingénieur en mécatronique.

Je voudrais donc ici en profiter pour remercier mes professeurs de Lycée avec qui j’ai
gardé contact tout au long de mon parcours. Carole Pliqet et Anne-Laure Roncoroni
pour l’enseignement des Mathématiques; Mélanie Boudier pour l’enseignement des Sciences
Physiques et Thierry Le Parc pour celui des Sciences de l’Ingénieur. Ils ont su éveiller ma cu-
riosité et m’accompagner dans le développement de mes savoirs en sciences avec un enseigne-
ment de qualité. Grâce à eux j’ai pu prendre confiance en moi en sciences.

Je suis ensuite arrivé en classes prépa où je me suis d’abord heurté à l’abstraction Mathématique
avec François Maltey aux méthodes pédagogiques décalées et avec lequel j’ai découvert la ré-
solution des équations différentielles et les espaces vectoriels. Je n’aurais jamais anticipé, à ce
moment-là, que j’aurai eu à replonger dans les espaces vectoriels et la diagonalisation dematrices
pour ma thèse. Bien que les premiers mois en prépa aient été difficiles psychologiquement, j’en
garde un très bon souvenir car j’ai pu me plonger pleinement dans les sciences et aborder une di-
versité passionnante de disciplines. J’ai pu y forger mes méthodes personnelles de capitalisation
de savoirs tout en m’épanouissant dans l’acquisition de ces savoirs et des outils pour modéliser
et comprendre le monde.

Je voudrais donc ici remercier mes enseignants de prépa pour m’avoir permis de développer
rapidement et efficacementmes savoirs en sciences tout en cultivantmon goût pour ces dernières.
François Maltey et Mr. Calvez pour l’enseignement des Mathématiques, Marine Le Roux et
Yvon Le Gall pour l’enseignement des Sciences Physiques, Gwenaël Trégo et Claude Lossec
pour l’enseignement des Sciences de l’Ingénieur.

J’ai découvert l’existence du parcours mécatronique à l’ENSEEIHT en deuxième année de prépa,
en accord avec mes souhaits de fin de lycée qui n’avaient pas changés (ingénieur en mécatron-

vii



Acknowledgments

ique), j’ai donc placé l’ENSEEIHT en haut de mes vœux pour les concours. Mes résultats aux
concours m’ont permis d’intégrer l’ENSEEIHT dans le département GEA (aujourd’hui 3EA) et
ce sont alors trois années de plein épanouissement scientifique et technique dans les disciplines
du Génie Electrique et de l’Automatique qui se sont ouvertes à moi. Grâce à cette formation
d’ingénieur j’ai pu acquérir les connaissances, méthodes et savoir-faire que je chérissais déjà en
fin de Lycée. Tout au long de mon parcours de spécialisation à l’ENSEEIHT, les choix d’options
n’ont pas toujours été les plus simples. En définitive j’ai choisi le parcours de Conception Méca-
tronique des Actionneurs Electromécaniques tout en gardant une appétence forte à la fois pour
l’Electronique de Puissance et l’Automatique. L’interaction entre les différentes spécialités et
leurs imbrications croisées m’ont conduit à conserver et développer ma culture transversale du
domaine plutôt que de ne choisir qu’une spécialité. En sortant de l’ENSEEIHT je dispose alors
d’une double casquette Génie Electrique et Automatique avec une spécialisation en conception
des actionneurs électromécaniques tout de même.

Je voudrais donc ici remercier les professeurs et enseignant-chercheurs de l’ENSEEIHT qui m’ont
dispensé un enseignement de qualité et m’ont permis de devenir ingénieur dans mes disciplines
de prédilection. Par ordre de rencontre dans mon parcours à l’ENSEEIHT je remercie donc: Nico-
las Roux pour une pédagogie animée qui donne envie d’apprendre, Bruno Sareni pour ses cours
clairs et efficaces, Frédéric Messine pour son fameux "Y’a pas de souci particulier !" et le goût
que j’ai développé pour l’optimisation, François Pigache pour son accompagnement et son aide
depuis mon arrivée à Toulouse, pour le plaisir que j’ai eu à collaborer avec lui sur l’amélioration
des enseignements en Electromagnétisme et en Modélisation des Machines Electriques, Carole
Henaux pour m’avoir convaincu de choisir la spécialité Mécatronique, Philippe Ladoux pour ses
Réseaux Haute-Tension et sa "moulinette à calculs", Hubert Piqet pour son focus sur les Cellules
de Commutations, Stéphane Caux pour son aide précieuse en Automatique, Pascal Maussion
pour ses œuvres d’art sous forme de schéma-blocs au tableau, Bruno Dagues pour son "vous êtes

le bienvenu", Guillaume Gateau pour la première Commande Numérique de Moteur Electrique
que j’ai réalisée dans ma vie, Antoine Picot pour le goût que j’ai développé pour la Programma-
tion, Jérémi Régnier pour son aide tout au long de mon PFE, Clément Nadal pour la rigueur,
la propreté et la beauté de ses cours qui m’ont fait aimé les Machines Electriques encore plus
que je ne pensais en être capable, Jean-Charles Fabre pour m’avoir permis de comprendre à quel
point la Programmation Orientée Objet est une approche puissante, Maurice Fadel - avant d’être
mon directeur de thèse - pour la découverte de la Modélisation, l’Analyse et la Commande des
Systèmes dans l’Espace d’Etat, un outil qui a changé ma façon d’aborder l’Automatique, Maria
David pour la MADA et son amour pour la transmission du savoir, Sandra Ngueveu pour sa
pédagogie en TD qui révèle la vraie nature des étudiants, Germain Garcia pour m’avoir fait dé-
couvrir et aimer la Commande des Systèmes Multivariables, et Yvan Lefèvre pour la Science,
pour la beauté même du Savoir.

J’arrive alors à mon diplôme d’ingénieur avec les compétences que je souhaitais développer en
sortie de Lycée, mais j’ai envie de continuer à approfondir ses compétences, de développer une ex-
pertise. Je m’oriente alors vers une thèse avec la volonté de conserver ma double casquette Génie
Electrique et Automatique. Parmi les sujets identifiés, le sujet qui traite de la Commande des con-
vertisseurs par optimisation en ligne m’attire tout particulièrement. Depuis quelques temps déjà
j’utilise des méthodes d’optimisation pour la conception des actionneurs électromécaniques, et
je réalise habituellement des lois de commande avec des gains fixes qui sont prédéterminés avec
différentes méthodes. L’idée de concevoir une loi de commande qui optimise en temps réel le
fonctionnement du système électrique éveille en moi un fort intérêt.

Je choisi alors de faire ma thèse sur ce sujet de l’Automatique en l’Electronique de Puissance que
me propose Maurice Fadel dont le document présent en est le manuscrit.

viii



En commençant la thèse je voyais cela uniquement comme une spécialisation, une opportunité
de développer une expertise, d’approfondir un sujet. Mais en réalité la thèse est bien plus que
cela et grâce à l’accompagnement de Maurice Fadel et Marc Bodson, j’ai pu en tirer le bénéfice
maximum. La thèse est un dispositif de développement personnel tant sur l’expertise théma-
tique dans un domaine que sur des compétences transversales, mais aussi une opportunité de
développement mental et philosophique.

On y apprend d’abord à se remettre en question alors que l’on pense avoir pleinement compris
quantités de savoirs une fois le diplôme d’ingénieur en poche. On y apprend à questionner nos
propres certitudes en sciences et on devient plus humble vis-à-vis de ce que représente le savoir.
Et, par extension, on en vient à questionner le monde qui nous entoure, le sens même de la
recherche. Cela nous permet de comprendre la différence entre la science et la recherche et
comment elles interagissent.

Si je devais résumer le métier de chercheur, je dirais que ce dernier explore des nouvelles idées
pour résoudre des problématiques établies ou pour apporter des réponses à des questions iden-
tifiées en s’appuyant sur ce que ses prédécesseurs et pairs ont découvert.

Par-delà la thématique scientifique sur laquelle j’ai travaillé, je voudrais donc chaleureusement
remercier Maurice et Marc pour m’avoir accompagné tout au long de ma thèse et d’avoir installé
le cadre pour me permettre de me développer personnellement et acquérir ces différentes compé-
tences. Maurice est un super coach qui m’a guidé vers les bonnes décisions et les bons choix en
me laissant toujours l’espace nécessaire pour développer mon autonomie et explorer mes propres
idées, aussi originales soient-elles que l’étude des systèmes polyphasés jusqu’à 101 phases ! Marc
m’a accueilli dans son laboratoire à l’University of Utah à Salt Lake City aux États-Unis.
Cette expérience m’a permis de diversifier mes recherches en abordant des thématiques avec une
coloration plus forte en Automatique. J’ai vraiment apprécié passer quelques mois là-bas pour
découvrir un autre environnement de recherche internationale et d’autres approches du métier
de chercheur. Bien que mes interactions avec Marc aient été plus réduites que celles avec Mau-
rice, dû à l’éloignement géographique, Marc a toujours eu cette capacité de clairvoyance vis à vis
des travaux que j’ai menés. Par conséquent, Marc a toujours été de bon conseil en apportant un
regard neuf et une vision complémentaire à celles que nous partagions avec Maurice. Un grand
Merci à tous les deux pour cela ! Je ne saurais mesurer combien l’expérience cumulée des deux
carrières de chercheurs que sont les vôtres m’ont conduit à la belle réussite de ce projet.

Je souhaite aussi remercier Jean-Marc Blaqière ainsi que Olivier Durrieu de Madron pour
l’aide indispensable qu’ils m’ont apportée pour mettre en place le dispositif expérimental, en
particulier Jean-Marc Blaqière qui a fait la conception du MMC et qui en connaissait donc les
moindres détails et les points auxquels il fallait être particulièrement vigilant. Merci encore pour
le temps qu’il m’a accordé. Merci aussi à Jacques Benaioun pour l’aide informatique apportée
tout au long du projet et pour les multiples soucis informatiques auxquels il a pu remédier avec
une très grande efficacité. Je le remercie aussi pour avoir rendu possible l’utilisation facilité de
la plateforme OPAL-RT pour l’ensemble des essais Hardware-In-the-Loop.

Je voudrais ici aussi remercier sincèrement et humblement mon jury de soutenance, un jury de
grande qualité composé de chercheurs d’expérience couvrant à la fois les domaines du Génie
Electrique et de l’Automatique, qui a évalué mes travaux dans leur ensemble pour conclure à la
délivrance du grade de Docteur. Merci à Xavier Guillaud et à Mauro Carpita d’avoir accepté
d’être les rapporteurs de mes travaux. Merci pour l’énergie et le temps que vous avez investi
dans la relecture de mon manuscrit, merci pour votre retour critique et les suggestions qui en
découlent pour la suite des travaux sur ce sujet. Un certain nombre de points ont été abordés
qui mettent en avant le potentiel des méthodes développées et soulignent les développements à

ix



Acknowledgments

réaliser pour élever le niveau de maturité technologique de certains aspect des travaux. Merci à
Xavier Guillaud pour les riches et longues discussions que nous avons eues qui m’ont permis
d’identifier les leviers sur lesquels agir pour continuer à mieux affirmer le bénéfice des méthodes
d’allocation.

Merci au président de mon jury de soutenance, Luca Zaccarian, d’avoir évoqué des pistes très
pertinentes pour améliorer les performances de la commande par allocation mise en place, elles
donnent envie de continuer à explorer le sujet ! Merci aux examinateurs, Abdelkrim Benchaib,
Antoneta Iuliana Bratcu et Philippe Ladoux pour leur évaluation de mon travail et leurs pré-
cieux retours dont je tiens compte actuellement pour esquisser la suite de mon projet profession-
nel.

La réalisation de cet aboutissement que représente la thèse n’est pas possible sans un soutien
humain et moral, en particulier dans les périodes de doutes qui sont intenses et nombreuses. Je
voudrais donc prendre ici le temps de remercier ma famille et mes amis pour leur aide qu’ils
m’ont apportée, consciemment ou inconsciemment, dans cette épreuve.

Je souhaite remercier mon père, Pierre, qui a eu une influence décisive sur mon parcours profes-
sionnel en choisissant de me parler anglais au quotidien depuis ma naissance. C’est une com-
pétence pour laquelle je ne saurais mesurer la chance que j’ai de la posséder, et je ne saurais
mesurer à quel point elle m’a facilité la vie tout au long de la thèse et pas seulement. Je remercie
ma mère, Isabelle, pour l’espace de liberté qu’elle a créé tout au long de mon parcours scolaire,
me permettant de pleinement me développer et d’apprendre à mieux connaître mes appétences
disciplinaires. Ce qui m’a conduit à comprendre assez tôt ce qui m’amine désormais.

Je tiens aussi à remercier mes grand-parents paternels Odile et Jean, ma tante Françoise, et ma
belle-mère Yveline qui m’ont apporté énormément de soutien au quotidien tout au long de mon
parcours pour forger et consolider mes acquis. Mes grand-parents maternels Denise et Yves, ma
tante et mon oncle, Fabienne et Peter, qui m’ont inspiré très tôt déjà et m’ont permis de voir le
monde différemment, de voir sa vraie nature et comment l’aborder avec résilience. Comme des
avant-gardistes de l’ère qui nous vient. Ma famille m’a enseigné le goût de l’effort, nécessaire à
toute réussite.

Merci à mon beau-père Thomas et à la famille Pelletier pour le soutien qu’ils m’ont apporté
depuis que je les ai rencontrés.

Je remercie mon frère, Raphaël, et mes sœurs, Camille et Clémence, pour m’avoir permis de
m’évader de mes travaux en me surprenant avec leur curiosité. Et je vais faire de mon mieux
pour les accompagner dans leur développement personnel et leur permettre d’appréhender avec
lucidité la réalité, aussi brutale et inexorable soit-elle, de la société qui va être la nôtre à l’avenir.

I would also like to thank my godfather Dennis, and Jim, for helping me develop my English
language skills and opening me up to the world. I am grateful to have seen them again in the US
duringmy stay for the PhD and I thank them for the great timewe had together, the exchangeswe
had on a wide variety of cultural topics. These exchanges contributed to my current reflections
on the meaning of research and its associated role in our contemporary society.

Je remercie désormais mes amis qui sont arrivées à différents moments de mon aventure mais qui
ont tous contribués, de près ou de loin, à cet accomplissement. Par ordre chronologique d’arrivée
dans mon aventure :

Merci Patrick, Jenny, Eloïse, Elo, et Roma pour m’avoir accueilli à Toulouse et m’avoir accom-
pagné durant certains des moments les plus chaotiques de ce chemin. Merci Elo pour ce brin de

x



folie, ne change pas !

Merci Lucie, Lulu, pour tout ton soutien depuis si longtemps, et depuis le début de mon parcours
au Lycée. Merci pour tes conseils, ton aide et ta bienveillance dans les moments les plus critiques.

Merci Julie, Josette, pour ces supermoments que nous partageons depuis notre arrivée à Toulouse,
du BAC aux nuits blanches, des rapports de BE aux soirées séries, des déménagements aux
pitreries, et surtout, aux pitreries !

Merci Rémy pour avoir été là quand il a fallu gravir des montagnes ensemble face à l’adversité
et au manque de temps en vue de l’obtention de notre diplôme en rédaction de rapport nicht von
pappe.

Merci Jordan pour nos partages de concepts sur pleins de sujets que nous avons, continuons
comme ça !

Merci Adrien de me permettre de réaliser qu’il existe d’autres personnes pleinement conscientes
de la rigidité du mur qui nous fait face. Cela me donne des raisons de croire qu’il y a encore des
possibilités d’arriver à rendre le choc plus doux.

Merci Alice pour les moments que nous partageons depuis le WEI, et surtout, merci de m’aider
à défendre les intérêts de la Bretagne et de sa culture en Occitanie avec ferveur !

Merci Chloé, Cloclo les jonctions PN, pour ces échanges prolifiques que nous avons sur le monde,
la société et les sciences. Et surtout, merci pour tes idées novatrices qui vont révolutionner les
convertisseurs statiques !

Merci à la French Avenue de Salt Lake City, Clara, Roman, Marjorie, Aurélien, Jules, Alexandre
pour ce superbe dépaysement culturel, surtout avec des crêpes et une Croziflette au reblochon
français à mon arrivée aux US. Remerciements spéciaux à Clara et Roman pour ce superbe road
trip auGrand Canyon et àMonument Valley. Je ne serais jamais arrivé à fournir un manuscrit
de cette qualité dans les temps sans ton template LATEX Roman, merci encore ! Et merci à toi Clara,
pour la découverte des folies américaines, de leurs boissons autour d’une masse ou deux et des
beaux moments partagés. Quelle chance nous avons eu de t’avoir avec nous à la soutenance,
merci encore !

It is also considered critical to thank the US Rangers of the Grand Canyon National Park for
their effort in giving us the tremendous opportunity to take pictures of the Grand Canyon at
sunset.

Merci aux membres du superbe bureau 417, Quentin, Youssef et Pawel pour votre soutien quo-
tidien tout au long du voyage de la barque que nous avons partagée. Merci Quentin pour Fertil-
igène et ses moments de libération avec One More Time. Merci Pawel pour m’avoir fait sursauté
un nombre incalculable de fois, j’ai bien mangé ! Merci Youssef pour avoir rendu notre vie de
doctorant bien plus agréable et d’avoir révolutionné le concept même de doctorat avec le Soleil
que tu continues de nous apporter au quotidien. Bon vent les gars et surtout, bon courage pour
la fin, n’oubliez pas qu’il y a une lueur qui vous attend là, au bout du tunnel ! Pour la Science, la
Pérennité et la Biodiversité !

Un grand merci aussi aux autres doctorants, que j’ai moins cotoyés mais qui sont restés fidèles
au poste dans la tourmente, d’avoir rendu ce chemin moins cahoteux, Mathieu, Davin, Andréa,
Ryan, Hugo, Lucien, Noé, Abdul, Corentin, Paul, Maxime P., André et Maxime B.

xi



Acknowledgments

Finalement, je voudrais accorder ces derniers mots à Marion qui m’a accompagné et épaulé
chaque jour depuis le début de cette aventure et même avant. Tout au long de ce projet Marion a
été comme ce roc au milieu de la tempête qui ne vacille pas et sur lequel j’ai toujours pu compter
au quotidien, comme ce havre de paix qui permet de se ressourcer, de prendre du recul sur
l’épreuve pour ensuite y retourner toujours plus fort et déterminé à atteindre l’accomplissement.
En tout cas, sache que j’ai pleinement confiance en tes capacités de mener avec succès ton projet
actuel jusqu’à son aboutissement, tu fais preuve d’une persévérance, d’une intégrité et d’une cu-
riosité rare. Je chéris ces moments que nous passons à échanger sur nos projets de recherche en
essayant toujours de pousser plus loin et de trouver des solutions aux problématiques que l’on
rencontre en faisant du brainstorming ensemble. J’ai trouvé en toi, Marion, quelqu’un qui me
ressemble beaucoup, qui me comprend et qui partage non seulement un nombre important de
valeurs et d’activités avec moi mais aussi le même langage. Tu ne sais sans doute pas à quel point
tu as été précieuse à l’aboutissement de ce projet et je ne saurais trouver les mots adéquats pour
le décrire, alors Merci, tout simplement !

A toutes les personnes concernées, pour les moments passés ensemble que j’ai dû sacrifier en
vue de l’accomplissement de ce projet, je vous demande Pardon !

A tous ceux que j’ai involontairement oubliés dans cette longue liste et qui ont contribués de près
ou de loin à ce projet, un grand Merci à vous !

xii



Abstract

In the context of a rise in the use of static power converters, the beneficial features of Multilevel
Modular Converters (MMCs) have led to their popularization. However, as the number of voltage
levels and the number of phases increases, these converters have an increasing number of degrees
of freedom to handle. Thus, MMCs represent a challenge for control because the number of
control variables is higher than the constraints to be satisfied, making them overactuated systems
and opening the way to optimization. Having first appeared in the 1980s in aeronautics to take
advantage of the multiplicity of aerodynamic and redundant surfaces that an aircraft presents in
order to control its trajectory (flaps, ailerons, control surfaces...), the control allocation methods
have proven their worth and were progressively applied in different technologic fields. At the
same time, control allocation has been the topic of research works leading to the integration of
optimization algorithms in these control methods.

The thesis concerns the development and implementation of real-time control allocation meth-
ods, with a focus on online optimization, for an MMC-based power conversion system.

The first part of the thesis focuses on the control-oriented modelling of the MMC converter for
the application of allocation methods. This step involves the development of different control
models with different levels of detail and complexity. A strong result of this first part is a con-
trol model whose complexity is no longer impacted by the number of phases of the considered
electrical system.

The second part of the work concerns the development of a new allocation method for MMCs
that takes advantage of the beneficial features of state-of-the-art methods. This approach leads to
the programming of a new allocation algorithm with dynamic and static characteristics that can
be easily adjusted and adapted. Its integration with existing methods is readily and seamlessly
achieved.

The third part of the work combines the two previous steps. First in simulation, the control
allocation method of the converter is programmed and then tested and validated. For control,
different architectures are designed and compared in order to evaluate their ability to achieve the
performance required for the proper operation of the system. An analysis of the different control
algorithms is then carried out. The main result of this part is the design of a new allocation
algorithm allowing one to control the voltages across the capacitors as well as all the currents in
each branch of the converter, achieving this result independently of the number of phases. The
fourth step is about the experimental validation of the developed methods. To do so, the MMC
converter available at the LAPLACE laboratory is used as well as a set of rapid prototyping
tools (OPAL-RT) allowing to test and develop the algorithms in a safe and efficient way using a
Hardware-In-the-Loop (HIL) technique.

The fifth part of the work concerns the extension of the control algorithms outside the nominal
operating zone of the converter. An approach is considered highlighting the capabilities of the
allocation methods to reconfigure the operation of the MMC when a fault appears in one of
the sub-modules. The results obtained in simulations show an improvement of the resilience
of the converter, i.e., a continuity of operation in the presence of faults that justifies a future
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continuation of the work in that direction.

The proposed contributions then conclude with perspectives for future exploration and investi-
gation on the topic of allocation methods in electrical engineering.
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Résumé

Dans le cadre de la montée en puissance des convertisseurs statiques, les différents avantages
qu’il y a à utiliser les Convertisseurs Modulaires Multiniveaux (MMC) ont mené à leur popu-
larisation. Cependant, à mesure que le nombre de niveaux de tension et le nombre de phase
augmentent, ces convertisseurs présentent un nombre de plus en plus important de degrés de
liberté pour en effectuer la commande. Ainsi les MMC représentent un défi pour la commande
car le nombre de variables de commande est alors supérieur aux contraintes à satisfaire, faisant
d’eux des systèmes redondants ou encore sous-déterminés ce qui ouvre la voie de l’optimisation.
D’abord apparues dans les années 1980 dans l’aéronautique pour tirer profit de la multiplicité des
surfaces aérodynamiques et des redondances associées que présente un avion afin d’en contrôler
sa trajectoire (volets, ailerons, gouvernes...), les méthodes de commande par allocation ont fait
leurs preuves en étant progressivement appliquées dans différents domaines technologiques. En
parallèle ces algorithmes ont fait l’objet de travaux pour améliorer les performances obtenues et
notamment s’adapter aux systèmes commandés.

Le sujet de la thèse concerne donc le développement et l’implémentation en temps réel de méth-
odes de commande par allocation, avec un souci d’optimisation en ligne, pour un système de
conversion d’énergie à base de MMC.

La première partie de la thèse portent sur la modélisation du convertisseur MMC en vue de sa
commande à partir de méthodes d’allocation. Ce qui implique le développement de différents
modèles de commande avec différents niveaux de détails et de complexité. Un résultat fort issu
de cette première partie est un modèle de commande dont la complexité n’est plus influencée par
le nombre de phases du système électrique considéré.

La deuxième étape des travaux concerne le développement d’une nouvelle méthode d’allocation
qui met à profit les avantages des méthodes présentes dans l’état de l’art pour en concevoir une
nouvelle plus adaptée. Ainsi cette démarche a conduit à la programmation d’un nouvel algo-
rithme d’allocation présentant des caractéristiques dynamiques et statiques réglables et adapta-
bles simplement, son intégration aux méthodes déjà existantes est aisée et presque immédiat.

La troisième étape des travaux combine les travaux précédents. Tout d’abord en simulation,
la méthode de commande par allocation du convertisseur est programmée puis testée pour fi-
nalement être validée. Pour la commande différentes architectures sont conçues permettant de
réaliser des comparatifs afin d’évaluer leur capacité à atteindre les performances requises pour
le bon fonctionnement du système. Il en découle une analyse des différents algorithmes de com-
mande proposés. Le résultat principal de cette partie est la conception d’un nouvel algorithme
d’allocation permettant de contrôler les tensions aux bornes des condensateurs ainsi que les tous
les courants du convertisseur dans chacune des branches et ce indépendamment du nombre de
phases.

La quatrième étape porte sur la validation expérimentale des méthodes développées. Pour se
faire, le convertisseur MMC disponible au laboratoire LAPLACE est utilisé ainsi qu’un ensemble
d’outils de prototypage rapide (OPAL-RT) permettant de tester et mettre au point les algorithmes
de façon sûre et efficace.
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Résumé

La cinquième partie des travaux concerne l’extension, hors de la zone de fonctionnement nom-
inale du convertisseur, des algorithmes de commande développés. En effet une ouverture est
proposée mettant en exergue les capacités des méthodes d’allocation à reconfigurer le fonction-
nement du MMC lorsqu’un défaut apparait dans l’un des sous-modules. Les résultats obtenus
en simulation montrent une amélioration de la disponibilité du convertisseur, c’est-à-dire une
continuité de fonctionnement en présence de défauts ce qui justifie l’intérêt de poursuivre les
travaux dans cette direction.

Les contributions proposées se concluent alors avec des perspectives d’exploration et
d’investigations futures sur le sujet des méthodes d’allocation en génie électrique.
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âdLL Entire desired action vector for the low-level control allocation from the entire

MMC,
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−NΣ(m)/Leq

m
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O2,m

2B̃dq0
∆ [P (−θ)][CK ]/Leq

o
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−NΣ(1)/L
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s
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Vx +


−NΣ(m)/Leq

m

O1,m

Om′−1,m
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]
/Leq
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−NΣ(1)/L

eq
m

O1,1

Om′−1,1
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edq012HL = Mdq012
HL Udq012
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dq012
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êLL = M̂LLULL − âdLL

and êmax
LL is its upper boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xli, lv, 182

êxyLL The entire deviation error to the verification for the low-level control allocation
from the arm #xy,

êxyLL = M̂xy
LLU

xy
LL − âd

xy
LL
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and êxy
max

LL is its upper boundary . . . . . . . . . . . . . . . . . . . . . . xli, xlii, lv, 181, 201
ẼHL Minimal state-space realization additive nonlinearity vector for the high-level

SSM,
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxx, xl, xlii, 86, 185, 186
ELL Low-level state-space additive nonlinearity vector of the dynamic behavior of
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ELL ≜



i∗py1 (k)

C Tpy1

...
i∗pym (k)

C Tpym
i∗ny1

(k)

C Tny1

...
i∗nym (k)

C Tnym


∈ R2mN

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xl, xlii
Exy
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Exy
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LL

and exy
max

LL is its upper boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xlii, 180
EMMC Total energy contained in the capacitors of the MMC xxii, lxxvii, 13, 112–114,

193, 194
Eref

MMC Reference setpoint for the total energy contained in the capacitors of the MMC
194, 196, 197

EPE Additive nonlinearity vector for the power-energy SSM,
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxxi, xlii, 113, 193, 194
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LL
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εs The static error. According to the final value theorem the static error is defined:
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(z − 1)
(
Yref (z)−Y(z)

)
= lim

s→0
s
(
Yref (s)−Y(s)

)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xlii, 152, 153, 156, 159, 219, 220, 223, 231

εv The vectorial error. This error is defined for the currents Ic and Io. It contains
all the informations about the error between the reference and the measured

xlii
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value according to the following equation as an average on the full simulation
time considered. For example forY, this error is defined:

εv =
||Yref −Y||2

||Yref ||2
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∈ R2m(N+1)×2m(N+1)
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Φαβ0
c Vector containing the circulating current magnetic flux in the {α,β, 0} refer-

ence frame,
Φαβ0

c ≜ [CK ]Φc = [Φα
c , Φ

β
c , Φ

0
c ]
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c , Φ0

c ]
T ∈ R5

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xliv
φref
c Reference phase of the circulating current from the MMC . . . . . . . . . . 197, 216
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Φm Magnetic flux vector in a polyphase circuit of m phases . . . . . . . . . . . . . . . lv, 98
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HL Discrete time control matrix for the high-level SSM in the Park reference
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Ĩc ≜
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Iαβ0c Circulating current flowing within the legs of the MMC in the {α,β, 0} refer-
ence frame,

Iαβ0c ≜ [CK ]Ic = [Iαc , I
β
c , I

0
c ]

T ∈ R3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xlviii, 91
Iαβ0

12

c Vector containing the circulating current flowing within the legs of the MMC
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Ĩdq0c Reduced circulating current flowingwithin the legs of theMMC in the {d, q, 0}

synchronous rotating frame,
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2
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∈ R2m

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . lxx, 186, 188
Vdq012
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Vdq012
max ≜


VDC/k
. . .

VDC/k
2/k0 VDC/k

 ∈ Rm′
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=
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{y1, . . . , ym} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . lxxii
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Ĩc
Ĩo
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General Introduction

Context of the study

In order to distribute electrical energy to a large number of entities in the territory, it is necessary
to increase the power that the transmission networks are able to convey. In order to guarantee
this electrical supply with the best performance and therefore low losses in the lines - which
are proportional to the square of the current - the transmissions are made in high-voltage. In
order to adapt the voltage levels between these lines and the low-voltage electrical systems, con-
verters are required. Among the candidate topologies, the modular multilevel converter (MMC)
appears to be a privileged solution because of its modular structure. This modularity allows it to
be adapted to any voltage level without changing the stress of the semiconductors, starting from
the same elementary brick called submodule (SM). This means that the same topology can be
used for a converter with a nominal power of 10 kW as for a 1 GW converter, for example, while
using semiconductors with the same operating region. This topology being a multilevel convert-
ers, it presents beneficial features such as a better harmonic quality or a very good efficiency
due - in part - to the low switching frequency, especially for topologies with a large number of
submodules.

Although they have advantages from an electrical point of view, as the number of voltage lev-
els increases, these multilevel converters show an increasing number of degrees of freedom to
control them. Thus, multilevel converters represent a challenge for the control of electrical sys-
tems using them because the number of control variables is then higher than the objectives to
be reached, making them redundant systems also called overactuated systems. In the context of
the control of such systems, there is a family of control methods that are particularly well suited
to deal with these problems: control allocation methods. They first appeared in the 1980s in
aeronautics to take advantage of the multiplicity of aerodynamic and redundant surfaces that an
aircraft has in order to control its trajectory (flaps, ailerons, rudders,..). They have been progres-
sively applied in different fields. These methods have thus proven themselves in an industrial
context while being the subject of research work leading to the integration of optimization algo-
rithms into these control methods. The purpose of optimization is to take maximum advantage
of the multiplicity of control variables of the system considered. If it is now possible to use real
time optimization algorithms for the control of electrical systems, thanks to the increase in the
capabilities of real time computers which now reach the high requirements in terms of computa-
tion speed that are those of electrical systems, requirements that are lower when one is interested
in the motion control of an aircraft, a ship or a robot. This last point explains the fact that the
possibility of using online optimization allocation methods for electrical systems is quite recent.

The proposed topic for this work concerns the development and the implementation in real time
of these control allocation methods using online optimization for an electrical system involving
an MMC. This can then be delineated in various exploration axes:

• Design of a control allocation method for the MMC
• Real time development of the control law designed in order to guarantee an execution in a
bounded time
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• Real time implementation on a 10 kW MMC
• Evaluation of the reconfiguration capabilities of the control by MMC allocation

The development of the allocation method will be given a methodological aspect in the perspec-
tive of generalizing the control allocation to electrical systems as a whole.

Class of problems considered

Introducing the considered control problems

From a formal point of view, the control allocation problems of redundant or overactuated sys-
tems for which the actuators have limitations, also called control saturations, are considered here
in a general way. The overactuated character is given to systemswithmore control variables than
state variables to control.

This class of problems is reduced, in the case of the present work, to electrical systems that are
powered by static converters.

Existing works on solving these problems

The idea at the origin of the control allocation methods which deal with the resolution of these
control problems appeared for the first time in 1983 [Cun83; Ryn83]. The objective is then not
only to use the redundant aerodynamic surfaces of the aircraft when the main surfaces are faulty
but to take advantage of all these surfaces also when all the actuators of the aircraft are fully
functional. In a more general way, considering any system, this objective represents the will to
efficiently allocate the set of multiple control variables in order to guarantee the achievement of
the required performances automatically. The principle of control allocation was born.

The first methods for solving control allocation problems were not long in coming. These first
works are based on the principle of model inversion [Bro85]: from a control model of the system
with more inputs than outputs, the allocation equation is established. This relationship is then
inverted to determine which inputs give the desired reference values for the outputs [KH83;
Lal85; MGB89; SGE90; Dur93]. Although these methods can be efficient and computationally
non-demanding, the main drawback is that the control saturations are taken into account non-
optimally. Solutions and new methods based on inversion have been proposed to deal with this
problem of managing saturations [Ada+92; BE92; VB94] but without taking them into account
beforehand. The consequence is that when the limits of the region of operation are reached or
even exceeded, the solutions of the model inversion-based algorithms are suboptimal and do not
always guarantee an allocation that achieves its objectives.

To cope with this problem of taking into account the saturations, control allocation methods us-
ing optimization and constrained optimization appear [Par89; Bod02; Här03; Poo+04; Joh+08].
The optimization algorithms have then the capability to take into account both the control model
and the saturations of the control variables as constraints to the optimization problem to be
treated. Thus, it is possible to fully consider the operating limits of the system to be controlled,
which represents a major advance compared to model inversion-based methods. However, the
drawback of these optimization methods is that they require more computational resources in
real time to find an optimal solution. New allocation methods using optimization are then in-
troduced but this time the optimization is not anymore done online but offline. However, a
procedure for calculating and updating the solution in real time is implemented : [TJ05a; Lia+07;
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TN11; TYK17]. The advantage over online optimization allocationmethods is a certain guarantee
of optimality of the solution obtained in real time while the optimization is solved offline. How-
ever, this advantage comes at the cost of a higher mathematical complexity for the development
of the allocation method.

The now rapid expansion of artificial intelligence has also spread to control allocation methods.
However the first allocation methods using artificial intelligence are not so young. First works
were done in the 1990s [Gro94] in the laboratory of Dr. Wayne C. Durham. For now, it is possible
to classify the works in two branches. As in the case of [Gro94], the first methods to be developed
are those using a neural network which aims at learning the optimal relationship between the
requested action vector and the value to allocate to the command [Sku+18; Hua+18; Kha+22].
These allocation methods will be based on a single simple neural network. But there is another
trend that is emerging: the use of Reinforcement Learning methods for control allocation [SB18].
The idea here is to use two neural networks that feed each other: the Actor-Critic model. This
allows, in real time, both to learn the dynamic behavior of the system and to steer it in an optimal
way by maximizing a given reward function. Overall, the use of artificial intelligence for control
allocation still has a large horizon of perspectives since it has been little explored for the moment.

Although these control methods were born in the field of aeronautics [Ryn83; SGE90; Dur93;
DLB01], they have spread to other fields usually related to motion like spacecrafts [Par89; Jin+06;
Boa+10], ground vehicules [WH00; Tag+09] and robots [KH83; Fen+10], or also ships [Sør97;
Joh+03] and underwater vessels [FS91]. This spread to motion control fields is partly due to
the initial formulation of the allocation, made for the case of generalized force vectors that are
desired to achieve. However, since a few years, we can account for the fact that thosemethods are
spreading to another domain: electrical engineering [Bou+15; Kre19; LFB21b; LFB22c; LBF22].
If work on the topic of control allocation in electrical engineering has only recently appeared,
this is also due to the improvement of real time computing capabilities which are now sufficient
to adress the use of optimization algorithms executed in real time at the scale of the sampling
period of these systems. Indeed, the sampling period of a static converter control system is very
short compared to a motion control system: from 1ms to 1 µs, which is equivalent to a switching
period of 1 kHz to 1 MHz [Let+19], depending on the semiconductor technologies used.

The work presented here is part of the development of allocation methods for the domain of
electrical engineering, although a significant part of the work is methodological and general on
the topic of control allocation.
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Outline and contributions of the Thesis

The contribution of the work presented in this thesis manuscript to solving the class of problems
aforementioned is made of the 5 following chapters:

• Chapter 1 - State-of-the-Art on the Modular Multilevel Converter and Control Allocation Meth-

ods, presents the state-of-art of control-oriented methods to model the Modular Multilevel
Converter (MMC) as well as the methods to control this converter. The second part presents
the state-of-art of the control allocation methods and how the MMC can benefit from those
control methods.

• Chapter 2 - Contributions to the Scalable Modelling of Modular Multilevel Converters, details
the contribution to the modelling of the MMC for control purposes. Models of the inter-
nal dynamics of the MMC arms are proposed, describing the behavior of arm voltages and
submodules capacitor voltages depending on the states from the switches. The goal of this
chapter is to introduce the new voltage models that provide more scalability to the control
systems in power electronics while taking into account part of their losses.

• Chapter 3 - Contributions to the Scalable Modelling of Polyphase Systems, details the contribu-
tion to the modelling of the MMC for control purposes as the previous chapter, but focuses on
other dynamics of the MMC: those of the currents. In this chapter the relationships between
arm voltages and currents are derived. A new Park transform is proposed in order to reduce
the complexity of the control-oriented model. The objective of this chapter is to introduce the
new current models that provide more scalability to the control systems in power electronics
while being of fixed size and complexity. Published work related to this topic: [LFB21a; LFB21b;
LFB22c]

• Chapter 4 - Contributions to Improving the Control Allocation Methods, explores novel control
allocation (CA) methods with the objective to increase the range of systems where they can
be implemented. Aiming at a wider usage of control allocation in power electronics. A new
reference model control allocation architecture with the upgrade of an integral compensator
that significantly improves the control performances of the allocation methods is proposed.
The specific feature is that the addition of the integrator is transparent to the closed-loop
reference tracking dynamics: no pole or zero is added, and the dynamic behavior remains that
of the aforementioned reference model. This non-trivial progress is obtained with just few
modifications to existing methods and can readily be added to existing allocation algorithms.
Published work related to this topic: [LBF22]

• Chapter 5 - Scalable Control Allocation Methods for the Modular Multilevel Converter, presents
the main contributions of the study which is about the control of the MMC using alloca-
tion methods. A variety of real time optimization allocation architectures are developed and
proposed for the low-level voltage control as well as for the high-level current control and
global energy balancing. The tests prooving the reliability are done thanks to a real time
hardware-in-the-loop (HIL) procedure. The control system shows the ability to ensure circu-
lating current supression as well as injection, output current reference tracking, and effective
capacitor balancing. The goal of this chapter is to emphasize the fact that, with a unique
control allocation algorithm using online optimization, it is possible to control any polyphase
system having any number of phases but still keep a constant execution duration in real time.
Moreover, the fault tolerant control capabilities of the allocation methods are mobilized in the
case of a faulty submodule and show that the use of allocation in power electronics can ensure
the continuity of operation for electrical systems at rated power. Published work related to this
topic: [LFB22a; LFB22b]
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1.A Introduction

The MMC is a converter appeared at the beginning of the 21st century. By its modularity, it
brings significant performance advantages for the conversion of electrical energy to the point
of participating in the acceleration of the deployment of High-Voltage Direct Current (HVDC)
networks. The modularity is accompanied by a large number of degrees of freedom to control
it, which makes it a system particularly suited for control methods that are tailored to deal with
overactuated systems.

The state of the art will therefore first address the topic of the MMC and the context in which
it appeared to then focus on the control-oriented modelling methods of this converter with a
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view to comparing the most suitable modelling methods for the Control Allocation (CA) that
will be implemented next. A third part will focus on the control methods adapted to guarantee
the different performance challenges of the MMC and a last part will present an overview of the
control allocation methods.

1.B The Modular Multilevel Converter

1.B.1 Emergence of the Modular Multilevel Converter

Beginnings of the electrification: predominance of AC

The advent of electrification in the world first went through a power battle in the 1880s between
the Direct Current (DC) and the Alternating Current (AC) which resulted in the predominant
choice of AC for several reasons. Among these reasons at the time, the safety of a double zero
crossing at each period of the fundamental which allows one to remove more easily a body which
is being electrified than in the case of the DC where a constant level of voltage is maintained.
Another reason is the lack of conversion equipment to modulate andmanage the electrical power
in DC. At the end of the second half of the 19th century, power electronics had not yet seen the
birth of the mercury arc valves which only arrived in 1902 and the other great inventions of the
20th century such as the transistor which appeared in 1947 [83] or the Insulated-Gate Bipolar
Transistors (IGBTs) in the 1980s [Pea10]. Indeed, thanks to the transformers, whose design
is simple and reliable, the conversion of electricity at different voltage levels is easily done in
AC. The existence of asynchronous machines, which are robust, easy to start, and do not require
power electronics to providemechanical power, aremostly used in the development of industries,
which is an additional reason for the adoption of AC.

In order to meet the electricity needs across large distances, installations capable of transporting
a large electrical power are necessary. Since losses are proportional to the square of the current,
high voltage with a lower current is preferred to low voltage. Thus, high voltage transmissions
have rapidly developed, requiring conversion devices between the voltage level generated by the
generation systems and the network. The cost of a transmission line depends on both the cost
of the conversion stations and the line itself. In HVDC, the stations are expensive to maintain,
whereas inHVAC, the conversion stations are more reliable, efficient and simple in design, which
motivates the deployment of the AC network.

HVDC becomes competitive with HVAC

Advances in power electronics over the last century and the last decades have made HVDC
transmission competitive with HVAC transmission, each of which has advantages and draw-
backs compared to the other. Although the strengths of the transmission in AC are 1) the sim-
plicity of design, the robustness, the ease of maintenance of the stations, 2) the simplicity of
modulation of the voltage level by the transformers, 3) the simpler and less expensive breaker
circuits, 4) the protection of the people; the HVDC competes with 1) a better efficiency of the
lines without skin effect, 2) an easier stabilization of the network, in particular on long distances
to interconnect distant sources, as off-shore ones, 3) the capacity to interconnect networks AC
of different frequency and phase, or 4) the absence of reactive power [MU07]. The limit distance
of the transmission beyond which the HVDC is cheaper than the HVAC is between 600 km and
800 km for overhead lines and around 50 km for submarine ones. Thus the first commercial line
was commissioned in 1954 in Sweden [Pea10]. Gotland HVDC Link is a 96 km submarine line
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which used 20MW - 100 kV mercury-arc-valve-based conversion stations.

From CSC to VSC

Since then, several lines of HVDC have seen the light of day using different technologies of
switches and converters [FAD09]. It is possible to classify the converters used in two categories,
the Current Source Converters (CSCs) and the Voltage Source Converters (VSCs). The emer-
gence of theCSCwas first made thanks to the thyristors, then it is the high-power Gate Turn-Off
Thyristors (GTOs) which allowed the VSC to appear. The invention of the IGBT then acceler-
ated the development of the VSC. Compared to the CSC, the VSC has several advantages, such
as 1) the possibility of active and reactive power control in the four quadrants, 2) the bidirection-
ality of the power exchange which is done by simple inversion of the sign of the current which
requires less expensive cables, 3) a better reliability of the switching and thus a better quality of
the waveforms and 4) a better controllability with fully controllable semiconductors at the firing
and at the blocking [FAD09]. These various beneficial features led to the first commercial use
of the VSC in the context of the HVDC in 1997 in Sweden as shown in the table from [FAD09]
which presents a range of VSC-HVDC conversion system projects.

Improving the VSC features with multilevel converters like the MMC

However, compared to the CSC, the traditional 2-level VSC has a physical limit which does not
allow it to extend to any voltage level DC. Indeed its topology imposes to have semiconductors
able to stand the voltage of the bus to which it is connected. The more it will be required to
design a very high voltage line, the more it is necessary to have semiconductors able to stand
strong constraints in current and voltage. A solution that appears in the early 21st century to
increase the amount of voltage and power converted while exposing the semiconductors to a
constant level of voltage stress is the MMC [Mar02; LM03]. The MMC is part of the family of
the multilevel converters made of several switching cells.

Multilevel converters have significant advantages over classical converters for high-power appli-
cations. They make it possible to lower the stress on the switching cells as well as the total har-
monic distortion [ALW07]. The original MMC has a topology made of identical series-connected
submodules [LM03] that gives the converter its scalability feature. Indeed, it is very well suited
for high-power and high-voltage applications when compared to other multilevel topologies like
flying-capacitor converters or the neutral-point-clamped converters which are built from an im-
brication of switching cells [Lad+12]. Moreover, [Els+20] shows the versatility benefit of this
topology for rapid energy supply. Compared to the traditionnal 2-level VSC, where the failure
of one semiconductor affects the entire converter, under the failure one (or more, to some extent)
submodule(s) the MMC is able of ensuring a service continuity [Sel+19].

Thus, all these characteristics of the MMC make that it has enabled an acceleration of the devel-
opment of HVDC transmission systems [Sha+16c]. In less than 10 years, the first MMC-based
commercial line was built in the United States, the Trans Bay Cable with a power rating of 400
MW and a DC bus of ±200 kV. Since then, several projects of converter stations based on the
MMC have emerged in the world as [Per+15] reports. One can quote for example the INELFE
between France and Spain [Per+12; Saa+13b; Saa+14].

The progress concerning the MMC shows its ability to be implemented on a larger scale than in
a single transmission between two networks, but within the framework of Multi-Terminal Direct
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Current (MTDC) as a conversion element for a better stability of the network DC [Tal+17]. The
works of [SCF15; Tal+18] put forward its capacity - thanks to the capacitors which it contains
- to exert a role of buffer with a very good dynamic response between a network AC and the
MTDC. Indeed, under some energy varations in the MMC, the DC bus remains stable and that
the transients due to these charges and discharges are well absorbed. In [Tal+18], a non-dead
band voltage droop control is used in simulation and experimentally on a reducedmodel showing
the power flow management and stabilization capabilities of the bus.

1.B.2 Introducing the Modular Multilevel Converter

Before starting with the first mathematical notations, note that general recurring notations are
present in the document, see the general notations for more details. YYrefY∗A

1.B.2.1 Topology of the Modular Multilevel Converter

The Modular Multilevel Converter (MMC), is a static converter allowing the conversion of direct
current into alternating current and vice versa, a three-phase representation of this converter
associated with its DC bus and its AC network is depicted on the Figure 1.2. This MMC has
the remarkable characteristic of being modular, i.e. it is made up of elementary bricks, called
submodules, whose number can be increased to reach high voltage, and thus power, levels. Let
N be the number of submodules in a arm of the MMC and m the number of phases of the AC
network connected to the converter, the converter then has a total of nSM = 2mN submodules.
In the same arm, N of them are stacked in a series-connection. In the original topology from
[Mar02; LM03], those switching cells are identical. Each SM itself is a static DC to DC converter
operating between a voltage source, which is a capacitor, and the current source imposed by the
arm on which the submodule is located.

Submodule topologies

Each submodule being itself a DC-DC converter, it is conceptually endowed with at least one
switching cell and thus with a switching state to drive for the control system. This means that the
ability of the MMC to scale up to a high voltage level, which is accompanied by a proportional
increase in the number of submodule, increases the number of degrees of freedom that the control
system must be able to manage to ensure the proper operation of the converter.

In the first years after the appearance of the MMC the question of the control complexity and
the cost in semiconductors proved to be decisive and thus naturally encouraged the use of the
half-bridge submodules as Figure 1.1 (a) presents the functional diagram. However, the use of the
full-bridge Figure 1.1 (b) gives the submodule additional capabilities such as 1) bipolarity which
allows it to both enforce a negative voltage on the arm but also to open the connection of the arm
and eliminate its current, 2) a wider region of operation of the converter [Mar10]. Nevertheless
the addition of a switching cell necessarily leads to an increase in losses. So choosing between
half-bridge and full-bridge is a compromise.
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iCxyj

vCxyj

i∗xy
vxyj

iCxyj

vCxyj

i∗xy

S ′
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vxyj

(a) SM-HB (b) SM-FB

Figure 1.1: Simplified electric diagrams for the control of the two most common types of SM. (a) SM-HB, (b)
SM-FB.

From these first two topologies, others have been proposed in the pursuit of either a gain in func-
tionality, such as a better ability to manage faults, or a gain in performance, such as a reduction in
losses for example. This is typically the case of the double-clamped submodule [Mar11] improved
in semi-full-bridge submodule [Ilv+15a] for voltage bipolarity of the cell. The introduction of a
supplementary switch to the full-bridge submodule brings the double-zero submodule [DKM17]
which enables lower losses. Nevertheless, there is still work to be done to tackle the challenges
still present such as the reduction of the size of the capacitors, the management of the operation
in case of failure or the reduction of the losses. In terms of losses, [Mar18] proposes a comparison
of a batch of different topologies including those just mentioned. This comparison allows one to
classify the full-bridge submodule as the one with the most losses and the half-bridge submod-
ule as the second one with the least losses. The work of [YSD17] reports a variety of possible
topologies for submodules.

Among all these topologies, accordingly with the control objective that is set here - whose inher-
ent complexity of the methods used is naturally important - the choice is made to select on the
submodules having the least control variables: the half-bridge submodule with one duty cycle
and the full-bridge submodule which has two. Although the SM-FB has more switches than the
SM-HB, making its control more complex, it simplifies the balancing of the capacitor voltage,
the study will therefore focus on these two usual SM topologies.

Adopted formalism

The literature is full of different formalisms to approach the modelling of the MMC such as
the original formalism of [LM03] tracked by [Mar10; Mar11; DKM17; Mar18] which has been
progressivelymodified and improved to take into account the different specificities and behaviors
of the physical quantities associated with the converter in [PR11; PRB14; Liz+15; Per+15; BFB19].
Another formalism present in the book [Sha+16a], of good quality and relatively complete on the
topics related to MMC, is carried and used by various authors of which [Ilv+11; Lad+12; Pou+15;
Ber15; YSD17; Sel+19]. As a choice of notations is necessary, the first trend directly issued from
the original works which allows a more harmonious representation of the currents and voltages
at work in the MMC will be favored here. More specifically, the formalism adopted here is the
one which is the closest to [PRB14; Liz+15].

The Figure 1.1 shows these two topologies by focusing on the submodule#{x, y, j} i.e. the SM
#j of arm #x of the leg #y. In these two cases, the SM contains only one DC voltage source
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which is materialized by the capacitor. The notations used to denote electrical signals at the
switching cell scale are shown in Figure 1.1. The voltage vCxyj is the voltage across the capacitor
of any #x, y, j SM while vxyj is that across the module itself. Similarly, the current flowing
through the capacitor is noted iCxyj and i∗xy is that which flows through the module. Comparing
the position of the submodule in the Figure 1.2 with the electric diagram of the Figure 1.1, it
is observed that for the submodule belonging to the arm of the positive pole: i∗xy = ixy ; while
for those belonging to the negative pole: i∗xy = −ixy . For this reason, the function σ(x) is
introduced, it is equal to +1 for x = p and to −1 for x = n. In this way these different cases for
i∗xy are summarized by: i∗xy = σ(x) ixy . It is emphasized that, in nominal operation, whatever
the state of the switches Sxyj - and S′

xyj for the full-bridge case - the current i∗xy will always
flow through the module and will not be cut off. In other words, each SM is transparent to the
current i∗xy . This property of transparency is fundamental for the operation of the MMC. From
this behavior, the circulating currents originate, see paragraph 1.B.2.2 for more details.

The MMC containing nSM submodules, it therefore contains a total of nSM capacitors whose
voltage levels must be controlled for at least three reasons: 1) the need to ensure the voltage
protection of the semi-conductors, 2) the need to gurantee the operating zone of the converter at
its nominal state, and 3) the necessity to maintain a stable quantity of stored energy in the MMC.
Let VDC be the voltage available at the terminals of the DC network connected to the converter,
and vnomC be the nominal voltage at the terminals of the capacitors. The latter is chosen in order
to guarantee a nominal operation for the MMC. The analysis of the operating region of the MMC
enables one to derive the maximum and minimum voltage values from vxy . In the current case
study, it is assumed that the maximum of vxy reaches VDC . For that need, with a total of N
submodules per arm, the capacitor voltages must be balanced around VDC/N [Sha+16c].

DC

ip,y3

SM

DC

Figure 1.2: MMC electrical system diagram in its 3-phase, 3 submodules per arm configuration.

It is noted that the configuration m = 3 and N = 3 is one of those of the MMC experimental
setup available at the LAPLACE. Details on the design of this converter are presented in [Ser14].
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[Sel+19] uses the same converter but in a different configuration of the submodules. The Table 19
displays its main parameters.

About the notations shown on the Figure 1.2, x is used to indicate the type of arm. There are two
types of arms possible: either the arm attached to the positive pole of the DC bus, then noted
p, or the arm attached to the negative pole of this same bus, then noted n. The variable x then
always takes one of these two values according to the leg considered. To designate a leg of the
converter, the notation y is used. As there are as many legs as there are phases in the output AC
network, the phases and the legs are designated the same way. Havingm legs and phases, y will
always take a value in {y1, . . . , ym}.

• For the MMC, the variable vxy is then defined as being the voltage at the terminals of the arm
#xy and ixy is the current flowing through this same leg. The arm inductance is necessary
to curb the circulating currents of the converter during its operation [Mar18], and its sizing
is related to short-circuit current limitation. The impedance of the arm is materialized by R
and L.

• For the DC bus, the voltages vp and vn stand for the continuous supply of the bus. In nominal
operation it is specified that vn = −vp and that VDC = vp − vn. The currents ip and in are
injected by the DC bus in the converter. In some cases it will be considered that this bus can
display an impedance, it is characterized by Rs and Ls.

• For the AC-side network, the voltages vy show the possibility for this network to be active,
as in the case of a electric motor or a grid. In the case of a passive network, the AC load made
of Ro and Lo sees the current iy flow through it.

As the connection between the neutral points is considered as a changeable parameter, two neu-
tral points are considered: nAC for the AC network and nDC for the DC network.

In nominal operation it is considered that all the capacitors of the converter are balanced at the
voltage level vnomC . The energy contained in the MMC in nominal operation is then expressed:

EMMC =

ym∑
y=y1

p∑
x=n

N∑
j=1

C
vCxyj

2

2
=

mC

N
VDC

2 (1.1)

In the whole document, unless otherwise specified, the models will be derived in instantaneous
quantities for the electrical signals, current and voltage, as well as the switching states. Therefore,
the notations t for time as a variable is voluntarily omitted in order to lighten the equations.

1.B.2.2 Operating specificities of the MMC

The particularity of the MMC, which is at the same time what makes its strength, is to be made
of submodules. Indeed, the presence of these submodules gives it a very different behavior from
the usual DC-AC voltage source static converters.

The submodules: an elementary brick which gives its modularity to the MMC

Amajor functionality that is provided to theMMC by the presence of theseSMs is its modularity.
In the case of the MMC, its particular topology entails that each switching cell has for voltage
source a capacitor. In normal operation this capacitor is balanced at its nominal voltage. Thus,
whether the cell is in the OFF state (Figure 1.3), or in the ON state (Figure 1.4), the switches
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will experience a voltage vswitch = vC across their terminals. To ensure that the maximum
voltage rating of the switches is respected, the capacitor voltage must not exceed this maximum
voltage value. This means that the capacitors have a protective role to ensure for the switches.
In the following, it is assumed that a control law effectively balances the capacitors and thusvC

State = OFF

Figure 1.3:
Simplified diagram
of the SM-HB in
OFF state.

vC

State = ON

Figure 1.4:
Simplified diagram
of the SM-HB in
ON state.

maintains the capacitor voltages vC around their nominal value, which is generally obtained
when using control laws of the MMC already available in the literature. A series connection of
two submodules will not change the maximum voltage to which the switches will be subjected:
they will all see the voltage vC of their own capacitor at the most. Thus, it is possible to put in
series a stack of those submodules without having to change the voltage rating of the switches
used. Such a stacking allows one to reach and convert voltage levels that are multiple of the
voltage limit of the switches: the latter do not see the whole bus at their terminals but only vC ,
contrary to the case of the usual 2-level 3-leg VSC. This is what gives the modular character of
the MMC. From the same type of submodule it will be possible to design a 10 kW MMC with a
1.2 kV DC bus as well as to design a 1 MW DC with a 120 kV DC bus: the only difference will
be the number of submodule used but not their voltage and current ratings that will remain the
same. In the first case, with capacitors balancing at 300 V, one would need N = 4 submodules
per arm. And in the second case, with the same submodule, one would need N = 400 per arm.
In both cases, the maximum current delivered by the DC bus would be 8.33 A and the maximum
current flowing through the arms of the converter would be the same, without modifying the
maximum current that the switches within the submodules must withstand.

The different MMCs use various topologies of submodule which are not always directly akin to
the SM-HB as mentionned previously. However, the concept of modularity presented here is
also applicable to them without loss of generality.

The submodules: a freedom for the currents within the arms

(a)

(c)

(b)

(d) (e)

VDC

VDC

vpy1

vpy1

Circulating Current

Figure 1.5: Comparing the functionnal behavior of the MMC with a conventionnal 2-level 3-leg VSC. (a) and
(b) represent a 3-phase inverter. (c) to (e) represent a single SM per arm MMC in the 3-phase case.

14



1.B The Modular Multilevel Converter

To analyze the functionnal behavior of the MMC, focus is on the top left arm of both converters
colored in green and pictured in Figure 1.5. The considered MMC has a single SM per arm
which is unusual but done on purpose in order to emphasize the behavior principle. Throughout
the figure, a full switching cell is shown in a green or gray rectangle. In the case of the VSC,
a switching cell is located on both sides of the same leg and the middle point of this cell is
connected to the AC network to be supplied. In the case of the MMC, a same switching cell
is entirely arranged on one single side of a leg of the converter, and all the circuit connections
it has are made with the same arm. This major difference explains the behavior observed in
Figure 1.5 (c)-(d) & Figure 1.5 (a)-(b): For the usual 3-phase VSC, in one of the two possible
states of the switching cell, current flows through the arm (a), and in the complementary state,
no current flows through this same arm (b). Whereas for the MMC whatever the state of the cell
considered, a current will always flow through the arm (c)-(d). The cell does not have the ability
to interrupt the current flowing through the arm to which it belongs. This means that, unlike
the VSC, during the operation of the MMC, a current will always be able to flow through an
arm and this whatever the arm that one considers in the MMC. The fact of adding SMs does not
change this behavioral property which is preserved. If all the arms conduct current at all times,
then so do the whole legs and a current will always be able to circulate between the positive pole
and the negative pole via the legs of the MMC as represented in Figure 1.5 (e). This current is
then named circulating current. This explains the appearance of the circulating current between
the legs of the MMC, current which is a singular phenomenon of this converter.

1.B.2.3 High-level operation of the MMC

The existence of circulating currents within the MMC, as highlighted by the Figure 1.5, comes in
addition to the other currents that usually flow through a DC-DC converter such as the DC bus
current, the AC network current or the common mode current in the case where the neutrals
are connected. In order to analyze how the MMCs interfaces with the networks it connects, the
interest is then focused on the path followed by each current in the MMC.

Modelling choices are necessary to keep a overall consitency. In this way, accordingly with
[PRB14; Liz+15], it is decided to let 6 im be the total current flowing through the neutrals, 3 is be
the total current delivered by theDC bus to theMMC, icy be the current circulating in each arm of
the MMC and 2 ioy be the current distributed by a leg of the MMC to the AC network. According
to the KCL, assuming the different impedances balanced between the phases and between the
arms, one finds the current distribution from Figure 1.6 [Liz+15].

From this Figure 1.6, it is possible to infer the various contributions to the current carried by each
arm by using the superposition theorem. Indeed, when focusing on an arm {x, y}, its current
ixy will be made of the current that flows through the neutrals (a), the current that comes from
the DC source (b), the current that can flow between the arm of the converter (c) and the current
distributed to theAC network (d). The following formulas can then be deduced, paying particular
attention to the directions of the currents when performing the superposition:

∀y ∈ {y1, y2, y3},
{

ipy(t) = im(t) + is(t) + icy(t) + ioy(t)
iny(t) = im(t)− is(t)− icy(t) + ioy(t)

(1.2)

It is thus observed that each of the currents in the arms will be composed of a maximum of four
components when the neutrals are connected and three otherwise, as in the case of [Fre+16b;
Bou17; Ber+18]. An important point to note is that the circulating current has no direct influence
on the currents at the interfaces of the MMC: is and ioy . It is thus really a current proper to the
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Figure 1.6: Illustration of the currents involved in the conversion performed by the MMC

converter itself and these two last ones represent only the conversion of energy carried out by
the MMC as it is the case in a usual converter.

1.C Control-oriented modelling for the MMC

The topology of theMMC having been introduced as well as its singularities of design which give
it its characteristics of operation, range of the various models available to describe the behavior
of this converter is presented in this section.

1.C.1 Variety of modelling catagories and levels

The modelling of the MMC, like many modern technological systems, can be categorized accord-
ing to the utilisation purpose of the developed models:

• Knowledge models whose objective is to understand, generally with an advanced level of
detail, the functioning of the modeled system.

• The design models whose aim is to perform the sizing of the considered system.
• The control models whose purpose is to allow the realization of algorithms allowing to steer
the system.

Each of these categories is a more or less complex and accurate representation of reality that
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influences the computation or simulation time. Making a choice is finding the adapted trade-off
between these three characteristics, according to the modelling requirements a category rather
than another will be used. Within the framework of the work carried out here, the objective is
the control of the MMC.

TheMMC, which is a converter built from elementary bricks, can be described as a converterwith
two hierarchical levels of conversion: a first conversion DC-DC takes place at the level of the
switching cell of the submoduleswhich - togetherwith those of the other submodules - contribute
to generate a voltage at the terminals of each arm. These voltages are, in turn, responsible for
the realization of the second conversion DC-AC, called high-level. This hierarchization of the
conversion enables the classification of a variety of modelling levels of the MMC which goes
from the switching cell, like the Detailed Model (DM), to the converter in a wider vision like the
average model.

1.C.2 From the semiconductor to the arm modelling methods

From the closest model to the physical phenomenon represented to the lightest model to be
executed, this section draws up a range of modelling methods able to represent the switching
cells of the submodules in the framework of the MMC.

Physics model

In the case of the PM, the semiconductors are represented by a detailed equivalent electric cir-
cuit which reproduces the behavior of the electric quantities at work in the considered switch.
Each diode and IGBT are then substituted by other electronic components on the basis of few
assumptions. [Str97] proposes this type of modelling for the case of the IGBT based on solving
diffusion equation for the electric charges in semiconductor media. The level of detail of this
model makes it possible to represent the losses within the converter, however the detail is such
that for the MMC which has as many switches as it has submodules, using such an approach
proves to be very heavy.

Detailed model

This representation is established from the Physics Model (PM) and constitutes a simplification.
This reduction of complexity is done by obtaining a reduction of the representation made of
each of the semiconductors. A set IGBT-diode is then replaced by an equivalent circuit made of
a reduced set of electronic components [SC98]. Able to represent some nonlinearities of the cell
as well as its losses [Per+12], this model is obtained from the datasheet of the semiconductors
and represents the submodule with a good accuracy. However, it is lighter to use and to simulate
than the PM.

Equivalent model

This modelling approach amounts to extracting an equivalent of Thevenin or Norton from the
switching cell. This representation is obtained by analyzing the nodes of the electrical circuit
[GGJ11; Saa+13a]. This greatly reduces the complexity of the electric circuit model. Having a
model of MMCs where each submodule is replaced by a voltage source with its series impedance
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or a current source with its parallel impedance represents an important simplification leading to
a strong decrease of the simulation time [Zam17].

Average model

Through assumptions the average model of the switching cell is obtained from the DM [MC76;
BMB14]. This shift to the average value drastically reduces the mathematical complexity and the
order of the model. This simplification, which is based on assumptions that can be more or less
strong depending on the operating parameters of the converter, leads to a loss of accuracy. This
representation does not take into account the resistance and therefore cannot describe the losses
in the converter. On the other hand, such a model complexity reduction has the major feature
to make possible the design of higher-level control laws for the represented converters, and also
brings a strong reduction of the simulation time [Per13; LRV10; CVR12].

This Average Model (AVM) method, applied to a submodule, can just as easily be applied to the
arm level of the MMC [CVR12]. This reduces the hierarchy of the two conversion stages men-
tioned to a single stage. This averaging principle, applied to the next higher level, can represent
the MMC only with a modulation index between the DC supply voltage and that of the AC
network to which it is connected [Saa+14; DKM17; Mar18].

In the case where the AVM is used at the scale of an arm of the MMC, it has the remarkable
property that the greater the numberN of submodules, the more accurate this model is [Saa+14].
In other words, it is particularly suitable for multilevel converters such as the MMC which are
precisely designed with this desire for modularity and increased voltage level. At the higher scale
of the MMC the AVM does not depend on the number of submodules.

Comparison of the modelling approaches

For our control purpose, the PM represents a level of detail that is too important and that leads
to a computation time that is prohibitive to use it for such a purpose. In the context of control-
oriented modelling for the arms and the submodules this approach will not be retained.

A comparative study proposed by [Saa+14] allows us to highlight the fact that AVM is much
faster to simulate the behavior of the MMC than EM, itself faster than DM. However, in terms
of accuracy, the trend is reversed. However for the high-level control point of view, the AVM is
shown to be sufficiently accurate for the MMC.

From themodellingmethods presented here which are realized in the case of a nominal operation
of the submodules, [Zam17] brings the increase of the harmonious and aggregated consideration
of additional switches which are essential in practice to ensure the starting procedure of the
converter or the isolation of the submodules in the case of semiconductor faults. With similar
tests to those from [Saa+14], the augmented versions of the AVM, EM and DM, [Zam17] show
the same ranking regarding the computation time and accuracy of the approaches.

In light of the performance of the various models and the control perspective which is that of
the current study, it is therefore the AVM approach that is selected here for its low computation
time and its good accuracy. However, obtaining the AVM requires a first necessary step of DM.
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i∗xy
iCxyj

vxyj

S
f
xyj

Figure 1.7: Electrical diagram of the SM-HB with the detail of the blocking and faulty switches as in [Zam17;
Zha+16]

1.C.2.1 Average model development for the MMC

DM for the SM-HB taking into account blocked and faulty operating conditions

Some work has proposed first models taking into account the operation of the submodule in
case of a fault or in the blocked state where the submodule lose controllability of the submodule
[Saa+16]. Compared to previous works, [Zam17] improves these models and proposing a version
that aggregates all the cases of operation of the SM into a single mathematical model.

In order to go into the development of the submodules model, the Figure 1.7 introduces a detailed
representation of the internal constitution of the half-bridge submodules according to [Zam17].
The switching cell must allow the flow of an alternating current; and the DC voltage source,
materialized by the capacitor considered polarized, will feature at its terminals a voltage that is
always positive or zero. A third switch is added to the cell input, this switch has a safety function.
This particular switch makes it possible to isolate the cell from the arm to which it belongs when
it is faulty.

A submodule will have several operating states that are at the origin of the energy conversion
that theMMC can perform [Saa+16; Zha+16; Zam+16a]. These operating states are the following
ones:

• Connected, or Inserted: In this state, the capacitor is connected to the arm, it is called inserted.
This corresponds to the case where the upper transistor is closed and the lower transistor
open. According to the notations on the Figure 1.7, this corresponds to the case where Sxyj =
1.

• Disconnected, or Bypassed: In this state, the capacitor is disconnected from the arm, it is
called bypassed. In this state the upper transistor is open and the lower transistor closed.
According to the notations on Figure 1.7, this corresponds to the case where Sxyj = 0.

• Blocked: In the blocked state both the upper and lower transistors are open. Depending on the
sign of the current i∗xy , the capacitor can only charge or remain at a constant charge level since
the diodes prevent the capacitors from discharging. As explained by [Sha+16b], this mode is
used to energize the MMC at the time of its startup for example, where it is necessary to
charge all the capacitors before being able to enter the normal operation mode. In operation,
this mode can also be used for a few tens of milliseconds when faults occur on the network to
protect the transistors from possible short-circuit currents. The diodes in antiparallel of the
transistors have therefore generally a higher current rating than the associated transistors in
order to bear this current increase. According to the notations on the Figure 1.7, this state does
not correspond to any possible value of Sxyj , it is thus necessary to introduce another binary
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variable: Sb
xyj with b for blocked. For the model the choice is made that when Sb

xyj = 1, the
blocked state is active and the two transistors of the cell are forced open. The value of Sxyj

then has no influence on the state of the SM. On the contrary, when Sb
xyj = 0, the blocked

state is not activated and the state of the SM can then be controlled by Sxyj . This mode of
operation has already been used in detailed models of submodules [Den+15; Saa+16; Zha+16].

• Faulty: This faulty state is a particular state of the whole SM and not only of a switching
cell as it is the case for the other binary variables. A SM will be forced into this state when
it presents a faulty operation. Sf

xyj , with f for faulty, stands for the state of a very reliable
switch with a high switching speed, i.e. a sub-vacuum switch. In the event that a fault occurs
in one of the SMs during operation of the MMC, this fault can be detected and the associated
SM can then be isolated by closing that switch. This then ensures that the faulty SM will
no longer interfere with the operation of the MMC. The use of the fault switch therefore
allows for risk-free operation since the current of the arm to which the faulty SM belongs can
continue to flow in the converter, ensuring the operation continuity of the MMC [Din+08].
When Sf

xyj = 1, the associated SM will be considered as faulty and the switch driven by Sf
xyj

will be closed. Neither Sxyj , nor Sb
xyj will then have inluence on the behavior of the SM. In

the opposite case where Sf
xyj = 0, the fault switch is open.

The three types of variables Sxyj , Sb
xyj and S

f
xyj they are binary variables representing the state

of the considered submodule, a truth table, Table 2.1, is drawn up like those of [Saa+16; LB16] to
represent the various possible cases.

Sf
xyj Sb

xyj Sxyj iCxyj vxyj
0 0 0 0 0
0 0 1 i∗xy vCxyj

0 1 - i∗xy ·
(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
0 1 - i∗xy ·

(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
1 - - 0 0

Table 1.1: Truth table - Behavior of the SM-HB

From this truth table it is possible to extract, by application of the laws of Kirchhoff to the
electric circuit Figure 1.1 (a) in each case, the logical function expressing the capacitor current
and the voltage at the terminals of the selected submodule as a function of the different states
Sxyj , Sb

xyj and S
f
xyj . This logic function, whose development is proposed in details in Appendix

D to adopt the formalism used here, corresponds to the analytical DM of [Zam+16a; Zam17] but
without taking into account the conduction resistances here. iCxyj = C

dvCxyj

dt = i∗xy

[
SxyjSb

xyj + (i∗xy > 0)Sb
xyj

]
Sf
xyj

vxy =
∑N

j vxy =
∑N

j vCxyj

[
SxyjSb

xyj + (i∗xy > 0)Sb
xyj

]
Sf
xyj ∈

[
0; vCxyj

] (1.3)

DM and AVM for the SM-FB

Thework of [Zam+16a] focuses on a single type of submodule, however that of [Saa+16] proposes
a study of the operation of full-bridge submodules in the case of deadlock that [LB16] extends
to include fault consideration. Truth tables to describe the behavior that the SM-FB adopts in
the different cases are introduced, but do not present a practical analytical formulation to use as
[Zam17] does for the case of the half-bridge submodule.
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Thus the behavior of full-bridge submodule is expressed from the direct application of the laws
of Kirchhoff to the Figure 1.1 (b) in the case of nominal operation: iCxyj = C

dvCxyj

dt = i∗xy

(
Sxyj − S′

xyj

)
vxy =

∑N
j vxyj =

∑N
j vCxyj

(
Sxyj − S′

xyj

)
∈
[
0; vCxyj

] (1.4)

The AVM of the SM-FB is determined in the manner of [WM73; MC76; BMB14]. This model
here amounts to averaging DM across the switching period Ts. Assuming that the latter is short
enough compared to the dynamics of the electrical quantities of the submodule, there comes the
model proposed by [Yan+19]: iCxyj = C

dvCxyj

dt = i∗xy

(
Dxyj −D′

xyj

)
vxy =

∑N
j vxyj =

∑N
j vCxyj

(
Dxyj −D′

xyj

)
∈
[
−vCxyj ; vCxyj

] (1.5)

Whatever the type of submodules, the modulation index mxy of an arm is a particularly useful
tool during the implementation of the control to decouple the low-level part from the high-level
part as explained in more detail later. This index can be defined for each of the submodules of
the converter in a general way from the relation:

vxy = mxy

N∑
j=1

vCxyj (1.6)

In the case where the arm-AVM is given an equivalent model of the capacitor behavior by series
association of the capacitor dynamics in each arm. It is possible to see each arm as an equiv-
alent capacitor of capacitance Ceq = C/N as proposed by [Sha+16b; BSD16]. The relation
vxy = mxyv

eq
Cxy

then allows one to define the modulation index in this case. If the capacitors are
considered nominally balanced at all time, then vxy = mxyVDC comes.

1.C.3 From the arm to the whole converter modelling methods

The modelling methods used to go from the semiconductor to the converter arm level are, for
some - such as the arm-AVM [Per+12; Saa+14; Den+15; Zam17] or the arm-EM [Ste+21] - the
starting point of a larger modelling that takes into account the whole converter and thus repre-
sents the behavior of the different types of currents that flow through it. Thus these approaches
which initially focus on the modelling of the submodule can be extended to the arms and even
to the MMC like the AVM [Per+12; Saa+14; Ste+21] which is derived from the DM of the sub-
modules. As a result, the boundary between modelling from the semiconductor to the arm and
modelling from the arm to the whole converter is sometimes difficult to distinguish, depending
on the objective of the modelling approach.

In the case of models dedicated to the computer simulation of the MMC for example, it
could be wished to have an aggregated model which does not make a distinction between the
two levels but which provides the value of the various electrical quantities in play with a good
compromise between precision and speed of execution.

Whereas, in the case of a control-oriented modelling approach, it may be preferable to de-
compose the system into several levels that are simpler to control, [HA09; PRB14; Sha+16b;
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Gey16; Cif+21], rather than addressing the whole complexity of the system in one go. Compared
to this last solution of performing the control of the MMC in a condensed way [RGM15; BFB19;
MAR19] the majority tendency remains the decomposition of the control in several stages.

The name low-level control then designates the control of the arms and the submodules while the
high-level control designates the control of the currents as well as the powers and, by extension,
the energy converted and contained in the MMC. This distinction with the notion of level can
therefore also be extended to the high-level modelling and the low-level modelling.

After having presented an overview of the existing low-level modelling approaches, the interest
is now focusing on high-level modelling of the MMC.

State-space modelling of the MMC

With the large number of capacitors, switching cells and their arrangement which implies a large
number of currents to be controlled, the MMC represents a large number of physical quantities,
of states which evolve in the course of time and whose internal dynamics interact together. This
converter is a MIMO whose modelling in the state space appears as naturally relevant.

The variety of these models shows a diversity of choice in the representation of the currents.
The detailed decomposition of the latter could be given in Section 1.B.2.3. In the case of this
decomposition and of a nominal operation of the converter in steady state, the bus current is a
current of continuous nature as well as the common mode current, while the circulating current
as well as the output current are currents of alternating nature [Sha+16b].

This decomposition is not tracked by all, and in particular the common mode current is poorly
represented because of the configurations of the MMC on which the work focuses where a con-
nection between the neutral DC and AC does not exist [RWB11; WBB14; CD15].

In some cases also, the current called circulating corresponds to the association of the current
noted icy here with the bus current DC: is. In other words, in this case the current called cir-

culating has for continuous component is and for alternating component icy [Ilv+12; Ber+18;
Lyu+18]. The same can be said for the current output which then aggregates the current ioy with
the common mode current im.

However, whatever the current decomposition adopted by the variety of available models, the
common ground to all these models remains the only current that can be observed in the set of
MMCs and which is the basis of its operating principle: the arm current, represented by ixy here.
The simple application of the Kirchhoff Voltage Law (KVL) on the two circuits of the Figure 1.2
which connect the y1 leg of the DC bus to the AC network without any impedance at the input
nor at the output shows that for each of the three legs:

∀y ∈ {y1, y2, y3},
{

vp = vy +
(
Ro + Lo

d
dt

)
iy +

(
R+ L d

dt

)
ipy + vpy

vn = vy +
(
Ro + Lo

d
dt

)
iy +

(
R+ L d

dt

)
iny + vny

(1.7)

This is in linewith [Har+13]. Among the set of statemodels used for theMMC there are a number
that take advantage of the arm-AVM [RWB11; Ras+09; MLE10; Rak+13; CD15; VHS15]. The
modelling proposed by [BFB19] allows a formulation where the converter behavior is linearized
in the state space under time separation assumptions. This results in a decoupled approach to
the control of the MMC which yet shows good performances.

Another possibility is to use the switched principle as proposed by [WBB14], or the state-space
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model taking advantage of the periodicity of the current and voltage signals to simplify the state
model and obtain a steady-state version as proposed by [Mün+10].

The SSMs are also an interesting way to represent the MMC in the will to study more in details
its dynamic behavior, and more particularly that of the currents. The harmonic SSM is precisely
a tool for this purpose [Lyu+18; Ma+19].

The analyses proposed by [Ilv+12; Lyu+18] taking advantage of high-level models based on the
principle of arm-AVM allow to highlight the harmonic content of the different types of currents
which flow through the MMC. By making the assumptions that the capacitors are balanced on
the scale of the fundamental period of the output currents, that the output current has only one
fundamental component [Ilv+12] shows several interesting results by solving the differential
equations of the currents in frequency form. The first of these findings is that the existence
of the fundamental component of the output current implies the existence of the second order
harmonic component of the circulating current, the latter is of variable amplitude depending
on the output current. The study shows by recurrence relation that the circulating current can
not have harmonic components of odd rank. In the case where the circulating current would
present a fundamental component, this one influences the energy balance between the positive
and negative arms according to its phase. There is a value of the phase for which the balance is
maintained. The analysis shows that these behaviors are experimentally verified and highlights
the fact that the presence of losses in the converter is a necessary condition to attenuate the
harmonic components at the resonant frequencies of the converter.

Analytically it is shown that the harmonic components of order higher than two of the circu-
lating current will be significantly lower, which is experimentally confirmed in the same study.
[Lyu+18] also proposes a study of the harmonic content which reaches the same conclusions
based on a harmonic state-space model.

Modelling in the synchronous rotating reference frame

As in many electrical systems, modelling in the Park reference frame has a certain number of
beneficits due to the fact that sinusoidal quantities are continuous in steady state such that the
model is said to be Steady-State Time Invariant (SSTI). Compared to a representation in the
natural base, this one is more complex mathematically but allows for example to reach certain
dynamic and static performances more easily than a control realized in the initial stationary
reference frame.

As the work of [Ilv+12; Lyu+18] shows, the main harmonic content of currents and voltages
within the MMC contains continuous, fundamental, and second-order harmonic components.
This harmonic content is such that it is not possible to represent the electrical quantities faith-
fully with sufficient accuracy by directly applying the traditional Park transformation [Par29;
Par33]. A dedicated Park transformation must be formatted to obtain a model of the MMC in a
Synchronous Rotating Reference Frame (SRRF).

However, it is possible to use the usual transformation for the MMC in the case where the be-
havior of the circulating currents and the capacitor voltages second order harmonics are not
those that are of interest. These quantities being the ones carrying the second order harmonics,
neglecting them allows one to have only continuous and fundamental components. This opens
the way to the application of the usual transformations of Park. In this case where the internal
dynamics are neglected, this approach is rather suitable when one wants to solely model the net-
work behavior along with that from the bus [Liu+14; LV14; Tri+16]. As the internal dynamics
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of the MMC are not represented, it is desirable to use them only in an operating case with slow
dynamics.

However, work has been done to model the MMC by adopting a higher level of detail, accom-
panied by an effort to shape an adapted Park transformation, in order to represent the internal
dynamics of the converter. To do so, the basic idea is to shape a transform of Park whose rota-
tion angle is synchronized on the frequency of the second harmonic. Accordingly, the work of
[FJ15; BDS16; JJ16; LGZ16; Ber+18] models the second order harmonic behavior of arm voltage
as well as the circulating current second order harmonic component in a correctly synchronized
SRRF. [SB20] derives a formulation that performs a reduction of the model order compared to
previous models.

The AVM model proposed by [Fre+16a] in the Park reference frame is a first solution to take
into account the nonlinearity of the MMC, but the second order harmonic components are not
considered. The work of [Ber+18] performs the development of a arm-AVM model in a spe-
cific SRRF with few assumptions which allows one to represent at the same time the intrinsic
nonlinearity of the coupling between currents and voltages capacitors in the MMC but also all
the harmonic components of the various electrical quantities and in particular the third order
harmonics too, allowing to represent a potential injection of harmonics to extend the operating
zone of the converter. This leads to a SSTI state-space model. This work, which aggregates a
good part of the SRRF state-space models obtained until now, does not represent some quanti-
ties such as the common mode current or the impedance of the DC bus - which adds a coupling
between the currents - and the neutral point voltage.

Matrix decoupled modelling in the stationary reference frame

Some state-space modelling approaches have been able to decouple the behavior of the differ-
ent types of currents involved in the MMC such as [Bou17] by usual mathematical operations,
or [Fre+16a] and [Ber+18] via a Park transform. However, they thus do not represent all four
possible types of currents explicitly and distinctly. Compared to these works, those of [PRB14;
Liz+15] propose a heavier and higher order matrix representation than the previous state mod-
els. These models are then able to represent all types of currents in a decoupled manner which
allows a better visualization and understanding of the interactions at work in the MMC. These
approaches also allow the representation of the neutral point voltage of the AC network.

Initially it is this decoupling matrix approach that is selected as the basis for developing the
models that are introduced here because it has the beneficial feature of explicitly distinguishing
the different internal electrical quantities of the MMC.
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Figure 1.8: MMC electrical system diagram in its 3-phase configuration, arm-AVM is considered as well as
a DC bus impedance.

The system considered in the case of [PRB14] is more complete than the previous systemwith the
consideration of an impedance at the bus as shown on Figure 1.8. By applying the Kirchhoff’s
laws the following equations is obtained:

[
vp vp vp
vn vn vn

]
=
(
Rs + Ls

d
dt

) [ip ip ip
in in in

]
+
(
R+ L d

dt

) [ipy1 ipy2 ipy3
iny1 iny2 iny3

]
+

[
vpy1 vpy2 vpy3
vny1 vny2 vny3

]
+
(
Ro + Lo

d
dt

) [iy1 iy2 iy3
iy1 iy2 iy3

]
+

[
vy1 vy2 vy3
vy1 vy2 vy3

] (1.8)

From this equation the decoupling of the currents is obtained by a product with carefully selected
matrices, a differential equation is then obtained to represent each of the four types of current:



[
(3Rs +R+ 2Ro) + (3Ls + L+ 2Lo)

d
dt

] [im im im
im im im

]
= P2

[
vp vp vp
vn vn vn

]
−
[
vy1 vy2 vy3
vy1 vy2 vy3

]
P3 − P2

[
vpy1 vpy2 vpy3
vny1 vny2 vny3

]
P3

[
(3Rs +R) + (3Ls + L) d

dt

] [is is is
is is is

]
= Q2

[
vp vp vp
vn vn vn

]
−Q2

[
vy1 vy2 vy3
vy1 vy2 vy3

]
P3

[
(R+ 2Ro) + (L+ 2Lo)

d
dt

] [ioy1 ioy2 ioy3
ioy1 ioy2 ioy3

]
= −

[
vy1 vy2 vy3
vy1 vy2 vy3

]
Q3

−P2

[
vpy1 vpy2 vpy3
vny1 vny2 vny3

]
Q3

[
R+ L d

dt

] [icy1 icy2 icy3
icy1 icy2 icy3

]
= −Q2

[
vpy1 vpy2 vpy3
vny1 vny2 vny3

]
Q3

(1.9)
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With decoupling matrices:

P2 =

[
0.5 0.5
0.5 0.5

]
Q2 = I2 − P2 P3 =

1/3 1/3 1/3
1/3 1/3 1/3
1/3 1/3 1/3

 Q3 = I3 − P3 (1.10)

This matrix representation being of higher order than the traditional state models of the MMC,
their use in the context of a converter control algorithm can be bulkier than necessary.

Beside this work focused on three-phase systems, [Sha+16b] proposes a beginning of generaliza-
tion to polyphase systems by considering that the equation (1.7) can be applied for any number
of legs in the MMC. However this equation is not extended in his case to a complete model of
representation of the MMC in the polyphase case and some electrical quantities are not repre-
sented. [KM18] propose a more global approach of representation of a wider class of converters
of type MMC, their generalization of the model adapts then to any number of phases of the AC
network but also to any number of poles of the DC bus. This amounts to modelling a class of
multilevel converters with a very important versatility. This work is indeed very enriching with
the implementation of a cascade control law for matrix MMC. However, compared to the MMC
which is treated here, the development of a model with such a level of generalization is done by
derivations which are not explicit enough to analyze the singular and internal behaviors of the
converter.

Operating region

Regarding the region of operation of the MMC, [Sha+16c] provides an analysis of the limits
from the converter in terms of achievable input and output voltages depending on the choice of
submodules. It is reasonable to assume that a MMC with a hybridization of these two types of
submodule has an intermediate operating zone between that of an -only MMC and an -only.

The work of [DQV19] introduces a more detailed study in the Park SRRF from a arm-AVM
model. The study of the Limits of the Operating Zone (LOZ) is done from three limits: those of
the DC bus, those of the maximum operating capacities of the arms of the converter, and those
of the AC-side network. This allows us to establish limits in the plane of the active and reactive
powers of the AC-side network according to the internal impedances of the arms. This study
highlights the need for trade-offs when sizing the inductances: decreasing them increases the
region of operation in the active and reactive power plane, but increasing them allows one to
limit the currents in the arms, which is needed for safe operation.

Of the models proposed here for the from arms to the whole MMC level, which is the high-level,
the choice is made to focus on a decoupled model of the currents, relying on (1.9), in order to be
able to fully and transparently study, analyze, observe and control each of the current types that
flow through the converter during its operation.

1.D Control of the MMC

1.D.1 Control architecture of the MMC

The book of [Sha+16a] which gives quite detailed elements concerning the modelling and sizing
of the converter also gives a general framework on how to approach the control of this converter
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and the associated control issues that [Zha+21] complements with more recent advances.
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Figure 1.9: Modular multilevel converter general control framework.

The chapter [Sha+16b] describes the different control objectives that the control algorithm MMC
faces. As shown in Figure 1.9:

1. The realization of control orders sent in the form of duty cycles or directly from the switching
states.

2. The balancing of each submodules capacitor in order to guarantee that the nominal operating
region of the converter is reached.

3. Ensure the control of the different types of currents involved in the operation of the MMC.
4. To guarantee the global energy balance between the arms of the same legs and for the legs

between them.
5. A last optional objective is to guarantee the reference tracking of the various powers that one

wishes to convert by means of the MMC. This objective is general to any type of converter
and can be realized without having to adopt a form dedicated to the MMC.

Traditionally, it is the first two objectives that are associated with the low-level control and the
following ones with the high-level control although for the high-level control it will often be a
question of the third and fourth objectives or even only the third one.

To understand the architecture it is important to note that the list of these different control
objectives does not presuppose that the control of theMMC is done by nested controllers, each of
which has the role of guaranteeing one of the objectives, in other words it is possible to conceive
an architecture of control of theMMC by grouping some of these objectives in a single controller.
Moreover, someworks assume either that the low-level control is already externally designed and
focus on the high-level control [Bou17; Ber+18; Fre+18], or the opposite and focus mainly on the
low-level control [Gao+11; Saa+15; Ilv+15b].

Each of these control objectives will be described here by presenting a range of methods used
for each. In the classification proposed here, it is considered that the interface between the high-
level control and the low-level control is made by a set of quantities at the arm scale. Either the
modulation index mxy of each of the arms or the voltage vxy desired at their terminals.

1.D.1.1 Low-level control

The aim of the low-level control is, from the control requirement sent by the high-level control in
the form of either modulation indexesmxy or arm voltages vxy , to go as far as the determination
of the switching states Sxyj to be sent to the gate-drivers of the semiconductors to ensure the
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balance of the capacitors while guaranteeing that the references received from the high-level
control are reached. Conventionally, in order to carry out all the intermediate calculations, the
low-level control is divided into several functions to be guaranteed [Sha+16a; Zam17], as shown
on Figure 1.10.

Capacitor Voltage ControlArm Voltage Control

Low-Level Control

Figure 1.10: Modular multilevel converter low-level control framework with detailed classification of capacitor
voltage control schemes.

Arm voltage control

This first function of the low-level control has for role to pass from the level of the arm to the
level of the submodules by determining the modulation index mxy from the reference of vxy .

To do this there are different techniques, the first is the direct voltage control: mxy = vxy/VDC .
For the high-level control this is equivalent to having done a simple arm-AVM modelling where
it is considered that the behavior of the capacitors is part of an external study, it is assumed
that all the capacitors are balanced at their nominal value VDC/N . The beneficial aspect of this
formulation is the simplicity of calculation while guaranteeing an asymptotic stability, however
parasitic voltages appear in the MMC.

In the case of the closed-loop voltage control, the true total voltage available in the capacitors
of the arm is taken into account. This solution is implemented by the calculation mxy =

vxy/
∑N

j=1 vCxyj . This approach is also relatively simple mathematically if sensors on the set
of capacitors are available, which gives it closed-loop character. In the case where the measure-
ment of the voltages is not available, a solution of estimation or observation is necessary, it is
then qualified of open-loop voltage control. In both cases the parasitic voltages are reduced or even
cancelled [Ang+11; Ant+14; Har+15]. However, it should be noted that closed-loop requires an
additional Energy Control (EC) to ensure stability. Hybrid methods combining measurements
and direct algebraic relations have also been proposed [Sha+16b].

Capacitor voltage control

As presented on Figure 1.10, the capacitor voltage control is functionally made up of a Balancing
Control Algorithm (BCA) role and a Modulation Technique (MT) role. As its name indicates, the
role of the BCA is to guarantee on the scale of the submodules that the capacitor voltages remain
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balanced around their reference value. The goal of the MT is to determine how to modulate
the use of the submodules in each of the arms of the converter. Depending on the switching
frequency range of the switches, the topology of the capacitor voltage control is different. The
advantage of being able to operate at low frequency for a multilevel converter such as the MMC
is to be able to reduce its switching losses while guaranteeing - by its multilevel character - a
good harmonic quality. For such a topology of VSC which can convert up to GW, in order of
magnitude, the losses mitigation is a crucial element because even 0.5% of losses on 1 GW it
already represents 5 MW.

High-frequency In the case of high frequency, the MT which will be used belongs to the Pulse
Width Modulation (PWM) family. This has the consequence of allowing the BCA to work on
the duty cycles and not on the state of the switches directly. In this case, from the knowledge
of the modulation index of each armmxy , the duty cycleDxyj of each one of the submodules of
the converter are determined in different ways.

Within the framework of the high-frequency modulation technique, the BCA - when it is nec-
essary - is carried out before the MT, see Figure 1.10. From the knowledge of the reference of
vxy or ofmxy , its objective is to bring the adapted correction to generate duty cycles by guaran-
teeing the balancing of the capacitors, to then send them to the MT. In [Ser14; Liz+15; Tal+18]
an algorithm of BCA of this type where the modulations indices mxy received from the high-
level control are corrected by the injection of a small δmxy is proposed. A PI-controller aims at
compensating the error on the capacitor voltages which generates a new mxy

′ to ensure an ac-
tive balancing of the capacitors. This approach is then experimentally verified by [Ser14; Liz+15;
Tal+18] on small MMCs.

It has been shown that by using a PSPWM approach to perform voltage reference tracking,
capacitor balancing is also guaranteed without any additional control device under certain con-
ditions, the main one being to have a switching frequency high enough compared to the AC
network fundamental frequency [Ilv+15b]. Even if this ability has only been proven with this
level of detail for this technique of PWM, this does not prevent the use of other methods of PWM
by accompanying the MT with an BCA upstream. In this case the MT takes as input the arm
voltage reference or the mxy index and determines the switching states.

Low-frequency In the case of the low frequency the MT will determine the index of inser-
tion starting from the index of modulationmxy , this index of insertion represents the necessary
number of submodules to include in the arm in order to reach the reference of vxy . Knowing this
index of the total number of submodules to insert in the arm, the BCA will judiciously choose
the submodules to switch, see Figure 1.10.

One of the most popular methods of achieving the BCA in the MMC is the Nearest Level Control
(NLC). The idea of this method is to select the integer number of submodules to be inserted in
the arm to reach at the terminals of this last one the voltage closest to the arm voltage reference
[LM03] associated from the knowledge of the modulation index of the arm. The study proposed
by [TX11] shows the efficiency and the limits of this method as a function of N and of the
switching frequency fs, the larger N will be, the better will be the quality of the arm voltage
reference tracking but this must be accompanied by an increase in fs to be able to make full use
of the N + 1 voltage levels. Compared to a modulation of type PWM, the greater N will be, the
less the benefit of using an PWM to have a good harmonic quality will be interesting because it
is accompanied by more losses by switching, a method of type NLC will be able to reach a very
good harmonic quality with much less losses [Saa15].

The work of [WLK21] presents an interesting general review of Selective Harmonic Elimination
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(SHE) methods for capacitor balancing in multilevel converters of which the MMC is a part.
The beneficial aspect of these methods, as their name indicates, is to allow the selection of the
harmonic content which aims at taking full advantage of the particular capacity of multilevel
converters to allow a clear improvement of the harmonic content of waveforms. Compared to
the NLC, the latter will determine at a given moment the ideal number of submodules to insert
in the from the reference of vxy which is given, whereas the SHE will not only look at the
scale of the instant but will have a longer term vision on a horizon of a fundamental period for
example and according to the amplitude of the reference of vxy , will associate with each instant
of this fundamental period a number of submodules to be inserted with the aim of guaranteeing
a certain harmonic content.

To carry out the insertion of the number of submodules necessary as requested by the NLC, it
is easy to understand that one cannot simply choose to insert the submodules starting from the
first one in the arm and insert them all until the requested count is reached. To do so would have
the consequence of ending up unbalancing the capacitors, so a sorting of the submodules to be
inserted in priority according to the state of their capacitor is introduced by [LM03]. The idea
is the following: from the knowledge of the sign of the current arm, when an submodule has
to be switched, the choice is made so that the submodules presenting the capacitor voltages the
most deviated from their references are inserted if it makes it possible to correct their deviation
from the reference. This algorithm of BCA is a solution which was improved afterwards as
with the predictive sorting [Ilv+15c] where to choose if a submodule is inserted or not the first
step is to calculate a prediction of the value that its capacitor voltage will reach by the next
sampling period. The submodule is then inserted only if this predicted value is close enough to
the reference. This solution makes it possible, for example, to reduce the switching frequency
and the amplitude of the voltage ripples compared to the previous method. Other algorithms
have been proposed such as that from [Saa+15], based on a sorting of extreme values only. This
allows one to strongly reduce the total number of switchings of a same arm.

Another family of technique of BCA is the tolerance band. It is a popular method in power
electronics because it allows one to simplify the control of these systems by taking into account
only one control and modulation step at the same time. The general principle is to switch the
switches when it is necessary, i.e. when the quantity to be controlled goes out of the tolerance
band, which does not guarantee a constant switching frequency. The idea in the context of the
MMC is to define a zone in which the voltages at the terminals of the capacitors are desired to
remain, and the submodules will be inserted according to whether or not they belong to this
zone. Several methods of this type have been proposed for the MMC, focusing sometimes on
the average value of the voltages, sometimes on the instantaneous value [Has+15; Has+16]. The
suggestion of [Zam+16b; Zam17] is to use the size of the tolerance band as a control input to adapt
in real time, which allows one to contain the voltage ripple around the same value whatever the
operating point of the converter.

1.D.1.2 High-level control

Overall the high-level control is conceptually simpler because there is less overlap of roles as is
the case for the low-level control between the Short and the BCA.
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Current control

The objective of the current control stage is to ensure the reference tracking of the different
currents in the MMC. This means guaranteeing that the currents Im, Is, Ic and Io track their
reference by acting directly on the arm voltage references [MLE10; Har+13; Sha+16b; Bou17] or
directly on the arm modulation indices mxy for models employing a more complete arm-AVM
model [Fre+16b; Ber+18; Ber+19].

Depending on the type of modelling used, if all four types of currents are decoupled, then a
current control architecture with four controllers is possible [PRB14; Liz+15]. The configuration
of the MMC allows one to associate Im and Io because Im is the homopolar component that
flows towards the AC network, as well as Is with Ic because Is is the DC component of the
current that flows in the legs from one side to the other. Thus another architectural possibility
is to have two controllers, one for the {Im, Io} set and another for the {Is, Ic} association as
implemented by [Ber+18; Har+13; Har+15]. As a result, the Current Control (CC) is reduced to
two controllers, one to control the current delivered by theMMC on theAC network and another
to control the currents which flow through the arms of the converter. However, an additional
controller can be added to act specifically on the continuous component of {Is, Ic}, i.e. on Is
which - being the current taken from the DC bus - is a main actor in the total energy contained
in the converter, in order to manage the latter [BSD15; Fre+18; Ber+19].

To ensure the role of the controllers of each of these different types of currents a variety of
methods have been proposed, ranging from the most common forms in the industry with the
PI-controller [Ser14; Sha+16b; Fre+16a; Ber+18] to the most demanding forms in terms of com-
plexity of real time calculation with the MPC [DGM14; Gey16; Gey+18; FJB19; Yin+20] pass-
ing through the PR-controller [Teo+06; Har+15], the IMC [Li+17; Liu+17], the LQR [MLE10;
Mün+10; Rak+13; Rak+20], the SMC [Zam17; YSP19], the DBC [Wan+21], and also the CA
[Bou17]. These controllers are implemented with different bases, in the stationnary reference
frame [Har+13; Saa+13b; Sha+16b; Bou17; Jin+21] or in the synchronous rotating reference frame
as for [MLE10; Per+12; Li+17; Ber+18; Rak+20]. This variety of current control approaches repre-
sent different methods to guarantee the current reference tracking of different types of currents
with different performances and different computation times but a current reference selection is
necessary.

Output current reference selection Regarding the AC-side ouput current, it is easy to under-
stand that it can be responsible for the active and reactive power supplied to the AC network. Its
reference can therefore be simply determined arbitrarily or by a power calculation. However it
can also be used to act on the voltage available at the input of the MMC on the DC bus as shown
by [Fre+16a].

Circulating current reference selection This circulating current Ic being present only in the
legs of the converter, it does not directly impact either the current Is coming from the DC bus,
nor the AC output current Io and Im, but it appears in the current of the arm i∗xy in the same way
as the latter three. The presence of Ic in the arm current increases the amplitude of the latter
and thus the conduction losses in the arms. As a consequence, an important part of the work
on the topic of MMC current control has sought to eliminate this circulating current to such an
extent that the name Circulating Current Supression Control (CCSC) has been coined [TXX11;
BDS16; Sun+18; Den+20].

The capacity of the active balancing capacitors, which depends directly on this arm current, can
be modified according to the circulating current which is a component of it. In other words,
the Circulating Current Injection (CCI) can act on the performances of the BCA. The study
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of [Ilv+12] confirms it by showing that the presence of a fundamental harmonic component of
circulating current is able to act on the balance of the capacitive energy contained in the arms of
the same leg, but this component is not the only one to influence the balancing.

In some operating cases it is judicious to inject current into the converter arms in order to act
on the balancing of the capacitors [FG19; Pou+15] or for applications such as the supply of
variable-speed drives [Den+20]. For example in its experimental test the injection technique
from [Pou+15] reduces the ripple of around 30% and [FG19] manages to reduce the voltage rip-
ple frommore than one third, with a 2nd order harmonic injection. The work from [Ber15] offers
to use offline optimization methods to determine the best CCI to be achieved with respect to
a given criterion related to the energy balance of the MMC. The research activities concerning
the control methods of the circulating currents are still a active theme today involving trending
mathematical approches like [Wu+22].

Energy control

The role of the EC is to guarantee a high-level balancing of the energy contained in the arms.
The role of the BCA is to balance the capacitors at the submodules level according to the current
ixy available in the arms as seen previously. However, in order to improve the guarantee that
the BCA will have sufficient current ixy available to guarantee a sustained balancing of the ca-
pacitors, the EC is implemented. Depending on the currents that the CC drives, the EC will use
currents for which no reference is yet imposed, and choose one that will allow them to guarantee
the BCA the adequate current ixy for capacitor balancing.

Source current reference selection Typically, the main goal of the CC will be to guarantee
reference tracking for the current Io, the circulating current Ic will follow a CCSC or CCI
scheme and the common mode current Im - when its existence is possible - will have a zero
reference in order to guarantee the balancing of the capacitors. The closed-loop can then play
on the reference of the current Is taken by the converter on the bus in order to guarantee the
maintenance of the global level of energy in the converter at its reference level, as is done by
[Liz+15; Fre+18].

The use of a closed-loop EC is not mandatory for certain configurations of the converter. Indeed,
as shown by [Fre+18] with its first control architecture which does not have one, it is possible to
ensure a stability of the voltages at the level of the capacitors in steady-state, but without a EC
the value reached by the capacitors in steady-state varies according to the current called by the
AC network. [Ber+18] obtains the same result of being able to guarantee a perennial balancing
of the global energy contained in the MMC with an open-loop EC.

For global energy balancing in the converter, the above approaches realize a control of the total
energy amount of the converter. However, other approaches propose to perform energy bal-
ancing in the arms with the notion of vertical and horizontal or Σ − ∆ control of the energies
[AÄN09; Har+15]. The idea is to make sure that the energy difference between two arm of the
same leg balances around zero and that the total energy contained in the leg follows the nominal
reference. From an energetic point of view, this approach is in direct bijection with the solution
where an energy control is ensured in each arm. But the beneficial aspect of this approach is
to be able to decouple the control of the ∆ energies from the Σ energies, in fact, the circulating
current will be responsible for the exchange of energy between the arms of the same leg whereas
the current Is acts on the total energy of the leg.

32



1.E Control allocation methods for overactuated systems

1.D.2 Families of control architectures for the MMC

As mentioned at the beginning of Section 1.D.1, the control architecture of the MMC must en-
sure a certain number of roles that we have just identified and specified. These roles can be
performed sequentially in the same order as presented by Figure 1.9 but it is possible to adopt
joint or globalized control approaches where the management of several electrical quantities is
done simultaneously. The Figure 1.11 shows some of the other major approaches that can be
considered.
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Figure 1.11: Modular multilevel converter major control architectures.

Among these four architectures, the a) is the most used and the most encountered, both in the
literature [Ser14; PRB14; Liz+15; Sha+16b; Ber+18] and industrially, because it is the one that
presents the easiest implementation. However, the other architectures have undeniable benefi-
cial effects on the ability to guarantee a better control performance of the MMC thanks to the
mutualized consideration of the different electrical quantities and dynamics that interact in the
converter. More details are given in the work of [Gey16] for the case of architecture c), and
in those of [RGM15; MAR19] for architecture d). The work from [BFB19] provides a low-level
control solution that has the shape of that from architecture b).

1.D.3 MMC fault tolerant control

As the MMC is a topology that has the capabilities of having a large number of submodules, one
can legitimately wonder if such a converter can have a fault tolerant behavior and if it is capable
of reconfiguration in case of faults. [LLB13] proposes a nice nomenclature of the set of faults
that can happen at the level of a MMC-based power conversion system ranging from faults at
the submodules level (e.g., a semiconductor short circuit) to faults at the converter and system
level (e.g., DC pole-to-ground). More details about this topic are given in Section 5.E.

1.E Control allocation methods for overactuated systems

The control allocation problems can be characterized by the fact of willing to control a system
havingmore control variables (inputs) than state variables to be controlled (outputs), while taking
into account constraints on the control variables (input saturations). Physically this means that
the same output can be influenced by several inputs, the system is then qualified as overactuated
or that these inputs are redundant. This general definition appeared a posteriori [Dur93] but it
describes well the control problem which is at the origin of the control allocation [Cun83].
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As highlighted by [Cun83], at that time, to control the trajectory of an airplane, the practice
was to use the aerodynamic surfaces of the airplane which one knows, by expertise or piloting
experience, the effect they have on the flight dynamics. For example, to apply a rotation around
the pitch axis, the pilot uses the elevator, for roll: the ailerons and for yaw: the rudder. This
works effectively in practice, howeverwith themeans of study that have been developed since the
advent of aviation, it is observed with the help of models and tests that each of these aerodynamic
surfaces will not only generate a moment along one single axis but an effort along several of these
axes.

During the development of aircraft in the 21st century, guided by the desire to ensure safe flight,
aircraft manufacturers have designed aircraft with a certain level of redundancy for the most
critical parts. This is to ensure continuity of operation even when some of the subsystems fail.
Thus, aircraft have been equipped with a multitude of aerodynamic surfaces to ensure flight path
control even when an actuator failure occurs. Some aircraft with more sophisticated designs may
even have more actuators and degrees of freedom for their control such as flaps, spoilers, and
slats; V-tails that give coupled lateral and longitudinal forces, or tiltable propellers, and thrust
vector jets for example. In normal flight, the aircraft uses the main flight surfaces and when
one of them fails, the corresponding secondary flight surface is used. In the 1980s, a double
observation was made: 1) the aircraft has flight surfaces that are capable of generating an effort
that does not have a single component along one of the flight axes but a main component with
additional components of lower amplitude, 2) the aircraft has redundant flight surfaces of which
only a part is used when it is in normal operation.

It is then that the reflection proposed by [Ryn83] comes in: couldn’t is be possible to use all
the flight surfaces - primary and secondary - in the different flight modes - normal and faulty
- and thus take advantage of the secondary surfaces, most often unused, also in normal flight
mode ? By distributing the effort in this way, the load of the main surfaces would be less for the
same mission profile, which could be beneficial for the onboard energy consumption. Moreover,
knowing the effort components that each aerodynamic surface is capable of generating, it would
be interesting to have a combined use, and determined intelligently, of these surfaces in order
not to generate useless efforts that it is then necessary to compensate by the use of another flight
surface. To seek to use all the redundant aerodynamic surfaces together with a single objective
of tracking a flight trajectory is therefore the first problem of control allocation that is stated: the
system has more control variables control surfaces multiplicity than output variables to control
flight trajectory and these control variables have saturations deflection limitations [Lal85; SGE90].
The goal is therefore to control an overactuated system by taking into account the constraints of
the control variables [Dur93].

1.E.1 The control allocation problem

More formally, by setting U ∈ Rnu the control vector - also called the vector of real control
inputs -, ad ∈ Rna the desired action vector - also called the vector of virtual inputs - and
M : Rnu 7→ Rna the function representing the effectiveness of the control, i.e., the influence
of the control U on the system to be controlled. The objective of the allocation methods is to
find the control U that verifies the allocation equation while respecting the constraints of the
command. The Control Allocation Problem (CAP) is then stated:

CAP : {M(U) = ad | Umin ≤ U ≤ Umax} (1.11)

control allocation refers to a family of control methods that have taken different formalisms in
the literature : [Lal85; Bod02; JFB04; Gro94] but in general these approaches all converge towards
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the same formulation which is described by (1.11).

1.E.2 The control allocator

Allocation problems are encountered when it is necessary to distribute the effort required to
achieve a control objective among a set of control variables. This type of problem was first
encountered in aeronautics when the guidance indicates a trajectory to follow and that to follow
this trajectory it is necessary to generate a moment and a thrust. To generate this effort, the role
of the allocator is to distribute it to all the control surfaces and thrusters, taking into account
their limitations. It then sends each of the control input values to the devices which will steer
the control surfaces and drive the thrusters correctly. It is then understood that solving the
allocation problem is at the heart of a more global flight control law which will indicate the
effort to be provided.

We therefore designate as allocator or control allocator the device which, within the control ar-
chitecture of the system, will have the role of solving the CAP.

Low-level

Inputs

Measurements,

Estimation and

Observation

System

Outputs
Reference

Figure 1.12: Control allocation general framework.

The Figure 1.12 proposes a block diagram illustrating the integration of the allocator in a gen-
eral control architecture of a dynamic system. The role of each block is presented below. The
Figure 1.13 gives an application example of this control architecture using allocation methods.

Higher-level controller From the reference tracking objective imposed externally on the whole
control law, the higher-level control must determine the desired action vector necessary to
achieve the requested tracking performance. This desired action vector is sometimes called vir-
tual effort because it aggregates under a single mathematical entity a set of internal behaviors of
the converter which, from a higher-level point of view, are not interesting to be taken separately
and a single variable to represent them is sufficient. Application: in electrical engineering one
can take the example of a circuit feeding a resistive-inductive load from several buck converters
connected in series as shown on the right side from Figure 1.13. The higher-level controller
would be the current controller that, from the knowledge of the current reference, computes the
desired total voltage which is not a voltage that can be acted upon directly, one is obliged to pass
through a localized action on each of the output voltages of the buck converters to achieve this.
This total voltage is not a voltage directly controllable. Thus, it can be considered as a virtual
voltage, and from the high-level point of view it is the total voltage that matters for the current
and not each of the independent voltages.

Control allocator In order to guarantee that the desired action vector is reached, the allocator
will then distribute the requested control effort among the control inputs while making sure that
they do not exceed their saturation. In some cases rate limitations are also taken into account.
It is important to note that initially the allocator has no vocation to deal with the dynamics of
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actuators or effectors, so one will traditionally see allocation presented as a static process and
the works that take into account the behavior of actuators and effectors will generally specify
that they do dynamic allocation1. In the proposed example, the purpose of the allocator is to
distribute the total voltage desired across the load between each of the buck converters, it can
then determine each of the three voltages, or the duty cycles taking into account the fact that
the sources are not all identical, in both cases those are static allocators. At this point we face
the following problem: all the converters must generate a total voltage of vref . And we have
several duty cycles to achieve this control objective. Therefore, the case of a control allocation
problem defined by (1.11) is found. A trivial solution would be to make each converter generate
vref/3 but this is without taking into account the parameters of each of them which will never
be identical in practice. By taking into account the voltage Ek of each source, the resistance Rk

associated with them and the imposed duty cycle boundaries, one soon realizes that the solution
is non-trivial. In order to bring the allocator to choose physically interesting solution one can
also add a criterion on the ohmic losses in each resistance Rk.

Lower-level controller In allocation terminology, the devices that modulate each of the dis-
tributed efforts are called actuators. The control commands sent by the allocator to each of the
actuators must be guaranteed to be tracked and regulated. For this, an internal control loop of
each of the actuators is necessary. This is the role of the lower-level control. For the given
example, this corresponds to the realization of the duty cycles with a PWM technique.

Actuators and Effectors In the vocabulary of the CA, the effectors are organs capable of gener-
ating efforts that the actuators then modulate. The control orders sent by the control algorithm
will then be received and carried out by the actuators by channelling the effort supplied to them
by the effectors. In our example, the effectors are the voltage sources and the actuators are the
switching cells of the buck converters that modulate the voltage of each source to generate the
output voltages.

System dynamics The effort thus generated by the combination of actuators and effectors will
act on the system dynamics in order to reach the initial control objective. For the considered
electrical system, this amounts to acting on the current through the total voltage generated at
the terminals of the load.
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Figure 1.13: Suggestion of a control architecture based on control allocation for a 3-input 1-output electrical
system example.

The diagram of the allocator within a control architecture of any system, shown on Figure 1.12,
1The use of the term dynamic accompanying the notion of allocation is not consensual and involves a diversity

of at least four different definitions specified in paragraph 1.E.3.5.
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is a general representation allowing to identify the role of the allocation methods in the tradi-
tional case. However, it is worth noting that this architecture is not rigid. First, this architecture
is modular. In other words, several loops containing each one an allocator can be implemented.
Secondly, the allocator is not constrained to hold an intermediate position. Depending on the
system to be controlled, the allocator will hold a higher or lower position in the control architec-
ture hierachy. For example, in our electrical system, it is as if the allocator determined the state
of the switches directly and not the duty cycles.

Before going into more detail on the different families of allocation methods, it is valuable to
highlight the review work on the CA methods, which gives an overview of the different works
in the field of these control methods before getting into their development and use. The work of
[JF13] provides an overview of the different methods as well as the solving algorithms that are
used depending on the nature of linearity of the system under study. A range of technological
fields of application of these methods is also proposed. The study of [Bod02] presents in detail a
variety of Model Inversion Based (MIB) and Error Minimization Online (EMOn) methods with
optimization-based solving algorithms using Linear Programming (LP) and Quadratic Program-
ming (QP). A comparison of the approaches allows us to identify the benefits and drawbacks of
each. Finally, the work of [Här03] gives application examples of the CA to small systems while
still overactuated. This allows a visual understanding of how the allocation works.

1.E.3 Families of CA methods

1.E.3.1 Model-Inversion-Based methods

The definition of the CAP from (1.11) is valid for both linear and nonlinear systems, but early
work focuses on solving the allocation problem in the linear case or, at a minimum, in the non-
linear case linearized around an equilibrium point. In these two cases (1.11) becomes:

{MU = ad |Umin ≤ U ≤ Umax} (1.12)

WhereM ∈ Rna×nu stands for the effectiveness of the control in the case of a linear or linearized
system.

From inverse to generalized-inverse methods

The first allocation methods capable of solving (1.12) did not take long to arrive in the 1980s,
indeed a simple inversion of the matrix M makes it possible to calculate U, hence the name
MIB:

U = inv(M) ad (1.13)
Where inv(.) represents the matrix inversion operation here. HoweverM is not always invert-
ible since the case nu = na is, by definition, quite rare in allocation problems. The first allocation
methods that appeared were therefore based on the inversion of the matrix M , however in the
case of overactuated systems one will be much more often in the case where nu > na. The
allocation methods based on the Pseudo-Inverse (PI) of matrices are then implemented [KH83;
Lal85; MGB89; SGE90] to take into account the cases where M is not square or not of full rank.

U = M+ ad (1.14)

WithM+ = MT
(
MMT

)−1 the pseudo-inverse matrix ofM in the case where it is of full rank.
This solving by matrix inversion does not necessarily allow one to see immediately that U is
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then the solution of a rather simple quadratic programming problem [FS91] which is put in the
form:

min
U

J =
1

2
UTU under the constraint MU = ad (1.15)

The quadratic optimization performed is then an optimization aiming at minimizing a least-
squares cost function which depends on the control. Formulations of the pseudo-inversion
method progressively lead to a more complex optimization:

min
U

J =
1

2
(U−Up)

TW (U−Up) under the constraint MU = ad (1.16)

Where Up is a value of the control vector that it is desired to prioritize, to achieve a given
behavior that minimizes energy consumption for example, andW ∈ Rnu×nu is a positive definite
weighting matrix that prioritizes the different control inputs, which gives the name Weighted
Pseudo-Inverse (WPI) to the allocations using it. The solving is done by Generalized Pseudo-
Inverse (GPI) from optimality conditions using Lagrange multipliers [Dur93; Enn98; SGE90;
VB94] and gives the following solution in the case where M is full-rank:

U = Up +N (ad −MUp) (1.17)

With N = W−1MT
(
MW−1MT

)−1. For the case where M is rank-deficient, several methods
have been investigated such as damped least-squares inverse or the singular value decomposition.
The first solution uses a small slack variable ε that must be strictly positive when M is rank-
deficient, and N is updated to N = W−1MT

(
MW−1MT + εI

)−1. As well as the damped

least-squares inverse method, according to [Lev17], this singular value decompositionmethod can
also be used when M is of full rank. However in the case where it is necessary to update M in
real time for time varying systems, it is faster to make a QR decomposition for that to make a
pseudo-inversion [Här03].

All these methods are based on the principle of inversion illustrated by the equation (1.13), so
if a desired action ad by the system has too great an amplitude, it is possible that the control
U will also reach a very great amplitude at the risk of exceeding the limits admissible by the
actuators. The quick solution to this problem is simply to clip the components ui that exceed
their boundaries on right on their boundaries. But this leads to obtaining an action vector a
which is different from the desired action vector ad since the values finally given to U are not
those coming from (1.13) but the latter to which a post-processing has been applied to ensure
that the bounds are not exceeded so there is no longer any guarantee that the allocation equation
(1.12) is verified.

Redistributed-pseudo-inverse methods

New allocation methods are then introduced which are based on the principle of redistributing
themissing effort δa = ad−a on the other control variablesuiwhich are not yet saturated. These
methods are based on the fact that when the control variables ui start to reach their saturations,
they do not all reach their limits at the same time, there are still uj ̸=i which are still free. The
principle consists therefore in using these control variables uj ̸=i initially calculated ideally by
(1.13) and which, being not saturated, still represent a degree of freedom. They are then adjusted
to try to get as close as possible to the cancellation of δa, which is a = ad.

Adaptive weighted pseudo-inverse A first solution directly in continuity with the previous
ones, that [BM02; YSX16] implement, is to use a pseudo-inverse by adapting theweightingmatrix
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W in the course of time to take into account the limitations of the control and the rate constraints,
it can be considered as an adaptive WPI.

Redistributed pseudo-inverse Another solving algorithm is studied by [Dur93; VB94; IP06;
Shi+10; ASC19]. In this case the determination of the control is done in several steps, the first
step of the redistributed pseudo-inversemethod is to perform a pseudo-inversion or a generalized
inversion in order to solve the unconstrained control allocation problem. If the obtained solution
does not saturate then it is kept which is optimal from the point of view of the preceding criteria
and the allocation is done, in the contrary case, a second stage takes place: the saturating ui
are frozen at the exceeded bound and the ui still free are used to reduce the gap between the
references to be reached and what the staturated ui already allow. This step is then repeated
until the first of the two conditions having all the ui saturated or δa = 0 being satisfied.

Daisy chaining Another method is introduced as an alternative to the RPI [Ada+92; BE96;
BE92]. The ui are grouped by packs, each pack is assigned a priority number. The allocation
is then calculated so that the group with the highest priority satisfies the allocation equation, if
this is the case without saturation of the ui, then iterations are stop there and the ui of the other
packs will not have been used. In the opposite case, when some ui of the first pack saturate,
the current pack is frozen and the algorithm moves on to the next priority pack: they must be
calculated to satisfy the allocation equation, taking into account the fact that the ui of the first
pack now have values which are assigned to them. If the ui in this pack are saturated, then the
logic is continued by moving on to a new pack, otherwise the alogirthm stops here and send the
control.

Exact null-space Another solution analyzed by [KH83; BD95a; MLY20] tries to take advantage
of the null space of M to allow itself a virtual saturation which has no effect on the gener-
ated action vector. The first step also consists in applying the generalized inversion, then in
the case where the control exceeds its saturations, the computed control receives the add-on
δU = α ker(M) to make the allocated control U = pinv(M) ad + α ker(M) complies with
its bounds without affecting the achievement of ad since M ker(M) = 0. The scalar α is then
determined so that the control U applied to the system remains between its bounds. However
this is only possible if ker(M) has the power to act on all the ui that reach their limits, and
that the unsaturating of one of the ui by adding δU does not saturate another component of the
control vector.

With these redistribution methods better results are obtained than with the simple inversion
methods since one can have a better guarantee that the desired action will be reached. But
overall, the inversion methods take into account the bounds on the control variables, which
decreases their efficiency. The iterative mechanism of RPI gives suboptimal solutions and one
cannot guarantee the optimality of the solutions because one bounds oneself by successive steps
on the freedoms of ui [Bod02]. Concerning the DC, the solutions that is found with this method
are necessarily sub-optimal because of the fact of fully exploiting several subsets of ui and not
all the ui in one go [Här03].

Generally speaking, concerning this family ofCAmethods, the methods based on the principle of
model inversion are rather simple and quick to implement, which explains why they are the most
popular family of methods in the literature and are still used today [WY22]. However, although
some of them are associated with an optimization criterion, they do not present a real optimality
to determine the control to allocate in real time compared to the other available methods because
they do not take into account the constraints a priori [Bod02; Här03]. However, redistribution
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methods are slightly more efficient because they aim to take these into account, but their iterative
process makes them slower and more complex to develop. These identified characteristics allow

to fill the comparative Figure 1.15.

1.E.3.2 Minimization online methods

To improve the efficiency of the allocation, methods based on online optimization appear, helped
by the increase of the performances of the real time computers. The objective of these methods is
to take into account the constraints of the control a priori, and therefore to consider the allocation
problem (1.12) as a whole from the start and not just the allocation equation separately from the
limitations of the control. Since one cannot guarantee that the allocation equation will always be
verified, because of the bounds of the ordering variables, it is necessary to allow for a deviation
from the realization of (1.12), the ordering deviation e is then introduced:

e = MU− ad (1.18)

The first objective of the optimization is tominimize a criterion function of e under the constraint
of the bounds of the control as well as the model of the system, in other words, the capacities of
the control U to achieve ad.

Direct allocation methods

A possible approach to realize this optimization in real time is the Direct Allocation (DA) [Dur93]
it consists in making sure that the a reached is at least collinear to ad. The determination of the
control solutionU is done in two steps: the first is to findU solution of the allocation equation by
the methods of PI, WPI, or GPI. IfU does not saturate then it is applied, otherwise this solution
U is forgotten and the following optimization is solved in real time:

maxU,α J = α
u.c. MU = α ad

Umin ≤ U ≤ Umax

0 ≤ α ≤ 1

(1.19)

This idea of conservation of the vector orientation is quite interesting in the case of the notion of
generated effort and of CA used for motion control. Because in the case of saturation and failure
to reach the effort vector required to give the system a certain acceleration, the fallback solution
will be one that gives an effort in the same orientation and therefore an acceleration that goes in
the direction required even if it is less than that desired by the higher-level control.

Compared to the first solving algorithm [Dur93] improvements have been made that are based
on various data structures, enumerations and representations [Dur94a; BD95b; Dur94b; Dur99]
and also LP [Bod02; PB05]. However, when using this method, it is necessary that U = 0
either feasible and if ever two ui have a collinear effect on the respect of the allocation equation
then it will be necessary to modify their weighting in the criterion in order not to encounter an
indetermination [Här03]. In the case of nonlinear systems, the formulation is relatively similar
[VD01; DS02; BD04b], but the use of other optimization algorithms allow the consideration of
nonlinear constraints and criteria.
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Error minimization online methods

In the case of the EMOn, the determination of the control U is done directly by real time op-
timization at each sampling period of a criterion which depends directly on the deviation from
the allocation equation e: 

maxU,e J = f(e)
u.c. MU = ad

Umin ≤ U ≤ Umax

(1.20)

But a second optimization criterion can be formulated to represent the preference that U take
the value Up: J = g(e,Up) [Bod02]. Functions f(·) and g(·) depend on the programming
formulation choice, the most proven possibilities are discribed below.

Linear programming A first approach is with the use of LP [Par89; Bod02]. This corresponds
to a cost function using l1-norm,∞-norm or a combination of both, the optimization is then put
in the form by reformulations into the standard LP forms via the introduction of slack variables.
The most common solvers are the Simplex, Active-Set and Interior-Point methods [NW99]. A
motivation for the choice of l1-norm is that in general, a LP can be solved faster than a QP
[Bod02; Här03]. [Bod02] develops a Simplex algorithm dedicated to CA by caring about the
cycling behavior that may appear [Dan51] and implementents an anti-cycling procedure. It then
shows that the complexity is undoubtedly within the capabilities of current embedded computer
hardware technology. When comparing LPwithQP, l2-norm as well as∞-normwill tend to use
more ui and in a balanced way while the l1-norm will tend to use as little as possible of ui and at
the maximum of their potential [Här03; FBA09; FB10; BF11]. The l1/∞-norm mix appears to be
more robust to actuator failures and less sensitive to nonlinearities of the system. l1-norm and
l1/∞-norm show similar computation time, which is explained by the fact that both are based
on LP [FB10].

Quadratic programmingWith the l2-norm, the control allocation problems leads to a QP that
are solved with numerical algorithms like Active-Set or Interior-Point [Här03; PB05; PB06]. An
iterative Fixed-Point Method has also shown to be efficient in some cases [Bur+01]. However,
the Fixed-Point Method has shown to be recursive and long to converge in addition to being very
sensitive to ad [Bod02; Här03; FB10]. The Active-Set is an iterative algorithm which, starting
from the unconstrained solution, searches for the optimum solution iteratively by activating the
violated constraints and deactivating those corresponding to search directions [NW99]. Active-
Set has a very good convergence rate which is helped by the warm restart capability of [Här02a;
Här03], and provides quality suboptimal solutions. About Interior-Point now, the more decision
variables there are, the faster Interior-Point is compared to Active-Set, and its convergence rate
appears to be more constant according to the number of variables [Här03; FB10; PB05]. In addi-
tion to these algorithms whose performance has been proven, new ones have recently appeared
inCA [Liu+21] using the Operator Splitting Quadratic Programming [Ste+20] whose comparison
with previous algorithms in CA may be an interesting prospect for investigation.

Nonlinear programming The use of nonlinear programming for control allocation was pro-
posed in [JFB04; Poo+04]. In [JFB04] it was shown how formulations similar to (1.20) could be
addressed by locally approximating the cost function by a quadratic cost function, and lineariz-
ing the constraints. Compared to conventional control laws, [Bur+01] shows that this control
allocation approach is more effective. control allocation with nonlinear models are studied using
NLP in [Ma+08]. A Nonlinear Programming (NLP) approach to nonlinear constrained control
allocation is performed in [TJ05b], which uses a multi-parametric NLP solver that shows com-
putational effectivness.
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Although developing a generic nonlinear CA algorithm capable of adapting to any cost criterion,
model and type of constraints, it is relevant to study dedicated control allocation formulations
for specific subclasses of systems, nonlinearities and constraints. By designing a CA algorithm
tailored to systems with given properties it is possible to have allocation solvers that converge
to optimal solutions much faster without excessive computational effort.

Mixed integer linear programming In some cases of systems, it happens that it is possible to
formulate the allocation problem in the form of aMILP using piecewise linear functions [BD04a].
In this case it is a Branch-and-Bounds, mixed-integer program is much more difficult to solve
than a LP. However, efficient simplifying approaches have been proposed such as enumeration
methods of discrete possibilities in association with QP. It enables to solve practical noncon-
vex control allocation problems [Joh+08; RS09]. MILP is particularly suitable when system has
discrete control as in a spacecraft with reaction jets that are on/off input variables [DGN09].

This family of methods involving online optimization are more complex to develop and slower
to execute in real time compared to the family of inversion methods, however they are ahead of
them on the overall efficiency to solve (1.12) since they take into account the constraints from the
formulation of the online optimization. These identified characteristics allow to fill the comparative

Figure 1.15.

The work on allocation methods has now reached a stage where, starting from simple and fast
methods, it is now possible thanks to online optimization methods to solve (1.12) fully and ef-
ficiently. So the control allocation problem initially raised would finally be solved after about
twenty years of work ? No, because themethods using optimization algorithms are quite efficient
but the real time execution represents a certain cost in computational resources. The question
then arises as to whether it would not be possible to design a new family of allocation methods
that would guarantee the optimality of the solution while requiring less computing capacity in
real time.

1.E.3.3 Error minimization offline methods

The Error Minimization Offline (EMOff) allocation methods are developed in order to ensure the
optimality of the solutions with less computation in real time. The principle of these methods is
to start from a model of the dynamics of the system that is sufficiently faithful to then formulate
the optimization to be carried out and then solve it analytically in order to deduce a deterministic
expression for the calculation of the controlU. However, although the model of the system used
is faithful, it is always possible to have small deviations from reality, disturbances or modelling
uncertainties that alter the performance of the system. Thus, after analytically calculating the
solution of the optimization, the implementation also takes into account a procedure of updat-
ing the control in real time in order to make it converge, in spite of the possible disturbances,
towards the optimum which is then adapted according to the state of the system [Joh04; Lia+07;
TJ08; TYK17; CB19]. This convergence is then guaranteed by the intermediary of a function of
Lyapunov judiciously chosen and which is expressed from the Karush Khun Tucker (KKT) con-
ditions of optimality [Kar39; KT51]. Avec with such a method, the convergence to the optimum
should be asymptotic, however these methods are adapted to ensure a convergence in a finite
and controlled time to the optimum [Lia+07; Ben+09].
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Dynamic optimization seeking [Joh04] formulates the nonlinear optimization control alloca-
tion as a control Lyapunov-function and use Lyapunov-design methods. The effects of internal
dynamics and minimum phase properties are studied in [Ben+09]. Disadvantages of the dynamic
optimization seeking methods include possible convergence problems in case of non-convex cost
function and constraints, similar to the NLP approach.

Adaptive control allocation [TJ05a; TJ08] propose an adaptive approach where uncertain pa-
rameters in the model are stably adapted using an adaptation law that is designed by augment-
ing the control Lyapunov-function in a standard way. This framework was further extended
by [TJ07; Lia+09]. [TYK17] shows that the proposed adaptive control allocation method will
not violate the ordering constraints. An advance of the method is proposed for a discretized
implementation by [TY21].

Although very efficient from the point of view of the solution obtained compared to (1.12) and
requiring little computation time in real time, compared to the different families of methods
presented, these are among the most complex to develop and implement. These identified char-

acteristics allow to fill the comparative Figure 1.15.

1.E.3.4 Artificial intelligence methods

The now rapid expansion of the development of artificial intelligence has also spread to the
allocation methods with the Artificial Intelligence (AI) control allocation. However the first al-
location methods using artificial intelligence are not so young, first works date from the 1990s
[Gro94] in the laboratory of Dr. Wayne C. Durham. For the moment it is possible to classify the
works in two branches.

Articifial neural network allocation As in the case of [Gro94], the first methods to be devel-
oped are those using a neural network whose goal is to learn the optimal relation between the
requested action and the value to be allocated to the control [Sku+18; Hua+18; Kha+22]. These
allocation methods are based on a single neural network. The results obtained by [Sku21] do not
show much difference on the application case compared to the GPI, the advantage of the ANNA
remains however to be trained offline and can thus be fast to be executed in real time, which is
confirmed by [Kha+22]. However if an actuator becomes faulty online, the ANNA is not able to
adapt on its own, it should first have been trained offline with that actuator down. Moreover,
with the proposed formulation the input saturations can be violated online even if the ANNA
was trained not to, so the constraints would need to be enforced in this case. [Kha+22] makes a
comparison of this method with the EMOn QP, the efficiencies are comparable but the trained
network is much faster to converge to the optimal solution in real time for this class of systems
whose nonlinearity is considered.

Reinforcement learning allocation But there is another trend that is emerging: the use of
reinforcement learning [SB18] for the CA. The idea here is to use two neural networks that
feed each other: the l’Actor-Critic. This allows, in real time, both to learn the dynamic behavior
of the system and to optimally steer by maximizing a reward function, which is similar to the
opposite of the cost function to be minimized for the optimization-based allocation methods seen
previously. Overall, the use of artificial intelligence for the CA still has some potential since it
has been little explored so far [VK19; KLL20]. The method of [KLL20] starts by establishing a
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state model of the allocator, the state vector of the allocator is then used to design an optimization
criterion that depends on the control and an additional penalty representing the constraints to be
satisfied. Together, the state model of the allocator and the optimization criterion form a dynamic
programming problem. The solution is then done by model-free RLA in real time which aims at
learning the best allocator state-space model input vector.

From the studies carried out so far, it is shown that these methods are efficient to solve (1.12) and
require very little computation time in real time. They nevertheless require a training time that
the other families do not have. These approaches remain among the most complex to develop
and implement.

However, at the moment, the methods of artificial intelligence based on CA present too few
elements of comparison with the other families of methods to draw general comparative con-
clusions, which opens perspectives of investigations and improvement of the existing. Their
efficiency compared to other methods remains to be proven. These identified characteristics allow
to fill the comparative Figure 1.15.

1.E.3.5 Dynamic control allocation

Until now, the families of methods presented have been presented without any particular dis-
tinction between static CA and dynamic CA. This is because for the majority of the presented
methods, they are formulated in the form of static allocation but can be just as well implemented
in the case of one of the possible forms of dynamic. However, it is necessary to draw the atten-
tion of the reader to the fact that the notion of dynamic allocation can represent a wide range of
definitions. In the context of allocation, dynamic is used to mean:

• The fact that the dynamic lower-level of actuators and effectors is taken into account [TJ07;
TJ08; TJ10]. The objective is then to always determine the same control but taking into ac-
count the lower-level dynamic behavior to better anticipate the actions to be taken on the
system.

• In the case where the allocator has its own dynamics in the form of a state model for example
[Zac09; Boa+10; KLL20; Lim+21b; Lim+21a].

• In the case where the allocation equation contains a desired action vector that aggregates past
values of the system behavior over a given time horizon to determine the future control to
allocate [Här02b].

• That the allocation, which is well implemented on a static system model, is accompanied by
a law of dynamic update of parameters in real time, as it is the case for [TN11] based on the
work of [Joh04].

• That the optimization carried out is done in real time, on line, in concordance with the works
of Bellman on the dynamic programming [Bel56] as [KLL20] does.

A dynamic control allocation approach is presented in [Zac09]. It is designed to allocate the con-
trol effort while the superfluous input variables are allocated through a dynamic allocator state-
space model that can be tuned for optimizing secondary objectives and constraints. The work
from [Lim+21b; Lim+21a] extends this dynamic allocation method to a more general scenario,
including the capability to deal with a wider class of cases and implementing an optimization
that makes it possible to minimize energy consumption in the actuators. This extension is made
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possible thanks to the co-design of an allocator along with an anti-windup strategy for the global
controller of the system.

1.E.4 Comparison and combination of the CA with the MPC

When the focus is on allocation methods and more particularly on methods of type EMOn, the
control allocation then appears as a real time optimization control method in the same way as
the Model Predictive Control (MPC). It may therefore be interesting to highlight the differences
between these two approaches to control.

On the one hand the MPC [Ric+78; GPM89] first is based on a method of control by on-line
optimization with taking into account the dynamics of the system to make a prediction on a
given horizon and steer the system in an optimal way towards its objective with this capacity
of anticipation. The optimization is done at the current control time taking into account the
predicted behavior on several future sampling periods and the addressed system does not nec-
essarily present any input redundancy. On the other hand, the CA is initially characterized by
the distribution of effort among the redundant control inputs at the current sampling time, and
when dynamics are taken into account, the prediction is done with a time step horizon. The
direct consequence is that the CA has much less decision variables than an MPC driving the
same system, making its real time execution much faster than the MPC. For the same real time
computer, using the CA is possible for systems with a larger bandwidth than the MPC is able to
handle.

Comparatively, the strength of theCA is to be able to quickly distribute the control efforts among
a large number of redundant control inputs, while the strength of the MPC is to anticipate the
dynamic evolution of the system with an adjustable prediction quality. As a consequence, work
has been proposed to associate the two approaches of control by optimization in the form of
the Model Predictive Control Allocation (MPCA) with the objective of coupling the prediction
capacity on a long horizon with the capacity to quickly find a trade-off optimizing the use of the
control inputs.

Some MPCA taking explicitly into account the dynamics of the system have been introduced
[Luo+04; Luo+05; Bor+05; Luo+07]. It has also been shown by [Han+11] that the use of QP
for MPCA allows the implementation with current off-the-shelf computer technology. With the
prediction horizon the MPCA has shown to be an interesting approach for fault-tolerant control
allocation [JBL08]. Recent work using MPCA show a clean, pedagogical and explicit realization
which can allow a first approach to the implementation of the MPCA [Kha+20; Kis+19].

1.E.5 Control allocation features

Key features

In general, the strengths that have been highlighted in this presentation that characterize the
allocation methods are the following ones. They are graphically summarized by Figure 1.14.

• Ability to distribute the required control objective among all input control variables.
• Capability to allocate optimally while fully accommodating to the constraints.
• Optimal real time control ability that is fast and within the current capabilities of embedded
computer hardware.
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• Possibility to tune the desired dynamics through a reference model in closed-loop [Bod02;
LBF22].

• The capability to provide fault tolerant control by adapting the control allocation law or by
reconfiguring the allocator in case of a fault.

Control allocation is also an effective approach for Fault-Tolerant Control (FTC). Once faults
are identified, they can be modeled as a reconfiguration of the allocation equation, either by
changingM or ad or the boundsUmin andUmax, or both. For example, in the case of an actuator
constrained in a certain fault state, this configuration can be taken into account by setting the
lower and upper constraint limits to the enforced value of the actuator. Another solution could
be to act on Up which could then be set to the enforced actuator state as in [Sch+04]. Another
possibility, when the WPI method is used, is to adapt the W weighting to ensure that the faults
are distributed appropriately among the fault-free effectors without reconfiguring the high level
controller [AE08]. Another reconfiguration method based on pseudo-inversion is implemented
by [MLY20] which takes advantage of the null-space.

The suggestion from [ASC19] to use the RPI in a modular way makes it possible to ensure a fault
tolerant functionality without having to reconfigure the control agorithm, in essence the formu-
lation works in both cases, healthy and faulty. A robust control method aims at guaranteeing the
closed-loop stability even in case of a fault. Moreover, it has been shown that the fault tolerant
control can deal with weakly input redundant systems.

Some have even suggested to take into account the actuators dynamics in their reconfigura-
tion algorithm [CJ14]. A finite-time control reconfiguration technique that ensure performances
recovering despite actuators faults is then introduced. In [CPJ18] a complete architecture is for-
mulated, for the class of input affine nonlinear systems, with fault detection and confinement
allowing to design a reduced order allocator when fault occurs. A different FTC with adaptive
control allocation using a Lyapunov function was developed in [CB21].

Based on a formulation of the EMOn QP allocator which takes into account a real time adap-
tation from the beginning, [LZS21] introduces an algorithm whose one of the advantages is its
capability of addressing unknown actuator faults online without reconfiguring the controller.
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Figure 1.14: Graphical representation of the key features from the control allocation methods.
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Comparison of the control allocation families
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Figure 1.15: Main control allocation families characteristics comparison.

From the characteristic elements given in the description of themethods above, a general compar-
ison of the different families of methods is possible on the criteria of Efficiencywhich represents
the global efficiency of the method to solve the CAP (1.11)1, de Optimality which represents
the optimization character of the method, at which point it uses an optimization to determine
the order2, of Simplicity which qualifies the complexity to develop and implement the method
in real time, and of Real time speed which represents the computation time needed by the
allocator in the embedded computer hardware.

From the elements of comparison proposed by Figure 1.15, themethods ofEMOn present a better
efficiency than the inversion methods and an efficiency comparable to the offline optimization
methods and seem for the moment to be as comparable or even superior to those using artificial
intelligence. As far as optimality is concerned, the EMOn are the most optimal with a computa-
tion of the control that is entirely based on an optimization. They are however more complex to
develop than the inversionmethods, simpler than the two other families. Concerning the speed of
calculation, the necessary iterations in real time make them the slowest methods. These EMOn
methods thus appear to be a good compromise between efficiency, optimality, and simplicity
of implementation compared to the other methods. Moreover, although they are generally the
slowest in real time, the works implementing them have shown that embedded computer tech-
nologies are capable of executing them sufficiently quickly compared to the control objectives.

1For example, one can have a method without optimization such as the RPI which takes into account the con-
straints a posteriori, which is more efficient than the PI for example which just clips the exceeding control variables
to its boundaries.

2For example, the EMOn QP corresponds to an optimization of a linear criterion on the allocation error but the
WPI also corresponds to a quadratic optimization on the control variable, hence the necessity to introduce Efficiency
as an additional criterion.
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1.E.6 Current trends in contol allocation

Methodological trends

In terms of the development of methods for CA, those that are currently the most novel are those
usingAI algorithms. The use of artificial intelligence to solve the control allocation problem being
new, this constitutes an area of investigation for which there are problems to be solved such as
the respect of constraints in real time or opportunities for performance improvement compared
to the current state of these methods. Comparison work with current methods also remains to
be done to fully evaluate these new approaches to solving the CAP (1.11).

Technological fields trends

Concerning the use of allocation methods in physical systems, the domain of predilection of the
CA remains the aeronautics from the begining [Cun83; Lal85] up to now [TYK17; KW21; San+21;
PBW22; Yan+22]. In general, the CA has been mainly used in the field of motion control until
now with applications in space [Par89; Jin+06; DGN09; Boa+10; Shi+12; Wei+21], ships [Sør97;
Joh+03; Sør11; Sku+18; Liu+21], in the underwater vehicles [FS91; SPA02; IP22] for the ground
vehicles [WH00; TJ05b; Tag+09; CW12; Wei+22] and robots [KH83; Kha+20]. However, recently,
these allocation methods are spreading to other domains than motion control such as electrical
engineering.

The first works in this domain focused on the 2-level 4-leg [Bou+15; BBF18; BFB19], which
introduce for the first time in this domain the allocation methods using more particularly the
EMOn LP by the Simplex algorithm of which a form dedicated to the CA is programmed for
a real time execution on FPGA. This work makes it possible to introduce a new PWM method
which, depending on the setting of the real time optimization, allows a trade-off between already
known PWM techniques [BFB16]. The results of this work are partly gathered in [Bou17] which
proposes an explicit pedagogical approach to visualize how it is possible to take advantage of
allocation methods for the control of redundant electrical systems such as the flying capacitor
converter too. [BFB19] proposes a first cascade implementation of the control allocation law for
the MMC. It shows that in simulation the EMOn LP with a Simplex solver is able to meet the
challenge of hierarchical ordering in a particular case of MMC.

More recently [Kre19; Kre+21] studied a redundant heterogeneousDC power supply by using the
methods of EMOn QP with a Active-Set solver. This work proposes a different approach to the
control of a multi-terminal power system, compared to droop-control [Gue+11] and to balanced
current sharing [Cid+11] methods where the reference tracking objectives of voltage and current
are seen as competing objectives, the allocation in the case of the [Kre19] system introduces a
different approach where they are seen as complementary objectives. Consequently, it is possible
to satisfy them simultaneously. The allocation is then used to decide how to perform the current
sharing between the different power sources of a single load. It is shown that, depending on
the setting of the different criteria in the cost function of the optimization, it is possible to tune
the current sharing behavior that one wishes to minimize the conduction losses for example.
Experimental validation shows the value of the introduced approach.

It is also interesting to note a recent development in the field of nuclear fusion with [GS21]
which proposes the implementation of an allocator to distribute the control effort of an inter-
nal control loop of the ITER. A first allocation method of type EMOn QP is proposed then a
method of EMOff ACA method using a Lyapunov function to dynamically adapt the allocation
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is implemented.

1.F Conclusion

With the first developments of the control allocation methods in electrical engineering which
show to be functional and effective to answer the encountered control problems, they bring new
results in simulation and experimentally which attest an improvement compared to the existing
control laws.

The control issues that the MMC must face, such as current reference tracking, the global energy
balancing and the capacitor voltage balancing, are complex and coupled. The modular structure
of the MMC first and then the modelling work give it a large number of control variables that are
the switches - or duty cycles - of the submodules. The more submodules an MMC has, the more
degrees of freedom are available to control the power flowing through the system. To generate a
voltage at the terminals of an arm of the converter, several solutions of cooperative contribution
of the submodules of this arm are possible, a redundancy of the actuators - that are the sub-
modules - is identified. To generate a given output current, several arm configuration solutions
are also possible. Thus the allocation methods, whose main feature is to control overactuated
systems, are particularly suitable for the control of the MMC.

The development of allocation methods in the framework of the MMC is thus a relevant and on-
going field of study to be addressedwhich has the potential to bring a particularly adapted answer
to the control problem of such a converter, modular and scalable in voltage and power, presenting
a significant number of redundant degrees of freedom. Consequently, the work presented here
is entitled:

Scalable Control Allocation Methods for the Modular Multilevel Converter
from Modelling to Real Time Implementation

The family ofEMOn having shown to be a good trade-off between the different control allocation
methods, they are the ones mainly used in this study. However, the MIB methods are also used
for their simplicity in a first approach. Concerning the EMOn methods, the choices are the LP
and the QP which are solved in real time. For the LP, it is the Simplex solver from [Bod02] which
is used as well as the Interior-Point from [PB05]. In the case of the QP, it is first the Active-Set
Weigthed Least Squares of [Här03] then the Interior-Point of [PB06] which are implemented.
These two last algorithms are currently freely available online in the archive [Här] Among the
algorithms of the archive, the Weigthed Least Squares is chosen for the performances which it
shows compared to the other available formulations.
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As it was presented in Chapter 1, the modelling of the considered converter involves two chal-
lenges:

• The low-level modelling describing the relation between the switching states of the submod-
ules of the MMC and the various electrical signals - with the capacitor voltage, as the main
one - as well as the arm voltages.

• The high-level modelling describing the relation between the arm voltages and the four types
of currents flowing through the converter. This modelling step can also take into account the
relationship between these currents and the different powers involved in the power conver-
sion.

As shown on Figure 2.1, each of those two modelling objectives are adressed in two steps. The
first of these two goals is addressed in this chapter, while the second is addressed in Chapter 3.
The order in which these two modelling steps are presented follows the physical causality of the
system: from the low-level control variables that are the switch states to the converted electrical
powers.
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Figure 2.1: Overview of the modelling objectives from Chapter 2 and Chapter 3.
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2.A Research axis: towards a generalization of the models

The choice of contributions to the modelling of the MMC has been turned towards the explo-
ration of new models more general than those available in the literature. One of the interesting
features made possible by such models is the development of generic control algorithms that are
able to adapt to different systems without having to make major modifications to the control
system.

Low-level model

About the low-level part first, willing to describe the dynamics of the most common submodule
types in the MMC that the objective to have a single model able to model their behaviors was
formulated. [Mar18] presents a variety of different SM topologies that exist and have been de-
signed to give the converter different operating properties. However, the SM-HB and SM-FB
topologies are, for now, the most widespread in the MMC because of their design, operation and
control simplicity [Mar02; LM03]. The role of Section 2.B is to develop these models to the level
of detail necessary for the low-level control of the converter.

Outline

Section 2.B, will detail the low-levelMMCmodelling step by first establishing a functional model.
Then, the detail of its physical representation will be increased. The final step will derive a
generalized scalable model ready to be used for the control. The models developed here will be
used afterwards in Chapter 5 to design the CA. Finally, Section 2.C will conclude this chapter.

2.B Low-level modelling: from the cell to the converter arm voltages

Even if there is a generalization goal in the proposed models, there is a significant diversity of
usable submodules as examples are given in Chapter 1, this diversity of SM topologies is too
large to be able to make a general analytical detailed model of the submodules. Topology choice
is therefore necessary although restrictive for the generalization of the low-level model. The
general objective of the work presented in this manuscript is to develop a new control method
for the MMC. The choice is therefore made to start showing the efficiency of these methods
on simple topologies of MMC to then open the perspective of a use of these methods on more
complex topologies, the developments will thus focus on submodule topologies which are today
those most present in the MMC. It happens that they are also the ones that appeared first: the
SM-HB and the SM-FB. Both of their electrical diagrams are shown on Figure 1.1.

Eventually, switching states will have to be controlled in order to impose a given behavior to
the submodules, depending on the voltage level that it is desired to have across the capacitors or
the voltage level across the submodules. The objective of the control model developed here is to
describe the influence of the switching states specific to the submodules on the electrical signals
associated with the latter.

The modelling approach will display a gradual complexity, the SM-HB will first be approached
and a functional detailed model without semiconductor resistance will be established, then it will
be the turn of the SM-FB. Then the functional physical detailed modelling with consideration
of a part of the losses in the form of a conduction resistance will be derived for both types of
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i∗xy
iCxyj

vxyj

S
f
xyj

Figure 2.2: Electrical diagram of the SM-HB with the detail of the blocking and faulty switches.

submodules. For each level of complexity of the models, it will be sought to express iCxyj , vCxyj ,
vxyj , vxy , and even P loss

xyj when the model allows it, according to the state of the switching cells
of the different submodules: Sxyj and S′

xyj .

2.B.1 Submodules functional detailed models

2.B.1.1 Functional detailed model of the half bridge submodule

The model that is proposed in the first approach is intended here to be an improvement of the
model proposed by [Zam17]. Indeed, in the case of the model (1.3) presented in Chapter 1, a
simulation which would use this entirely analytical detailed model is not able to fully represent
the behavior of the capacitors in the case where a negative current is imposed on them even
though the voltage at the terminals of the capacitor is zero. While keeping an analytical approach,
the functional detailedmodel, i.e. without resistance, proposed here takes into account this aspect
but also provides a condensing procedure of the model which will be followed throughout the
chapter in order to be able to provide the control algorithm with a formulation that is easy to
manipulate.

In order to go into the development of the submodules model, Figure 2.2 introduces a more
detailed representation of the internal constitution of the half-bridge submodules as used by
[Zam17].

As introduced in [Saa+16], the following different states of the half-bridge submodule are con-
sidered:

• Connected, or Inserted: In this state, the capacitor is connected to the arm, Sxyj = 1.
• Disconnected, or Bypassed: In this state, the capacitor is disconnected from the arm, Sxyj = 0.
• Blocked: In the blocked state, Sb

xyj = 1, both the upper and lower transistors are open, and
Sxyj losses controllability of the submodule.

• Faulty: This faulty state is a particular state of the whole SM and not only of a switching cell
as it is the case for the other binary variables. In this state Sf

xyj = 1, and neither Sb
xyj nor

Sxyj have the possibility to influence the behavior of the submodule

In normal operation, neither the blocked state (Sb
xyj) nor the fault state (S

f
xyj) will be activated.

An algorithm for supervising the state of theSMs and the current flowing through theMMCwill
be able to decide in real time to act on these states if necessary. The control algorithm for the state
of the switching cells (Sxyj) will have to adapt to what is forced by the supervision algorithm
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in order to continue to guarantee the best possible reference tracking for the arm voltages while
guaranteeing the balancing of the capacitors.

The three types of variables Sxyj , Sb
xyj and Sf

xyj are variables which are used to impose an op-
erating state to the associated SM. They are thus all three control variables of the SM. Although
they are control variables, the value assigned to them will be determined by a supervision algo-
rithm which will decide what to do for special operations. What is considered as the low-level
control is therefore the algorithm computing the value to assign to Sxyj while taking into ac-
count the values of Sb

xyj and Sf
xyj already assigned by the supervison algorithm considered as

being part of an upper level in the hierarchy of the control architecture.
Figure 2.3: SM-
HB in its active
state.

Figure 2.4: SM-
HB in its passive
state.

From the influence of the variables Sxyj , Sb
xyj , S

f
xyj and the associated switches on the behavior

of the submodule, it is possible to derive the evolution of the electrical signals iCxyj , vCxyj , vxyj
and vxy which are directly linked to the considered SM and its state. For that, the use of a truth
table will make it possible to extract a formula of the submodule state in the form of a logical
equation.

For example, for the state characterized by Sxyj = 1, Sb
xyj = 0 and Sf

xyj = 0 which is shown
on Figure 2.3, it comes from the KCL that the current flowing through the capacitor will be
iCxyj = i∗xy as long as the capacitor is not discharged and from the KVL the voltage across
the submodule will be vxyj = vCxyj . For the dual state which is represented on Figure 2.4 and
characterized by Sxyj = 0, Sb

xyj = 0 and Sf
xyj = 0, the current through the capacitor will be

zero iCxyj = 0 as well as the voltage across the submodule vxyj = 0. In normal operation of
the submodule, the latter will be in one of those two states. By applying Kirchhoff’s laws to
the half-bridge submodule in the different possible combinations of the variables Sxyj , Sb

xyj and
Sf
xyj , all the different states are analyzed. The result of this process is given in Table 2.1.

Sf
xyj Sb

xyj Sxyj iCxyj vxyj
0 0 0 0 0
0 0 1 i∗xy · p̂xyj(i∗xy, vCxyj ) vCxyj · p̂xyj(i∗xy, vCxyj )

0 1 - i∗xy ·
(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
0 1 - i∗xy ·

(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
1 - - 0 0

Table 2.1: Truth table - Behavior of the SM-HB

Newly introduced notations in the table make it possible to simplify it12. The behavior of the
submodule requires some clarification in the case where it is faulty (Sf

xyj = 1) and the variable
Sxyj is in full control of the state of the switching cell (Sb

xyj = 0). In this operating case, if the
capacitor is charged at the moment when Sxyj switches from 0 to 1, a strong current will appear
in the capacitor, allowing it to discharge, and this during a very short transient whose duration

1In order to describe the state of availability of the capacitor the binary variable p̂xyj(i
∗
xy, vCxyj ) is used.

When it is in the 1 state, the capacitor can be charged or discharged, when it is in the 0 state, the capacitor is
completely discharged and cannot be discharged any more. Thus this variable is defined by p̂xyj(i

∗
xy, vCxyj ) ≜[(

i∗xy > 0
)
+
(
i∗xy < 0

) (
vCxyj > 0

)]
.

2Binary variables standing for of the sign of the current and the voltage are introduced:

(
i∗xy > 0

)
=

{
1, if i∗xy > 0
0, if i∗xy ≤ 0

=⇒
(
i∗xy > 0

)
=
(
sign(i∗xy) + 1

) sign(i∗xy)
2

(2.1)

(
i∗xy < 0

)
=

{
1, if i∗xy < 0
0, if i∗xy ≥ 0

=⇒
(
i∗xy < 0

)
=
(
sign(i∗xy)− 1

) sign(i∗xy)
2

(2.2)

The variables
(
vCxyj > 0

)
and

(
vCxyj < 0

)
are defined analogously.
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depends on the product of the safety switch resistance with the capacitance of the capacitor. The
current and voltage in the capacitor will then stabilize at zero after the short transient. This
transient will also influence vxyj which will present a strong increase at the switching instant
before coming back to its previous level in steady-state. The dynamics of these electrical signals
is considered sufficiently fast compared to the sampling period of the control so that for the es-
tablishment of a control model, the current through the capacitor and the voltage at its terminals
can be considered zero. Thus, the truth table presents null values for iCxyj and vCxyj for S

f
xyj = 1

and Sb
xyj = 0.

The principles of logic equation synthesis applied to the truth table as a whole makes it possible
to derive more comprehensive equations than that of (1.3) for the half-bridge submodule1. It
is worth noting that the voltage vxyj is then bounded between 0 and vCxyj for the half-bridge
submodule case:

 iCxyj = C
dvCxyj

dt = i∗xy

[
Sxyj Sb

xyj p̂xyj(i
∗
xy, vCxyj ) + (i∗xy > 0) Sb

xyj

]
Sf
xyj

vxyj = vCxyj

[
Sxyj Sb

xyj p̂xyj(i
∗
xy, vCxyj ) + (i∗xy > 0) Sb

xyj

]
Sf
xyj

(2.3)

In order to lighten this model, a binary variable representing the global state of the considered
submodule is introduced:

SHB
xyj = SHB

xyj

(
Sxyj ,S

b
xyj ,S

f
xyj

)
≜
[
SxyjSb

xyj p̂xyj(i
∗
xy, vCxyj ) + (i∗xy > 0)Sb

xyj

]
Sf
xyj (2.4)

Taking advantage of the notation introduced by (2.4), substitutions can be made in (2.3):

functional detailed model of the half-bridge submodule{
iCxyj = C

dvCxyj

dt = i∗xy S
HB
xyj

vxyj = vCxyj S
HB
xyj ∈

[
0; vCxyj

] (2.5)

with the global state of the half-bridge submodule SHB
xyj defined by equation (2.4).

Equation (2.5) then defines the low-level functional detailed model of the half-bridge submod-
ule. From this first half-bridge submodule functional model, the one focusing on the full-bridge
submodule is going to be designed by applying the same approach while being based on a truth
table.

2.B.1.2 Functional detailed model of the full bridge submodule

The same reasoning as for the half-bridge submodule is extended to the case of the full-bridge
submodule. Its explicit derivation is given in Appendix E.1. Figure 11 shows the full-bridge
submodule in the case where all binary states are represented, applying the Kirchhoff laws in
this case, bring the following model (2.6).

1It is reminded that the notation x for a logical variable x represents its logical inverse, x is also sometimes noted
not(x).
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functional detailed model of the full-bridge submodule{
iCxyj = C

dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj ∈

[
−vCxyj ; vCxyj

] (2.6)

with the global state of the full-bridge submodule SFB
xyj defined by equation (A.38).

2.B.2 Submodules functional detailed models with conduction losses

The choice to realize a model taking into account the conduction resistances of the semicon-
ductors constituting the submodules comes from the will to have a representation of the energy
consumption of the submodules during their use.

2.B.2.1 Functional physical detailed model of the half bridge submodule

The realization of the augmented model is based on the representation of the half-bridge sub-
module available on Figure 2.5 which takes into account the conduction resistance of each semi-
conductor. These resistances are named according to the type of semiconductor (T for transistor
andD for diode) and whether it is located at the upper side or lower side of the cell (respectively
u or l) as shown in Figure 2.5.

i∗xy
iCxyj

vxyj

S
f
xyj

Figure 2.5: Electrical diagram of the SM-HB with the detail of the conduction resistances of each semicon-
ductor.

The same approach as previously carried out, for the case of the functional detailedmodel, is used
in order to establish the path of the current according to the state of the three binary variables
defining the state of the SM. The use of Kirchhoff’s laws to establish Table 2.1 are applied here
on the electrical diagram augmented with resistors, Figure 2.5, taking into account the semicon-
ductor details. To evaluate the sequence of semiconductors through which the current passes,
it is considered that vCxyj is positive or null. Depending on the sign of the current i∗xy the path
taken will also change.

For example, in the normal operating case, i.e. when Sf
xyj = 0 and Sb

xyj = 0, the system adopts
one of the operating cases depicted by Figures 2.6 to 2.10. In the case where Sxyj = 0, it is the
lower transistor Tl which is closed, so if the current i∗xy is positive then it flows through this
transistor and meet its resistance; in the opposite case where i∗xy is negative, the antiparallel
diode Dl conducts the current. The case where Sxyj = 1 is slightly more complex because it
depends on the capacitor state of charge. In this case, the upper transistor Tu of the cell is closed.
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If i∗xy is positive, the upper diode Du conducts the current through the capacitor and makes it
possible to charge it. However, if i∗xy is negative, the capacitor will only be able to discharge if it
still contains charges and has a positive voltage at its terminals. In this situation, it is the upper
transistor Tu which will conduct the current. If the voltage in the capacitor becomes zero, the
current can no longer flow through it. The semiconductor capable of conducting the current is
the lower diode Dl.

The two cases presented as examples above correspond to the first two lines of Table 2.2.

0

i∗xy > 0

iCxyj

vxyj

Figure 2.6: SM-HB in the passive state, current
path for i∗xy > 0.

0

i∗xy > 0

iCxyj

vxyj

Figure 2.7: SM-HB in the passive state, current
path for i∗xy < 0.

0

i∗xy > 0

iCxyj

vxyj

Figure 2.8: SM-HB in the active state, current
path for i∗xy > 0.

0

i∗xy < 0

iCxyj

vxyj

Figure 2.9: SM-HB in the active state, current
path for i∗xy < 0 and vCxyj > 0.

0

i∗xy < 0

iCxyj

vxyj

Figure 2.10: SM-HB in the active state, current path for i∗xy < 0 and vCxyj = 0.

From the knowledge of the path covered by the current, the resistance RHB
xyj that the latter

presents to the flow of the current i∗xy is deduced. Table 2.2 is then obtained.

By applying the principles of logic function design to Table 2.2, the logical expression for the
resistanceRHB

xyj from the half-bridge submodule under consideration to the passage of the current
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Sf
xyj Sb

xyj Sxyj RHB
xyj

0 0 0 RTl
(i∗xy > 0) +RDl

(i∗xy < 0)

0 0 1 RDu(i
∗
xy > 0) + [RTu(vCxyj > 0) +RDl

(vCxyj = 0)](i∗xy < 0)

0 1 0 RDu(i
∗
xy > 0) +RDl

(i∗xy < 0)

0 1 1 RDu(i
∗
xy > 0) +RDl

(i∗xy < 0)

1 0 0
(

RfRTl
Rf+RTl

)
(i∗xy > 0) +

(
RfRDl
Rf+RDl

)
(i∗xy < 0)

1 0 1 Rf

1 1 0 Rf (i
∗
xy > 0) +

(
RfRDl
Rf+RDl

)
(i∗xy < 0)

1 1 1 Rf (i
∗
xy > 0) +

(
RfRDl
Rf+RDl

)
(i∗xy < 0)

Table 2.2: Truth table - Resistance of the SM-HB.

i∗xy is deduced.

RHB
xyj ≜

[[
(RTl

(i∗xy > 0) +RDl
(i∗xy < 0))Sxyj

+(RDu(i
∗
xy > 0) + [RTu(vCxyj > 0) +RDl

(vCxyj = 0)](i∗xy < 0))Sxyj

]
Sb
xyj

+
[
RDu(i

∗
xy > 0) +RDl

(i∗xy < 0)
]
Sb
xyj

]
Sf
xyj

+
[[((

RfRTl
Rf+RTl

)
(i∗xy > 0) +

(
RfRDl
Rf+RDl

)
(i∗xy < 0)

)
Sxyj +RfSxyj

]
Sb
xyj

+
[
Rf (i

∗
xy > 0) +

(
RfRDl
Rf+RDl

)
(i∗xy < 0)

]
Sb
xyj

]
Sf
xyj

(2.7)

The consequence of taking into account these conduction resistances implies the modification of
the voltage at the terminals of the half-bridge submodule. This voltage, until now expressed by
(2.4), must now take into account ohmic voltage drops:

vxyj = vCxyjS
HB
xyj +RHB

xyj i
∗
xy (2.8)

The knowledge of the conduction resistance of the half-bridge submodule makes it possible to
determine the conduction losses in the latter. The conduction losses dissipated power is then:

P loss
xyj = RHB

xyj i∗xy
2 (2.9)

Finally, taking into account the semiconductor conduction resistance in the half-bridge submod-
ule case results in a slight modification of (2.3):

Functional physical detailed model of the half-bridge submodule
iCxyj = C

dvCxyj

dt = i∗xy S
HB
xyj

vxyj = vCxyj S
HB
xyj +RHB

xyj i∗xy ∈
[
RHB

xyj i
∗
xy;R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RHB

xyj i∗xy
2

(2.10)

with the global state of the half-bridge submodule SHB
xyj defined by equation (2.4) and the resis-

tance of the SM is RHB
xyj , defined by (2.7).
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2.B Low-level modelling: from the cell to the converter arm voltages

2.B.2.2 Functional physical detailed model of the full bridge submodule

The study of the full-bridge submodule case is done by taking advantage of the one carried out
for the half-bridge submodule. Compared to the half-bridge submodule, the additional switching
cell results in four new conduction resistances associated with the semiconductors of the second
cell as highlighted in Figure 12. As for the functional detailed model, the derivations for the full-
bridge submodule similar to those of the half-bridge submodule, thus the detailed development
is given in Appendix E.2.

Functional physical detailed model of the full-bridge submodule
iCxyj = C

dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj +RFB

xyj i
∗
xy ∈

[
RHB

xyj i
∗
xy − vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RFB

xyj i
∗
xy

2

(2.11)

with the global state of the full-bridge submodule SFB
xyj defined by equation (A.38) and the resis-

tance of SM is RFB
xyj , defined by (A.52).

At this stage, the models taking into account the resistances of the semiconductors have been
developed for the two types of submodules studied. The next modelling step is to determine
which of the models is the most general, but first a comparison of the models is provided.

2.B.3 Putting the developed models into perspective

Tables 2.3 and 2.4 show comparison between the models proposed here and some of the most
relevant works in the literature with respect to the objectives of having a control-oriented model
of the submodules. The choice of the comparison criteria in the tables is guided by the use that
this study wishes to make of the models, which are not intended to be used for simulation but
for development of an algorithm to ensure capacitor voltage balancing and arm voltage reference
tracking as well.

Compared to the models proposed in the literature, the models introduced here are considered as
detailed models because they represent the behavior of the submodules with the consideration
of the switching states directly. However, the first formulations introduced do not represent
the equivalent resistance to the conduction of the submodules and are instead condensed - with
the use of the global submodule state - with the objective of being used for control. For this
reason, they are called functional. The next two models take into account a finer description of
the conduction resistance of the submodules while keeping this condensed aspect for the control,
they are then named functional physical.

With the developments proposed so far in this chapter, a will of unification and progression of
the models to reach the same level of physical representation for both submodule types has been
tracked as shown by Tables 2.3 and 2.4. From the models that are both able to 1) represent the
operation of the submodule in a condensed way as a function of the global state of the submodule
from a single analytical equation, 2) to take into account the blocked and faulty states 3) for
the two most common types of submodules, and 4) to describe more precisely than before the
conduction resistances. The next step is to unify the four proposed models into a unique one, to
extend it to the arm of the MMC and to derive the AVM.
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Splitting the table in two parts is solely due to table width concerns compared to the page limits

Models from the literature Developed models
Criterion [Per+12] [Saa+14] [Den+15] [Zha+16] [Yan+19] FDM FPDM
Model type DM, AVM DM, EM, AVM AVM DM, AVM DM, AVM DM (AVM in Section 2.B.5.2)
SM type SM-HB SM-HB None SM-HB SM-FB both both

Truth table No No No No No Yes Yes
Quantities analytically described vxy iC , vC , v, vxy vC None iC , v vC ,iC ,v vC ,iC ,v,P loss

SM

Preventing from vC < 0 Not analytically No Not anal. Not anal. No Yes Yes
Blocked state modeled Yes Yes Yes Yes Yes Yes Yes
Faulty state modeled No No No Yes No Yes Yes

SM resistance modeled None Equivalent RON Eq. RON None None None Comprehensive RON

Unique equation for each quantity No No No No No Yes Yes
Model condensed No No No No No Yes Yes

Table 2.3: Comparison of the characteristics of the proposed low-level models with the literature - Part #1

Models from the literature Developed models
Criterion [LB16] [Saa+16] [Zam17] [Ste+21] FDM FPDM
Model type EM DM, EM DM, EM, AVM DM, EM, EM, AVM DM (AVM in Section 2.B.5.2)
SM type both both SM-HB both & hybrid combination both both

Truth table Yes Yes Yes No Yes Yes
Quantities analytically described vC iC , vC , v vC , v, Rloss

arm vC ,iC ,v vC ,iC ,v vC ,iC ,v,P loss
SM

Preventing from vC < 0 No Not anal. No Not anal. Yes Yes
Blocked state modeled Yes Yes Yes Yes Yes Yes
Faulty state modeled Yes No Yes No Yes Yes

SM resistance modeled Rdisc Eq. RON Eq. RON Eq. RON None Comprehensive RON

Unique equation for each quantity Yes No Yes No Yes Yes
Model condensed No No No No Yes Yes

Table 2.4: Comparison of the characteristics of the proposed low-level models with the literature - Part #2
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2.B Low-level modelling: from the cell to the converter arm voltages

2.B.4 Arm generalized model

2.B.4.1 Low-level most general model of the submodule

It seems intuitive that the most general model between that of the full-bridge submodule and
that of the full-bridge submodule is the model associated with the topology containing the most
switching cells.

When replacing S′
xyj and Sb′

xyj by zero in the full-bridge submodule model, the following obser-
vation is done:

SFB
xyj

(
Sxyj ,S

b
xyj , 0, 0,S

f
xyj

)
= SHB

xyj

(
Sxyj ,S

b
xyj ,S

f
xyj

)
(2.12)

Moreover, when we also substitute the resistances of the second cell by zero in the full-bridge
submodule conduction resistance model, it is obtained that:

RFB
xyj

(
Sxyj ,S

b
xyj ,S

′
xyj = 0,Sb′

xyj = 0,Sf
xyj ,R

′
Dl

= 0,R′
Tl

= 0
)
= RHB

xyj

(
Sxyj

f ,Sb
xyj ,Sxyj

)
(2.13)

From the previous explanations which led to the equations (2.12) and (2.13), it is obtained that the
full-bridge submodule model is more general than the half-bridge submodule model, Therefore,
themost general model of submodule is represented by (A.42). The transition from the full-bridge
model to the half-bridge model is done seamlessly by the cancellation of some parameters, as
described by the flowchart Figure 2.11.

SM − FB SM −HB

Functional

Detailed

Models

Functional

Physical

Detailed

Models

Figure 2.11: Flowchart of the transition from the full-bridge submodule model to the half-bridge submodule
model.

Remark: It is important to note that, in this model, all the losses resulting from the operation
of semiconductors are not taken into account, indeed only the conduction losses are considered
and the switching losses are not modeled.

2.B.4.2 Developing the arm generalized model

In order for the control allocation to benefit from the redundancy that the submodules feature in
the generation of a voltage across an arm, the control-oriented arm model is derived.

In the MMC, an arm is made of a total of N submodules connected in series as well as an
impedance made up of an inductance mainly, whose role is to limit the currents circulating in
the converter, and of a resistance as shown in Figure 1.2. Figure 2.12 focuses on one of the arm
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Chapter 2 Contributions to the Scalable Modelling of Modular Multilevel Converters

alone, the expression of the voltage vxy across all the submodule of this arm is then obtained
trivially:

vxy = σ(x)
N∑
j=1

vxyj (2.14)

It is noted that the use of σ(x)1 is necessary because the sign of this sum will not be the
same as that of the vxyj , whether one is interested in the arms connected to the positive pole
of the DC bus or those connected to the negative pole. It is pointed out that, for the case

i∗xy

i∗xy

SMxy1

SMxyN

SMxy2

vxy1

vxyN

vxy2

σ(x)vxy

Figure 2.12:
Simplified electri-
cal diagram of any
arm of the MMC.

of the half-bridge submodule, the voltage vxyj is between 0 and vCxyj , while for the case
of the full-bridge submodule, this same voltage is between −vCxyj and vCxyj . This implies
that vxy bounds will not be the same depending on the type of submodule used. In order to
keep unified notations, the variable q is introduced, its definition is given by equation (2.16).
By using this newly introduced variable, it is possible to formulate the boundaries of vxyj :
vxyj ∈

[
RHB

xyj i
∗
xy + (1− q)vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
, and thus deduce those of vxy :

vxy ∈

 N∑
j=1

RHB
xyj i

∗
xy + (1− q)vCxyj ;

N∑
j=1

RHB
xyj i

∗
xy + vCxyj

 (2.15)

In this way, the FPDM of the full-bridge submodule (A.42) can be augmented with this informa-
tion about vxy :

q≜

{
1, for SM-HB
2, for SM-FB

(2.16)
q is the variable
standing for the
number of com-
mutation cells in a
given submodule
topology.

functional physical detailed model of the full-bridge submodule and the arm
iCxyj = C

dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj +RFB

xyj i
∗
xy ∈

[
RHB

xyj i
∗
xy − vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
vxy = σ(x)

∑N
j=1 vxyj ∈

[∑N
j=1R

HB
xyj i

∗
xy + (1− q)vCxyj ;

∑N
j=1R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RFB

xyj i
∗
xy

2

(2.17)

with the global state of the full-bridge submodule SFB
xyj defined by equation (A.38) and the resis-

tance of the SM is RFB
xyj , defined by (A.52).

The model embodied by equation (2.17) is now complete since it contains all the elements neces-
sary to design the arm voltage control of the converter. Indeed, this equation describes both the
influence of the control variables, which are the states of the switches, on the internal electrical
states of the submodule and formulates the limits of the electrical states, information which the
control law will need. Although the equations of the model (2.17) indicate the influence of theFinding U in

Umin ≤ U ≤
Umax such that
M(U) = ad.
Equation defining
the general formu-
lation of the control
allocation problem.

control variables on the electrical states, the current formalism does not yet allow the implemen-
tation of the control allocation. To do so, a matrix model is necessary and must take the form of
the control allocation problem reiterated in the margin. A transformation step of the model will
then take place in order to turn it into the adequate formulation.

2.B.5 Low-level generalized matrix model

In order to be able to implement the control allocation method, a matrix model of the submodule
is developed for the most general case of submodule, i.e. for the full-bridge submodule. This

1It is recalled that σ(x) = 1/σ(x), the notation used on Figure 2.12 is consitent with the equation (2.14)
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2.B Low-level modelling: from the cell to the converter arm voltages

matrix model can be readily reduced to the half-bridge submodule case, as explained previously.

Generalized matrix model for the global state of the submodule

As indicated by (A.38), the state of the SM depends on five binary variables, only two of which
can be controlled by the low-level control of the SM: Sxyj and S′

xyj . The other variables are
managed externally by a supervision algorithm that deals with startup procedures and faults.
For the development of the low-level control algorithm, a formulation that brings out the control
variables is derived. The global state of the submodule is shown, by Appendix F.1, to be able to
take the form:

SFB
xyj =

[
lxyj l′xyj

] [Sxyj

S′
xyj

]
+
[
τxyj

]
=x

Nominal Operation

[
1 −1

] [Sxyj

S′
xyj

]
= Sxyj − S′

xyj (2.18)

The equation (2.18) is thus a matrix model that directly links the control variables from the sub-
module to its state. However, the submodule resistance also depends on the different binary
variables associated with the switches, thus it is also necessary to go through the transforma-
tion into a matrix model for the equation defining RFB

xyj . The variables lxyj , l′xyj and τxyj are
integer parameters depending on the blocked state and faulty state binary variables. In nominal
operating case - where every submodule is healthy and no blocking is enforced - the equation is
simplified as expressed above.

Generalized matrix model for the conduction resistance of the submodule

The same approach is thus applied in Appendix F.2 for the conduction resistance, that adopts
also this matrix form:

RFB
xyj =

[
wxyj w′

xyj

] [Sxyj

S′
xyj

]
+
[
θxyj

]
SxyjS

′
xyj +

[
zxyj

]
(2.19)

It is noted that the full-bridge submodule resistance model thus adopts a nonlinear form unlike
the case of the global full-bridge submodule state according to the equation (2.18). The variables
wxyj , w′

xyj ,θxyj and zxyj are resistances that depend on the blocked state and faulty state binary
variables. The simplified formula in nominal operation is not relevant to show since it is still
bulky.

2.B.5.1 Generalized matrix model of the arms

The two previous paragraphs allowed to establish thematrix model at the scale of the submodule,
it is nownecessary tomove on to the complete arm. The objective is therefore to establish amodel
linking the control variables of each submodule to the evolution of the electrical signals of the
entire arm composed of all these submodules. The developments carried out here, are based on
the results represented by the equations (2.18) and (2.19) and (2.17). The latter is recalled below
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and focuses on describing the behavior of a single submodule:



iCxyj = C
dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj +RFB

xyj i
∗
xy ∈

[
RHB

xyj i
∗
xy − vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
vxy = σ(x)

∑N
j=1 vxyj ∈

[∑N
j=1R

HB
xyj i

∗
xy + (1− q)vCxyj ;

∑N
j=1R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RFB

xyj i
∗
xy

2

(2.20)

To go from the model of a single submodule to the model of a whole arm, the development
proposed in Appendix F.2.1 is based on a matrix concatenation: the models of theN submodules
of the arm are put one after the other. This leads directly to the following arm model 2.21.
Figure 2.13 is provided with (2.21) and (2.22) in order to visualize the quantities involved in the
functional physical detailed model of the arm.

functional physical detailed model of the arm

iCxy = C v̇Cxy = i∗xy
(
LxyS

e
xy +Txy

)
vxy=σ(x)

[(
vCxy

TLxy + i∗xyWxy

)
Se
xy + i∗xyS

e
xy

T ΘxyS
e
xy +

(
vCxy

T Txy + i∗xyZxy

)]
vxy ∈

[∑N
j=1R

HB
xyj i

∗
xy + (1− q)vCxyj ;

∑N
j=1R

HB
xyj i

∗
xy + vCxyj

]
P loss
xy =

(
WxyS

e
xy + Se

xy
T ΘxyS

e
xy + Zxy

)
i∗xy

2

(2.21)

Where Lxy contains the concatenation of all lxyjs and l′xyjs, Txy the concatenation of τxyjs,
Zxy that of zxyjs, Wxy that of wxyjs and w′

xyjs, and Θxy that of θxyjs. For the electrical signals
such as iCxy , vCxy and Se

xy that are the most important quantities of the model here, Figure 2.13
details their definition.

Themodel described by equation (2.21) embeddeds a degree of generality as has been emphasized
during the developments of this section. In its ability to describe the conduction losses as well
as the influence of the ohmic drops on the voltage of the arm, this model has the potential to be
used beneficially to design a control which aims at minimizing the conduction losses.

However, leading to such a nonlinear model is a finding that has not been anticipated. Thus,
in a first approach using allocation methods for the MMC, this capacity of the model proposed
here will not be used in order to perform a proof-of-concept of first relatively sober allocation
algorithms. This obviously does not prevent the community from taking advantage of the model
representing the conduction losses to design a more fancy control of the MMC. In this way,
from now on, the future developments which are going to come closer to the formulation of the
control law, will focus on the model without taking into account the resistances. To this extent,
it is sufficient to remove the resistive terms Wxy , Θxy and Zxy from the equation (2.21).

64



2.B Low-level modelling: from the cell to the converter arm voltages

Figure 2.13: Functional diagram of an arm from the MMC

functional detailed model of the arm
iCxy = C

dvCxy

dt = i∗xy
(
LxyS

e
xy +Txy

)
vxy = σ(x)

[(
vCxy

TLxy

)
Se
xy +

(
vCxy

T Txy

)]
vxy ∈

[∑N
j=1(1− q)vCxyj ;

∑N
j=1 vCxyj

] (2.22)

2.B.5.2 Generalized state-space model of the arms

According to (2.22), the state variables whose dynamics are described by low-level the model are
the voltages across the capacitors contained in the vector vCxy . It is then decided to define the
state vector for the low-level model as the one containing the voltages across the capacitors:

Xxy
LL = [vCxy ] (2.23)

In order to control the current flowing through the converter, the control of the voltage vxy across
the arm of the converter is necessary, so the output vector takes the form:

Yxy
LL = [vxy,vCxy

T ]T (2.24)

According to (2.22), the state-space model can be put into the form:

v̇Cxy =
i∗xy
C

LxyS
e
xy +

i∗xy
C

Txy (2.25)

In this state-space equation Se
xy stands for the switching states, however the control that will be

performed will use a PWM technique. The low-level control algorithm will compute the duty
cycles which will then be transformed into binary signals for the gate drivers of the switches
thanks to the PWM. The SSM that it is necessary to derive for the control is a model whose
control vector must be made of the duty cycles of the switching cells and not the states of their
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Chapter 2 Contributions to the Scalable Modelling of Modular Multilevel Converters

switches directly. To do this, (2.25) is averaged over the sampling period, the low-level arm-AVM
[MC76; BMB14] is then formulated. De

xy is then defined as the vector containing the duty cycles
of the switches, it is expressed as follows:

De
xy ≜ ⟨Se

xy⟩Tc (2.26)

Where (2.28) recalls the definition of the average of a signal over a time window. Switching from
the instantaneous model (2.25) to the average value model is achieved by:

⟨v̇Cxy⟩Tc =
⟨i∗xy⟩Tc

C
LxyD

e
xy +

⟨i∗xy⟩Tc

C
Txy (2.27)

The state-space model is therefore defined thanks to the following differential equation:The average of a sig-
nal x(t) over a time
window ∆t is de-
fined according to:

⟨x(ν)⟩∆t =
1
∆t

∫ ν+∆t

ν
x(t) dt

(2.28)

Ẋxy
LL = [⟨v̇Cxy⟩Tc ] =

⟨i∗xy⟩Tc

C
LxyD

e
xy +

⟨i∗xy⟩Tc

C
Txy = Axy

LLX
xy
LL +Bxy

LLU
xy
LL +Exy

LL (2.29)

with: Axy
LL = ON ,N , Bxy

LL =
i∗xy
C Lxy , Uxy

LL = De
xy et Exy

LL =
i∗xy
C Txy. By expanding each factor

of vxy in (2.22) after transforming it into an AVM, it is obtained that:

⟨vxy⟩Tc = σ(x)
[
⟨vCxy⟩TTc

LxyS
e
xy + ⟨vCxy⟩TTc

Txy

]
= σ(x)Txy

T ⟨vCxy⟩Tc + σ(x)⟨vCxy⟩TTc
LxyS

e
xy

= σ(x)Txy
TXxy

LL + σ(x)Xxy
LL

T
LxyU

xy
LL

(2.30)

The output vector can then be expressed as follows by taking advantage of the previous devel-
opments:

Yxy
LL =

[
⟨vxy⟩Tc

⟨vCxy⟩Tc

]
=

[
σ(x)Txy

TXxy
LL + σ(x)Xxy

LL
T
LxyU

xy
LL

Xxy
LL

]
(2.31)

This can then be factorized according to the different vectors of the SSM:

Yxy
LL =

[
⟨vxy⟩Tc

⟨vCxy⟩Tc

]
=

[
σ(x)Txy

T

IN

]
Xxy

LL +

[
σ(x)Xxy

LL
T
LxyU

xy
LL

ON ,1

]
(2.32)

The finally developed model showcase several interesting features. Indeed, this model is non-
causal by the presence of the direct feedthrough between the output ⟨vxy⟩Tc and the control
Uxy

LL. Moreover an additive nonlinearity in the form of a state-input product is involved. These
different particularities will be treated in the section dedicated to the design of the low-level
control.

2.B.5.3 Generalized control allocation-oriented model of the arms

Initially, the elements that will be the object of the low-level control are the global voltage level
in an arm vxy as well as the balancing of each of the capacitor voltages vCxyj of this arm. The
goal will be to make sure that the voltage vxy reaches its reference while each vCxyj remains as
constant as possible around its reference, thus ensuring a good balancing. From the previously
established (2.29) and (2.30), it comes that:[

⟨vxy⟩Tc
d⟨vCxy ⟩Tc

dt

]
=

[
σ(x)Txy

TXxy
LL + σ(x)Xxy

LL
T
LxyU

xy
LL

⟨i∗xy⟩Tc
C LxyU

xy
LL +

⟨i∗xy⟩Tc
C Txy

]
(2.33)

The control method that will be implemented will use a real time computer, the control will be
discrete. To be able to implement this type of control it is necessary that the model has been
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2.B Low-level modelling: from the cell to the converter arm voltages

discretized. The only differential relation here is that of (2.29). The dynamic matrix being zero,
this relation is of the general form:

Ẋ = BU+E (2.34)

This is a direct differential relation without linking the state variable to its derivative. Such a
State-Space Model (SSM) can be discretized precisely using the matrix exponential by taking
advantage of the development carried out in appendix section A for the case where the dynamic
matrixA is null, see equation (A.9). To enable this derivation, it is considered that the voltage vxy
and the current i∗xy are constant throughout the sampling period of the control. It is important
to note that these signals will both have fundamental components at 50 Hz while the sampling
frequency will be 4 kHz. This factor 80 between the two allows us to assert that the assumption
made about the constancy of vxy and i∗xy at the scale of the sampling period is realistic from a
physical point of view.

Figure 2.14: 50 Hz waveform and its associated
4 kHz sampled signal.

Figure 2.15: Zoom in the location in time where
the temporal variation of the signal to sample is
the strongest.

The Figure 2.14 shows the waveform of a sinusoidal signal at 50 Hz at the moment when its
variation is the strongest, that is to say at the time when the signal crosses 0 because its normal-
ized derivative is then 1, that is to say the maximum for a sinusoidal signal. Figure 2.15 zooms
in between two sampling periods at 4 kHz. This figure shows that the maximum difference ob-
served between the real signal at 50 Hz and the corresponding signal sampled and blocked at 4
kHz is 7.8 % of the signal amplitude. This deviation is considered sufficiently small to make the
assumption that at the sampling period scale the control law can consider the quantities vxy and
i∗xy constant.

Assumption 1. It is assumed that the sampling period of the control is short enough so that at this

time scale the waveforms of the electrical quantities evolving in the MMC are considered constant.

Thus, as long as this assumption holds, ⟨i∗xy⟩Tc = i∗xy(k) et ⟨vxy⟩Tc = vxy(k) since the average
of a constant signal is the signal itself. Moreover, the control itself is considered sampled and
blocked on the whole sampling period. This is also consistent because there will be only one
determination and one assignment of the duty cycles per sampling period. It is then shown
by equation (A.10) that the discretization by matrix exponential gives an identical result to the
explicit approximation of Euler:

X(k + 1)−X(k)

Tc
= BU(k) +E (2.35)
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with k standing for the current time instant and k + 1 the next instant at Tc later. Here Tc is
the sampling period at which the control will be computed and applied to the system. The above
result is true, provided that BU+E is constant from time t = k Tc to time t+ dt = (k + 1)Tc,
which is the case according to the assumption made. This result can be applied to (2.33) which
is discretized: [

vxy(k)/σ(x)
vCxy (k+1)−vCxy (k)

Tc

]
=

[
Txy

TXxy
LL(k) +Xxy

LL(k)
TLxyU

xy
LL(k)

i∗xy(k)

C LxyU
xy
LL(k) +

i∗xy(k)

C Txy

]
(2.36)

It is reminded that σ(x)2 = 1, the following simplification is then obtained:[
σ(x)vxy(k)

vCxy(k + 1)− vCxy(k)

]
=

[
Txy

TXxy
LL(k) +Xxy

LL(k)
TLxyU

xy
LL(k)

Tc
C i∗xy(k)(LxyU

xy
LL(k) +Txy)

]
(2.37)

The factorization of the different products as a function of the control allows one to highlight
the effectiveness of the control on the different electrical quantities of the submodule. This fac-
torization leads to the following formulation:[

σ(x)vxy(k)
vCxy(k + 1)− vCxy(k)

]
=

[
Txy

TXxy
LL(k)

Tc
C i∗xy(k)Txy

]
+

[
Xxy

LL(k)
TLxy

Tc
C i∗xy(k)Lxy

]
Uxy

LL(k) (2.38)

Isolating the control effectivness in the left member of the equation, it follows that:[
Xxy

LL(k)
TLxy

Tc
C i∗xy(k)Lxy

]
Uxy

LL(k) =

[
σ(x)vxy(k)

vCxy(k + 1)− vCxy(k)

]
−
[
Txy

TXxy
LL(k)

Tc
C i∗xy(k)Txy

]
(2.39)

It is mentionned that, in normal operation, without blocking the switching cells via the variables
Sb
xyj and Sb′

xyj , the vector Txy is zero.
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2.C Conclusions about the low-level modelling

From this chapter, the low-level model has been developed in order to generalize the existing
models while providing a more complete description. The developed models focus on the two
most common topologies of submodules in the MMCs used today: the half-bridge submodule
and the full-bridge submodule.

The developedmodels are able to describe both the functional behavior of the submodule but also
to represent a larger part of the physical details of the submodule, for the half-bridge submodule
as well as the full-bridge submodule. In particular, the models go as far as representing the
conduction losses in the semiconductors. A generalized model, able to fit any of these two types
of submodules, with or without taking into account the conduction losses has been developed.
The generality of the models is also given by their scalability: they can be used in the case of a
MMC having any number of submodules.

The models proposed here have been developed for the MMC control purpose, they are therefore
behavioral models. Their complexity is therefore reduced compared to a knowledge model, in
order to be used in a control law design process. During the development, it was observed that
the generalized model exhibits nonlinearities, and that taking into account more physical details
brings additional nonlinearities. The possibility to linearize the model has been verified and
justified in the framework of the parameters of the MMC setup at the LAPLACE. Therefore,
in a first approach, the control of the MMC which is developed in this work is done using the
linearization of the generalized model. The formulation of the model dedicated to the control
methods developed here is embodied by equation (2.39) and is used in Chapter 5.

Thanks to the models developed here, it is now possible to design low-level control1 of a MMC
having any number of submodules while taking into account, or not, the conduction losses in
the switches. Although in the context of this study, which is a first approach to allocation-based
control methods for the MMC, focus is on a linearized version of the models, low-level models
of the MMC that contain nonlinearities can be used to design control systems for the MMC with
full consideration of these nonlinearities. This features an interesting work perspective whose
results can be compared with the control methods introduced here in Chapter 5.

1The low-level control stands for the control of the voltages across the capacitors and the voltages across the
arms.
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As previously explained in the introduction of Chapter 2, the modelling of the considered con-
verter has two challenges that are shown on Figure 2.1: the low-level and the high-level control-
oriented models. Since the first modelling challenge is adressed in Chapter 2, this Chapter 3
focuses on the second challenge which is to describe the relationship between the arm voltages
of the MMC and the four types of currents flowing through the latter.

3.A Research axis: towards a generalization of the models

The choice of contributions to the modelling of the MMC has been turned towards the explo-
ration of new models more general than those available in the literature. One of the interesting
features made possible by such models is the possibility to develop generic control algorithms
that are able to seamlessly adapt to different systemswithout having tomakemajormodifications
to the control system.

High-level model motivations: a generalization to polyphase systems

The interest for electrical polyphase systems is proven, and several reasons for this can be high-
lighted. The first reason is related to the torque quality properties of electrical machines, which
influences vibrations, losses and acoustic noice for example. Indeed, the more phases an electri-
cal machine has, the lower the amplitude of the torque ripples on its mechanical shaft will be
[Asl+11; PK06; Zhe+12; Wu+14]. The control of these machines can moreover be the topic of
performance research in the aim to lower torque ripples [Tia+17; KS11]. The fact that an electric
motor has more phases also makes it possible to guarantee better service continuity when one or
more phases have a fault that prevents them from operating nominally; possibilities for opera-
tion in the event of faults and in degraded mode are ensured [MAC04; Loc+06; BBM10; Adi+21].
Another reason for increasing the number of phases can come from global sizing methods for
electric motors achieved by the optimization of several criteria by tweaking a variety of param-
eters of which the number of phases is a part. [Le +18] has shown that such a sizing method
could lead to the industrialization of a machine with 7 phases. Increasing the number of phases
of an electric machine can also have a significant advantage on the conduction losses. Indeed,
assuming that the electric motor is designed to guarantee a given maximum torque, having more
phases will require a lower maximum current per phase to guarantee this same torque. The in-
crease of m will induce a linear increase of the number of sources producing conduction losses
but the maximum current being lower, the conduction losses being proportional to their square,
their sum will finally be lower. Increasing the number of phases therefore allows the power of
the motor to be distributed among these phases, thus reducing the power rating of each phase
[Lev08]. This reduction of the current required in each phase can also be of interest for the design
of the converter feeding the machine. The semiconductor sizing constraints are then reduced.

The article [Lev08] presents a rather detailed survey on polyphase machines and their interests
since their advent in the 1960swhich, completed by the information of [DG18], adds a chronology
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to the various advantages introduced above and presents the various research themes of which
polyphase machines are the main topic since then. These themes range from the sizing of these
machines to their control, through the modelling of these machines and the analysis of their
physical characteristics.

Polyphase motors with more than a few phases have already been studied such as: 5-phase
[Liu+16; Zho+17; Tia+17], 6-phase [Zhe+12; Wu+14], 7-phase [Loc+06], 9-phase [Li+14; YCC16].
Motors with more than 10 phases can be of interest in the field of marine transport, for example,
for the acoustic qualities given by such machines. As examples, one can cite the submarine Scor-
pene from Naval Group-AREVA-Jeumont (based on a 13-phase permanent magnet motor) [Gro],
Permasyn from Siemens (based on a 12-phase permanent magnet motor) [Sie] or also a 15-phase
induction machine for ship propulsion [TSN04] and even up to 20 phases [WSH04]. Machines
with up to several dozen phases have already been made for one or more of the reasons that have
been outlined [PG14; Pat+16; Bac+15]. Thus, interest in polyphase systems is established and it
dates back to the 1960s.

Knowing that the MMC is a modular topology in power rating by its ability to stack the elemen-
tary bricks which are the SMs, it can be interesting to give it even more modularity by looking
at the aspect which concerns the increase in the number of legs of this topology of converter.
Increasing the number of legs does not present a structural risk for the integrity of the semi-
conductors as long as the increase in the number of phases is accompanied by a proportional
increase in the power rating that it is desired to convert. Having a control model of such a con-
verter, modular in the number of submodule and in the number of legs, would make it possible
to adapt to a very large class of electrical systems and a very large power range. The applications
of the MMC have indeed already a very wide range of power: from a few kilowatts [Ser14] to
several gigawatts like for the INELFE.

For the high-level part, the emphasis is therefore placed on developing models capable of taking
into account the fact that the MMC can be used in the context of a electrical polyphase system
containing any number of submodules. The control-oriented high-level models that are detailed
in this chapter will aim to be scalable to both the number N of submodules contained in an arm
of the converter and to the numberm of phases of the AC network. These models will be derived
in the state-space. This choice comes from the control allocationmethod which traditionally uses
state-space models to develop its control laws [Lal85; MGB89; Bod02].

Outline

In order to have a control-oriented model adapted to the methods that will be used in Chapter 5,
a current state-space model will be developed. The first modelling step of Section 3.B will aim at
describing the dynamic behavior of each type of current. A state-space model gathering the dif-
ferent currents together will then be established in Section 3.C. In order to reduce the complexity
of the model then obtained, a new formulation of the state-space model is derived in Section 3.D,
applying a first Park tranform. Due to a lack of accuracy of this first reduced order model, a
new Park transformation is designed and proposed in Section 3.E, it is a new general Park tran-
form that can be adapted to any polyphase system. Section 3.F takes advantage of this new Park
transform in order to develop a reduced order invariant model of the currents which embodies a
very good trade-off between accuracy and complexity. The different models introduced are then
tested and compared with the existing one and with a simulation software dedicated to electrical
engineering: PLECS®, in Section 3.H. The results then obtained allow to guarantee the abil-
ity to use the proposed models in a control purpose while featuring outstanding characteristics.
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The two sufficiently accurate models will be used in Chapter 5 to develop the CA for the MMC.
Finally, Section 3.J will conclude this chapter.

3.B High-level modelling: from the converter arm voltages to the cur-
rents

3.B.1 Modelling goals and assumptions

The primary objective of high-level modelling is the scalability of the proposed model to the
number of phases from the AC network at the output of the converter. Figure 1.2 showing the
three-phase topology, is increased to obtain the topology of the MMC in the case of a m-phase
AC network which is schemed on Figure 3.1 with the addition of the DC-side impedance.

DC

ip,ym

SM

DC

Figure 3.1: Electrical diagram of the MMC topology in the m-phase case, each leg contains N submodules
by arm

In the low-level model it is of interest to express the internal electrical quantities of the sub-
modules as well as the voltages between the terminals of the arm as a function of the switching
states of these submodules which will be then considered as the effectors for the low-level. In
the high-level model the aim is at describing the behavior of more global electrical quantities
like the currents, resulting from the interaction between the various arms of the MMC. Those
global electrical quantities are expressed as a function of the arm voltages which will then be
considered as the effectors for the high-level.

In the approach implemented here, the dynamics of the currents and of the capacitor voltages
are considered sufficiently different to assume that it is possible to focus on the control of the
currents independently of that of the voltages in a first approach. Therefore, a model of type arm-
AVM with an averaging performed at the scale of the switching period is adopted in a simplified
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Figure 3.2: Electrical diagram of the MMC topology in the m-phase case, each leg contains N submodules
which are considered to be continuously variable voltage sources according to Assumption 2

formulation which does not take into account the internal dynamics of each capacitor, nor those
of a possible arm-equivalent capacitor. As a consequence, this high-level model considers each
arm as a simple variable voltage source.

Assumption 2. All submodules are considered to be continuously variable voltage sources.

Assumption 2 is considered true for the model derivations in this chapter. Considering that each
submodule is a variable voltage source means considering that the voltages across the arms,
vxy , are themselves continuously variable voltages according to the definition of vxy . Each arm
features then, from a high-level point of view, a variable voltage source. The developed high-level
model is thus independent of the number of submodules, making it adaptable and insensitive to
N . Figure 3.2 presents the electrical diagram of the m-phase topology taking into account this
assumption.

3.B.2 Special caracteristics of high-level operation

As described in Section 1.B.2.3, the currents that appear during the operation of the MMC can
be split into four different types: 1) the DC supply current, 2) the AC-side output current, 3) the
circulating current and 4) the common mode current in the case the neutrals are connected. In
order to analyze the dynamic behavior of each of these currents, the high-level model will aim
at describing each current independently of the influence of the others. To do so, the interest is
then focused on the path followed by each current in the MMC as described by Figure 1.6. So
as to generalize the modelling of the MMC to the polyphase case, Figure 1.6 is extended to the
m-phase case with Figure 3.3 by simply adding as many legs as the number of desired phases.

In order to stay consitent with state-of-the-art models [PRB14; Liz+15], it is decided to let 2mim
be the total current flowing through the neutrals, mis be the total current delivered by the DC
bus to the MMC, icy be the current flowing from each arm of the MMC and 2 ioy be the current
distributed by a leg of the MMC to the AC network. According to the KCL and the superposition
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Figure 3.3: Illustration of the currents involved in the conversion performed by the MMC

theorem, the ixy formulas can then be deduced:

∀y ∈ {y1, . . . , ym},
{

ipy(t) = im(t) + is(t) + icy(t) + ioy(t)
iny(t) = im(t)− is(t)− icy(t) + ioy(t)

(3.1)

In order not to make the writing more cumbersome, the notation of the time dependence is
voluntarily omitted but the focus is always on the instantaneous value of the currents:

∀y ∈ {y1, . . . , ym},
{

ipy = im + is + icy + ioy
iny = im − is − icy + ioy

(3.2)

By sum and difference of the relations from (3.2):

∀y ∈ {y1, . . . , ym},
{

ipy + iny = 2(im + ioy)
ipy − iny = 2(is + icy)

(3.3)

By observing the positive pole, first, then the negative pole of the DC bus, Figure 3.2 allows the
following observation: {

ip =
∑ym

y=y1
ipy

in =
∑ym

y=y1
iny

(3.4)

Summing the expression (3.3) over all phases and putting to use the definitions introduced by
(3.4), it follows that:{ ∑ym

y=y1
ipy + iny = ip + in = 2mim + 2

∑ym
y=y1

ioy∑ym
y=y1

ipy − iny = ip − in = 2mis + 2
∑ym

y=y1
icy

(3.5)
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Structurally, through the KCL, Figure 3.3 (c) and Figure 3.3 (d) highlight the fact that the circu-
lating currents as well as the output currents are null sum, thus:{ ∑ym

y=y1
ioy = 0∑ym

y=y1
icy = 0

(3.6)

Equation (3.5) can then be directly reformulated taking into account this freshly obtained result:{
ip + in = 2mim
ip − in = 2mis

(3.7)

By sum and difference of the formulas from (3.7), then dividing them by 2:{
ip = m(im + is)
in = m(im − is)

(3.8)

This equation (3.8) is set aside for later use.

Decoupling equations for single component currents

Applying the KCL at the connection between each converter arm and the associated AC grid
phase, Figure 3.2, shows that:

∀y ∈ {y1, . . . , ym}, iy = ipy + iny (3.9)

By putting (3.3) to use, it is found that:

∀y ∈ {y1, . . . , ym}, iy = 2(im + ioy) (3.10)

The concatenation of (3.8) and (3.10), gives:
ip = m(im + is)
in = m(im − is)
∀y ∈ {y1, . . . , ym}, iy = 2(im + ioy)

(3.11)

It is possible to reformulate (3.7) using the definitions of (3.4) as:{
2mim = ip + in =

∑ym
y=y1

ipy + iny
2mis = ip − in =

∑ym
y=y1

ipy − iny
(3.12)

Equation (3.12) is set aside for future derivations while a new development takes place.

Decoupling equations for the output current

For upcoming models it is necessary to look at the following different formulas:

• ∀j ∈ [[1;m]], (m− 1)iyj −
∑m

k ̸=j iyk
• ∀j ∈ [[1;m]], (m− 1)(ip,yj − in,yj )−

∑m
k ̸=j(ip,yk − in,yk)

From the iy expression of (3.11) which is true for any y, it can be shown that:

∀j ∈ [[1;m]], (m− 1)iyj −
m∑
k ̸=j

iyk = (m− 1)2(im + ioyj )−
m∑
k ̸=j

2(im + ioyk ) (3.13)
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Since im, in the second sum, does not depend on the summation index, it can be removed from
the sum. It is noted that the sum contains a total of only (m− 1) terms. Thus, it follows that:

∀j ∈ [[1;m]], (m− 1)iyj −
m∑
k ̸=j

iyk = 2(m− 1)ioyj − 2
m∑

k ̸=y

ioyk (3.14)

By (3.6), selecting the j-th current among them available currents gives:
m∑
k=1

ioyk = 0 ⇐⇒ ioyj = −
m∑
k ̸=j

ioyk (3.15)

By substituting ioyj for −
∑m

k ̸=j ioyk in (3.14) it is deduced that:

(m− 1)iyj −
m∑
k ̸=j

iyk = 2(m− 1)ioyj + 2ioyj = 2mioyj (3.16)

This gives, according to (3.4) and (3.9):

miyj −
m∑
k=1

iyk = 2mioyj ⇐⇒ m(ip,yj + in,yj )− (ip + in) = 2mioyj (3.17)

So it is finally achieved:

∀y ∈ {y1, . . . , ym}, m(ipy + iny)− (ip + in) = 2mioy (3.18)

This equation (3.18) is essential for the development of the output current model.

Decoupling equations for the circulating current

By substituting (ipy − iny) from (3.3), it follows that:

∀j ∈ [[1;m]], (m− 1)(ip,yj − in,yj )−
∑m

k ̸=j(ip,yk − in,yk)

= (m− 1)2(is + icyj )−
∑m

k ̸=j 2(is + icyk )

= 2(m− 1)icyj − 2
∑m

k ̸=j icyk

(3.19)

The same reasoning as previously followed for the output current will take place here again. By
Figure 3.3 (c), the KCL:

m∑
k=1

icyk = 0 ⇐⇒ icyj = −
m∑
k ̸=j

icyk (3.20)

Taking advantage of this equation, it is possible to substitute −
∑m

k ̸=j icyk from (3.19) by icyj , it
is thus deduced that:

(m− 1)(ip,yj − in,yj )−
m∑
k ̸=j

(ip,yk − in,yk) = 2(m− 1)icyj + 2icyj = 2micyj (3.21)

This gives, by (3.12):
m(ip,yj − in,yj )− (ip − in) = 2micyj (3.22)

So it is finally obtained:

∀y ∈ {y1, . . . , ym}, m(ipy − iny)− (ip − in) = 2micy (3.23)

which is also an essential equation for future developments.
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Decoupling equations for the four current types

To sum it up, equations (3.12), (3.18), and (3.23) allow to state that:

∀y ∈ {y1, . . . , ym},


2mim = ip + in =

∑ym
y=y1

(ipy + iny)

2mis = ip − in =
∑ym

y=y1
(ipy − iny)

2mioy = m(ipy + iny)− (ip + in)
2micy = m(ipy − iny)− (ip − in)

(3.24)

This result is the starting point that makes it possible to derive decoupled differential equations
to describe the dynamics of each current type independently of the others.

3.B.3 Decoupled generalized polyphase full order model of the currents

Initially the model will be established for only one phase and thus only one arm of the MMC
without loss of generality for the other phases built the same way, this model will be thereafter
extended to the m phases of the system. When focusing on a single phase of the MMC, its
diagram becomes the one displayed on Figure 3.2.

Ls Rs

Lo Ro
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L

R

vp,y

L

R

vn,y

Ls Rs

vn

vp

nDC nAC

ip

in

ip,y

iy

2mim 2mim

in,y

Figure 3.4: Electric diagram of a single leg of a m-phase MMC.

By using the Kirchhoff laws applied to the path where the currents flow through the upper
side of the electric circuit and to the path where they flow through its lower side, it is possible to
show that:

∀y ∈ {y1, . . . , ym},{
vp = vy + (Ro + Los)iy + (R+ Ls)ipy + vpy + (Rs + Lss)ip + vnAD

vn = vy + (Ro + Los)iy + (R+ Ls)iny + vny + (Rs + Lss)in + vnAD

(3.25)
where s is the Laplace variable representing the time derivation operator d·

dt , and vnAD = vnAC−
vnDC . From this, it can be deduced that:

∀x ∈ {n, p}, ∀y ∈ {y1, . . . , ym},
(αx,y) : vx = vy + (Ro + Los)iy + (R+ Ls)ixy + vxy + (Rs + Lss)ix + vnAD

(3.26)
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The objective of the following development is to be able to describe the dynamics of each current
type that it is possible to observe on Figure 3.3. To do this, the differential equation (αx,y)which
describes the dynamics of the electrical quantities in the MMC will be used. To guess which
developments to address, the precious help from (3.24) is recalled here:

∀y ∈ {y1, . . . , ym},


2mim = ip + in =

∑ym
y=y1

(ipy + iny)

2mis = ip − in =
∑ym

y=y1
(ipy − iny)

2mioy = m(ipy + iny)− (ip + in)
2micy = m(ipy − iny)− (ip − in)

(3.27)

Since equation (αx,y) contains the current ixy , it is intuitive to think that in order to formulate
the dynamics of the different types of currents found in (3.24), it will be necessary to combine
different (αx,y) equations.

Model for the common mode current (im, Im)

As suggested by the first relation of (3.27) which deals with the common mode current, the
dynamic behavior of im will be found by deriving the dynamics of the current

∑ym
y=y1

(ipy+ iny).
The first step is therefore to develop the dynamics of (ipy + iny). The current ipy appears in
the equation (αp,y) and iny in (αn,y), it may be interesting to start by developing the following
addition: (αp,y) + (αn,y), which gives:

vn + vp = 2vy + [(R+ 2Ro) + (L+ 2Lo)s](ipy + iny)
+(Rs + Lss)(ip + in) + 2vnAD + (vpy + vny)

(3.28)

By summing over all phases
∑ym

y=y1
(αp,y) + (αn,y), the dynamics of

∑ym
y=y1

(ipy + iny) are ob-
tained. From the previous equation,

∑ym
y=y1

(αp,y) + (αn,y) gives:

m(vn + vp) = 2
∑ym

y=y1
vy + [(R+ 2Ro) + (L+ 2Lo)s](ip + in)

+m(Rs + Lss)(ip + in) + 2m vnAD +
∑ym

y=y1
(vpy + vny)

(3.29)

Moreover by (3.27) it is known that ip + in = 2mim, so by substituting 2mim for ip + in in
(3.29) and dividing it by 2m, it follows that:

(vn+vp)
2 = 1

m

∑ym
y=y1

vy + [(mRs +R+ 2Ro) + (mLs + L+ 2Lo)s]im
+vnAD + 1

2m

∑ym
y=y1

(vpy + vny)
(3.30)

In order to simplify and unify the equations from the model, it is decided to use the following
notations:

Req
m = mRs +R+ 2Ro and Leq

m = mLs + L+ 2Lo

NΣ(m) = 1
m [1, . . . , 1] ∈ M1,m(R)

Im = [im]
Vx = [vp, vn]

T

Vy = [vy1 , . . . , vym ]
T

VnAD = [vnAD ] = [vnAC − vnDC ]
Vpy = [vpy1 , . . . , vpym ]

T

Vny = [vny1 , . . . , vnym ]
T

(3.31)

The use of these notations leads to the following equation1:

1The colors used for this equation and in the upcoming ones (3.32), (3.47) and (3.55) are deliberately reminiscent
of those of Figure 3.3 because it is then possible to make the link between the path covered by each current type and
the equivalent impedance associated with them in the resulting model.
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3.B High-level modelling: from the converter arm voltages to the currents

(Req
m + Leq

ms)Im = −1

2
NΣ(m) (Vpy +Vny) + (NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD)

(3.32)

The voltage Vm is then defined as the voltage driving the common mode current because
for the high-level model it is the voltages vpy and vny which are the control variables of the
currents, themselves contained in the vectors Vpy andVny:

Vm = −1

2
NΣ(m) (Vpy +Vny) (3.33)

The expression of NΣ(m) which will be often used thereafter is detailed here:

NΣ(m) =
1

m

[
1 1 1 . . . 1

]
∈ M1,m(R) (3.34)

It is important to note that when the DC and AC neutrals are not connected, the Im current is
forced to zero and that a voltage can appear between the neutrals. Equation (3.32), allowing to
describe this voltage, then becomes:

VnAD = −1

2
NΣ(m) (Vpy +Vny) + (NΣ(2)Vx −NΣ(m)Vy) (3.35)

Model for the source current (is, Is)

The approach taken for the common mode current will take place here as well. As suggested
by the second formula from (3.27) which involves the source current, the is dynamics will be
obtained by deriving the dynamics from (ipy − iny). The first step is thus to determine the
dynamics of (ipy − iny). The current ipy appears in the equation (αp,y) and iny in (αn,y), thus
the derivation starts by developing the following relationship: (αp,y)− (αn,y), which gives:

vp − vn = (R+ Ls)(ipy − iny) + (Rs + Lss)(ip − in) + (vpy − vny) (3.36)

By summing over all phases
∑ym

y=y1
(αp,y) − (αn,y), the dynamics of

∑ym
y=y1

(ipy − iny) are ob-
tained. From the previous equation,

∑ym
y=y1

(αp,y)− (αn,y) gives:

m(vp − vn) = (R+ Ls)(ip − in) +m(Rs + Lss)(ip − in) +

ym∑
y=y1

(vpy − vny) (3.37)

Moreover by (3.27) it is obtained that ip − in = 2mis, so by substituting 2mis for ip − in in
(3.37) and dividing by 2m, it follows that:

(vp − vn)

2
= [(mRs +R) + (mLs + L)s]is +

1

2m

ym∑
y=y1

(vpy − vny) (3.38)

To simplify the expression obtained, it is decided to set:

Req
s = mRs +R and Leq

s = mLs + L
N∆(m) = 1

m [mIm − Jm] ∈ Mm(R)
Is = [is]

(3.39)
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Where Jm is thematrix of size (m×m) filledwith 1’s. Using these newnotations then shows that:

(Req
s + Leq

s s)Is = −1

2
NΣ(m) (Vpy −Vny) + ([1 0] ·N∆(2)Vx) (3.40)

In the same way that Vm was previously defined, Vs is the driving voltage for the source
current:

Vs = −1

2
NΣ(m) (Vpy −Vny) (3.41)

Model for the circulating current (icy , Ic)

The same approach used for the common mode current as well as for the DC bus current will be
applied once again for the circulating currents. However, the approach here will be significantly
more complex since the inspiring expression here is less obvious. As suggested by the fourth
formula from (3.27) which deals with the circulating current, the dynamics of icy will be derived
by developing the dynamics of m(ipy − iny)− (ip − in) either the dynamics of m(ipy − iny)−∑ym

y=y1
(ipy − iny). The first step is to formulate the dynamics of m(ipy − iny). The current ipy

appears in equation (αp,y) and iny in (αn,y), thus one must start by developing the following
relationship: m [(αp,y)− (αn,y)], which gives:

m(vp − vn) = m(R+ Ls)(ipy − iny) +m(Rs + Lss)(ip − in) +m(vpy − vny) (3.42)

It is now necessary to look at the second part: −
∑ym

y=y1
(ipy − iny). From the previous develop-

ments
∑ym

y=y1
(αp,y)− (αn,y) has already been computed as shown by (3.37), so a multiplication

by −1 brings −
∑ym

y=y1
(αp,y)− (αn,y):

−m(vp − vn) = −(Req
s + Leq

s s)(ip − in)−
ym∑

y=y1

(vpy − vny) (3.43)

The sum of these two previous equations gives m [(αp,y)− (αn,y)] −
∑ym

y=y1
(αp,y) − (αn,y)

which governs the dynamics of m(ipy − iny)−
∑ym

y=y1
(ipy − iny) = m(ipy − iny)− (ip − in):

0 = (R+ Ls) (m(ipy − iny)− (ip − in)) +
(
m(vpy − vny)−

∑ym
y=y1

(vpy − vny)
)

(3.44)

It is decided to set the simplifying notations:

Req
c = R and Leq

c = L
N∆(y,m) = 1

m [−1, . . . ,−1,m− 1,−1, . . . ,−1] ∈ M1,m(R) with m− 1 in position #y
Ic = [icy1 , . . . , icym ]T

(3.45)
By (3.27) it has been shown that 2micy = m(ipy − iny) − (ip − in), so substituting
m(ipy − iny)− (ip − in) by 2micy , dividing it by 2m and using the notations defined above, it
is shown that:

0 = (Req
c + Leq

c s)icy +
1

2
N∆(y,m) (Vpy −Vny) (3.46)

This equation being true ∀y ∈ {y1, . . . , ym}, it is extended to yield then:
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3.B High-level modelling: from the converter arm voltages to the currents

(Req
c + Leq

c s)Ic = −1

2
N∆(m) (Vpy −Vny) (3.47)

As for the two previous currents, the control voltage of the current under scrutiny is de-
fined:

Vc = −1

2
N∆(m) (Vpy −Vny) (3.48)

The expression of N∆(m) which will be often used thereafter is detailed here:

N∆(m) =


N∆(y1,m)
N∆(y2,m)
N∆(y3,m)

...
N∆(ym,m)

 =
1

m


m− 1 −1 −1 . . . −1
−1 m− 1 −1 . . . −1
−1 −1 m− 1 . . . −1
...

...
... . . . ...

−1 −1 −1 . . . m− 1

 ∈ Mm(R) (3.49)

Model for the output current (ioy , Io)

The same approach as that used for the circulating current will be taken here for the output
current. As suggested by the third formula of (3.27) which involves the output current, the
dynamics from ioy will be developed by deriving the dynamics of the current m(ipy + iny) −
(ip + in) that is the dynamics of m(ipy + iny) −

∑ym
y=y1

(ipy + iny). The first step is to find the
dynamics ofm(ipy + iny). The current ipy appears in the equation (αp,y) and iny in (αn,y), one
must begin by developing the following relationship: m [(αp,y) + (αn,y)], which gives:

m(vp + vn) = 2mvy +m[(R+ 2Ro) + (L+ 2Lo)s](ipy + iny)
+m(Rs + Lss)(ip + in) + 2mvnAD +m(vpy + vny)

(3.50)

It is now necessary to look at the second part: −
∑ym

y=y1
(ipy + iny). From the previous develop-

ments
∑ym

y=y1
(αp,y) + (αn,y) has already been computed as shown by (3.29), so a multiplication

by −1 brings −
∑ym

y=y1
(αp,y) + (αn,y):

−m(vp + vn) = −2

ym∑
y=y1

vy − (Req
m + Leq

ms)(ip + in)− 2mvnAD −
ym∑

y=y1

(vpy + vny) (3.51)

The sum of these two previous equations gives m [(αp,y) + (αn,y)] −
∑ym

y=y1
(αp,y) + (αn,y)

which governs the dynamics of m(ipy + iny)−
∑ym

y=y1
(ipy + iny) = m(ipy + iny)− (ip + in):

0 = 2
(
mvy −

∑ym
y=y1

vy

)
+ [(R+ 2Ro) + (L+ 2Lo)s] (m(ipy + iny)− (ip + in))+(

m(vpy + vny)−
∑ym

y=y1
(vpy + vny)

)
(3.52)

Notations are then introduced:

Req
o = R+ 2Ro and Leq

o = L+ 2Lo

Io = [ioy1 , . . . , ioym ]T
(3.53)

By (3.27) one gets 2mioy = (m(ipy + iny)− (ip + in) . Substitutingm(ipy + iny)− (ip + in) by
2mioy , dividing by 2m, and using the notations newly defined shows that:

0 = N∆(y,m)Vy + (Req
o + Leq

o s)ioy +
1

2
N∆(y,m) (Vpy +Vny) (3.54)
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This equation being true ∀y ∈ {y1, . . . , ym}, it is extended to achieve that:

(Req
o + Leq

o s)Io = −1

2
N∆(m) (Vpy +Vny) + (−N∆(m)Vy) (3.55)

As for the other types of currents, the voltage driving the output currents of the converter is
defined as follows:

Vo = −1

2
N∆(m) (Vpy +Vny) (3.56)

3.C Development of the General Polyphase Full Order Current State-
Space Model

3.C.1 State-space model representing all current types

It is possible to group the equations (3.32), (3.40), (3.47), and (3.55) in order to have the behavior
of all the currents directly in one mathematical object. By isolating the currents in each of the
left-hand members of these four equations, and using the fact that the identity matrix is its own
inverse, it is obtained that:


sIm = −Req

m

Leq
m
Im − 1

2Leq
m
NΣ(m) (Vpy +Vny) +

1
Leq
m
(NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD)

sIs = −Req
s

Leq
s
Is − 1

2Ls
eqNΣ(m) (Vpy −Vny) +

1
Leq
s
([1 0] ·N∆(2)Vx)

sIc = −Req
c

Leq
c
Ic − 1

2Leq
c
N∆(m) (Vpy −Vny)

sIo = −Req
o

Leq
o
Io − 1

2Lo
eqN∆(m) (Vpy +Vny) +

1
Leq
o
(−N∆(m)Vy)

(3.57)
The variables for which it is desired to know the dynamic behavior are the currents, so the cur-
rents are concatenated in the state vector for the model high-level: XHL =

[
Im Is Ic

T Io
T
]T .

The quantities which will then control these different current variables are the voltages vpy and
vny grouped in the vectors Vpy and Vny. These voltages will then be associated in the form of
the current control vector: UHL =

[
Vpy

T Vny
T
]T . From (3.57), it is possible to formulate the

state-space model representing the dynamics of the four current types:

GPFOCSSM{
ẊHL = AHLXHL +BHLUHL +EHL

YHL = CHLXHL +DHLUHL
(3.58)
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This is equivalent to (3.59), which defines the model:



ẊHL =


İm
İs
İc
İo

 =


−Req

m

Leq
m

−Req
s

Leq
s

−Req
c

Leq
c
Im

−Req
o

Leq
o
Im



Im
Is
Ic
Io



−1
2


NΣ(m)/Leq

m NΣ(m)/Leq
m

NΣ(m)/Leq
s −NΣ(m)/Leq

s

N∆(m)/Leq
c −N∆(m)/Leq

c

N∆(m)/Leq
o N∆(m)/Leq

o

[Vpy

Vny

]

+


NΣ(2)/L

eq
m

[1 0] ·N∆(2)/L
eq
s

0
0

Vx +


−NΣ(m)/Leq

m

0
0

−N∆(m)/Leq
o

Vy +


−NΣ(1)/L

eq
m

0
0
0

VnAD

YHL =


Im
Is
Ĩc
Ĩo

 =


1

1
Im−1 Om−1,1

Im−1 Om−1,1



Im
Is
Ic
Io

+
[
O2m,2m

] [Vpy

Vny

]
(3.59)

The state-space model can then be defined from the following matrices and vectors:

AHL =


−Req

m

Leq
m

−Req
s

Leq
s

−Req
c

Leq
c
Im

−Req
o

Leq
o
Im

 ∈M2m+2(R)

BHL = −1
2


NΣ(m)/Leq

m NΣ(m)/Leq
m

NΣ(m)/Leq
s −NΣ(m)/Leq

s

N∆(m)/Leq
c −N∆(m)/Leq

c

N∆(m)/Leq
o N∆(m)/Leq

o

 ∈M2m+2,2m(R)

CHL =


1

1
Im−1 Om−1,1

Im−1 Om−1,1

 ∈M2m,2m+2(R)

DHL =
[
O2m,2m

]
∈M2m(R)

EHL =


NΣ(2)/L

eq
m

[1 0] ·N∆(2)/L
eq
s

0
0

Vx +


−NΣ(m)/Leq

m

0
0

−N∆(m)/Leq
o

Vy +


−NΣ(1)/L

eq
m

0
0
0

VnAD ∈R2m+2

UHL = [vpy1 , . . . , vpym , vny1 , . . . , vnym ]
T ∈R2m

(3.60)
The choice of this output vector is made knowing that the electrical systems represented by
the circulating currents (icy) and the output currents (ioy) are both balanced since the model
has been derived from the decomposition represented on Figure 3.3. Therefore the sum of the
circulating currents is null as is the sum of the output currents. There is thus a circulating current
and an output current that it will not be possible to control. The choice is then made to discard
the currents icym and ioym from the vectorYHL. Hence the fact that the matrix CHL has empty
columns.
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3.C.2 Controllable and observable current state-space model

Considering the controllability property for multi-input multi-output systems [Ros70] applied to
{AHL,BHL}, it is possible to show that only 2m states among 2m+ 2 are controllable. Indeed,
the sum of the circulating and output currents is zero, so that they cannot be independently
controlled. However, a reduced form of GPFOCSSM can easily be obtained that is controllable.
The new state-space vector X̃HL is the same asXHL, but with ioym and icym removed, which is
obtained by multiplying the state vector by CHL with:

X̃HL = CHLXHL (3.61)

It is possible to notice that CHL
T is the pseudo-inverse matrix of CHL defined so that:

CHL
T · CHL = I2m+2 =⇒ XHL = CHL

T X̃HL (3.62)

Thus:
AHLXHL = AHLCHL

T X̃HL (3.63)

Therefore:

˙̃XHL = CHLẊHL

=
(
CHLAHLCHL

T
)
X̃HL + (CHLBHL)UHL + (CHLEHL)

= ÃHLX̃HL + B̃HLUHL + ẼHL

(3.64)

Keeping the same output vector gives:

YHL = CHLXHL +DHLUHL

= I2mX̃HL +DHLUHL

= C̃HLX̃HL + D̃HLUHL

(3.65)

This state-space realization of the GPFOCSSM with matrices {ÃHL, B̃HL, C̃HL, D̃HL} is con-
trollable, observable, and therefore minimal. Thus, this generalized state-space model can di-
reclty be used for control design of the currents for the MMC. And this will be the state-space
model used for further developments of the control. Its definition can be sumed by the following
equation (3.66) which defines the minimal state-space model:

GPFOCSSM - Minimal Realization{
˙̃XHL = ÃHLX̃HL + B̃HLUHL + ẼHL

YHL = C̃HLX̃HL + D̃HLUHL

(3.66)

with
ÃHL = CHLAHLCHL

T

B̃HL = CHLBHL

ẼHL = CHLEHL

C̃HL = I2m
D̃HL = DHL

(3.67)

Note that in both state-space models, the same control vector is used. Applying the derivations
given in Appendix B to the state-space model gives:

C̃HLG̃HLUHL(k) = YHL(k + 1)− C̃HLF̃HLX̃HL(k)− C̃HLH̃HLẼHL(k) (3.68)
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3.C.3 Conclusions about the GPFOCSSM

The work of modelling the behavior of currents that has been carried out so far has made it
possible to provide a first model of currents that can be adapted to any number of phases because,
as can be seen, the equations (3.58) and (3.66) which represent this model, as well as the matrices
(3.60) and (3.67) which define it, depend on the parameter m in size and value. This model thus
fulfills the objective of scalability and can be qualified as "polyphase". This state-space model is -
compared to those which will follow - qualified by the term "full order" because the state vector
contains all the currents which can flow through the MMC during its operation. Embedding a
certain level of generalization about the modelling possibilities of the DC bus as well as the AC
network, it can be qualified as "general". It is from these various characteristics that this model
is thus named General Polyphase Full Order Current State-Space Model (GPFOCSSM). From
now on and in the following work it is its acronym GPFOCSSM which will be mainly used to
refer to it.

The model that has been developed for the high-level in section 3.C has the advantage of being
independent of the number of submodules N and is modular to the number of phases in the
AC network m. The state-space model matrices increase in size with the number of phases in
the AC network, e.g., the number of rows and columns in the control matrix is proportional to
twice the number of phases: (2m× 2m) in the case of the minimal representation. Thus, as the
number of phases increases in the system, the control algorithm that would take advantage of
the GPFOCSSM would see its complexity grow rapidly as the number of phases is increased. In
the case of a state feedback the gain matrix would have a total of 4m2 terms. It would therefore
be consistent to observe an increase in real time control computation time that is quadratic with
the number of phases in the system. It could therefore be very beneficial - both for the real time
control computation and the system simulation time - to have a state-space model high-level that
is independent of the number of phases m.

A first idea can come by intuition from the known behavior of the studied system. Knowing that
Is is the source current DC which feeds the converter, it should rather have a single component
of continuous nature, while the Io, which is the AC-side current, should feature a fundamental
alternating component. The circulating currents Ic being of null sum, it would be consistent to
see it take an alternating behavior with a fundamental component as well and the commonmode
current Im should also be continuous as well as Is. Knowing this behavior for the MMC, the
idea can be to apply a change of basis to the GPFOCSSM currently established in the natural
basis. This change of basis would then allow to have a state-space representation describing
the behavior of the system only on the areas from the state-space actually reached by the state
variables.
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3.D Development of the General Polyphase Fixed-Size Reduced Order
Current State-Space Model

3.D.1 PARK transform in the m-phase case

3.D.1.1 Foundations of the transformation

To perform a base change, several solutions are possible, but there is one that is usually applied in
the case of three-phase systems: the Park transformation [Par29; Par33; Cla43; Con51; MBB11].
The objective here is to use a Park transform in the polyphase case to bring down fromm phases
to 3 phases reducing then the order of the high-level model of our system and this whatever the
number of phases of the AC network m. This type of model in the Park reference frame, also
called Synchronous Rotating Frame or SRRF, has already been studied in the context of the
MMC for the case of a three-phase AC network. This was done without taking into account the
behavior of the common mode current or the voltage between the neutral points by [Fre+16a;
Ber+18]. The desire here is therefore to partly rely on this work to extend the model established
in the Park frame of the three-phase MMC to the m-phase case.

The first approach of basis change proposed here operates a transformation from the Stationary
Reference Frame (SRF), also called Stationary Frame, to the SRRF. In this basis change, the
choice is made to consider that the model can be reduced - while keeping a satisfactory accuracy
- to the continuous components and to the fundamental components of the various waveforms
of the currents which flow through the MMC. The simulations which are carried out in the last
part of this chapter make it possible to analyze if the precision of such a model is sufficient.

Assumption 3. Only the continuous and fundamental components of the currents flowing through

the MMC are considered, the other components are assumed null
1
.

This assumption is the keystone of the GPFSROCSSM model and the Assumption 9 is consid-
ered true only in the framework of this model.

As the following development sets up, each current of an alternating nature will have a Park
transformation applied by rotation at a single frequency. This means that, for the case ofm ≤ 3,
only the fundamental or the largest amplitude harmonic will be considered and not the whole
harmonic content of the latter. In the case where m > 3 the Park transform set up here
will only be able to take into account the fundamental component of each of the currents. This
dependence on the number of phases is explained in detail by [SBH03; SKB04; Kes03]. The
reduced order model obtained will not be as general as the full order model in terms of describing
the values that the different types of currents can take, but it is a first step that will be improved
later to take into account additional harmonics of the circulating currents and the output currents
in particular for the case where m > 3.

Another assumption, necessary for the development of the model GPFSROCSSM, is laid:

Assumption 4. The poles of the DC bus, the legs of the MMC and the AC network phases all

feature a symmetrical load.

Each of the current types Ic and Io constitute two electrical systems of polyphase currents. As
seen on Figure 3.3, these two types of currents are structurally null-sum and the model described

1This assumption, which may appear strong from the knowledge of the harmonic content from the arm currents,
will be discussed further, especially concerning the circulating currents.
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by (3.60) shows that all circulating currents see the same impedance. The same is true for the out-
put currents. Thus, the circulating currents and the output currents form two electrical systems
on a symmetrical load and thus verify this assumption.

3.D.1.2 Development of basis changes

From the m-phase (1, 2, . . . ,m) stationary frame to the (α,β, 0) stationary frame

From [Kes03] in the case where the harmonic content of the waveforms is limited to the funda-
mental components, it is possible to consider only a single reference frame (α,β, 0) to represent
all the information contained in the electrical waveforms. This last one will be able to represent
the selected waveforms without any loss of information [Kes03]. A phasor will then be made up
to stand for the representation of the polyphase waveforms in the (α,β, 0) framework. The α
axis will be the real axis, the β axis, the imaginary axis and the 0 axis will allow to represent the
homopolar component for the case where the electrical system would showcase an unbalanced
operation. By setting xk as the electrical signal x(t) in the phase #k of the polyphase network,
θm = 2π

m , a = ejθm and xαβ the phasor in the (α,β, 0) reference frame, the pentaphase formu-
lation presented in [TWL98; Gat00] is generalized to them-phase case:

xαβ = K ·
(
x1 + ax2 + a2x3 + . . .+ am−1xm

)
= xα + jxβ

x0 =
K
k0

· (x1 + x2 + x3 + . . .+ xm)
(3.69)

with x0 the zero sequence component directly related to the sum of the different components in
the initial stationary frame. If the electrical system is not balanced, the sum of all its components
will not be null, inducing a non-zero value for the homopolar component. The introduction of
the coefficients K and k0 is intended to let the user choose the conservation type: amplitude
[Cla43], or power [Con51]. Let Xαβ0 = [xα xβ x0]

T and Xm = [x1 x2 x3 . . . xm]T , By the
introduced transformation, it thus comes:

Xαβ0=

Re
(
xαβ

)
Im
(
xαβ

)
x0

=K
x1 + cos(θm)x2 + cos(2θm)x3 + . . .+ cos((m− 1)θm)xm

0 + sin(θm)x2 + sin(2θm)x3 + . . .+ sin((m− 1)θm)xm
x1/k0 + x2/k0 + x3/k0 + . . .+ xm/k0

 (3.70)

With a matrix product, it is trivially deduced that:

Xαβ0 = K

 1 cos(θm) cos(2θm) . . . cos((m− 1)θm)
0 sin(θm) sin(2θm) . . . sin((m− 1)θm)

1/k0 1/k0 1/k0 . . . 1/k0

Xm (3.71)

The transformation matrix is then named [CK ]:

[CK ] ≜ K

 1 cos(θm) cos(2θm) . . . cos((m− 1)θm)
0 sin(θm) sin(2θm) . . . sin((m− 1)θm)

1/k0 1/k0 1/k0 . . . 1/k0

 (3.72)

This gives: Xαβ0 = [CK ]Xm. However [CK ] is a rectangular matrix, but it is possible to show
by simple matrix product that:

[CK ] · [CK ]T = K2m

1/2 0 0
0 1/2 0
0 0 1/k0

2

=x
k0=

√
2

K2m

2
I3 (3.73)
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The choice of k0 =
√
2 is thus made for both types of transformations although in some cases

of the Clarke transformation the choice of k0 = 2 is made to conserve the amplitude of the
homopolar component. This leads to the definition of the pseudo-inverse matrix of [CK ]:

[CK ]+ ≜
2

K2m
[CK ]T =⇒ Xm = [CK ]+Xαβ0 =

2

K2m
[CK ]TXαβ0 (3.74)

The determination of K will not be detailed here, but in the case of the Concordia transfor-
mation, this coefficient will be determined to ensure the conservation of electric powers. In this
case, it is possible to show that it is necessary to have K =

√
2/m. In the case of the Clarke

transformation, this coefficient will be chosen to ensure the conservation of the amplitudes of
the wave forms. In this case, it is necessary to haveK = 2/m.

From the (α,β, 0) stationary frame to the synchronous rotating frame (d, q, 0)

The second part of the Park transform is the usual change of reference frame by rotation:

Xαβ0 =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 ·Xdq0 = [P (θ)] ·Xdq0 (3.75)

where the matrix [P (θ)] is invertible with the remarkable property that [P (θ)]−1 = [P (−θ)].
The angle θ is that of the rotation to be imposed between the two reference frames, oriented
from the stationary frame towards the rotating frame. In the case of the static converter studied,
this angle will be associated with the frequency of the alternating currents which evolve within
it.

3.D.2 Decoupled generalized polyphase fixed-size reduced order model of the
currents

Model for the common mode current (im, Im)

To derive the model of the currents in the Park reference frame, the starting points are the dif-
ferential equations governing the dynamics of each current type formulated in the GPFOCSSM
model. For the common mode current this calls for (3.32):

Req
mIm + Leq

msIm = −1

2
NΣ(m) (Vpy +Vny) + (NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD)

(3.76)
The model (3.76) is a particular case of the general equation (A.81) proposed in the appendix.
Appendix G provides a detailed development of the change of basis that must be made in order
to shift the current model into the Park reference frame. Thus, by applying this development to
equation (3.76), the model of the common mode current in the synchronous rotating reference
frame is deduced. Notations to unify the models of the different types of currents are introduced:


Idq0m = Im
Bdq0

Σ = k0
mK

[
0 0 −1/2

]
Vdq0

py = [P (−θ)][CK ]Vpy

Vdq0
ny = [P (−θ)][CK ]Vny

(3.77)

The use of these new notations finally gives:
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(Req
m + Leq

ms)Idq0m = Bdq0
Σ

(
Vdq0

py +Vdq0
ny

)
+ (NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD) (3.78)

Model for the source current (is, Is)

The current model of the DC bus will have the same modelling approach applied to it since the
current Is is also a scalar with the same way as Im. Thus, the starting point is equation (3.40):

Req
s Is + Leq

s sIs = −1

2
NΣ(m) (Vpy −Vny) + ([1 0] ·N∆(2)Vx) (3.79)

According to the Park transform derivations from Appendix G, it can be directly deduced -
using the notation Idq0s = Is - that:

(Req
s + Leq

s s)Idq0s = Bdq0
Σ

(
Vdq0

py −Vdq0
ny

)
+ ([1 0] ·N∆(2)Vx) (3.80)

Model for the circulating current (icy , Ic)

The circulating current Ic, like the output alternating current Io, is a polyphase current withm
components. The Park transformation can therefore be fully applied to it. The use of Appendix
G is applied in details here since the circulating current has some specificities. To do this, the
equation governing the dynamics of the circulating current (3.47) is recalled:

Req
c Ic + Leq

c sIc = −1

2
N∆(m) (Vpy −Vny) (3.81)

The notations Bm
∆ = −1

2N∆(m) and Φc = Leq
c Ic are introduced:

Req
c Ic + sΦc = Bm

∆ (Vpy −Vny) (3.82)

By substituting the vectors of the natural stationary reference frame by those of the new station-
ary reference frame {α,β, 0}:

Req
c [CK ]+Iαβ0c + s[CK ]+Φαβ0

c = [CK ]+Bαβ0
∆ [CK ] · [CK ]+

(
Vαβ0

py −Vαβ0
ny

)
(3.83)

The matrix [CK ] being constant as a function of time, the permutation with the scalar variable
of Laplace is possible, it is deduced:

[CK ]+Req
c Iαβ0c + [CK ]+sΦαβ0

c = [CK ]+Bαβ0
∆

(
Vαβ0

py −Vαβ0
ny

)
(3.84)

With the left multiplication by [CK ], it follows that:

Req
c Iαβ0c + sΦαβ0

c = Bαβ0
∆

(
Vαβ0

py −Vαβ0
ny

)
(3.85)

Following the shift to the (α,β, 0) reference frame, the rotation towards the (d, q, 0) reference
frame will be operated. It is decided to set θ the angle between the rotating frame and the initial
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stationary frame in the general case. The Park reference frame will thus rotate at the frequency
ω, this frequency will take the value ωc, which is the frequency of the currents Ic with respect to
the stationary reference frame, when the interest is focused on the Parkmodel of the circulating
current. The detailed analysis by [Ilv+12] of the potential harmonic content from the different
current types involved in the conversion performed by the MMC is very enlightening. This
study indicates that, under normal operation conditions of the MMC, the circulating current
consists of a series of harmonics of even order with ωo for fundamental frequency of the output
current Io, so that the harmonic content of the circulating current is composed of the frequencies:
2ωo, 4ωo, . . . , 2kωo, k ∈ N∗. However, the study shows that the harmonics of rank higher than
2 are of very low amplitude compared to that of rank 2 in the common configuration of MMCs
and that in all cases the amplitude of the Ic harmonics decreases as the harmonic order increases,
which is confirmed by [Lyu+18]. In the example presented by [Ilv+12] the amplitude of the 4th
harmonic is about 47 times smaller than the 2nd harmonic. Therefore, based on these studies,
most of the circulating current will be considered to be contained in its 2nd order harmonic.
It is concluded that the change of reference frame from the stationary frame (α,β, 0) to the
Park synchronous rotating reference frame will be performed by the matrix [P (−θc)]with θc =
2θo = 2

∫
ωodt, for the case of the circulating current. The inverse change of reference frame is

determined by the matrix [P (θc)].

But according to [Kes03], the transformation operated by [CK ] only allows one to conserve
the fundamental components of each current in the (α,β, 0) reference frame for a number
of phases m > 3 as it will be detailed in the following section. For the case where m = 3,
all harmonic components are conserved by [CK ]. Even though the largest amplitude harmonic
of the circulating current is considered to be the one of second order, in this first model, only
the fundamental component will be considered. A verification of the accuracy of this model for
the control purpose of the MMC will be performed, to assess how necessary the representation
of this 2nd harmonic of the circulating current is. This consideration implies that the change of
reference frame from (α,β, 0) to the Park reference frame will be performed by [P (−θ)] for the
case m > 3, whereas [P (−nθ)] (n = 2) will be used for the case m = 3, having set θ = θo.
This choice made here is also made by [Ber+18] which also features a model of the MMC in the
synchronous rotating reference frame, but limited to the case of three-phase AC networks and
without consideration of the possible common mode current or the DC bus coupling impedance.
The change of reference frame applying the rotation is then operated:

Req
c P (nθ)Idq0c + s

(
[P (nθ)]Φdq0

c

)
= [P (nθ)]Bdq0n

∆ [P (−nθ)] · [P (nθ)]
(
Vdq0n

py −Vdq0n
ny

)
(3.86)

By the fact that Req
c is a scalar and the inverse matrix of [P (θ)] is [P (−θ)], it follows that:

[P (nθ)]Req
c Idq0c + s

(
[P (nθ)]Φdq0

c

)
= [P (nθ)]Bdq0n

∆

(
Vdq0n

py −Vdq0n
ny

)
(3.87)

With a simple derivation of a product of time dependent functions, it is obtained that:

[P (nθ)]Req
c Idq0c +s[P (nθ)]·Φdq0

c +[P (nθ)]·sΦdq0
c = [P (nθ)]Bdq0n

∆

(
Vdq0n

py −Vdq0n
ny

)
(3.88)

By matrix multiplication on the left by [P (−nθ)], the previous equation turns into:

Req
c Idq0c + [P (−nθ)]s[P (nθ)] ·Φdq0

c + sΦdq0
c = Bdq0n

∆

(
Vdq0n

py −Vdq0n
ny

)
(3.89)

The term [P (−nθ)]s[P (nθ)] ·Φdq0
c of this equation must then be made explicit in order to obtain

a complete analytical form. The determination of the time derivative of [P (nθ)] is then necessary.
This derivative can be computed by the separation of variables:

s[P (nθ)] =
d[P (nθ)]

dt
=

dθ

dt
· d[P (nθ)]

dθ
(3.90)

92



3.D Development of the General Polyphase Fixed-Size Reduced Order Current State-Space
Model

This separation of variables allows an efficient determination of the [P (nθ)] time derivative:

s[P (nθ)] =
dθ

dt
· d

dθ

cos(nθ) − sin(nθ) 0
sin(nθ) cos(nθ) 0

0 0 1

 = ω · n

− sin(nθ) − cos(nθ) 0
cos(nθ) − sin(nθ) 0

0 0 0

 (3.91)

The expression of the term [P (−nθ)]s[P (nθ)] is then deduced by matrix product:

[P (−nθ)]s[P (nθ)] = nω ·

 cos(nθ) sin(nθ) 0
− sin(nθ) cos(nθ) 0

0 0 1

− sin(nθ) − cos(nθ) 0
cos(nθ) − sin(nθ) 0

0 0 0


= nω ·

0 −1 0
1 0 0
0 0 0

 (3.92)

The term [P (−nθ)]s[P (nθ)] ·Φdq0
c can then be expressed as:

[P (−nθ)]s[P (nθ)] ·Φdq0
c = nω

−Φq
c

Φd
c

0

 (3.93)

From the definition of the change of basis operated here, the magnetic flux circulating in the
Park reference frame Φdq0

c is found from the following transformation:

Φdq0
c = [P (−nθ)][CK ]Φc = Leq

c [P (−nθ)][CK ]Ic = Leq
c

IdcIqc
I0c

 =

Φd
c

Φq
c

Φ0
c

 (3.94)

This equation allows one to obtain the relationship defining Φd
c and Φ

q
c . Thus, by substitution of

their respective formulas in (3.93), it is deduced that:

[P (−nθ)]s[P (nθ)] ·Φdq0
c = nωLeq

c

−Iqc
Idc
0

 (3.95)

Knowing the explicit expression of [P (−nθ)]s[P (nθ)] ·Φdq0
c , a substitution in equation (3.89) is

made. The equation governing the dynamics of the circulating currents thus becomes:

Req
c Idq0c + sΦdq0

c + nωLeq
c

−Iqc
Idc
0

 = Bdq0n
∆

(
Vdq0n

py −Vdq0n
ny

)
(3.96)

with: 

Idq0c = [P (−nθ)][CK ]Ic =

IdcIqc
I0c


Φdq0

c = Leq
c Idq0c = Leq

c

IdcIqc
I0c


Bdq0n

∆ = [P (−nθ)][CK ]Bm
∆ [CK ]+ P (nθ) =

−1/2 0 0
0 −1/2 0
0 0 0


= [P (−θ)][CK ]Bm

∆ [CK ]+[P (θ)] =

−1/2 0 0
0 −1/2 0
0 0 0

 = Bdq0
∆

(3.97)
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The expression ofBdq0
∆ highlights the fact that by acting on the control voltages which areVdq0n

py

andVdq0n
ny , it is not possible to act on the homopolar component of the circulating current. But,

as it is possible to see on Figure 3.3 (c), the circulating currents are structurally forced to be
null sum:

∑m
y=1 icy = 0. The homopolar component of the circulating currents, I0c , is therefore

structurally null whatever the operating mode of the converter. This guarantees that the third
and last line of equation (3.96) is useless, so it is possible to remove it from the model to reduce
its size. The variables are then redefined as:

Ĩdq0c =

[
Idc
Iqc

]
B̃dq0

∆ =

[
−1/2 0 0
0 −1/2 0

]
Vdq0n

py = [P (−nθ)][CK ]Vpy = [P ((1− n)θ)][P (−θ)][CK ]Vpy = [P ((1− n)θ)]Vdq0
py

Vdq0n
ny = [P (−nθ)][CK ]Vny = [P ((1− n)θ)][P (−θ)][CK ]Vny = [P ((1− n)θ)]Vdq0

ny

(3.98)
By using these notations, the final equation describing the dynamics of the current Ic in the
reference frame of Park is expressed as:

(Req
c + Leq

c s)̃Idq0c + nωoL
eq
c

[
−Iqc
Idc

]
= B̃dq0

∆ P ((1− n)θ)
(
Vdq0

py −Vdq0
ny

)
(3.99)

It is interesting to note that from equation (3.47) describing the behavior of the circulat-
ing current in the framework of the GPFOCSSM, switching to equation (3.99) allows one to
perform a reduction of order by shifting from a representation ofm currents to only 2 currents.
This simplification is therefore relatively strong.

Model for the ouput current (ioy , Io)

The output alternating current Io, is a polyphase current embeddingm components. This trans-
formation will be applied to equation (3.55) previously found for the output current in the frame-
work of the GPFOCSSM model:

Req
o Io + Leq

o sIo = −1

2
N∆(m) (Vpy +Vny) + (−N∆(m)Vy) (3.100)

Applying the Park transform to this model as detailed in Appendix G, gives the following result
with the dedicated notations:

Ĩdq0o =

[
Ido
Iqo

]
=

[
1 0 0
0 1 0

]
[P (−θ)][CK ]Io

Ṽdq0
y∆ =

[
V d
y

V q
y

]
=

[
1 0 0
0 1 0

]
[P (−θ)][CK ]N∆(m)Vy

= −2B̃dq0
∆ [P (−θ)][CK ]N∆(m)Vy

(3.101)

This finally leads to:

(Req
o + Leq

o s)̃Idq0o + ωoL
eq
o

[
−Iqo
Ido

]
= B̃dq0

∆

(
Vdq0

py −Vdq0
ny

)
−
[
V d
y

V q
y

]
(3.102)

As in the case of the circulating current, the output currents are structurally forced to be null-
sum:

∑m
y=1 ioy = 0 as shown by Figure 3.3 (d). As a result, it was possible to decrease the size of
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the model to get (3.102). As for the case of the circulating current Ic, the equation representing
the dynamics of the output current Io is strongly reduced in order: from m for (3.55) to 2 for
(3.102).

3.D.3 Current fixed-size reduced order state-space model

It is possible to combine the equations (3.78), (3.80), (3.99), and (3.102) in order to have the be-
havior of all the currents directly into a single state-space model. The state vector is thus define
asXdq0

HL =
[
Idq0m Idq0s Ĩdq0c

T
Ĩdq0o

T
]T

and the state-space model is found:


Ẋdq0

HL = Adq0
HL Xdq0

HL +Bdq0
HL Udq0

HL +Edq0
HL

Ydq0
HL = Cdq0

HL Xdq0
HL

(3.103)

Defined by

Adq0
HL =



−Req
m

Leq
m

−Req
s

Leq
s

−Req
c

Leq
c

nω

−nω −Req
c

Leq
c

−Req
o

Leq
o

ω

−ω −Req
o

Leq
o


∈M6,6(R)

Bdq0
HL =


Bdq0

Σ /Leq
m Bdq0

Σ /Leq
m

Bdq0
Σ /Leq

s −Bdq0
Σ /Leq

s

B̃dq0
∆ P ((1− n)θ)/Leq

c −B̃dq0
∆ P ((1− n)θ)/Leq

c

B̃dq0
∆ /Leq

o B̃dq0
∆ /Leq

o

 ∈M6,6(R)

Cdq0
HL =


1

1
I2

I2

 ∈M6,6(R)

Edq0
HL =


NΣ(2)/L

eq
m

[1 0] ·N∆(2)/L
eq
s

O2,2

O2,2

Vx +


−NΣ(m)/Leq

m

O1,m

O2,m

2B̃dq0
∆ [P (−θ)][CK ]/Leq

o

Vy

+


−NΣ(1)/L

eq
m

O1,1

O2,1

O2,1

VnAD ∈M6,1(R)

Udq0
HL = [vpy

d, vpy
q, vpy

0, vny
d, vny

q, vny
0]T ∈M6,1(R)

(3.104)

The resulting state-space model is fully controllable and observable. The above minimal repre-
sentation can therefore be used to control the currents in the MMC. Applying the development
proposed in appendix B, this state-space model shows:

Cdq0
HLG

dq0
HLU

dq0
HL (k) = Ydq0

HL (k + 1)− Cdq0
HLF

dq0
HLX

dq0
HL (k)− Cdq0

HLH
dq0
HLE

dq0
HL (k) (3.105)
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3.D.4 Conclusions about the GPFSROCSSM

This change of basis approach results in a state-space model of significantly lower order than the
previous one (3.60). Not only is the resulting model of reduced order, but this order is constant
regardless of the number of phases in the output AC network. This property gives the model
the "fixed-order" character while preserving its "generalized" property. It is from these differ-
ent characteristics, as well as those of the GPFOCSSM model that it capitalizes from, that this
model is named General Polyphase Fixed-Size Reduced Order Current State-Space Model (GPF-
SROCSSM). From now on and in the following work, it is its acronym GPFSROCSSM which
will be mainly used to refer to it.

Thanks to this new modelling step, the high-level model of the currents has been reduced from
2m to 4+2. The first observation is that the order of the model could be reduced in a substantial
way, and it is in this way that the new model meets the objectives initially stated. Moreover, the
order of the model now obtained is independent of the number m of phases. This represents a
strong feature of the proposed model. As highlighted by the state-space model matrices defined
by (3.104), the latter has parameters that depend on m, which makes it a model that is always
modular and scalable as a function of the numberm of phases and submodulesN , yet without its
order depending on it. With such a model it is now possible to represent a MMC being connected
to an AC network having any number of phases while featuring a constant complexity. In the
case of a state feedback the gain matrix would have a total of 36 terms. It would therefore be
consistent to observe a relatively constant computation time for real time control as the number
of phases in the system increases.

Although it has the strong benefit of being constant in size, this model has an aspect that could
lead to a lack of precision in the representation of the circulating current. Indeed this model does
not allow, for electrical systems with more than three phases, to model more than the fundamen-
tal components of each type of alternating current. However, it has been shown by [Ilv+12] and
confirmed by [Lyu+18] (see Section 3.D.2) that the circulating current has as its largest compo-
nent its 2nd order harmonic components. It would therefore be interesting to be able to develop
a model able to represent the fundamental and 2nd harmonic components for the four types of
currents including the circulating current, whatever the number of phases in the system. To
answer this issue one idea is to suggest a change of basis which is able to represent both the
fundamental components of the currents and the 2nd harmonic components with the same accu-
racy. This change of basis would then allow to have a state-space representation describing the
behavior of the system on areas of the state-space which cover more realistically those actually
reached by the state variables.
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3.E Biharmonic PARK transform for polyphase systems

3.E.1 Foundations of the PARK transform operated

The new transformation of Park which will be implemented to derive the reduced order model
with the consideration of an extended harmonic content is possible under certain assumptions.

The first assumption concerns the harmonic content of the represented signals. Indeed, the elec-
tric signals must present a fundamental and second order harmonic component for systems of
more than five phases. For systems of five phases or less, this second condition is that the
electrical signals must have only two harmonic components, which can be any of them. As amat-
ter of fact, the following assumption, more complete than the assumption 9 made in the previous
Park transformation, is considered:

Assumption 5. Form < 5: The currents flowing through the MMC are entirely described at most

by one continuous component and two harmonic components, the other components are considered

null. For m ≥ 5: The harmonic components mentioned above are limited to the fundamental and

2nd order harmonic components.

The harmonic content of these currents has been analyzed by [Ilv+12; Lyu+18] showing that the
harmonic components of greatest amplitude are those of first and second order, in other words,
the fundamental and the 2nd harmonic. The hypothesis made is therefore verified by the currents
to be represented and the Park transform can therefore by applied on the model describing the
dynamics of the currents. Representing only first and second order harmonics, means that it will
be impossible to perform a third harmonic injection for voltage operating zone enlargement as
done in [HG84; NÄJ12], this is a choice in this first approach of MMC high-level model Park
transform for polyphase systems.

The second assumption deals with the symmetry of the loads, indeed, as for the case of the previ-
ous transformation of Park, the assumption 4 is considered. The circulating and output currents
make two electrical systems of polyphase currents. As seen in Figure 3.3, these two current types
are structurally null-sum and the model described by (3.60) shows that all circulating currents
see the same impedance. The same is true for the output currents. Thus, the circulating currents
and the output currents form two electrical systems on a symmetrical load and thus verify this
assumption.

3.E.2 Development of basis changes

3.E.2.1 Design of the appropriate PARK transform

The new Park transform proposed here builds on the work from [SBH03; SKB04; Kes03; SK10],
which will allow for the development of a more accurate state-space model of the currents due
to the inclusion of a larger harmonic content.

In order to design the Park transform capable of taking into account the whole harmonic content
in the m-phase case, i.e. the most general Park transform, [Kes03] relies on the diagonalization
of the inductance matrix in the case of an m-phase electrical system with mutual inductances
between each of the phases. It is noted Bm the basis associated with the m-phase stationary
reference frame and xm

k the vectors of the initial basis for k ∈ [[1;m]]. For example, for the three-
phase case, one has the current i1(t) in phase#1, the current i2(t) in phase#2 and the current
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i3(t) in phase #3, so in the basis Bm the current vector representing the set of currents in the
three phases is written as im:

x
m
1

x
m
2

x
m
3

i1(t)x
m
1

i2(t)x
m
2

i3(t)x
m
3

i
m

Figure 3.5: Representation of a current in
the natural basis Bm for the three-phase
case.

im =

i1(t)i2(t)
i3(t)

 = i1(t) ·xm
1 + i2(t) ·xm

2 + i3(t) ·xm
3

(3.106)

Let λ be the linear map which represents the relationship between magnetic magnetic flux in
the electric circuit and the associated current, by setting Φm the magnetic magnetic flux, the
flux-current relationship is thus expressed:

Φm = λ(im) (3.107)

In the initial m-phase reference frame, the flux-current relationships are simple to formulate
because they are based directly on the physical behavior of the induction process. These relations
can also take into account the mutual induction phenomena between phases. To represent all
the flux-current relationships it is then possible to use a matrix formulation which represents the
influence of each current on each phase magnetic flux. The associated matrix will be noted Lm

and stands for the flux-current relationship in the natural basis. According to the definition of λ,
it follows that then:

Lm = mat(λ,Bm) (3.108)

As there are mutual inductances between the phases, Lm is not diagonal. The work of [Kes03]
aims then at diagonalizing the inductance matrix, here called Lm, in the general case of a m-
phase electric system. This diagonalization is done in several steps:

• Determination of the eigenvalues Λi of the inductance matrix Lm.
• Determination of the eigenvectors ci associated with each of the eigenvalues Λi.
• The eigenvectors ci havingwith complex coordinates in the initial basisBm, new eigenvectors
with real coordinates xc

k are obtained by linear combination of the ci.
• The bases Bc

p of the eigensubspaces are then built from these real eigenvectors xc
k. Each

eigensubspace Ec
p is associated to a fictitious or virtual electrical system {αp,βp}.

• The transition matrix [Cm
K ] from the initial basis Bm to the basis of the fictitious electrical

systems Bc is then derived. Bc is then named base of Clarke or Concordia according to the
type of transformation chosen.

From the eigenvalues to the basis change matrix

When determining the eigenvalues Λi, it is possible to observe a certain cyclicity. Indeed it is
observed that Λm−i+2 = Λi for i ∈ [[2;m]] Therefore, if a new eigenvector is obtained by linear
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combination of ci and cm−i+2 then it will also be associated to the eigenvalueΛi. It is also shown
that:

ci = c1



1

ejθm(i−1)

ejθm(i−1)2

ejθm(i−1)3

...
ejθm(i−1)(m−2)

ejθm(i−1)(m−1)


(3.109)

Where c1 is a constant factor which will be determined according to the choice of the transfor-
mation of Clarke or that of Condordia, and c1 is defined as follows:

c1 = c1


1
1
...
1

 (3.110)

The eigenvectors ci and cm−i+2 are both complex-valued in Bm, but it is preferable to have
real-valued eigenvectors. One reason for this preference is the desire to design a current control
algorithm that uses real gains although the realization of complex gain correctors is possible and
efficient [Bod20]. Using the Euler formulas, it is possible to show that:{

ci + cm−i+2 = 2c1 ·
∑m

k=1 cos(θm(i− 1)(k − 1))xm
k

ci − cm−i+2 = 2jc1 ·
∑m

k=1 sin(θm(i− 1)(k − 1))xm
k

(3.111)

New real coordinate eigenvectors are introduced and defined as follows:

For k = 1, xc
1 = c1

∀k ∈ [[2;m]], xc
k =

{
xc+
k =

ci+cm−i+2√
2

, if k is even and it comes that i = 1 + k/2

xc−
k =

ci−cm−i+2

j
√
2

, if k is odd and it comes that i = 1/2 + k/2

(3.112)
As a result, it is interesting to note that:

For k = 1, xc
1 = c1

∀k ∈ [[2;m]], so that k = 2p, xc
k = xc+

k =
cp+1+cm−p+1√

2

it comes that: k + 1 = 2p+ 1, xc
k+1 = xc−

k+1 =
cp+1−cm−p+1

j
√
2

(3.113)

The relationship between i and k as a function of phase number parity is clarified in equation
(3.116). For k ∈ [[2;m]], all xc

k will be grouped two by two to constitute a vector subspace
associated to the same eigenvalue. In the case wherem is even, xc

m is not obtained from a linear
combination of two ci but it comes directly from the relation: xc

m = cm/2+1, it is thus not issued
from the association of two ci. It can however be noted that in the case where m is even, xc

m is
then orthogonal to xc

1. In the odd case, xc
1 will be alone, with no orthogonal vector that can be

associated to it. Any vector subspace Ec
p will be generated by a xc+

k whose coordinates are in
cosine and the associated xc−

k+1 whose coordinates are in sine in the basis Bm, the associations
{xc+

k ,xc−
k+1} will thus constitute the bases Bc

p. It is interesting to note that all the bases Bc
p are

therefore orthogonal, which is trivial to show by scalar product of xc−
k+1 with xc+

k . The new base
of the space will therefore be:

Bc = {Bc
1,Bc

2, . . . ,Bc
J} (3.114)
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with J = (m+ 1)/2 ifm is odd and J = m/2 ifm is even. Which can be summarized by:

Bc =

{ {
{xc

1}, {xc
2,x

c
3}, . . . , {xc

m−1,x
c
m}
}
, if m is odd{

{xc
1}, {xc

2,x
c
3}, . . . , {xc

m−2,x
c
m−1}, {xc

m}
}
, ifm is even (3.115)

To illustrate the creation process of the bases of the vector subspaces {xc+
k ,xc−

k+1} = {xc
k,x

c
k+1}

from the eigenvectors ci as a function of the numberm of phases, Table 3.1 is drawn. Although

ci
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8

m = 1 c1
m = 2 c1 c2
m = 3 c1 c2 c3
m = 4 c1 c2 c3 c4
m = 5 c1 c2 c3 c4 c5
m = 6 c1 c2 c3 c4 c5 c6
m = 7 c1 c2 c3 c4 c5 c6 c7
m = 8 c1 c2 c3 c4 c5 c6 c7 c8

Table 3.1: Table, for m[1; 8], grouping the cis to form the real eigenvectors xc
k

the table is limited to 8 phases, the appearance pattern of the different colors continues for a
higher number of phases. The first step consists in gathering the eigenvectors ci and cm−i+2

because it is together that they will generate, by linear combination, the real eigenvectors xc
k

and xc
k+1. In the table, each combination is represented by a color, for example for m = 5

phases, c2 and c5 will be associated to form xc
2 and xc

3, so they take the same color. It is observed
that for the cases where the number of phases is even, cm/2+1 will be associated to no other
eigenvector to conceive a xc

k by linear combination, hence the fact of having only one vector
carrying the pink color for cases where there is an even number of phases. Once the eigenvector
associations are made, they are used to generate the real eigenvectors:

m = 1 : {c1}−→ {xc
1}

m = 2 : {c1}; {c2}−→ {xc
1}; {xc

2}
m = 3 : {c1}; {c2, c3}−→ {xc

1}; {xc
2,x

c
3}

m = 4 : {c1}; {c2, c4}; {c3}−→ {xc
1}; {xc

2,x
c
3}; {xc

4}
m = 5 : {c1}; {c2, c5}; {c3, c4}−→ {xc

1}; {xc
2,x

c
3}; {xc

4;x
c
5}

m = 6 : {c1}; {c2, c6}; {c3, c5}; {c4}−→ {xc
1}; {xc

2,x
c
3}; {xc

4;x
c
5}; {xc

6}
m = 7 : {c1}; {c2, c7}; {c3, c6}; {c4, c5}−→ {xc

1}; {xc
2,x

c
3}; {xc

4;x
c
5}; {xc

6;x
c
7}

(3.116)

This association between the initial eigenvectors and the real eigenvectors highlights the fact
that if an electrical signal has a component along ci then this component will be found on the
associated eigenvectors xc

k and xc
k+1. Compared to the more classical Park transformation en-

countered in three-phase, each pair {xc
k;x

c
k+1 is in fact a pair {xαn ;xβn with n the index that can

cover the set of groups of two associated vectors of the new basis. And the vector xc
1 represents

the homopolar component, it can be noted x0.

From equation (3.115) introducing the definition of the basis Bc, it is then possible to formulate
the vectors of the new basis Bc as a function of the vectors of the initial basis Bm. This gives:
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• m odd: 

xc
1 = c1

∑m
k=1 x

m
k

xc
2 =

√
2c1
∑m

k=1 cos(θm(k − 1))xm
k

xc
3 =

√
2c1
∑m

k=1 sin(θm(k − 1))xm
k

xc
4 =

√
2c1
∑m

k=1 cos(θm(k − 1)2)xm
k

xc
5 =

√
2c1
∑m

k=1 sin(θm(k − 1)2)xm
k

...
xc
m−1 =

√
2c1
∑m

k=1 cos(θm(k − 1)(m− 1)/2)xm
k

xc
m =

√
2c1
∑m

k=1 sin(θm(k − 1)(m− 1)/2)xm
k

(3.117)

• m even: 

xc
1 = c1

∑m
k=1 x

m
k

xc
2 =

√
2c1
∑m

k=1 cos(θm(k − 1))xm
k

xc
3 =

√
2c1
∑m

k=1 sin(θm(k − 1))xm
k

xc
4 =

√
2c1
∑m

k=1 cos(θm(k − 1)2)xm
k

xc
5 =

√
2c1
∑m

k=1 sin(θm(k − 1)2)xm
k

...
xc
m−2 =

√
2c1
∑m

k=1 cos(θm(k − 1)(m− 2)/2)xm
k

xc
m−1 =

√
2c1
∑m

k=1 sin(θm(k − 1)(m− 2)/2)xm
k

xc
m = c1

∑m
k=1 cos(θm(k − 1)m/2)xm

k = c1
∑m

k=1(−1)k−1xm
k

(3.118)

It is decided to setK = c1
√
2. From these expressions, the determination of the transition matrix

[Cm
K ] = M{Bc,Bm} from the basis Bm to the basis Bc is therefore trivial:

• m odd:

xc
1

xc
2

xc
3

xc
4

xc
5
...

xc
m−1

xc
m


=K



1/
√
2 1/

√
2 1/

√
2 . . . 1/

√
2

1 cos(θm) cos(2θm) . . . cos(θm(m− 1))
0 sin(θm) sin(2θm) . . . sin(θm(m− 1))
1 cos(2θm) cos(4θm) . . . cos(θm(m− 1)2)
0 sin(2θm) sin(4θm) . . . sin(θm(m− 1)2)
...
1 cos(θm(m− 1)/2) cos(2θm(m− 1)/2) . . . cos(θm(m− 1)(m− 1)/2)
0 sin(θm(m− 1)/2) sin(2θm(m− 1)/2) . . . sin(θm(m− 1)(m− 1)/2)





xm
1

xm
2

xm
3

xm
4

xm
5
...

xm
m


(3.119)

• m even:

xc
1

xc
2

xc
3

xc
4

xc
5
...

xc
m−2

xc
m−1

xc
m


=K



1/
√
2 1/

√
2 1/

√
2 . . . 1/

√
2

1 cos(θm) cos(2θm) . . . cos(θm(m− 1))
0 sin(θm) sin(2θm) . . . sin(θm(m− 1))
1 cos(2θm) cos(4θm) . . . cos(θm(m− 1)2)
0 sin(2θm) sin(4θm) . . . sin(θm(m− 1)2)
...
1 cos(θm(m− 2)/2) cos(2θm(m− 2)/2) . . . cos(θm(m− 1)(m− 2)/2)
0 sin(θm(m− 2)/2) sin(2θm(m− 2)/2) . . . sin(θm(m− 1)(m− 2)/2)

1/
√
2 −1/

√
2 1/

√
2 . . . −1/

√
2





xm
1

xm
2

xm
3

xm
4

xm
5
...

xm
m


(3.120)

Whateverm, it is possible to show the following result by matrix product:

[Cm
K ] · [Cm

K ]T =
K2m

2
Im (3.121)
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This result allows one to easily determine the matrix operating the inverse base change
M{Bm,Bc}. [Cm

K ] being a square matrix (m×m), its inverse is thus defined:

[Cm
K ]−1 ≜

2

K2m
[Cm

K ]T (3.122)

The introduced basis change then allows one to diagonalize the inductance matrix and gives
the following result, since the eigenvectors xc

j derived by linear combination of the ci that are
associated to the same eigenvalues:

Lc = mat(λ,Bc) =

{
diag(Λ1, Λ2, Λ2, . . . , Λ(m+1)/2, Λ(m+1)/2), cas m impair
diag(Λ1, Λ2, Λ2, . . . , Λm/2, Λm/2, Λ1), cas m pair (3.123)

with diag(v) the diagonalmatrix that contains on its diagonal elements the components of vector
v.

Analysis of the harmonic content embedded by the eigenvectors

The Park transform which has just been explained is well known in the literature. However,
it can be interesting to highlight its characteristics. The characteristics which are of particular
interest here are those which concern the capacity of the transformation to preserve a sufficient
precision in the description of the signal waveforms on which the base change is carried out.

To evaluate how well the transformation preserves the information of the transformed signals,
an analysis consists in evaluating the projection of the harmonic components on the eigenvectors
of the basis Bc. To do so, any electrical signal (current, voltage or magnetic flux) is considered
with n harmonic components, it is named fm in the initial basis so that:

fm =


f1(t)
f2(t)
...

fm(t)

 (3.124)

Each coordinate of fm in the Bm basis is considered to have a harmonic content consisting of n
components featuring a cyclicity, which means that ∀k ∈ [[1,m]]:

fk(t) = f1
k (t) + f2

k (t) + . . .+ fh
k (t) + . . .+ fn

k (t) (3.125)

with fh
k (t) the#hth order harmonic component of fk(t). This decomposition being possible for

all coordinates of fm, the following result is then obtained. The notation of the time dependence
(t) is voluntarily omitted for more clarity:

fm =


f1(t)
f2(t)
...

fm(t)

 =


f1
1

f1
2
...

f1
m

+


f2
1

f2
2
...

fm2

+


f3
1

f3
2
...

f3
m

+ . . .+


fh
1

fh
2
...

fh
m

+ . . .+


fn
1

fn
2
...

fn
m

 (3.126)

Noting fhm the set of harmonic components of rank #h in the Bm basis of fm, it then comes:

fm = f1m + f2m + f3m + . . .+ fhm + . . .+ fnm (3.127)

To carry out the analysis of the harmonic content which is preserved by the change of basis,
the interest is now focused on the whole set of harmonic components of any rank #h: fhm. The
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objective will then be to compute the scalar product between fhm and ci to evaluate the result
of the projection of the harmonic components of the electric signals in the new basis Bc. The
calculation of this scalar product is already presented in [SKB04; Kes03] and gives the following
result:

fhm · ci ̸= 0 ⇐⇒ ∃ u ∈ N, h− i+ 1 = u ·m (3.128)
This result means that the scalar product of fhm with ci will give a non-zero result if and only
if the rank #h of the considered harmonic verifies a specific relationship with i and m. More
precisely, the computed scalar product can be interpreted as the projection of the vector fhm on
the base constituted by the ci vectors. The result of this projection indicates that each ci will be
able to carry the harmonics of rank h = u ·m + i − 1, and thus that some harmonics will not
be carried by this same ci. For example, form = 5 phases, the vector c3 will be able to carry the
harmonics of rank h = 5u+ 3− 1 = 5u+ 2 with u integer, that is to say the harmonics of rank
{2, 7, 12, 17, . . .}. The Table 3.2 of the harmonics carried by each ci can then be drawn up.

Ranks h ci
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8

m = 1 u

m = 2 2u 2u+ 1

m = 3 3u 3u+ 1 3u+ 2

m = 4 4u 4u+ 1 4u+ 2 4u+ 3

m = 5 5u 5u+ 1 5u+ 2 5u+ 3 5u+ 4

m = 6 6u 6u+ 1 6u+ 2 6u+ 3 6u+ 4 6u+ 5

m = 7 7u 7u+ 1 7u+ 2 7u+ 3 7u+ 4 7u+ 5 7u+ 6

m = 8 8u 8u+ 1 8u+ 2 8u+ 3 8u+ 4 8u+ 5 8u+ 6 8u+ 7

Table 3.2: Table for m ∈ [[1; 8]] of harmonic distributions over the eigenvectors ci

This table shows that whatever the number of phases, if the entire set of eigenvectors ci is con-
sidered, then all the harmonics of the electrical signals will be represented. In other words, since
the change of basis introduced and operated by equation (3.120) is established from a linear com-
bination of the eigenvectors ci, this change of basis will present no loss of information. Thus all
the harmonic content will be represented in the new basis Bc. Applied for the first few integer
values of u, this table becomes Table 3.3.

Ranks h ci
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7

m = 1 1, 2, 3

m = 2 2, 4, 6 1, 3, 5

m = 3 3, 6, 9 1, 4, 7 2, 5, 8

m = 4 4, 8, 12 1, 5, 9 2, 6, 10 3, 7, 11

m = 5 5, 10, 15 1, 6, 11 2, 7, 12 3, 8, 13 4, 9, 14

m = 6 6, 12, 18 1, 7, 13 2, 8, 14 3, 9, 15 4, 10, 16 5, 11, 17

m = 7 7, 14, 21 1, 8, 15 2, 9, 16 3, 10, 17 4, 11, 18 5, 12, 19 6, 13, 20

Table 3.3: Table for m ∈ [[1; 7]] of harmonic distributions over the eigenvectors ci for u ∈ 0, 1, 2

This last table allows one to determine that, depending on the number of phases, the same har-
monic component will not be carried by the same eigenvector ci. Thus, if it is desired to keep the
representation of certain harmonics only - whatever the number of phases -, it is not the same
set of eigenvectors that will be selected.
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As [Ilv+12; Lyu+18] have shown, the harmonic content of the currents that flow within the
MMC will be mostly composed of the fundamental at the frequency of the AC grid at the output
of the MMC and the second order harmonic. The transformation performed by [Cm

K ] allows
one to represent all the harmonic content in the new base, some components of which are not
significant here. And this transformation will not reduce the order of the current model since
[Cm

K ] is square of size (m × m). In order to have a model of the currents with a not too high
order, the objective is to design a change of basis, to go towards the Park reference frame, which
represents only the significant components of the currents, i.e., the continuous and fundamental
components as well as the second order harmonics.

In order to design this new transformation which should be generalizable as a function ofm, the
fundamental components and 2nd rank harmonics are isolated in Table 3.2 and thus give rise to
the new Table 3.4, with in purple the eigenvectors carrying both the fundamental components
and the second order harmonics.

Ranks h ci
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7

m = 1 u

m = 2 2u 2u+ 1

m = 3 3u 3u+ 1 3u+ 2

m = 4 4u 4u+ 1 4u+ 2 4u+ 3

m = 5 5u 5u+ 1 5u+ 2 5u+ 3 5u+ 4

m = 6 6u 6u+ 1 6u+ 2 6u+ 3 6u+ 4 6u+ 5

m = 7 7u 7u+ 1 7u+ 2 7u+ 3 7u+ 4 7u+ 5 7u+ 6

Table 3.4: Table for m ∈ [[1; 7]] of harmonic distributions over the eigenvectors ci

If an eigenvector ci is identified as being able to carry the harmonic component of rank #h,
then it will also be necessary to take the eigenvector cm−i+2 associated with it, to build the
real eigenvectors xc

k and xc
k+1. From Table 3.4, it is possible to isolate the set of ci that will be

selected to create the new transformation, knowing that the c1 vector will be kept to represent
the homopolar component in case it is involved.

Ranks h ci
i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7

m = 1 u

m = 2 2u 2u+ 1

m = 3 3u 3u+ 1 3u+ 2

m = 4 4u 4u+ 1 4u+ 2 4u+ 3

m = 5 5u 5u+ 1 5u+ 2 5u+ 3 5u+ 4

m = 6 6u 6u+ 1 6u+ 2 6u+ 4 6u+ 5

m = 7 7u 7u+ 1 7u+ 2 7u+ 5 7u+ 6

Table 3.5: Table for m ∈ [[1; 7]] of harmonic distributions in the eigenvectors ci that are kept

Several particular cases appear before arriving, form = 5, at a pattern that repeats itself for the
largest numbers of phases. This disjunction of cases is done in the following way:

In purple are the pairs of eigenvectors carrying both the fundamental components and the second
order harmonics. Once the transitionmatrix from the (1, 2, . . . ,m) initial stationary frame to the
(α1,β1,α2,β2, 0) stationary frame is determined for the different values ofm, the transformation
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Composition of the bases Bc

Selected ci Bc shaped Common notation
m = 1 {c1} {xc

1} {x0}
m = 2 {c1}, {c2} {xc

1}, {xc
2} {x0}, {x0∗}

m = 3 {c1}, {c2; c3} {xc
1}, {xc

2;x
c
3} {x0}, {xα1 ;xβ1}

m = 4 {c1}, {c2; c4}, {c3} {xc
1}, {xc

2;x
c
3}, {xc

4} {x0}, {xα1 ;xβ1}, {x0∗}
m ≥ 5 {c1}, {c2; cm}, {c3, cm−1} {xc

1}, {xc
2;x

c
3}, {xc

4,x
c
5} {x0}, {xα1 ;xβ1}, {xα2 ,xβ2}

Table 3.6: Table, for ∀m ∈ N∗, of eigenvectors selected to preserve the continuous, fundamental and second
order harmonic components by PARK transformation.

to the (d1, q1, d2, q2, 0) rotating frame will have to perform a change of basis by rotation taking
into account the harmonics carried by the vectors of the basis associated to the (α1,β1,α2,β2, 0)
frame.

3.E.2.2 From the m-phase (1, 2, . . . ,m) stationary frame to the (α1, β1,α2, β2, 0) sta-
tionary frame

From the list of eigenvectors which are selected to build the new basis, it is possible to determine
the different basis change matrices allowing to keep the desired harmonic components according
to the number of phases. For the following, it is decided to use k0 =

√
2.

The focus is on the general case m ≥ 5 here. However, the cases where m < 5 are detailed in
Appendix H.1. For this general case, it comes the following matrix when choosing to put the
homopolar component at the bottom:

xα1 = xc
2 =

√
2c1
∑m

k=1 cos(θm(k − 1))xm
k

xβ1 = xc
3 =

√
2c1
∑m

k=1 sin(θm(k − 1))xm
k

xα2 = xc
4 =

√
2c1
∑m

k=1 cos(2θm(k − 1))xm
k

xβ2 = xc
5 =

√
2c1
∑m

k=1 sin(2θm(k − 1))xm
k

x0 = xc
1 = c1 = c1

∑m
k=1 x

m
k

(3.129)

with θm = 2π/m. This gives the transformation matrix:

[Cm≥5
K12

]=K


1 cos(θm) cos(2θm) cos(3θm) cos(4θm) . . . cos((m− 1)θm)
0 sin(θm) sin(2θm) sin(3θm) sin(4θm) . . . sin((m− 1)θm)
1 cos(2θm) cos(4θm) cos(6θm) cos(8θm) . . . cos(2(m− 1)θm)
0 sin(2θm) sin(4θm) sin(6θm) sin(8θm) . . . sin(2(m− 1)θm)

1/k0 1/k0 1/k0 1/k0 1/k0 . . . 1/k0


(3.130)

It is then possible to show the following relation knowing that k0 =
√
2:[

Cm
K12

]+
≜

2

K2m

[
Cm
K12

]T (3.131)

It is thus with this transformation matrix that the shift from the initial stationary frame
(1, 2, . . . ,m) to the stationary frame (α1,β1,α2,β2, 0) is operated:

X{α1,β1,α2,β2,0} = Xαβ012 =
[
Cm
K12

]
Xm (3.132)

For the inverse transformation the following relation will be used:

Xm =
[
Cm
K12

]+
Xαβ012 =

2

K2m

[
Cm
K12

]T
Xαβ012 (3.133)
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For a power conservation - Concordia - the choice isK =
√
2/m, for the amplitude conserva-

tion - Clarke - one should choose K = 2/m.

3.E.2.3 From the (α1, β1,α2, β2, 0) stationary frame to the (d1, q1, d2, q2, 0) synchronous
rotating frame

The cases with m < 5 are detailed in Appendix H.2. In the case with 5 phases or more, the
fundamental components are carried by xα1 and xβ1 , while the second order harmonic compo-
nents are carried by xα2 and xβ2 . The vectors xα1 and xβ1 form a pair {xc

k;x
c
k+1} of orthogonal

vectors on which a rotation can be operated, it is the same for xα2 and xβ2 :

xd1 = cos(θ)xα1 + sin(θ)xβ1

xq1 = − sin(θ)xα1 + cos(θ)xβ1

xd2 = cos(2θ)xα2 + sin(2θ)xβ2

xq2 = − sin(2θ)xα2 + cos(2θ)xβ2

x0 = x0

(3.134)

In matrix form:
xd1

xq1

xd2

xq2

x0

 =


cos(θ) sin(θ) 0 0 0
− sin(θ) cos(θ) 0 0 0

0 0 cos(2θ) sin(2θ) 0
0 0 − sin(2θ) cos(2θ) 0
0 0 0 0 1



xα1

xβ1

xα2

xβ2

x0

 = [P (−θ)m≥5
12 ]


xα1

xβ1

xα2

xβ2

x0


(3.135)

Finally, whatever the number of phase, it is possible to verify that the matrix [P (−θ)m12] will
always be invertible which will allow to operate the transformations in the following way:

X{d1,q1,d2,q2,0} = Xdq012 = [P (−θ)m12]X
αβ012 (3.136)

The inverse transformation is then performed by:

Xαβ012 = [P (−θ)m12]
−1Xdq012 = [P (θ)m12]X

dq012 (3.137)

It is noted that, as a function of the numberm of phases, the size of the transformation matrices
will change, and the size of the vectors in the Park reference frame will also change accordingly.
Denoting m′ the size of the vectors obtained after the full transformation to this last reference
frame, Figure 14 shows the evolution of this size as a function of the number of phases.

m

m
′

3

3

5

5

Figure 3.6: Definition of m′ as a function of m.

m′ =

{
m, ifm ≤ 5
5, if m ≥ 5

(3.138)
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3.F Development of the General Polyphase Fixed-Size Reduced Order
BiHarmonic Content Current State-Space Model

3.F.1 Decoupled generalized polyphase fixed-size reduced order biharmonic con-
tent model of the currents

The order reduction of the GPFOCSSM model of the currents developed in section 3.C is done
here in several steps, each corresponding to a type of current. The common mode current is the
first to be dealt with as for the two previous state-space models. The transformation matrices
that are used to operate the change of basis, from the initial stationary reference frame to the
Park 12 synchronously rotating one, change as the number of phases increases as it was shown
in the previous section. For this reason it is chosen to describe the development approach of the
reduced order model only for the case wherem ≥ 5. Note that the method to be applied for the
cases where m < 5 will be the same.

3.F.1.1 Model for the common mode current (im, Im)

The differential equation governing the behavior of the common mode current in the new refer-
ence frame is obtained from that established in the natural basis (3.76):

Req
mIm + Leq

msIm = Bm
Σ (Vpy +Vny) + (NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD) (3.139)

Even though the Park transform derived in Appendix G is explicitly done for the first Park
transform, the same developement holds for the Park 12 transform as explained at the end of
Appendix G. Applying the change of basis method as it is detailed in Appendix G, gives the
following result with the dedicated notations:


Idq012m = Im
Bdq012

Σ = k0
mK

[
0 0 0 0 −1/2

]
Vdq012

py = [P (−θ)m12]
[
Cm
K12

]
Vpy

Vdq012
ny = [P (−θ)m12]

[
Cm
K12

]
Vny

(3.140)

The use of these new notations finally gives:

(Req
m + Leq

ms)Idq012m =Bdq012
Σ

(
Vdq012

py +Vdq012
ny

)
+(NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD)

(3.141)

3.F.1.2 Model for the source current (is, Is)

To determine the dynamics of the source current, the procedure is identical to that used for the
common mode current, since the source current also has only one component. In order to reduce
the equation then obtained, the simplification introduced by Appendix G is taken advantage of,
so that:

Req
s Is + Leq

s sIs = Bdq012
Σ

(
Vdq012

py −Vdq012
ny

)
+ ([1 0] ·N∆(2)Vx) (3.142)

To harmonize the equation, the following notation is then defined Idq012s = Is. By using this
definition, it is thus obtained:
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(Req
s + Leq

s s)Idq012s = Bdq012
Σ

(
Vdq012

py −Vdq012
ny

)
+ ([1 0] ·N∆(2)Vx) (3.143)

3.F.1.3 Model for the circulating current (icy , Ic)

The development that is carried out here is analogous to the one that is carried out in the previous
change of basis for the case of the current flowing in Equation 3.D.2. This development will be
based on equation (3.82) which represents the behavior of the circulating current in the natural
basis:

Req
c Ic + sΦc = Bm

∆ (Vpy −Vny) (3.144)

Applying the change of basis method as it is detailed in Appendix G, gives the following result
with the newly introduced notations:



Idq012c = [P (−θ)m12]
[
Cm
K12

]
Ic =


Id1c
Iq1c
Id2c
Iq2c
I0c

 and Φdq012
c = Leq

c Idq012c = Leq
c


Id1c
Iq1c
Id2c
Iq2c
I0c



Bdq012
∆ = [P (−θ)m12]

[
Cm
K12

]
Bm

∆

[
Cm
K12

]+
[P (θ)m12] =


−1/2 0 0 0 0
0 −1/2 0 0 0
0 0 −1/2 0 0
0 0 0 −1/2 0
0 0 0 0 0


(3.145)

By the expression of Bdq012
∆ , it is found that by acting on the control voltages, which areVdq012

py

and Vdq012
ny , it is not possible to act on the homopolar component of the circulating current

which will be structurally null as in the case of the model of this current presented in Section
3.D.2. Here also the last line of the equation is considered useless, leading to the model which is
free of it with the following notations:

 Ĩdq012c =


Id1c
Iq1c
Id2c
Iq2c

 and B̃dq012
∆ =


−1/2 0 0 0 0
0 −1/2 0 0 0
0 0 −1/2 0 0
0 0 0 −1/2 0

 (3.146)

This gives the final equation:

(Req
c + Leq

c s)̃Idq012c + ωLeq
c


−Iq1c
Id1c

−2Iq2c
2Id2c

 = B̃dq012
∆

(
Vdq012

py −Vdq012
ny

)
(3.147)

This model is therefore able to represent both the alternating components of the circulat-
ing current at frequency ω but also the second order harmonic components of this current.
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3.F.1.4 Model for the output current (ioy , Io)

In order to apply the change of basis towards the Park 12 reference frame to the output current
model, the approach is based on equation (3.148):

Req
o Io + sΦo = Bm

∆ (Vpy +Vny)−Vy∆ (3.148)

The rest of the development is patterned after the one done in the previous section for the circu-
lating current, Section 3.F.1.3, according to the method given in Appendix G. For the modelling
needs, new notations are introduced:



Ĩdq012o =


Id1o
Iq1o
Id2o
Iq2o

 and B̃dq012
∆ =


−1/2 0 0 0 0
0 −1/2 0 0 0
0 0 −1/2 0 0
0 0 0 −1/2 0


Ṽdq012

y∆ =


V d1
y

V q1
y

V d2
y

V q2
y

 = 2B̃dq012
∆ [P (−θ)m12]

[
Cm
K12

]
Vy

(3.149)

The use of these notations finally leads to:

(Req
o + Leq

o s)̃Idq012o + ωLeq
o


−Iq1o
Id1o

−2Iq2o
2Id2o

 = B̃dq012
∆

(
Vdq012

py +Vdq012
ny

)
−


V d1
y

V q1
y

V d2
y

V q2
y

 (3.150)

3.F.2 Current fixed-size reduced order biharmonic state-space model

From the knowledge of equations (3.141), (3.143), (3.147) and (3.150), describing the dynamics of
each type of current in the Park 12 reference frame, it is possible to build a state-space model that
assembles the behavior of these different currents. For that purpose, the state vector is defined:
Xdq012

HL =
[
Idq012m Idq012s Ĩdq012c

T
Ĩdq012o

T
]
. The state-space model is defined by:

GPFSROBHCCSSM
Xdq012

HL = Adq012
HL Xdq012

HL +Bdq012
HL Udq012

HL +Edq012
HL

Ydq012
HL = Cdq012

HL Xdq012
HL

(3.151)
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with:

Adq012
HL =



−Req
m

Leq
m

−Req
s

Leq
s

−Req
c

Leq
c

ω

−ω −Req
c

Leq
c

−Req
c

Leq
c

2ω

−2ω −Req
c

Leq
c

−Req
o

Leq
o

ω

−ω −Req
o

Leq
o

−Req
o

Leq
o

2ω

−2ω −Req
o

Leq
o



∈M10(R)

Bdq012
HL =


Bdq012

Σ /Leq
m Bdq012

Σ /Leq
m

Bdq012
Σ /Leq

s −Bdq012
Σ /Leq

s

B̃dq012
∆ /Leq

c −B̃dq012
∆ /Leq

c

B̃dq012
∆ /Leq

o B̃dq012
∆ /Leq

o

 ∈M10(R)

Cdq012
HL =


1

1
I4

I4

 ∈M10(R)

Edq012
HL =


NΣ(2)/L

eq
m

[1 0] ·N∆(2)/L
eq
s

O4,2

O4,2

Vx +


−NΣ(m)/Leq

m

O1,m

O4,m

2B̃dq012
∆ [P (−θ)m12]

[
Cm
K12

]
/Leq

o

Vy

+


−NΣ(1)/L

eq
m

O1,1

O4,1

O4,1

VnAD ∈M10,1(R)

Udq012
HL = [vpy

d1 , vpy
q1 , vpy

d2 , vpy
q2 , vpy

0, vny
d1 , vny

q1 , vny
d2 , vny

q2 , vny
0]T ∈M10,1(R)

(3.152)
The resulting state-space model is fully controllable and observable. This minimal representation
can therefore be adopted to design the control system of the currents in the MMC. This model is
then of reduced order compared to the state-space model (3.58) shown previously, but of higher
order than the state-space model (3.103) because the harmonic content taken into account here
is more important. Applying the development provided in Appendix B to the state-space model
here, it follows that:

Cdq012
HL Gdq012

HL Udq012
HL (k)

= Ydq012
HL (k + 1)− Cdq012

HL F dq012
HL Xdq012

HL (k)− Cdq012
HL Hdq012

HL Edq012
HL (k)

(3.153)
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3.F.3 Conclusions about the GPFSROBHCCSSM

Compared to the previously developed model, GPFSROCSSM, the model presented here al-
lows one to take into account the second order harmonics of the currents in addition to the
fundamental and continuous components. This brings to a total of 2 the number of harmonics
that can be represented for each type of current. Hence the fact of giving the name "biharmonic"
to the model introduced in this section, which thus bears the name General Polyphase Fixed-
Size Reduced Order BiHarmonic Content Current State-Space Model (GPFSROBHCCSSM).
The associated Park reference frame is able to represent both the harmonic components of first
order (fundamental) and second order harmonic components, hence the name of this reference
frame "Park 12". With this model, it is possible to consider only a reduced harmonic spectrum
of the currents. The reduced order model thus obtained is not as general as the full order model
GPFOCSSM in terms of description of the values that the different types of currents can take,
but it is a step that will present a better description than the previous reduced order model GPF-
SROCSSM, and an important step forward for the modelling of the type of system under study.

The elements that motivated the development of this model initially were to have a model repre-
senting both the continuous, fundamental and 2nd order harmonic components. This objective
was reached as well as the one to have a constant order state model (constant order for m ≥ 5
and lower order for m < 5). The order of the state model is then 2m′ compared to 2m for the
model GPFOCSSM and 4+2 for GPFSROCSSM. The higher the state-space model order, the
more accurate but alsomore complex is themodel. TheGPFSROBHCCSSM is a scalable model
that makes it possible to represent a MMC connected to an AC network having any number of
phases while having a constant complexity.

Thanks to this control model several features are now available. Indeed, this model allows the
development of generic current control algorithms: a single control law can be designed from
this state-space model which will be suitable for any number of phases. The only modification
required is to specify the right number of phases in the parameters of the control agorithm and
the entire controller will update itself accordingly without having to undergo changes in the
code. This paves the way for the development of scalable controls with nearly constant execution
time for electrical polyphase systems. This ability given by the GPFSROBHCCSSM is used in
Section 5.D where different control laws using this state-space model are tested.

The modelling objectives having been reached, the GPFSROBHCCSSM model obtained here
concludes the whole control-oriented modelling approach of the converter under study. The
strong feature, and to be emphasized, to which the whole process has led is the ability of the
current state-space model in the Park 12 reference frame to be scalable to any number of phases
while representing only the necessary harmonic content of the currents and being of constant
size as the number of phases is increased. The model development approach will now give way
to a study of the converter taking advantage of these models. This study has several aspects,
including the evaluation of the accuracy of the different models for control purposes, or the
analysis of the operating region of the converter in steady state.
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3.G Development of the power-energy model of the converter

3.G.1 Foundations of the high-level power-energy model

From a system point of view, the MMC can be seen as a capacitor whose voltage level is linearly
dependent on that of the DC bus. Moreover, if the user wishes to impose a power set-point to
be delivered to the AC network, it is necessary that the system is able to control the amount of
power to be drawn from the DC bus in order to guarantee the proper balancing of the capacitors
as well as the achievement of the desired power level in the AC network. The energy modelling
of the MMC is therefore a necessity in order to control these power exchanges.

The modelling is based on a study inspired by [Bou17] which presents an interesting way to
manage power flows using the MIB control allocation.

3.G.2 High-level power-energy state-space model

The power balance of the MMC in inverter operation can be represented by the following dia-
gram:

ACDC

MMC
PDC

PAC

P
loss
s

P
loss
MMC

P
loss
o

EMMC
Ps

Po

Figure 3.7: Diagram of the energy network involving the MMC whose powers are signed in inverter conven-
tion.

By a power balance, it is thus deduced that:
dEMMC

dt = PDC − P loss
s − P loss

MMC − P loss
o − PAC = Ps − Po − P loss

MMC

Ps = PDC − P loss
s

Po = PAC + P loss
o

(3.154)

with PDC the power supplied by the DC bus, PAC the power absorbed by the AC-side active
network, P loss

s the conduction losses on the DC link at the input of the MMC, P loss
o the conduc-

tion losses in the AC network at the output of the MMC and P loss
MMC the total losses of the MMC.

These different powers are determined by:
PDC = vpip + vnin = Vx

T Ix
P loss
s = Rs(ip

2 + in
2) = RsIx

T Ix
PAC =

∑ym
y=y1

vyiy = Vy
T Iy

P loss
o = Ro

∑ym
y=y1

iy
2 = RoIy

T Iy

(3.155)

with: 
Vx = [vp vn]

T

Ix = [ip in]
T

Vy = [vy1 , . . . , vym ]
T

Iy = [iy1 , . . . , iym ]
T

(3.156)
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The DC bus voltages Vx are imposed externally, as are the AC voltages Vy. The alternating
current Iy is directly controlled by the current control stage. The only variable on which it is
possible to act so as to guarantee the right amount of energy in the MMC thus remains the
current drawn by the MMC from the DC bus. It is therefore this current Ix which will be the
control variable to ensure the reference tracking of EMMC .

The energy control stage will be of higher hierarchy than the current control stage, so the de-
velopment of the control model from EMMC will be done considering that the current control
stage is fully operational. The operation that it is desired to achieve with the current control is
first to guarantee the electrical balance of the AC network, and therefore a null im current. The
control of the currents being considered effective within the framework of this development, im
will thus be considered null. By Figure 3.3, it is deduced that by having a null common mode
current, it follows that ip = −in. It is then assumed that IDC = ip. According to (3.11) with im
null, one finds: ip = mis and IDC = mis. The model of the powers related to the bus DC thus
becomes: {

PDC = (vp − vn)mis
P loss
s = 2Rsm

2is
2 (3.157)

Assuming that the system has enough sensors to measure the different electrical quantities that
output P loss

MMC , P loss
o and PAC , it is possible to express the dynamics of EMMC in terms of IDC .

By denoting Ps̄ = P loss
MMC + P loss

o + PAC = P loss
MMC + Po, it is obtained that:

dEMMC

dt
= PDC − P loss

s − Ps̄ = (vp − vn)mis − 2Rsm
2is

2 − Ps̄ (3.158)

In the state-space, by setting XPE = EMMC andUPE = is it comes thus:{
ẊPE = APEXPE +BPEUPE +B′

PEUPE
2 +EPE

YPE = CPEXPE +DPEUPE
(3.159)

Defined by:
YPE = XPE = EMMC

APE = 0
BPE = m(vp − vn)
B′

PE = −2m2Rs

EPE = −Ps̄

CPE = 1
DPE = 0
UPE = is

(3.160)

In order to implement the control allocation of the energy, discretization of the state-space model
is necessary. For a better accuracy, an exact discretization by exponential matrix model is per-
formed. By stating Tc the sampling period with k denoting the current time instant so that
t = kTc and k + 1 denoting the next time instant t + dt = (k + 1)Tc at which it is desired to
know the state vector, the beneficial use of Appendix A shows that:{

XPE(k + 1) = XPE(k) + TcBPEUPE(k) + TcB
′
PEUPE(k)

2 + TcEPE(k)
YPE(k) = CPEXPE(k) +DPEUPE(k)

(3.161)

Combining the two state-space model equations, knowing that DPE is zero, yields:

YPE(k + 1)
= CPEXPE(k) + TcCPEBPEUPE(k) + TcCPEB

′
PEUPE(k)

2 + TcCPEEPE(k)
(3.162)

That is, isolating the terms depending on the order on the left:

TcCPEBPEUPE(k) + TcCPEB
′
PEUPE(k)

2

= YPE(k + 1)− CPEXPE(k)− TcCPEEPE(k)
(3.163)
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Remark:

The model developed here shows that the current is will take values during the operation of the
converter that will verify the nonlinear equation (3.158). In other words is will be a root of the
polynomial PPE(is):

PPE(is) = −2Rsm
2is

2 + (vp − vn)mis − Ps̄ − ĖMMC (3.164)

The determination of the roots of this polynomial, in the case where Ps̄ + ĖMMC ≥ 0, can be
represented by Figure 3.8. This solution leads to two roots which are represented by is1 and is2 on
this figure. The first root is1 represents the power equilibrium where the current is is the lowest.

is

PPE(is)

−Ps̄ − ĖMMC

vp−vn

4Rsm

is2is1

−∆

4a

Figure 3.8: Representation of PPE(is) for Ps̄ + ĖMMC ≥ 0. It is noted that a = −2Rsm
2, b = (vp − vn)m,

c = −Ps̄ − ĖMMC and ∆ = b2 − 4ac.

In this case, the power Ps1 absorbed by the MMC corresponds to the equilibrium necessary to
maintain the energy balance within the converter while guaranteeing the power supply on the
AC side. This is for low conduction losses on the DC link. The second root is2 represents the
power balance where the current is is the most important. In this case, the power PDC2 supplied
by the bus DC to the MMC is quite important, but the conduction losses in is

2 are so that the
power absorbed by the MMC Ps2 is identical to the case of the root is1 : Ps2 = Ps1, guaranteeing
also the equilibrium of the power balance. But this is obtained at the cost of significantly higher
conduction losses on the link.

Contrary to the open-loop specification of the Is control voltage Vs = −VDC/2 in [Ber+18]
where no DC bus impedance is considered, a control law at the power-energy level is therefore
necessary here to steer the system towards an operation around the equilibrium point where the
conduction losses on the DC link are the lowest.

3.G.3 Conclusions about the power-energy model

The power-energy model was designed to formulate the power balance of the MMC in order
to control the energy contained in the converter by acting on the reference of the current to be
drawn from the DC bus. This objective was effectively reached and this model made it possible
to highlight the need for a control stage ensuring an operation minimizing the conduction losses
in the bus.

This non-linear state-space model will be beneficial for the design of CA methods for the energy
contained in the converter.
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3.H Accuracy assement of the models introduced

A power-energy model of the converter close to the one developed here has already been used
in a control law. The evaluation of the accuracy of this model is therefore not considered as a
priority here, considering that the model has already been evaluated. Regarding the low-level
and high-level models proposed here, being new, none of them has been tested yet. An evaluation
procedure for these two modelling levels has been set up. However, it is chosen here to present
only one of them: the one for the current state-space models. This choice does not change the
quality of the low level model which will be revealed indirectly during its use in the control laws
developed afterwards.

The objective being to verify the accuracy of the proposed models for control purposes, the ideal
approach is to test thesemodels on the entire operating region of the converter. An analysis of the
limits of this operating zone is therefore necessary at first. From the knowledge of these limits, it
will be possible to evaluate the accuracy of the models on the operating region of the converter.
This evaluation will use a commercial software dedicated to the simulation of electrical systems
and circuits as the benchmark standard.

3.H.1 Analysis of the operating zone limits of the MMC

High-level models in steady-state for the operating limits analysis

The GPFOCSSM model describes the dynamics of the different types of currents as a function
of the voltages across the arms. It is also possible to use this model to evaluate the behavior of
these same currents in steady state. As the arm voltages are the input variables of the current
state-space model, from the knowledge of the arm voltage limits, it is possible to determine the
current limits.

By doing this derivation, the current limits are obtained from those on the control voltages. The
region of operation of the currents bounded by these limits can then be referred to as the control-
limited zone of operation. Generally, the boundaries of the operating zone of the converter will
be referred to as the LOZ.

In order to determine the values that can be reached by each of the four types of currents in this
zone of operation, the analysis is based on (3.57). Defining Zi(t) = Req

i + Leq
i

d·
dt for the four

types of currents i ∈ {m, s, c, o}, it then comes:
Zm(t)Im = Vm + (NΣ(2)Vx −NΣ(m)Vy −NΣ(1)VnAD)
Zs(t)Is = Vs + ([1 0] ·N∆(2)Vx)
Zc(t)Ic = Vc

Zo(t)Io = Vo + (−N∆(m)Vy)

(3.165)

The analysis of the zone of operation from theMMC proposed here is done within the framework
of a certain number of assumptions which make it possible to set up a first approach which can
be extended thereafter.
Assumption 6. The converter opertates in steady state. This means that all the capacitors are

balanced at voltage:

vnomC =
VDC

N
This also means that the voltages Vxy across the arm of the converter will all have the same mini-

mum and maximum achievable amplitude at all times.
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Assumption 7. The power DC supply is in nominal operation, which is embodied by:

vp = −vn =
VDC

2

Assumption 8. The AC voltage system is in nominal operation, which means that:

vy = V̂AC · sin(ωot− φy − φv) = V̂AC · cos(ωot− φy − φv − π/2)

with φv defining the origin phase of these voltages.

Assumption 9. The waveforms of the currents and voltages involved in the operation of the con-

verter are made up solely of continuous and fundamental components.

This last assumption here is the strongest because, as highlighted previously, the circulating
current Ic also has - at least - second order harmonics. If the analysis of the LOZ does not take
into account these harmonic components of second order here, it is to derive this operating zone
analysis with a first simplified study, because taking into account several harmonic components
makes the LOZ analysis much more complex. Indeed, this can involve strong nonlinearities
which is not the case when a unique alternating component is considered in addition to the
continuous component. However, it will be shown in the following work that the analyzedmodel
does not lose its capability to represent these second order harmonics with a sufficient accuracy
to allow the design of current control laws.

The detailed derivations of the operation zone are given in Appendix I. However, from Assump-
tion 9 the arm voltages are defined to have both a continuous and fundamental component:

∀y ∈ {y1, . . . , ym},
{

vpy = VDC
2 [mp − dp · cos(ωot− φy)] = mpy · VDC

vny = −VDC
2 [mn + dn · cos(ωot− φy)] = mny · VDC

(3.166)

Figure 3.9 represents those arm voltage signals.

t

vpy(t)

vny(t)

VDC

2
mp

VDC

2
dp

VDC

2
mn

VDC

2
dn

Figure 3.9: Illustrative waveforms for vpy and vny.

According to the choice of submodule type, the maximum and minimum reachable values of the
arm voltages change. Those limitations can be expressed by the following equation where q = 1
for half-bridge submodules and q = 2 for full-bridge submodules:{

∀y ∈ {y1, . . . , ym}, (1− q)VDC ≤ vpy ≤ VDC

∀y ∈ {y1, . . . , ym},−VDC ≤ vny ≤ (q − 1)VDC
(3.167)

It is possible to visualize those constraints in the following way in terms of continuous and
fundamental components limitations in Figure 3.10. Those limitations can than be translated
into the limits of the control voltage of each type of current as shown on Figure 3.11
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mp

|dp|

mn

|dn|
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2

SM-HB SM-FB

Figure 3.10: Control-limited operating zone in the maps (mp, |dp|) and (mn, |dn|)

Using the model of the currents (3.165), it is then possible to determine the maximum current
magnitudes when control voltages reach their limits:

Îmax
m = 1

Zm

( q
2VDC − VnAD

)
Îmax
s = 1

Zs

(
q − 1

2

)
VDC

Îmax
c = 1

Zc

q
2VDC

Îmax
o = 1

Zo

∣∣∣ q2VDC − V̂AC · e−jφv

∣∣∣



Îmin
m = 1

Zm

(
− q

2VDC − VnAD

)
Îmin
s = − 1

Zs

1
2VDC

Îmin
c = − 1

Zc

q
2VDC

Îmin
o = 1

Zo

∣∣∣− q
2VDC + V̂AC · e−jφv

∣∣∣
(3.168)

Remark: It is important to note that these expressions represent the maximum magnitudes of
the four types of currents in the case where the voltages driving them to reach their own limits.
These are current limits obtained from the control point of view and not from the physical point
of view. Indeed, additional physical limits, such as the current allowed by the semiconductors
or a power limit imposed by the DC bus power, may shrink the operating zone described by
Figure 20 and equation (3.168).

Applying those formulas to the MMC experimental setup from the LAPLACE and taking into
account the physical limitations, the following table specifying the maximum amplitude of each
current is deduced1:

Control-limited current boundaries with physical limitations
Current Lower boundary Upper boundary

Îm Îmin
m = −3.743 A Îmax

m = +3.743 A
Îs Îmin

s = −5.57 A Îmax
s = +5.57 A

Îc Îmin
c = −14 A Îmax

c = +14 A
Îo Îmin

o = −3.749 A Îmax
o = +3.749 A

Table 3.7: Table of current boundaries by projection into the space of feasible powers, voltages and currents

3.H.2 Accuracy assement of the high-level models

The operation limits of the converter being determined, it will now be possible to carry out
simulations - on the whole operating zone of the MMC - in order to fully check the accuracy of
the developed models. To do this, a verification procedure is set up.

1Table 19 holds the parameters from the MMC hardware setup considered.
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Figure 3.11: Control-limited operating zone in the maps (V̂o, V̂s), (V̂o, V̂m), (V̂c, V̂s) and (V̂c, V̂m)

3.H.2.1 Accuracy verification procedure of the high-level models

To ensure that the developed models correctly represent the behavior of the MMC currents,
an accuracy verification procedure is set-up using Matlab®. The state-space model is coded in
Simulink® using a Matlab-Function able to adapt itself depending on the number of MMC legs
and neutral points connection, as shown in Figure 3.12. In parallel, the electrical diagram of
Figure 3.2 is also simulated with the PLECS®-Blockset in Simulink®for m ∈ {3, 10, 14, 21},
the 7-phase case is shown in Figure 3.13.

Figure 3.12: State-space model Matlab-Function used in Simulink®.

The model as well as the electrical circuit are simulated jointly, both are fed with the same input
voltage signals. At the end of the simulation, the difference between the currents computed by
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Figure 3.13: Electrical circuit drawn in PLECS® Blockset - here for m = 7. The same is done for m ∈
{3, 10, 14, 21}.

PLECS® and computed by the model is evaluated as shown on Figure 3.14. In the accuracy tests
to follow, the plots will highlight the difference between the two sets of electrical signals, and
more specifically ϵIm , ϵIs , ϵIc and ϵIo .

State-Space Model
Matlab Function

Im

Is

Ic

Io

VnAD

UHL

Electrical Circuit
PLECS Blockset

ImPLECS

UHL

IsPLECS

IcPLECS

IoPLECS

VnAD
PLECS

ǫVn
AD

ǫIo

ǫIc

ǫIs

ǫIm

Test Control

Signals Generation

UHL

Figure 3.14: Validation principle of the state-space model in Simulink®

To verify the model, the most general operation simulation is considered. This operating be-
havior is characterized by an active AC grid, the AC and DC neutrals connected and non-zero
control signals. The three requirements are respectively implemented in them-phase case with:

• ∀y ∈ {y1, . . . , ym}, vy = V̂AC sin(ωot−φy −φv). It is recalled that φyj = 2π(j− 1)/m and
that φv is the phase of the AC grid voltage.

• An electrical link in thePLECS® diagram between theAC andDC neutrals to connect them1.
1Connecting neutrals implies that vnAC = vnDC , thus VnAD = 0 for the model and the circuit simulator, so

that ϵVnAD
= 0. This null difference is not shown in the upcoming curves, so that 4 out of 5 difference curves are

presented.
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And using (3.32) rather than (3.35) for the GPFOCSSM.
• ∀x ∈ {p,n}, ∀y ∈ {y1, . . . , ym}, vx,y ̸= 0.

The question then arises as the choice of non-zero input voltage signals vx,y . The goal for those
voltage signals is to enable the test of the models on various operating points ensuring that all
currents can - at some point - be non-zero. In other words, the control signals have to influence
the waveforms of all four current types. It turns out that the previous definition of the arm
voltage signals (3.166) already enable this feature12:

∀y ∈ {y1, . . . , ym},
{

vpy = VDC
2 [mp − dp cos(ωot− φy)]

vny = −VDC
2 [mn + dn cos(ωot− φy)]

(3.170)

where the parameters mp, dp, mn and dn have to be carefully chosen in order for vpy and vny
to remain within their boundaries. In [LFB21b], those parameters took the values 1,M , 1/2 and
M/2, respectively, enabling a preliminary accuracy assessment on particular operating points.
To improve the accuracy assessment, an objective is to simulate the model on a set of points
covering the entire operating space.

The analysis of the operating zone performed in Section 3.H.1 determined the limits that the
parametersmp, dp,mn, and dn can reach. These limits are represented in Figure 3.10. This figure
shows the entire zone of operation that can be explored to verify the accuracy of the models. A
set of operating points is chosen to cover the operating zone from the control point of view, as
shown on Figure 3.153. Simulations are performed for 5 different number of phases: 3, 7, 10, 14
and 21 phases.

mp

|dp|

mn

|dn|

0 1 2−1−2

2

0 1 2−1−2

2

Selected Operating Points to Cover the Operating Zone

Figure 3.15: Selected operating points in the in the (mp, |dp|) and (mn, |dn|) spaces for simulations covering
the entire operating region.

Having 9 operating points covering the entire zone chosen in the (mp, |dp|) space and 9 others
chosen in the (mn, |dn|) space give a total of 81 possible combinations. Thus, 81 simulations are
done for each number of phases in the selected list of phase numbers, which makes a total of
405 simulations for each high-level model. Each simulation will output the waveforms of each
current and will, for each type of current, compute the maximum difference between the selected
high-level model and PLECS® over the entire simulation time. Once those 405 simulations are

1It is mentionned that (3.170) will not always define the arm voltage signals since in the test case from Section
3.H.2.4 it will also take into account a 2nd order harmonic component.

2For example, in the 3-phase case, the arm voltages are:

∀j ∈ {1, 2, 3},

{
vpyj = VDC

2

[
mp − dp · cos

(
ωot− 2π

3
(j − 1)

)]
vnyj = −VDC

2

[
mn + dn · cos

(
ωot− 2π

3
(j − 1)

)] (3.169)

3Not only the operating region is covered but also the time domains: simulations are carried out in transient as
well as in steady-state.
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Meaning Symbol Value
MMC Hardware Parameters

DC bus
DC Bus voltage VDC 600 V
Half-bus voltage vp = −vn VDC/2 = 300 V

DC Bus impedance Rs, Ls 50 mΩ, 2 mH
MMC

Rated power So
nom 10 kVA

Submodules type q 1 (half-bridge submodule)
Switching frequency and period fs, Ts 4 kHz, 250 µs
Arm resistance and inductance R, L 10 mΩ, 5 mH

AC network
Number of phases m 7

AC active voltage amplitude V̂AC 150 V
AC active voltage phase φv 0 rad

AC grid frequency and period fo, To 50 Hz, 20 ms
AC grid frequency ωo 2πfo ≃ 314 rad/s

AC load resistance and inductance Ro, Lo 40 Ω, 5 mH
Simulation Hardware Parameters
Computation Hardware Parameters

CPU Type − Intel Xeon
CPU Clock − 3.00 GHz

CPU Cache / RAM − 11.6 Gb / 64 Gb
Simulation Parameters

Simulation time step Tstep Ts/25 = 10 µs
Simulation end time tend 14 · To = 280 ms

Table 3.8: Open-Loop Simulation & MMC Parameters

completed, the maximum difference is extracted for each type of current. Finally, it is possible to
compute the maximum difference between the high-level models and PLECS® over the entire
operating zone for each type of current.

The first simulations presented aim to visualize the waveforms of the different currents for par-
ticular operating points. Once the behavior of the different currents has been observed, it is
possible to move on to the series of 405 simulations which are summarized with thanks to sev-
eral figures focusing on the presentation of the maximum deviations between the models and
PLECS® and not the whole temporal waveforms of the currents.

3.H.2.2 Evaluation of the high-level models’ accuracy on a particular set of operat-
ing points

Simulations were carried out for several operating cases and, in particular, for several values of
the number of m of phases. To highlight the interest of the model developed here, the curves
obtained for the case wherem = 7 are shown. The parameters of the MMC correspond to those
displayed in Table 3.8.

The control signals defined in (3.170) were applied in simulation for seven phases with mp = 1,
dp = 1, mn = 1/2 and dn = 0.97, resulting in the curves of Figure 3.16 for GPFOCSSM and
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GPFSROCSSM, and Figure 3.17 for GPFSROCSSM and GPFSROBHCCSSM. In order to
trigger transient conditions, the vxy signals take 50% of the value given by (3.170) over the first
half of the simulation before a sudden change is applied in the middle of the simulation to make
them reach 100% of the expected value. This simulation scenario is run for all three models.
In order to compare the models, all currents are plotted in the natural basis. For the models
developed in the Park reference frame, an inverse transformation is applied to have the current
waveforms in each phase.

Remark: Note that important circulating currents may appear. This is due to the unusual forms
of vpy and vny using different modulation indices. The reader is reminded that this behavior is
intended in order to test the accuracy of the model with non-zero circulating currents.
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GPFOCSSM (left side) and GPFSROCSSM (right side) vs. PLECS®

Figure 3.16: Behavior of the currents according to the high-level models GPFOCSSM and GPFSROCSSM
in comparison with PLECS® for a set of operating points - Case m = 7. For each graph, top plot: currents
from one of the model and PLECS®, bottom plot: the difference between the two.

To clarify the reading not all seven circulating currents and output currents are presented, only
those having the largest difference are shown.

For each type of current, the bottom plot shows the difference between the current from the
state-space model and the same current from PLECS®. Figure 3.16 shows the different cur-
rent waveforms in steady-state as well as in transient conditions for the GPFOCSSM and the
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GPFSROCSSM. The figure highlights that themaximum difference betweenGPFOCSSM and
PLECS® is on the circulating current Ic. The deviation is of the order of 7.43 · 10−12A which
is very low compared to the magnitude of the current signals. For the case of the GPFSROC-
SSM, the maximum deviation with PLECS® is reached by the output current Io and is about
−10.2 ·10−7Awhich is also very little compared to the waveforms amplitude. Note that for both
models, transient conditions triggered at t = 70ms have very little effect on the model accuracy.

This result validates both state-space models in steady-state as well as in transient for the oper-
ating points reached during the displayed simulation.

It is worth comparing the current waveforms of GPFOCSSM with that of GPFSROCSSM.
The first point to mention is that for both currents having a single component (Im and Is) the
behavior of both models are identical. But GPFOCSSM is more accurate than GPFSROCSSM
for the currents having atlernating components (Ic and Io). This difference is explained by the
fact that the Park transform used to derive theGPFSROCSSM filters a part of theAC spectrum
of the signals that the GPFOCSSM does not filter.
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GPFSROCSSM (left side) and GPFSROBHCCSSM (right side) vs. PLECS®

Figure 3.17: Behavior of the currents according to the high-level models GPFSROCSSM and GPFSROB-
HCCSSM in comparison with PLECS® for a set of operating points - Case m = 7. For each graph, top plot:
currents from one of the model and PLECS®, bottom plot: the difference between the two.

Figure 3.17 shows the different current waveforms in steady-state as well as in transient condi-
tions for the GPFSROCSSM1 and the GPFSROBHCCSSM. The waveforms depicted on the
figure show that the maximum difference between GPFSROBHCCSSM and PLECS® is on

1The results displayed for the GPFSROCSSM are the same figures as in Figure 3.16, they are plotted here again
for comparison purposes with GPFSROBHCCSSM.
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the output current Io. The deviation is of the order of −10.2 · 10−7A which is very low com-
pared to the magnitude of the current signals. Note that for GPFSROBHCCSSM, transient
conditions triggered at t = 70 ms have, here also, little effect on the model accuracy.

This result validates the state-space model in steady-state as well as in transient for the operating
points reached during the simulation.

When comparing the current waveforms of GPFSROCSSM with those of GPFSROBHCC-
SSM, it is noticed that, for all types of currents, both models seem to feature the exact same
accuracy. This is explained by the fact that both models are derived thanks to a Park transform
that filters the signals. But the Park transform used to derive GPFSROCSSM is not the same
than for GPFSROBHCCSSM, thus differences between the current waveforms should be ob-
served1. This is true and this would be the case if 2nd order harmonic components were part of
the vxy signals, but only continuous components and fundamental ones are included in vxy for
this simulation, thus both Park transforms have the same filtering effect on the electrical wave-
forms. This explains the fact that current signals of GPFSROBHCCSSM are similar to those
from GPFSROCSSM here.

The results shown in Section 3.H.2.2 are obtained using a particular set of operating points. In
order to validate the proposed state-space models in a more comprehensive manner, it is neces-
sary to simulate the model for a set of operating points that covers the entire operating zone as
shown in Figure 3.10. This objective will be now adressed.

3.H.2.3 Evaluation of the high-level models’ accuracy over the entire operating re-
gion

Accordingly with the testing procedure described in Section 3.H.2.1, a set of 81 simulations cov-
ering the entire operating zone of the converter is run for each high-level model and for each
polyphase system in the set m ∈ {3, 7, 10, 14, 21}. After each set of simulations covering the
operating zone the maximum difference between PLECS® and the models is saved for each
current type. Thus, the maximum difference is diplayed in Figure 3.18.

1It is recalled that Park 12 transform represents the continuous, fundamental and 2nd order harmonic com-
ponents of the signals in the synchronous rotating frame whereas the simple Park transform first introduced only
conveys the continuous and fundamental components.
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Figure 3.18: Evolution of the maximum deviation for each current and each model with respect to PLECS®
over a total of 3× 5× 81 = 1215 simulations.

The maximum difference between the models and the simulation software over the set of
polyphase systems is then easily deduced and summarized in Table 3.9.

Summary of the simulation results (Continuous and fundamental components)
Model Maximum relative difference ϵ̂% and its type

Im Is Ic Io
GPFOCSSM 6.68 · 10−11 % 1.41 · 10−12 % 3.28 · 10−6 % 1.14 · 10−4 %

GPFSROCSSM 6.68 · 10−11 % 1.41 · 10−12 % 3.28 · 10−6 % 1.14 · 10−4 %

GPFSROBHCCSSM 6.68 · 10−11 % 1.43 · 10−12 % 3.28 · 10−6 % 1.14 · 10−4 %

Table 3.9: Summary table of the maximum deviations of the models after open-loop simulations over the
entire operating zone.

Each plot shows the relative difference between PLECS® and the three state-space models ver-
sus the number of phases.

The important information to note here is that among all current types, the maximum deviation
of the models with PLECS® is about 1.14 · 10−4%. This is reached for the output current Io.
This difference is also the maximum deviation of the models over the entire operating zone of the
converter, meaning that any deviation of any of the models at any operating point will be lower
than 1.14 · 10−4% which is a very small upper boundary of the deviation. Further, the evolution
of the difference versus the number of phases shows that maximum difference stays very small
even for higher number of phases.

It is worth pointing out the fact that all three models have nearly the same maximum deviation
to PLECS® for any current type and any number of phases. This means that at some point on
the operating zone each one of the currents reach the same maximum deviation.
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The results displayed here allow us not only to validate all three models on the entire operating
zone of the MMC for any number of phases, but also to use those three state-space models
in order to design the current control system aiming at ensuring the reference tracking of the
currents for any number of phases and for references waveforms with continuous components
and fundamental alternating ones.

Since those simulations only include continuous components and fundamental ones in the wave-
forms, simulations with 2nd order harmonic components are needed to validate the models since
the circulating current Ic feature 2nd order harmonic components that have to be described by
the models. Simulations including a second harmonic component will now be presented.

3.H.2.4 Evaluation of the high-level models to represent a second order harmonic
component

In order to evaluate the ability of the different models to accurately represent the harmonic
content of the currents and, more specifically, to determine how strong Assumption 9 is, tests
are performed in simulation following the procedure previously described in Section 3.H.2.1.
The arm voltage signals are then defined by equation (3.172) in order to embed a second order
harmonic content1:

∀y ∈ {y1, . . . , ym},
{

vpy = VDC
2

(
mp − dp · cos(ωot− φy)− dp

′ · cos(2ωot− 2φy)
)

vny = −VDC
2

(
mn + dn · cos(ωot− φy) + dn

′ · cos(2ωot− 2φy)
)
(3.172)

The terms cos(2ωot− 2φy) will be responsible for the emergence of the second order harmonic
for the circulating currents and the AC output currents, the other types of currents will not
be influenced by the appearance of this harmonic in the control signals. For this reason, the
upcoming curves will neither show the common mode current nor the DC source current which
are constant in steady state.

The analysis, offered in Section 3.E.2.1, of the harmonic content represented in the Park reference
frame as a function of the number of phases indicates that for m = 3 the Park transform 3.D.1,
used to derive GPFSROCSSM, embeds the whole harmonic content. Thus, for m = 3, the
three high-level models will provide very good accuracy for the whole harmonic content defined
by (3.172). However, the same analysis indicates that for a larger number of phases, the harmonic
content embedded by the different Park transforms used will not be the same. The goal being
to compare these models, and thus to highlight their differences, the simulations are made for
a larger number of phases. It is chosen to consider a number of phases m = 7. Within the
framework of the simulations carried out here, the parameters of theMMC are voluntarily chosen
to be more general than those of the MMC available at LAPLACE in order to test the model in
more operating cases, these parameters are displayed in Table 3.8.

Several simulations of the three models are then performed. Having chosen m = 7, the vectors
Ic and Io both include 7 components. To ease the reading of the results, only one of these
components is presented here for eachmodel and each current. The component shown is then the
one which, among all the components of the considered current, presents the largest deviation

1For example, in the 3-phase case, the arm voltages are:

∀j ∈ {1, . . . , 3},

{
vpyj = VDC

2

[
mp − dp · cos

(
ωot− 2π

3
(j − 1)

)
− dp

′ · cos
(
2ωot− 4π

3
(j − 1)

)]
vnyj = −VDC

2

[
mn + dn · cos

(
ωot− 2π

3
(j − 1)

)
+ dn

′ · cos
(
2ωot− 4π

3
(j − 1)

)]
(3.171)
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with PLECS®. Figure 3.19 shows these results for one of the simulations performed.
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GPFOCSSM

GPFSROCSSM

GPFSROBHCCSSM

Figure 3.19: Behavior of the currents from the three high-level models GPFOCSSM, GPFSROCSSM and
GPFSROBHCCSSM in comparison with PLECS® for a 2nd order harmonic injection - 7-phase case. For
each graph, top plot: currents from one of the model and PLECS®, bottom plot: the difference between the
two.
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The deviations between each of the models and PLECS® are evaluated for the circulating and
AC output currents. The largest error values are summarized in Table 3.10.

Summary of the simulation results (Fondamental component + 2nd harmonic)
Model Maximum relative difference ϵ̂% and its type

GPFOCSSM 2.4 · 10−8 % sur Ic
GPFSROCSSM 48 % sur Io

GPFSROBHCCSSM 5.5 · 10−5 % sur Io

Table 3.10: Summary table of open loop simulation results for #2 harmonic injection

Without precise measurement of the difference between GPFSROCSSM and PLECS®, the
simple view of the curves representing the currents in Figure 3.19 shows that this model does
not represent the second order harmonics of the currents with sufficient accuracy, unlike theGP-
FOCSSM andGPFSROBHCCSSMmodels, whose error with respect toPLECS® is much less
than 10−3%. This highlights the fact that Assumption 9 is very strong. The precise measurement
of the difference, which is then maximum for Io, shows a deviation of about half the amplitude
of the latter (48 %). This confirms the lack of precision of GPFSROCSSM.

Looking specifically at the circulating current#7 plot for the GPFSROBHCCSSM model, it is
reasonable to wonder if the difference between PLECS® and the model is bounded. A long sim-
ulation on this same operating point confirms that the model converges and that this difference
stabilizes. To verify that this property does not depend on the operating point, a long simulation
of 5600 ms on another operating point has been performed to verify this specific point. The
result is presented in Figure 3.20. It shows that this difference converges and stabilizes also for
other operating points.

GPFSROBHCCSSM

Figure 3.20: Circulating current behavior according to GPFSROBHCCSSM for a long simulation - 7-phase
case. Top plot: currents from the model and PLECS®. Bottom plot: the difference between the two.

These tests confirm that the GPFSROBHCCSSM model is able to represent the second order
harmonics of the currents, that is to say, to reach the objectives for which it was developed based
on the GPFSROCSSM. The models GPFOCSSM and GPFSROBHCCSSM will thus be the
only ones to be used thereafter to implement a control of the currents involved in the conversion
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operated by the MMC because they are the only ones to be able to represent the second order
harmonic components, and thus the circulating current, with sufficient accuracy.

3.H.2.5 Evaluation of the computation time from the high-level models

After focusing on the accuracy of the high-level models, the analysis of the simulation time of
those models is interesting since it can bring a qualitative indication on the computation time
needed by a current control system in real time which is based on the derived models. Thus, the
simulation time of each model is measured for the models as well as for PLECS®, the data are
plotted in Figure 3.21. The parameters from the computation hardware used for those simulations
are detailed at the bottom of Table 3.8.

Figure 3.21: Evolution of the simulation time of each high-level model versus the number of phases and
comparison with PLECS®.

Average CPU time per simulation step - Curve fitting
Fitting model Norm of residuals

PLECS® 9.44 ·m+ 168 µs 14.82 · 10−3

GPFOCSSM 9.57 · 10−2 ·m2 − 2.21 ·m+ 170 µs 165.2 · 10−3

GPFSROCSSM 0.792 ·m+ 197 µs 13.06 · 10−3

GPFSROBHCCSSM 0.776 ·m+ 226 µs 33.18 · 10−3

Table 3.11: Average CPU time models derived from curve fitting using Figure 3.21 data.

The simulation time measured is divided by the number of simulation time steps in order to have
an average value of the computation time needed for a single simulation step. Since thePLECS®
electrical diagrams are drawn for specific values of m between 3 and 21, first simulations are
done up tom = 21. As the high-level models adapt to any number of phases, simulations of the
models are then extended to 100 phases. Figure 3.21 shows the evolution of the average CPU
time needed to compute a simulation step versus the number of phases in both cases, i.e. up to
21 phases and then up to 100.

The first observation is that from m = 3 and above, all models are faster then PLECS® except
for GPFSROBHCCSSM which is slower for m ≤ 7 but still very close from the PLECS®
computation time. The fact that the simulation sofware is slower then the models is explained
by the fact that the models developed in this work are dedicated to a specific converter whereas
PLECS® is able to simulate any converter topology. This means that in this work it will be
faster to run all the simulations needed using the high-level models rather then PLECS®.
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The second observation is that the simulation time of the GPFOCSSM increases quadratically
with the number of phases while the simulation time of the two other models grows linearly
withm. In order to explain this property, one must compare the computation time of the models
when currents are computed for the same reference frame which is the case for the simulations1.
This second observation can be explained by the size of the dynamic matrix of those models seen
from the natural basis. Indeed, the GPFOCSSM has a (2 m× 2 m) dynamic matrix, the GPF-
SROCSSM has a (2m× 6) dynamic matrix in Bm and GPFSROBHCCSSM has a (2m× 10)
dynamic matrix in Bm. The number of terms in the GPFOCSSM dynamic matrix is therefore
4 m2 which means that when the number of phases is increased, the number of multiplications
done by the computer increases with m2. As the number of operations increases quadratically,
so does the computation time. Unlike the GPFOCSSM, model GPFSROCSSM (respectively
GPFOCSSM) has a dynamic matrix seen from Bm that embeds 12m (respectively 20m) terms.
This number grows linearly with the number of phases. Thus, the number of multiplications
and then the computation time needed by GPFSROCSSM and GPFSROBHCCSSM, grow
linearly withm. The fact that GPFSROBHCCSSM dynamic matrix in Bm has 20m terms un-
like GPFSROCSSM with 12m terms explains that the computation time needed GPFSROB-
HCCSSM is higher than that from GPFSROCSSM. The different observations made here are
confirmed by Table 3.11 where the fitting features a very nice accuracy with small norm for the
residuals.

From the knowledge of the evolution of the computation time of each high-level model with the
number of phases, it is possible to expect that the current control system using models GPFS-
ROCSSM and GPFSROBHCCSSM will feature a control computation time that varies very
little when m is increased, unlike when using GPFOCSSM. This variation will be smaller as
the slope of the fitting models in Table 3.11 are smaller.

Conjecture 1. A control system using GPFSROCSSM or GPFSROBHCCSSM will feature a

slowly varying computation time as the number of phases increases.

Note that this assertion is successfully evaluated and proven in Chapter 5 for the GPFSROB-
HCCSSM.

The dependency carried out here thusmakes it possible to show the low sensitivity of the reduced
fixed order models on the number m of phases, which makes it possible to guarantee certain
properties of this model which are presented in the Tables 3.12 and 3.13.

1For the GPFOCSSM, since the model is developed in the natural basis Bm, no basis changes need to be applied
to the currents after they are determined by the model. This is not the case for the other two models since they both
are located in a Park reference frame. An inverse transformation must then be applied to the currents to bring them
back into the natural basis Bm in order to compare them. In the case of the GPFSROCSSM, this transformation
involves a product with the matrices [CK ]+[P (θ)] of size (m × 3). In the case of the GPFSROBHCCSSM, this
transformation proceeds by a product with the matrices

[
Cm

K12

]+
[P (θ)m12] of size (m×m′). These changes of basis

are applied only to the currents of alternating nature Idq012
c and Idq012

o , the other currents being identical whatever
the basis in which they remain. In the case where these changes of basis would be directly applied to the dynamic
matrices of the state-space models, this amounts to bringing back these dynamic matrices in part in the basis Bm.
Thus GPFSROCSSM which has a dynamic matrix of size (6 × 6) in the Park reference frame ends up having a
matrix equivalent to the calculations to be made which is of size (2m×6) in the basis Bm and GPFSROBHCCSSM
which has a dynamic matrix of size (10× 10) in the reference frame of Park ends up having a matrix equivalent to
the calculations to be made which is of size (2m× 10) in the basis Bm.
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3.H.3 Conclusions about the accuracy assement of the high-level models

From the tests which were carried out to compare the models with a simulation sofware dedi-
cated to electrical circuits PLECS® with an aim of validating these models, it was highlighted
that even if the models show deviations to the circuit simulator, these deviations remain suffi-
ciently small and allow to conclude that the GPFOCSSM as well as the reduced order models
GPFSROCSSM and GPFSROBHCCSSM are of very good precision, and this, whatever the
numberm of phases when representing the continuous and fundamental components of the cur-
rents. The maximum deviation encountered during these tests is 1.14 · 10−4 %. This maximum
deviation is reached by the alternating current at the output of the MMC Io. If 2nd order har-
monics are added to the fundamental components, it is found that the GPFSROCSSM has a
very strong deviation. This error is due to the fact that this model is derived from a Park trans-
formation which considers only the fundamental components, the observed deviation is thus
normal. The full order model GPFOCSSM and the reduced order model GPFSROBHCCSSM
represent much better the 2nd order harmonic components since their maximum deviation is
about 5.5 · 10−5 %. This maximum error is reached by the alternating current at the output of
the MMC Io.

The General Polyphase Full Order Current State-Space Model (GPFOCSSM) and the General
Polyphase Fixed-Size Reduced Order BiHarmonic Content Current State-Space Model (GPFS-
ROBHCSSM) will therefore be used to develop the current control allocation of the MMC. The
General Polyphase Fixed-Size Reduced Order Current State-Space Model (GPFSROCSSM) will
not be used to implement the control of the currents because it has a too large error in the rep-
resentation of the 2nd order harmonic components of the currents.

However, there is a perspective of further study of the LOZ. Indeed, here the study is limited to
considering that theVxy are made of a constant component and a harmonic component of first
order (fundamental) whereas in reality the second order harmonic component which is added
to it is useful for describing the circulating current as it was seen in the development of the
high-level model. If the LOZ analysis of the system did not take into account these second order
harmonic components here, it is to perform a first operation zone analysis with a simplified
study. The choice of a simplified study is done because taking into account several harmonic
components makes the LOZ analysis much more complex. The complexity of embedding at least
two harmonic components is due to the appearance of strong nonlinearities in the amplitude of
the waveforms which are not featured in the case where only one AC component is considered
in addition to the DC component, see Appendix C. An approach that would perhaps allow this
LOZ analysis to be carried out while reducing the nonlinear property would be to derive this
analysis in the Park 12 rotating frame.

Although the analysis proposed here does not allow to evaluate the accuracy of the high-level
models in an operating case that corresponds perfectly to all the operating cases of theMMC, this
evaluation is done for an important number of operating points with constant and alternating
components, in steady state and in transient conditions. This is considered sufficient to assert
that the models developed are sufficiently accurate in order to develop converter control laws
based on them.

3.I Models’ new features review compared to the state-of-art

This section aims to provide a summary of the characteristics of the models developed in order
to implement the control allocation method. First, a summary of the characteristics of the three
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high-level models representing the dynamics of the currents will be proposed, then a perspective
with models already available in the literature will be drawn up.

3.I.1 Features from the high-level models

Scalability

Property 1. ThemodelsGPFOCSSM,GPFSROCSSM andGPFSROBHCCSSM are all three

scalable to an MMC having any number of submodules and any number of phases m.

Generality

Property 2. ThemodelsGPFOCSSM,GPFSROCSSM andGPFSROBHCCSSM are all three

adaptable to a MMC connected to a DC bus featuring an impedance or not, connected to a network

AC having an impedance or not and being an active load or not.

Accuracy

Property 3. The models GPFOCSSM, GPFSROCSSM and GPFSROBHCCSSM have dif-

ferent accuracies:

• GPFOCSSM represents the total harmonic content of the currents.

• GPFSROCSSM represents only the continuous and fundamental harmonic components of the

currents form > 3. Form = 3 all the harmonic content of the currents is represented.

• GPFSROBHCCSSM represents only the continuous, fundamental and #2 harmonic compo-

nents of the currents form > 5. Form ≤ 5 all the harmonic content of the currents is represented.

Sensitivity of the complexity when scaling up

Property 4. The models GPFOCSSM, GPFSROCSSM and GPFSROBHCCSSM feature a

complexity that evolves differently as a function of the number m of phases:

• GPFOCSSM has a complexity which evolves quadratically as a function ofm. This complexity

implies a computation time that evolves significantly as a function of the number of phases

compared to the other models.

• GPFSROCSSM and GPFSROBHCCSSM both have a complexity that evolves linearly as a

function ofm. It is observed in simulation that the computation time of both models grows very

slightly as a function of the number of phases, making them almost insensitive to the number of

phases.

3.I.2 Putting the developed models into perspective

In order to analyze the interest of the models developed here, a comparative table is drawn up.
The modelling of the MMC is not a new research topic to date, the multitude of models available
in the literature wouldmake the comparison very complex and the summary table would take too
much space. For this reason, a choice of models was made to carry out this analysis. This choice
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was made by selecting the works introducing the best suitable models for the implementation of
a control allocation. Indeed, this table allows one to highlight the contributions of the introduced
models compared to the already available models which show predispositions as for their use in
an algorithm of control allocation.

➤ As presented in the state of the art concerning control allocation methods, these methods are
initially based on a state-space model of the system to be controlled. Whether or not the alloca-
tion control method uses optimization algorithms, the lower the order of the state-space model,
the smaller the time required to compute the control to be allocated. It is therefore desirable
to use control models in the form of a state-space model with the lowest possible order. This
already gives two criteria for comparing models: the fact of being in the form of a state-space
equation and the fact of having a low order for this state model.

➤ To understand the proposed model it is necessary to have its derivations, which is an addi-
tional comparison criterion.

➤ Moreover, one of the main objectives of this research work is to have a control as general as
possible which takes advantage of models which can readily adapt themselves to the modifica-
tions of the structure of the MMC, that is to say, a model of all types of currents which can
adapt to the modification of the number N of submodules, to the number m of phases
of the AC network at the output of the MMC, to the input DC bus, to the fact that the AC
network may be active, and to the connection of the AC and the DC neutral points. This
gives 7 additional criteria.

➤ Putting these new criteria against the two criteria that are given directly by the control al-
location method, knowing that increasing m and N can lead to an increase in the order of the
state-space model, the best would be to have a state-space model that is insensitive to both m
and N in order to better satisfy the low order criterion of the state-space model. This generates
two new criteria: insensitivity tom and N .

➤ To be able to judge the quality of the models, it is important to know their precision. This
accuracy can be represented by the harmonic content that these models represent, which is
then also a criterion for comparison.

It is thus from these various criteria, then displayed in Tables 3.12 and 3.13, that the models
are compared. The last column of the table contains the optimal values of each criterion, they
constitute together the desired characteristics of the goal model so as to reach the following main
objectives: to easily adapt to control allocation methods and to satisfy the objective of scalability
and adaptability of the model.

Previous works have decoupled the dynamics of the four different current types for three-phase
electrical systems like in [PRB14; Liz+15] where a matrix model is derived. Taking inspiration
from these studies and [KM18], a first novelty of the present model is to derive a non-matrix
decoupled model of the currents extended to the polyphase (m-phase) case. The approaches of
[Fre+16a; Bou17; KM18] produce a state-spacemodel representing the dynamics of only three out
of the four possible current types. Compared to [KM18], the contribution of [LFB21b] presents a
more limited, but also more explicit derivation of the converter model1, in addition to considering
the presence of a common mode current. Table 3.12 and Table 3.13 summarize the comparison
of characteristics from the proposed high-level models with the literature.

1The work is more limited since the focus is only on the MMC here unlike [KM18], but the explicit charateristic
is due to the fact that the models are derived in details here whereas [KM18] only introduces the general concept.
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In conclusion, this table shows that the main novelties of the models developed here are first
1) the adaptability to the number m of phases1, 2) the ability to take into account Im, 3) the
adaptability of the connection of neutrals AC and DC, 4) the ability to take into account the
various possible cases of AC and DC networks. With the reduced order models the additional
contributions are 5) the low sensitivity of the state models to the number of phases, as shown
by the evolution of the simulation time on Figure 3.21, and its low order. However, compared
to the full order model, the fixed-size reduced order models feature a lower harmonic content
representation which then makes them less accurate.

It is also noted that from the various models available in the literature, none really approaches
the characteristics of the goal model sought. Among the developedmodels, it is the reduced order
model GPFSROBHCCSSM which is the closest to the goal model, it has thus great chances to
be used in a privileged way in this work, for the current control of the MMC.

To put it in a nutshell, the novelties of the state-space models introduced in this work, is to have a
state-space model which readily adapts tomwithout loss of generality on the possibilities of the
DC bus, theAC network and the connection between the two. Out of the three high-level models,
the two fixed-size reduced order models feature a very low complexity and thus a computation
time almost insesitive to the number of phases.

1This adaptation capability to the number of phases is already used beneficially for the simulations presented
above since theMatlab-Functions which have been programmed to implement the models in simulation, are precisely
the same whether one is in the three-phase, seven-phase or more case.
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Splitting the table in two parts is solely due to table width concerns compared to the page limits.

Models from the literature Developed models Goal model
Criterion [Fre+16a] [Ber+18] [Liz+15] GPFOCSSM GPFSROCSSM GPFSROBHCCSSM Goal model

State-space model Yes Yes No Yes Yes Yes Yes
Model derivations Explicit Explicit Explicit Explicit Explicit Explicit Explicit

Model reference frame SRRF SRRF SRF SRF SRRF SRRF No pref.
Scalability tom No No No Yes Yes Yes Yes
Sensitivity tom N/A N/A N/A Yes Low Low No

Order of the model 3,m = 3 5,m = 3 24,m = 3 2m 6 2m′ Constant low
Scalability to N Yes Yes Yes Yes Yes Yes Yes
Sensitivity to N No No No No No No No

Currents represented No Im No Im All All All All All
Harmonic content for m = 3 Full Full Full Full Full Full Full
Harmonic content for m > 3 N/A N/A N/A Full DC + Fond. DC + Fond. + 2nd Harmo. Full
Neutral points connection Fixed Fixed Versatile Versatile Versatile Versatile Versatile

Possible active nature of AC-side Yes Yes Yes Yes Yes Yes Yes
DC-side impedance is modelled No No Yes Yes Yes Yes Yes
Readily adaptive to any MMC No No No Yes Yes Yes Yes

Table 3.12: Comparison of the characteristics of the proposed scalable state-space model with the literature - Table #1

N/A: Not applicable
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Models from the literature Developed models Goal model
Criterion [Bou17] [PRB14] [KM18] GPFOCSSM GPFSROCSSM GPFSROBHCCSSM Goal model

State-space model Yes No Yes Yes Yes Yes Yes
Model derivations Explicit Explicit Implicit Explicit Explicit Explicit Explicit

Model reference frame SRF SRF SRF SRF SRRF SRRF No pref.
Scalability tom No No Yes Yes Yes Yes Yes
Sensitivity tom N/A N/A Yes Yes Low Low No

Order of the model 7,m = 3 24,m = 3 2m− 1 2m 6 2m′ Constant low
Scalability to N Yes Yes Yes Yes Yes Yes Yes
Sensitivity to N No No No No No No No

Currents represented No Im All No Im All All All All
Harmonic content for m = 3 Full Full Full Full Full Full Full
Harmonic content for m > 3 N/A N/A Not specified Full DC + Fond. DC + Fond. + 2nd Harmo. Full
Neutral points connection Fixed Versatile Versatile Versatile Versatile Versatile Versatile

Possible active nature of AC-side No Yes Yes Yes Yes Yes Yes
DC-side impedance is modelled Yes Yes Yes Yes Yes Yes Yes
Readily adaptive to any MMC No No No Yes Yes Yes Yes

Table 3.13: Comparison of the characteristics of the proposed scalable state-space model with the literature - Table #2

N/A: Not applicable
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3.J Conclusions about the high-level modelling

Along the approach proposed in this chapter, different state-space models describing the be-
havior of currents in the MMC have been developed. The developments carried out have been
achieved with a double objective of generalization of the models while trying to guarantee a low
complexity for the latter.

In line with this aim, a first generalized state-space model of the currents which fits a MMC
having any number of phases, to the characteristics of the DC bus, to those of the AC network,
to the type of connection between neutrals has been developed: the GPFOCSSM. It allowed us
to reach one of the first modelling objectives: the generalization of the current model to a large
set of electrical network topologies taking advantage of the MMC. The analysis of this model
allowed us to put forward the fact that its complexity is very important, this is why a second
model was developed.

The secondmodel,GPFSROCSSM, was developed from the firstGPFOCSSM to which a Park
transformation was applied to reduce its order. The GPFSROCSSM is based in a synchronous
rotating frame. It has the generality characteristics of the first model but also the fact of being of
low complexity. Simulations and analysis of this second model were then carried out. They have
highlighted the fact that this model, being of too low complexity, represents the behavior of the
currents with too little accuracy and information, leading to strong deviations on the calculation
of the currents flowing through the converter. The two modelling objectives are achieved with
this GPFSROCSSM. However, the model is too inaccurate to be used in the design of a control
algorithm, a third model was then developed.

This third model was derived by applying a more sophisticated Park transform to the GPFOC-
SSM. First, this Park transform was designed to ensure that the model in the synchronous rotat-
ing frame represents the dominant harmonic components of the different currents involved in the
MMC. This transformation was tailored to act as a filter that selects the very specific harmonic
content that represents the currents with sufficient accuracy. The GPFSROBHCCSSM model,
then achieved after applying the transformation, also features the generality properties of the
GPFOCSSM, to which is added the fact of having a model of low complexity while describing
the state vector with a sufficient accuracy to be able to use this model in a current control law
design approach. It is noted that the complexity of the latter increases very slowly as systems
with a higher number of phases are modelled.

Before being able to use themodels in a current control design approach, the developed high-level
models were subjected to various simulation tests to compare them with a software dedicated to
the simulation of electrical systems. These tests have shown differences in accuracy between the
models, from the most accurate to the least accurate they come in order: GPFOCSSM, GPFS-
ROBHCCSSM and finally GPFSROCSSM. The simulation time of each model was also eval-
uated during these numerous simulations, showing also differences between the models. The
most accurate model, GPFOCSSM, is also the slowest to simulate, especially since its complex-
ity increases quadratically with the number of phases. For the two remaining models, their com-
putation time changes linearly with the number of phases. It has been observed and explained
that GPFSROCSSM is faster to run than GPFSROBHCCSSM. Figure 3.22 summarizes these
different comparative elements in a qualitative way. It is found that the GPFSROBHCCSSM
is a good trade-off between accuracy and low computation time.
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Computation Time

Deviation to PLECS R©

PLECS R©GPFOCSSM

GPFSROCSSM

GPFSROBHCCSSM

Figure 3.22: Comparison of the high-level models according to the accuracy and computation time criteria.

The developed state-space model that is readily scalable to any number of phases paves the path
for new possibilities. 1) It is now possible to readily analyze the evolution of the open-loop
dynamic characteristics of the four types of currents versus the number of phases, for any type
of neutral connection and any nature of the AC-side, and thus prove the stability of the state-
space system. 2) Using the model in steady-state, it is now feasible to predict the evolution of
the operating zone of the four types of currents (maximum reachable values of the currents)
versus the number of phases as it was done in Section 3.H.1. 3) Current-level simulations can be
performed faster than PLECS®. 4) The developed model enables the design of generic1 control
algorithms for the currents within the MMC featuring a low computation time online that varies
very little with the number of phases. Thanks to this last feature, it will be sufficient to specify to
the control algorithm the parameters of the MMC, of the AC network and of the DC bus without
having to undergo major changes in the system model and control algorithm structure.

The modelling work done in this chapter has brought very interesting results and new possi-
bilities. However, some perspectives are still to be explored. An interesting study would be to
investigate the LOZwhen 2nd order harmonic components are added to the vxy waveforms. This
would allow to have an analysis of the operating zone of the MMC for all the operating cases
of the latter. The interest of such a work is to easily determine the bounds of the four types of
currents flowing through the MMC in nominal operating cases.

1Algorithms that ensure current-control for any number of phases with very little change in computation time
in the AC-side are said to be scalable and generic.
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The objective of this chapter is to describe the different methodological contributions that have
been made to the control allocation. The general theme of these works is focused on an adapta-
tion of allocation methods for the control of electrical systems. The use of these methods for the
control of the MMC have for objective to ensure given performances from the automatic control
point of view such as a settling time, an overshoot or an accuracy. These performances, not being
always guaranteed, suggested to explore the development of new allocation methods to be able
to correct the obtained behavior and to reach the performance objectives.

4.A Research axis: extending the features of the Control Allocation
methods

Although the study proposed in this chapter is first motivated by the need for the control system
of the MMC to meet the specified performances, it is part of a wider approach to improve the
allocation methods. Indeed, the objective here is to give new features to the allocation methods
which contribute to extend their possible field of utilization and to develop their competitiveness
compared to the other existing control methods.
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Outline

The first part of this chapter, Section 4.B, will discuss views on the formulations of the existing
allocation methods with the aim of deriving a generalized and versatile formalism that will be
used later on to design the converter control algorithms. The second part, Section 4.C, will focus
on adding new features to the allocation methods that requires few modifications to the current
methods and yet significantly improves their performance in an elegant way.

4.B General formalism for the control allocation methods

4.B.1 Definition of the control allocation problem

Let a state-space model be defined by1:{
Xk+1 = FXk +H [b (Uk) +Ek]
Yk = CXk

(4.1)

whereX ∈ Rnx is the state vector,U ∈ Rnu is the control vector,Y ∈ Rny is the output vector,
andE ∈ Rnx is a known additive perturbation that can be related to a nonlinearity of the system
for example. The matrices F ∈ Rnx×nx and C ∈ Rny×nx , are the state matrix and the output
matrix, respectively. The matrix H ∈ Rnx×nx and the function b : Rnu 7→ Rnx represent the
influence of the control vectorU on the system. Note that the productH b(·) becomes the input
matrix G = H B when the influence of the control on the system is linear. If one combines the
two equations of this discrete state-space model (4.1), Yk+1 is derived:

Yk+1 = CFXk + CHb (Uk) + CHEk (4.2)

Isolating the control term in the left side of this equation gives:

CHb (Uk) = Yk+1 − CFXk − CHEk (4.3)

This equation reads:
M (Uk) = ak (4.4)

with:
ak = Yk+1 − CFXk − CHEk (4.5)

whereM(·) = CHb(·) is the effectiveness function and ak is the action vector generated at time
t = kTc by applyingUk to the system. The case, where the state-space model is defined by (4.6),
will be that of the low-level and the high-level.{

Ẋ = AX+BU+E
Y = CX

(4.6)

In this case, the function b(·) is updated as b(U) = BU. Thus, (4.3) becomes:

CGUk = Yk+1 − CFXk − CHEk (4.7)

with G = HB. This equation reads:
MUk = ak (4.8)

1Appendix A details how this form is derived from a continuous-time state-space model
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whereM = CG = CHB is the effectivenessmatrix. The equation (4.3) - or (4.7) when applicable
- represents the influence of the control vectorU on the system under consideration, and where
ak is the consequence of applying such a control vector to the system.

By closing the loop it will be wished that the output Y of the system tracks its reference Yref

while guaranteeing certain performances in terms of static error, overshoot, or settling time. This
is embodied by the definition of the reference model (4.9).

Definition 1. The performance objective that the control allocation methods aim to track is defined

by the following reference model:

Y∗
k+1 = FMYk +GMYref

k (4.9)

where FM and GM are respectively the dynamic and control matrices of this so-called reference
model.

Applying the control Uk at time k will transform Yk into Yk+1 as described by (4.2); and ak
represents this transformation, as defined by (4.5). Now, letY∗

k+1 be the output that it is desired
to reach a time k + 1 as a consequence of applying Uk at time k. The related action vector that
represents the transformation of Yk into Y∗

k+1 is noted adk, and is called the desired action
vector. Thus, in a analogous way to the definition made of a by (4.5), the desired action vector
ad can thus be introduced in order to represent the targeted behavior encapsulated into the
reference model (4.9):

adk = Y∗
k+1 − CFXk − CHEk

= (FMYk +GMYref
k)− C (FXk +HEk)

(4.10)

The control algorithm will therefore try to ensure that this desired action is reached, in other
words the control allocation will seek the controlU that guarantees a = ad, which is formulated
by:

ak = adk
⇐⇒ M (Uk) = adk
⇐⇒ CHb (Uk) = (FMYk +GMYref

k)− C (FXk +HEk)
(4.11)

This equation represents the control objective and is called the control allocation equation or
allocation equation.

Definition 2. The control allocation equation is defined by:

M(U) = ad (4.12)

The control vector will therefore have to be a solution of the latter while respecting the limita-
tions imposed by the system operating limits. Thus, the condition Umin ≤ U ≤ Umax must
also be taken into account when the control algorithm aims to solve (4.12). This allows one to
fully define the control allocation problem:

Definition 3. The control allocation problem is mathematically defined by:

{M(U) = ad | Umin ≤ U ≤ Umax} (4.13)
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Taking into account the saturations of the control variables it is possible that (2) may not always
be verified. Indeed, if the desired action vector reaches a too large magnitude, the required U
that verifies the allocation equation may exceed its boundaries, making the computed control
unfeasible. In this case, before applying the control to the system, the latter would be clipped to
its boundaries. In order to take into account the possibility that the allocation equation may not
always be feasible, a control error is introduced. This e measures how far the computed input is
from verifying the allocation equation:

Definition 4. The control allocation problem error is defined according to:

e = M(U)− ad (4.14)

4.B.2 Optimization formulation of the control allocation problem

At this stage e is only defined as a simple deviation but it represents an interesting tool to solve
the control problem that is set. As it has been seen in the state of the art, the solution of casting
on the bounds of the admissible control zone the determined exceeding control vector is not
ideal. This is due to the fact that in some cases it is possible to distribute the required effort
over several control vector variables in order to satisfy the allocation equation while complying
with the control bounds. To give the control law this ability to distribute the requested effort, it
is necessary to take into account the limitations of the control a priori. The use of optimization
methods is particularly suitable for this purpose. The task to be carried out is then to determineU
which minimizes e while respecting the control saturations. This is formalized in the following
way:

Definition 5. The control allocation optimization problem is defined by:
minU,e Jl = ||e||ll
under the constraints (u.c.) :
M(U)− e = ad
Umin ≤ U ≤ Umax

−emax ≤ e ≤ emax

(4.15)

where emax is an upper bound on the achievable error, for exemple ||ad||ll, and l is a given norm
to be chosen. For example, [Bod02; PB05; FB10] use the l1-norm, [FB10] uses the l∞-norm, and
[PB06; FB10] use the l2-norm. It is important to note that here e holds the role of slack variable
allowing to guarantee the feasibility of the optimization. This slack variable is therefore also a
decision variable of the optimization problem which must be determined and to which bounds
are associated.

However, in some cases of overactuated systems, the degree of overactuation1 is such that there
may be several solutions to the allocation equation that are within the limitations. Another rea-
son for modifying this cost function is the fact that there are system operations that are desirable
to prioritize. In these cases, it may be interesting to extend the optimization criterion Jl to se-
lect one of the solutions of (4.12) in order to steer the behavior of the system towards the most
preferred.

1The overactuation degree stands for the difference between the size of the input vector and that of the output.
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For example, for an airplane, it is possible to compare two combinations of aileron deflection
angles: 1) in the first case, the left aileron has a deflection of +4◦ and the symmetrical right
aileron has the opposite deflection of −4◦. The roll moment applied to the airplane is then null,
but obtaining such a deflection consumes energy. 2) the left and right ailerons have the same
deflection of 0◦. The reaction on the plane is the same as in the previous case but this time the
deflections are zero and the actuators consume no energy. In both cases the desired behavior is
obtained: a zero roll moment, which amounts to the fact that the allocation equation is verified
at every time but there is a solution U that consumes more energy than the other. To notify
the optimization that it prefers an input that consumes less energy, one solution is to specify the
preference vector that embodies the operation that one wishes to prefer when there are several
possible solutions to the allocation equation. The implementation of this preference vector is
done as follows in the optimization criterion:

Jl = ||M(U)− ad||ll + ωp||U−Up||ll
= ||M(U)− ad||ll + ||ωp

1
l (U−Up) ||ll

(4.16)

where ωp ∈ R+ allows one to set the weight of the preference criterion in the optimization
algorithm. The larger it will be, the more the optimization algorithm will aim at enforcing U =
Up by leaving the verification of the allocation equation aside. In order not to deviate too much
from the initial objective of the allocation, i.e. to cancel e, ωp should be chosen to be less than
1. It is possible that it may be desirable not only to favor a control vector but also a behavior of
the system directly. The objective would not necessarily be to prefer a certain Up but rather an
action vector ap. In this case, the cost function adopts a more general form:

Jl = ||M(U)− ad||ll + ωp||Mp(U)− ap||ll
= ||M(U)− ad||ll + ||ωp

1
l (Mp(U)− ap) ||ll

(4.17)

This last formulation generalizes (4.16) since it is sufficient to set Mp(·) = Inu and ap = Up to
get back to it. The inclusion of the weighting coefficient ωp within the second criterion norm is
possible as (4.16) and (4.17) show. By analytical definition of the norm (4.19), this allows one to
simplify the expression of the optimization criterion:

Jl =

∣∣∣∣∣∣∣∣[ M(U)− ad

ωp
1
l (Mp(U)− ap)

]∣∣∣∣∣∣∣∣l
l

(4.18)

This can be directly put in the form: Definition of the l-
norm of e ∈ Rna :

||e||l=

(∑
na

|ei|l
) 1

l

(4.19)

Jl =
∣∣∣∣∣∣M̂(U)− âd

∣∣∣∣∣∣l
l

(4.20)

with M̂(U) =

[
M(U)

ωp
1
l Mp(U)

]
and âd =

[
ad

ωp
1
l ap

]
. The resulting form in (4.20) shows that the

addition of a preference criterion to the cost function is done in a way that allows the latter to
keep the original formalism of the control allocation optimization problem stated by Definition
5 with the only difference that the equation M̂(U) − ê = âd replaces M(U) − e = ad. By
doing so, the online optimization control algorithmswill always adopt the generic form of control
allocation problem into which it is possible to turn a large class of allocation problems that may
or may not have a preference criterion.

4.B.3 Solving methods for the control allocation problem

As it has been presented in details in the part dedicated to the state of the art, there are three main
families of methods for solving the so-called allocation problem: 1) the model-inversion based
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methods MIB, 2) the error minimization online methods EMOn and 3) the error minimization
offline methods EMOff. In the context of the work done in this research project, the focus is on
the second family of methods. The idea is to use optimization algorithms run in real time to solve
the control allocation problem which takes the form of control allocation optimization problem.
To do so, different algorithms that are able to execute rapidly in real time have already been
implemented to drive different systems that generally belong to the transportation category. In
the framework of these motion control systems, the required performances in terms of settling
time are of the order of a second, whereas the work carried out here focuses on power electronics
where the order of magnitude of the settling time is around a millisecond. This means that there
is no guarantee that optimization algorithms implemented in real time to drive motion control
systems can also be implemented in power electronics where the control required performance
imposes stronger time constraints on the microcontroller clock.

The work of [Bou+15] has shown that it is possible to use the Simplex algorithm in real time to
perform the allocation computation for a static converter having nu = 4 control variables and
na = 3 components for the desired action vector. This algorithm will therefore be implemented
here as well. Quadratic optimization algorithms such as Interior-Point or Active-Set have - at the
beginning of the work presented here - not yet been used to control a static converter. Given the
current advances in the performance of real time computing devices, the idea will be to evaluate
whether the use of such optimization algorithms is possible for the control of the MMC. The
optimization algorithms that will be used here will be developed by adapting already available
algorithms that have been used in the framework of the control allocation for other systems. By
choosing to use such programs that have already proven themselves in the context of alloca-
tion methods, the chances of a successful EMOn method for controlling the MMC increase. The
work of [Bod02] gave rise to an advanced Simplex algorithm which takes into account policies
for preventing the cycling phenomenon [Dan51]. This algorithm adopting a form dedicated to
allocation will be used here as well as the Interior-Point from [PB05] also able to solve LP op-
timization problems. The study of [Här03] has allowed to gather two QP algorithms: first an
Active-Set developed within the framework of these same researches as well as an Interior-Point
resulting from the work of [PB06]. These two algorithms as well as others have been gathered
in the archive available online [Här]. The work of [Här03] has carried out a comparison of the
different Active-Set algorithms dedicated to the control allocation contained in this archive, al-
lowing to identify theWLS (Weigthed Least Squares) as the best trade-off between convergence
speed and optimality of the resulting solution. For the case of Active-Set it will thus be the for-
mulationWLS of the archive which will be used here, as for the Interior-Point it will be the only
algorithm available in the archive which will be implemented here.

For the control of the MMC studied here, the allocation methods using optimization will be used
for control loops which aim at driving physical quantities whose dynamics can be represented
by a state space model with linear control action. This means that optimization allocation algo-
rithms will have to deal with systems such as b(U) = BU. In this case, the control allocation
optimization problem updates to the form:


minU,e Jl = ||e||ll
u.c. :
MU− e = ad
Umin ≤ U ≤ Umax

−emax ≤ e ≤ emax

(4.21)

From this formulation, it is possible to define the form that the allocation problem will take for
the different selected optimization algorithms.
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Linear programming

For the LP case, the chosen norm becomes the l1-norm. Thus, the objective function is updated:
Jl = ||e||11 = |e| =

∑
na

|ei|. In its standard form, the Simplex is suitable to solve the following
optimization problem: 

minx JLP = cTx
u.c. :
A x = b
0 ≤ x ≤ xmax

(4.22)

Compared to (4.21), the decision variable x will contain the input vector U as well as the error
vector e. For a given system, there is no guarantee that the lower bound of its control vector
will be the null vector, so a change of variable needs to be applied to (4.21) to bring it closer to
the standard form of LP. A first change of variable is made on U such that U = U + Umin.
This updates the boundaries of the control into 0 ≤ U ≤ Umax −Umin. The error variable e is
decomposed into e = e+ − e− with e+, e− ≥ 0 so as to ease the derivation of the cost function.
In the case where the deviation ei is positive, ei+ = ei ≥ 0 and ei− = 0; and when ei is negative:
ei

− = ei ≥ 0 and ei
+ = 0. Thus the cost function is adapted:

Jl = |e| =
∑
na

|ei| =
∑
na

|ei+ − ei
−|=x

e+, e− ≥ 0

∑
na

ei
+ + ei

− = [1 . . . 1 1 . . . 1] ·
[
e+

e−

]
(4.23)

Applying the introduced changes of variables, (4.21) becomes:

minU,e Jl = ||e||11
u.c. :

MU− e+ + e− = ad −MUmin

0 ≤ U ≤ Umax −Umin

0 ≤ e+ ≤ emax

0 ≤ e− ≤ emax

(4.24)

The decision variable vector of the optimization then appears easily when comparing (4.24) with
(4.22): x =

[
U e+ e−

]T . Thus, (4.24) embraces the form of (4.22) whose parameters are then:

x =
[
U e+ e−

]T ∈ Rnu+2na

cT =
[
O1,nu 1 . . . 1 1 . . . 1

]
∈ Rnu+2na

A =
[
M −Ina +Ina

]
∈ Mna,nu+2na(R)

b =
[
ad −M Umin

]
∈ Rna

xmax =
[
Umax −Umin emax emax

]
∈ Rnu+2na

(4.25)

The Simplex or the Interior-Point algorithm solves the optimization problem (4.25) at each control
sampling period. Once per sampling period, the optimization will output the solution U

∗, and
the control vector to be applied to the system will be derived as U∗ = U

∗
+Umin.

Quadratic programming

For the case of QP, the chosen norm becomes the l2-norm. Thus the objective function is up-
dated: Jl = ||e||22 =

∑
na

ei
2. The control allocation oriented algorithms available to date are
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tailored to solve the following optimization problem:
minx JQP = 1

2x
THx+ cTx+ f

u.c. :
A x = b
xmin ≤ x ≤ xmax

(4.26)

Compared to (4.21), the decision variable x will contain the input vector U as well as the error
vector e. But contrary to the case of the LP, it is not necessary to carry out a change of variable
because the form that can be solved by the QP algorithms admits the possibility of having deci-
sion variables with negative values. Thus the cost function can be directly put in the appropriate
form:

Jl = ||e||22 =
∑
na

ei
2 = eT Inae =

1

2
eT (2Ina) e (4.27)

By comparing (4.21) with (4.26), the decision vector is readily determined: x =
[
U e

]T . Thus,
(4.21) embraces the form of (4.26) whose parameters are then:

x =
[
U e

]T ∈ Rnu+na

H = 2

[
Onu

Ina

]
∈ Mnu+na(R)

cT =
[
O1,nu+na

]
∈ Rnu+na f = 0

A =
[
M −Ina

]
∈ Mna,nu+na(R)

b =
[
ad
]
∈ Rna

xmin =
[
Umin −emax

]
∈ Rnu+na

xmax =
[
Umax emax

]
∈ Rnu+na

(4.28)

The QP algorithms solve the optimization problem (4.28) at each control sampling period like in
the case of the LP. At each sampling period, a value of the input vector U∗ is determined that
can directly be applied to the system.

Remark: Note that whether one uses the LP or the QP in order to solve the control alloca-
tion optimization problem, the optimization algorithms are designed such that it is sufficient to
provide them with M , ad, Umin and Umax. Hence the fact that implementing EMOn control
allocation methods is made easy.

Real time classical control allocation architecture

Let S be the system defined by the state-space equation (4.1). This system is considered to be con-
trolled by a control allocation algorithm, the resulting closed-loop is displayed on Figure 4.1. It is
mentioned that the control computations are done with discrete controllers since the allocation
will require an optimization executed in real time on an embeded computer.

Note that what is considered here as classical control allocation is a control allocation which in
essence is built to perform the allocation from a reference model. Not all versions of the control
allocation take into account a reference model, as it is the case in the work of [Dur93]. However,
from the first formulations of model inversion-based allocation methods [SGE90], a reference
model is already used in the allocation process. It is in this sense that the name classical is given
to control allocation here. Taking into account this reference model also allows a broader study
in our case.
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Figure 4.1: Control allocation classical architecture.

As the block diagram shows, the control allocation can be conceptually divided into two blocks
in real time:

• A first step P for Preparation or Preparator block that updates the value of ad at each time
step andM in case the considered system is nonlinear or temporally varying and requires an
update of M also. The model of the system used in order to compute M and ad, according
to (4.8) and (4.10) respectively, can also adapt to system variations, which means that the
control system is capable of reconfiguration. Even though in the major cases the limitations
of a system may not vary over time, it is still possible to use this preparation step to update
Umin andUmax as well if needed.

• A second step A for Allocation or Allocator that will determine the control vectorU to apply
to the system from the knowledge of M , ad and the control boundaries. This block is the
core of the control allocation. It uses a method from one of the three families (MIB, EMOn
or EMOff) in order to compute the control. In the case of the work presented here, this
block mainly uses the EMOn method, implementing the LP and QP as explained in the two
previous paragraphs.

To analyze the behavior of the system in closed-loop according to the classical control allocation,
an assumption is made:

Assumption 10. The Allocation block in Figure 4.1 guarantees the verification of (2) at any time.

LetMUk = adk be true for all time step k.

The definition of the classical control allocation architecture can then be stated by specifying
that this definition requires the allocation equation to be fully verified at all time.

Definition 6. The classical control allocation method is defined according to the following when

Assumption 10 holds true:
M Uk = adk

adk =
[
FMYk +GMYref

k

]
︸ ︷︷ ︸

Reference Model

−C (FXk +HEk) (4.29)

The reference model (4.9) stands for the dynamic behavior that one wants to give to the system in

closed-loop, it can be freely tuned to place desired poles for example.

Assuming that Assumption 10 holds, it is possible to prove that:

Theorem 1 (Classical control allocation closed-loop behavior). The transfer function matrix

linking the output reference Yref
and the input matched disturbance δU to Y in closed-loop is

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z), where the closed-loop transfer function is TCL(z) =[

zIny − FM

]−1
GM and the sensitivity matrix is TSU (z) =

[
zIny − FM

]−1
M . The closed-loop
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dynamics are of order ny and are governed by the FM and GM matrices from the reference model

(4.9). This matrix FM specifies the poles in closed-loop and no zero influences the dynamics. The

static gain is specified by GM .

Proof. According to the state-space model of the system under consideration (4.1) in addition
with the input matched disturbance δU depicted on Figure 4.1, it is shown that:

Yk+1 = CFXk + CG (Uk + δUk) + CHEk (4.30)

Assumption 10 holding true, substituting CGUk forMUk from 4.11 in (4.30) gives:

Yk+1 = C(FXk +HEk) + adk +MδUk = FMYk +GMYref
k +MδUk (4.31)

By applying the z-transform with zero initial conditions, this equation becomes:[
zIny − FM

]
Y(z) = GMYref (z) +MδU(z) (4.32)

Thus, the closed-loop behavior is found:

Y(z) =
[
zIny − FM

]−1
GMYref (z) +

[
zIny − FM

]−1
MδU(z) (4.33)

The transfer matrices are obtained:

TCL(z) =
[
zIny − FM

]−1
GM

TSU (z) =
[
zIny − FM

]−1
M

(4.34)

When no disturbance is acting on the system, the closed-loop behavior becomes:

Y(z) =
[
zIny − FM

]−1
GMYref (z) = TCL(z)Y

ref (z) (4.35)

■

Equation (4.35) shows that the closed-loop behavior is the one of the reference model (4.9), which
means having ny poles and no zero in closed-loop. It is also of interest to evaluate the ability of
such control allocation to ensure a null static error.

Theorem 2 (Classical control allocation static error and disturbance rejection). The use of the
classical control allocation architecture ensures zero static error under the condition that GM =
Iny − FM when no disturbance is in play. No disturbance rejection is ensured for a step-input

disturbance: εs = 0 for yref (t) = H(t) Y0 ∈ Rny
and δu(t) = H(t) δU0 ∈ Rnu

where H(t) is
the Heaviside step function. Y0 and δU0 are vectors containing constant components over time.

Proof. For a step-input referenceyref (t) = H(t)Y0, the z-transform givesYref (z) = zY0 (z−
1)−1 and accordingly, the step-input disturbance δu(t) = H(t) δU0 brings δU(z) = z δU0 (z−
1)−1. From Theorem 1,Yref (z) can thus be derived:

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) (4.36)

The use of the final value theorem enables to derive the static error:

εs = limz→1(z − 1)
(
Yref (z)−Y(z)

)
= limz→1(z − 1)

[
(Iny − TCL(z))Y

ref (z)− TSU (z)δU(z)
]

= limz→1 z
[
(Iny − TCL(z))Y0 − TSU (z)δU0

]
=
[
(Iny −

[
Iny − FM

]−1
GM )Y0 −

[
Iny − FM

]−1
MδU0

] (4.37)
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Thus, when no distrubance is considered, the static error becomes:

εs =
(
Iny −

[
Iny − FM

]−1
GM

)
Y0 =

↑
GM=Iny − FM

0
(4.38)

Assume thatGM = Iny−FM , the substitution in the previous equation turns the static error into
zero. However, when the disturbance is considered, whatever may the reference model matrices
be, the static error remains non-zero:

εs = −
[
Iny − FM

]−1
MδU0 (4.39)

■

The first observation is that classical allocation control methods guarantee a null static error only
when the system does not encounter any disturbance and the relationGM = Iny −FM between
the reference model matrices is satisfied.

In the first control allocation implementations for the control of the MMC, the method used will
be initially based on classical allocation methods. However, in view of the properties of these
methods that have just been highlighted, a performance improvement work is proposed. This
enhancement will be evaluated in the context of the MMC in order to quantify the benefit of its
use.

4.C Control allocation methods with a transparent integral compen-
sator

As shown by Theorem 2, the conditions allowing classical allocation methods to guarantee a
zero static deviation are quite restrictive: one must both tune the reference model (4.9) properly
but also have a system which is not subject to external input matched disturbances. In a large
part of physical systems it is however possible to encounter external disturbances influencing
the behavior of the system. In the privileged application fields of the control allocation to date,
there is one where this applies particularly: aeronautics. Indeed, an airplane can be subjected
to wind gusts acting on its trajectory and making it deviate from its objective. It would be then
interesting to have a control allocation architecture which in its essence feature the possibility
to counteract those disturbances.

During the various tests carried out in simulation and in HIL, it was observed that the tracking of
the currents in the MMC, explained in detail in Chapter 5, was not always guaranteed with the
desired performances when having adapted the classical allocation methods. For example, with
respect to the accuracy of the current control, it was observed that a static deviation of about 5%
remained in steady-state. The control being a discrete control, the zero-order-hold has the effect
of introducing a delay in the closed-loop, having as a consequence to negatively influence the
performances of the control such as the static deviation. However, given the sampling period,
this difference should be relatively small and less than 5%. Given the known sampling period
Tc = 250 µs and the fundamental frequency of the currents ωo = 2 π 50 rad/s, the maximum
current error related to the delay introduced by the zero-order-hold is evaluated to be around
0.3%. This makes a difference of 4.7%, with the measured error, that is to say a non negligible
margin of improvement.

To contribute to extend the operating conditions in which the control allocation can guarantee
a null static error and reduce the error observed in the current control of the MMC, the idea
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proposed here is therefore to add an integral action to the control allocation methods with the
objective that it integrates fully and readily to the already existing methods; in order to design
a control allocation which has an integral compensator directly built-in. Allocation methods es-
sentially do not use integral actions. However, some works have proposed their addition in an
externalized way. The addition of an integrator in control laws using control allocation was con-
sidered in [VB94; Buf97; Zac09; Kre+21]. Compared to these works, the novelty of the approach
presented here is the implementation of an integrator direclty into the control method without
inducing any changes to the initial closed-loop dynamic behavior.

The work done in the context of adding an integral action has led to the design of different
control allocation architectures, the most successful of which are proposed in this document.
Regarding the results obtained with the latter, exploration perspectives are still the subject of
active work. The first architecture that is introduced is the CAI-II for which a detailed analysis
of the closed-loop behavior will be conducted before presenting a first tuning method. Then
the CAI-IPII architecture will be proposed to explore the possibility of giveing new operating
properties. The relationship between the CAI-II and the CAI-IPII will then be highlighted before
proceeding to simulations of these architectures. The benefits of the control allocation with
integral compensator over classical control allocation are demonstrated using the simulation of
a system involving multiple power electronic converters. The choice of not doing simulations
on the MMC directly is part of the will to perform a first proof-of-concept on a simpler system
but which also has an overactuated character that the allocation methods are well suited to deal
with.

4.C.1 Control allocation with integral compensator - indirect injection

The first idea to improve the performance is to add an integral action. After several tests it was
identified that the best strategy was the indirect injection of the integral action into the control
allocation. This indirect injection represents the fact that the vector produced by the integral
action is added to the desired action vector ad, as opposed to the direct injection which would
add this same integral action to the control vectorU before sending it to the system. In this way,
the architecture with indirect injection is drawn Figure 4.2. Note that switching from control
allocation to control allocation with integral compensator does not change the input and output
signals that the controller needs: from a higher level control point of view, adding the integral
action to the control allocation is done seamlessly.
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Figure 4.2: Control allocation with integral compensator - indirect injection architecture. Blocks that are
shared with the classical control allocation architecture are in blue.

The integration of this integral actionmodifies the objective that theA allocationmust guarantee.
Indeed, it is no longer the allocation equation from Definition 2 that must be satisfied, but the
latter is updated as follows:
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4.C Control allocation methods with a transparent integral compensator

Definition 7. The control allocation with integral compensator equation is defined by:

M(U) = ãd = ad + aId (4.40)

To perform the analysis of the closed-loop system using the CAI-II, the complementary assump-
tion to the Assumption 10 is stated here:

Assumption 11. The Allocation block in Figure 4.2 and Figure 4.3 guarantees the verification of

Definition 7 at any time. LetMUk = ãdk = adk + aIdk be true for all time step k.

From the architecture of Figure 4.2, it is then possible to deduce the definition of the CAI-II
by taking advantage of the previous assumption and the definition of the updated allocation
equation:

Definition 8. The novel CAI-II method is defined according to the following:
M Uk = adk + aIdk = ãdk
adk =

[
FMYk +GMYref

k

]
− C (FXk +HEk)

aIdk = IzXRk

XRk+1 = XRk +
(
Yref

k −Yk

) (4.41)

Closed-loop behavior analysis of the CAI-II

Taking advantage of the presentation made of the CAI-II, the analysis of the transfer functions
in closed-loop is conducted to evaluate the response to an output reference as well as to an input
matched disturbance.

Theorem 3 (Novel CAI-II closed-loop behavior). The transfer function matrix linking the out-

put reference Yref
and the input matched disturbance δU to Y in closed-loop is Y(z) =

TCL(z)Y
ref (z) + TSU (z)δU(z) where the closed-loop transfer function is TCL(z) =[

z2Iny − (FM + Iny)z + (FM + Iz)
]−1

[(z − 1)GM + Iz] and the sensitivitymatrix isTSU (z) =[
z2Iny − (FM + Iny)z + (FM + Iz)

]−1
(z−1)M . The closed-loop dynamics are of order 2ny and

are governed by the FM , GM and Iz matrices.

Proof. According to the state-space model of the system under consideration (4.1) in addition
with the input matched disturbance δU depicted on Figure 4.2, it is shown that:

Yk+1 = CFXk + CG (Uk + δUk) + CHEk (4.42)

Assumption 11 holding true, substituting CGUk forMUk from (4.41) in (4.42) gives:

Yk+1 = C(FXk +HEk)+adk +aIdk +MδUk = FMYk +GMYref
k +aIdk +MδUk (4.43)

By applying the z-transform with zero initial conditions to this equation and to the definition of
aIdk+1 in (4.41), this equation becomes:[

zIny − FM

]
Y(z) = GMYref (z) + (z − 1)−1Iz

(
Yref (z)−Y(z)

)
+MδU(z) (4.44)

Applying a left multiplication by (z − 1) reads:[
(z − 1)

[
zIny − FM

]
+ Iz

]
Y(z) = [(z − 1)GM + Iz]Y

ref (z) + (z − 1)MδU(z) (4.45)
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Thus, the closed-loop behavior is found:

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) (4.46)

where the transfer matrices are defined:

TCL(z) =
[
z2Iny − (FM + Iny)z + (FM + Iz)

]−1
[(z − 1)GM + Iz]

TSU (z) =
[
z2Iny − (FM + Iny)z + (FM + Iz)

]−1
(z − 1)M

(4.47)

When no disturbance is acting on the system, the closed-loop behavior becomes:

Y(z) =
[
z2Iny − (FM + Iny)z + (FM + Iz)

]−1
[(z − 1)GM + Iz]Y

ref (z) (4.48)

■

The closed-loop transfer function then shows that the addition of the integral action leads to the
appearance of zeros in closed-loop, which is normal and expected with the added integral action.
The placement of these zeros can then be adjusted by GM and Iz . However it is important to
note that Iz , along with FM , is also used to adjust the pole placement of the closed-loop. More
details are given in the next paragraph about pole placement and setting the FM , GM and Iz
matrices accordingly to the desired poles.

Obtaining the transfer functions in closed-loop allows, as for the classical control allocation,
to evaluate the disturbances rejection and static error cancellation capabilities, the following
theorem specifies its characteristics.

Theorem 4 (Novel CAI-II static error and disturbance rejection). The use of the control allocation
with integral compensator indirect injection architecture ensures zero static error and disturbance

rejection is ensured for a step-input disturbance: εs = 0 for yref (t) = H(t) Y0 ∈ Rny
and

δu(t) = H(t) δU0 ∈ Rnu
where H(t) is the Heaviside step function. Y0 and δU0 are vectors

containing constant components over time.

Proof. For a step-input referenceyref (t) = H(t)Y0, the z-transform givesYref (z) = zY0 (z−
1)−1 and accordingly, the step-input disturbance δu(t) = H(t) δU0 brings δU(z) = z δU0 (z−
1)−1. From Theorem 3,Yref (z) can thus be derived:

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) (4.49)

The use of the final value theorem enables to derive the static error:
εs = limz→1(z − 1)

(
Yref (z)−Y(z)

)
= limz→1(z − 1)

[
(Iny − TCL(z))Y

ref (z)− TSU (z)δU(z)
]

= limz→1 z
[
(Iny − TCL(z))Y0 − TSU (z)δU0

]
=
[
(Iny − Iz

−1Iz)Y0 − 0 ·MδU0

]
= 0

(4.50)

Thus, the proposed method removes the static error and ensures disturbance rejection. ■

Contrary to the classical allocationmethod, it is therefore possible to conclude that the addition of
an integral compensator modifies the closed-loop behavior in such a way that the cancellation of
the static deviation as well as the disturbance rejection is ensured under very little requirements.
It is possible to set the parameters GM and FM defining the reference model independently.

As for the control allocation previously, the static error rejection guaranteed by this theorem is
nevertheless conditioned by the fact that the desired action vector does not become unrealizable,
in which case the analysis performed is no longer valid.
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4.C Control allocation methods with a transparent integral compensator

A first tuning method approach for the CAI-II

The properties concerning the static error and the disturbance are obtained without any condi-
tion on the tunable parameters of the architecture: FM , GM and Iz . A first simple method to
adjust these matrices is proposed here to take advantage of this freedom and the influence of
these gains on the behavior of the closed-loop is also evaluated.

For this simplified approach, it is considered that the matrices FM , GM and Iz are diagonal and
their terms are respectively noted fj , gj and Izj . Each of these matrices has ny diagonal terms.

Using the definition (4.41), it is possible to formulate aIdk+1. Moreover, the proof of Theorem 3
gives the expression ofYk+1. The combination of these two equations allows one to deduce the
state space model of the closed-loop system:

[
Yk+1

aIdk+1

]
=

[
FM Iny

−Iz Iny

] [
Yk

aIdk

]
+

[
GM

Iz

]
Yref

k = FCL

[
Yk

aIdk

]
+GCLY

ref
k (4.51)

FM and Iz being diagonal matrices, the poles of the closed-loop are trivially determined from
FCL. The latter being of size 2ny , the 2ny poles are defined by:

∀j ∈ [[1;ny]], pj1,2 =
(1 + fj)±

√
(1− fj)

2 − 4Izj

2
(4.52)

Using the closed-loop state-space model is another approach to determining the transfer func-
tion. This transfer function reveals the presence of zeros in the closed-loop. In the case of diag-
onal matrices, these zeros are expressed:

∀j ∈ [[1;ny]], zj = 1−
Izj
gj

(4.53)

From the expression of the poles and zeros obtained, it appears that the three matrices FM , GM

and Iz make it possible to adjust the dynamics of the system. In the current stage the architecture
has 3ny gains to set for these last three matrices and 3ny poles and zeros, so it would seem
possible to realize a complete pole and zero placement. Suppose then that it is desired to impose
the poles pj∗1,2 and the zeros zj∗ in closed-loop. The setting of the matrix gains is then done in
the following way:

First Tuning :


fj = 2 Re(pj

∗
1,2)− 1

Izj = Im(pj
∗
1,2)

2 +
(
1−Re(pj

∗
1,2)
)2

gj =
Izj

1−zj∗

(4.54)

With such a setting it is therefore possible to place the poles on the whole complex plane. How-
ever, only a placement of real zeros is possible. It is important to note that regarding TCL and
TSU , this setting of the matrix gains will impose both the tracking dynamics as well as the dis-
turbance rejection dynamics which have the same poles.

It is specified that the tuning method of the gains of the CAI-II will be beneficially used to imple-
ment the control allocation with integral compensator for the control of the currents (high-level
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Chapter 4 Contributions to Improving the Control Allocation Methods

control) of the MMC in the following chapter Chapter 5.

As it has been shown, the architecture proposed here constrains to have a certain pole placement
identical for the tracking dynamics of the disturbance rejection dynamics, it is then proposed to
explore another architecture of control allocation with integral compensator.

4.C.2 Control allocation with integral compensator - integral proportionnal indi-
rect injection

The modification of the CAI-II which is proposed here is to add a proportional gain judiciously
placedwith the objective - for the integral action - of not bringing a zero in closed-loop. Therefore
the gainKz is placed after a summator achieving the difference between the output of the integral
action and the measurement made of the output of the system Y as presented in Figure 4.3.
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Figure 4.3: Control allocation with integral compensator - integral proportionnal indirect injection architec-
ture. Blocks shared with the classical control allocation architecture are in blue.

In a similar way to the definition of the CAI-II, based on its block-diagram and under the As-
sumption 11, the new architecture CAI-IPII is defined:

Definition 9. The novel CAI-IPII method is defined according to the following:
M Uk = adk + aIdk = ãdk
adk =

[
FMYk +GMYref

k

]
− C (FXk +HEk)

aIdk = Kz (IzXRk −Yk)
XRk+1 = XRk +

(
Yref

k −Yk

) (4.55)

Closed-loop behavior analysis of the CAI-IPII

From the definition of the CAI-IPII, the analysis of the transfer functions in closed-loop is done
to evaluate the behavior obtained for the system and how it differs from the one given by the
CAI-II.

Theorem 5 (Novel CAI-IPII closed-loop behavior). The transfer function matrix linking

the output reference Yref
and the input matched disturbance δU to Y in closed-loop is

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) where the closed-loop transfer function is TCL(z) =[

z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))
]−1

[(z − 1)GM +KzIz] and the sensitiv-

ity matrix is TSU (z) =
[
z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))

]−1
(z− 1)M . The

closed-loop dynamics are of order 2ny and are governed by the FM , GM and Iz matrices.

Proof. According to the state-space model of the system under consideration (4.1) in addition
with the input matched disturbance δU depicted on Figure 4.3, the approach adopted for the
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4.C Control allocation methods with a transparent integral compensator

demonstration of the current theorem is exaclty the same than for Theorem 3. From the sole
knowledge of (4.55), the Assumption 11, and applying the z-transform, the closed-loop behavior
is found to be:

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) (4.56)

where the transfer matrices are defined:
TCL(z) =

[
z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))

]−1
[(z − 1)GM +KzIz]

TSU (z) =
[
z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))

]−1
(z − 1)M

(4.57)
When no disturbance is acting on the system, the closed-loop behavior becomes:

Y(z) =
[
z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))

]−1

· [(z − 1)GM +KzIz]Y
ref (z)

(4.58)

■

The closed-loop transfer function then shows that the addition of the integral action leads to
the appearance of zeros in the closed-loop for the CAI-IPII too. The placement of these zeros
can then be set by GM , Kz and Iz . But the matrices Kz and Iz are also involved in the pole
placement with FM . The following paragraph provides a tuning method for these matrices that
gives the closed-loop a strong property that is beneficial for the use of such an integral action
in the context of the control of a system not only by allocation but more generally, by reference
model.

The evaluation of the disturbance rejection and static error cancellation capabilities is made pos-
sible by the following theorem which explains the essential information.
Theorem 6 (Novel CAI-IPII static error and disturbance rejection). The use of the control al-

location with integral compensator proportional integral indirect injection architecture ensures

zero static error and disturbance rejection is ensured for a step-input disturbance: εs = 0 for

yref (t) = H(t) Y0 ∈ Rny
and δu(t) = H(t) δU0 ∈ Rnu

where H(t) is the Heaviside step

function. Y0 and δU0 are vectors containing constant components over time.

Proof. For a step-input referenceyref (t) = H(t)Y0, the z-transform givesYref (z) = zY0 (z−
1)−1 and accordingly, the step-input disturbance δu(t) = H(t) δU0 brings δU(z) = z δU0 (z−
1)−1. From Theorem 5,Yref (z) can thus be derived:

Y(z) = TCL(z)Y
ref (z) + TSU (z)δU(z) (4.59)

The use of the final value theorem enables to derive the static error:
εs = limz→1(z − 1)

(
Yref (z)−Y(z)

)
= limz→1(z − 1)

[
(Iny − TCL(z))Y

ref (z)− TSU (z)δU(z)
]

= limz→1 z
[
(Iny − TCL(z))Y0 − TSU (z)δU0

]
=
[
(Iny − (KzIz)

−1(KzIz))Y0 − 0 ·MδU0

]
= 0

(4.60)

Thus, the proposed method removes the static error and ensures disturbance rejection. ■

According to the analysis conducted so far, the CAI-IPII features the same properties than the
CAI-II: null static error is ensured and step-input disturbance rejection as well, with no require-
ments on matrices FM , GM ,Kz and Iz . The only requirement to meet in order to preseve these
properties, is to not saturate the control. However, compared to CAI-II, the CAI-IPII seems to
have an additional degree of freedom for the adjustment of the control system: Kz . The question
then arises as to whether it would be possible to tune the CAI-IPII in order to provide the system
with a given additional feature.
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Tuning method turning the CAI-IPII integral action into a transparent compensator

The introduction ofKz having been suggested with the objective of guaranteeing an addition of
integral action with no zero, the question arises as to whether it would be possible to make the
system adopt the behavior of the reference model in closed-loop, see Definition 1, represented
by the following equation (4.61) instead of the full behavior described by (4.58):[

zIny − FM

]
Y(z) = (Iny − FM )Yref (z) (4.61)

This behavior being that which it is desired to reach, the matrix FM is thus already determined
and imposed in order to guarantee the dynamics that one wants to give to the system.

In closed-loop the behavior of the system with no disturbance is fully described by (4.58) which
can be put in the form:[

z2Iny − (FM −Kz + Iny)z + (FM +Kz(Iz − Iny))
]
Y(z)

= [(z − 1)GM +KzIz]Y
ref (z)

= [zGM + (KzIz −GM )]Yref (z)
(4.62)

The equation (4.61) represents only a behavior governed by ny poles. It is thus necessary to
increase the form representing the desired dynamics to match the possible dynamics (4.62). To
do so, the matrix ZM ∈ Rny×ny is introduced, and (4.61) is then updated by multiplying to the
left by

[
zIny − ZM

]
:[

zIny − ZM

] [
zIny − FM

]
Y(z) =

[
zIny − ZM

]
(Iny − FM )Yref (z)

⇐⇒[
z2Iny − (ZM + FM )z + ZMFM

]
Y(z) =

[
z(Iny − FM )− ZM (Iny − FM )

]
Yref (z)

(4.63)
Note that the transition in the direction from (4.63) to (4.61), which appears to be a pole-zero
cancellation of the zIny − ZM terms on both sides, is possible under the condition that the
eigenvalues of ZM are chosen to be stable and well-damped.

To make the behavior that can be specified through (4.62) take the form (4.61), it is necessary
that all factors in front of the monomials of the polynomials of the left and right members of the
equations (4.62) and (4.63) be equal. This corresponds to a total of 4 pairs of terms to equalize
term by term, that is to say 4 equations for the 3 unknowns1 GM , Kz and Iz . It is therefore
necessary to determine the 3 unknowns and then to check if the 4th equation is satisfied. By
identifying in the left member of the equations (4.61) and (4.62) two first gains are determined,
the third gain GM is determined by equalizing the factors of z in the right member:

Transparent Tuning :


Kz = Iny − ZM

Iz = Iny − FM

GM = Iny − FM

(4.64)

The 4th equation is then verified:

KzIz −GM = (Iny − ZM )(Iny − FM )− (Iny − FM ) = −ZM (Iny − FM ) (4.65)

Since −ZM (Iny − FM ) corresponds to the last factor in (4.63), it is possible to state that if the
gains of the control architecture verify the setting (4.64), then the tracking dynamics adopted in
closed-loop are the one described by (4.63), which simplifies to (4.61). This result allows us to
deduce the following property:

1It is assumed that FM is already imposed by the dynamics that it is desired for the closed-loop system, see (4.61)
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4.C Control allocation methods with a transparent integral compensator

Property 5 (Control allocation with a transparent integral compensator). Tuning the gains of the
control allocationwith integral compensator architecture such thatKz = Iny−ZM andGM = Iz =

Iny−FM turns the closed-loop dynamic behavior of the system into: Y(z) =
[
zIny − FM

]−1
(Iny−

FM )Yref (z) = TCL(z)Y
ref (z) under the condition that the eigenvalues of ZM are chosen to be

stable and well-damped. The integral action eliminates static error and rejects distrubances without

adding any zero and the closed-loop behavior remains unchanged, i.e. the exact same closed-loop

behavior than that of the reference model desired (see Definition 1) is preserved. As a matter of fact,

the integral compensator becomes transparent to the reference tracking when added to the classical

control allocation.
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Figure 4.4: Control allocation with transparent integral compensator architecture. Blocks shared with the
classical control allocation architecture are in blue.

This setting, which makes the integrator invisible from the outside, is shown in the figure below
Figure 4.4. With such a setting, the sensitivity function obtained is expressed as follows:

TSU (z) =
[
zIny − ZM

]−1 [
zIny − FM

]−1
(z − 1)M (4.66)

This shows that it is possible to tune the disturbance rejection dynamics differently from the
tracking dynamics by acting on ZM while respecting the stability conditions.

To summarize this tuning method of the CAI-IPII, the main contributions of the latter are out-
lined:

• Addition of an integral action that eliminates static error and rejects distrubances
• The integral compensation added is transparent, meaning no zero is added and the closed-loop
behavior remains unchanged

• This enhancement of the control allocation is readily done: it can be seamlessly integrated to
any existing classical control allocation method

• The disturbance rejection response can be tuned to feature a different dynamic than that of
the reference model

Since this tuning method of the CAI-IPII provides strong particular features to the control alloca-
tion with integral compensator, it is decided to name it CAI-TII and its related control allocation
architecture is fully defined by Figure 4.4.

Relationship between CAI-II and CAI-IPII

Looking at the architectures of Figure 4.2 and Figure 4.3 it is legitimate to ask what is the link
between these two possibilities of adding an integral compensator to the control allocation. Ac-
cording to Theorem 3 the closed-loop transfer function for the CAI-II is expressed:

TCL
II(z) =

[
z2Iny − (FM

II + Iny)z + (FM
II + Iz

II)
]−1 [

(z − 1)GM
II + Iz

II
]

(4.67)
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Theorem 5 shows that the closed-loop transfer function for the CAI-IPII is expressed:

TCL
IPII(z) =

[
z2Iny − (FM

IPII −Kz
IPII + Iny)z + (FM

IPII +Kz
IPII(Iz

IPII − Iny))
]−1

·
[
(z − 1)GM

IPII +Kz
IPIIIz

IPII
]

(4.68)
By comparing the two transmittances it is observed that by choosing the gain matrices such that:


Iz

II = Kz
IPIIIz

IPII

FM
II = FM

IPII −Kz
IPII

GM
II = GM

IPII
(4.69)

The transfer functions of the two proposed architectures are found to be equivalent.

This equivalence is explained by the fact that in theP block of the two architectures, the reference
model - defined from FM and GM - employs gains that can be freely set. And the addition of
Kz appears as a matrix modifying FM because −Kz is then also in factor of Y. With the gain
Kz the factor in front of Y is changed from FM to FM −Kz . The setting of FM and Kz being
free, havingKz does not give more freedom to the setting of the closed-loop. On the other hand,
Kz will transform the term Iz into KzIz . Since Iz is already a free real matrix, adding Kz as a
factor does not bring more freedom either. However, conceptually the addition of Kz still has
an advantage, it allows one to keep in the P block the computation of ad using the reference
model defined from FM which represents the behavior that it is wished to impose in closed-
loop. WithoutKz , it would have been necessary to modify the term FM of this reference model
according to (4.69) and it would also have been necessary to modify Iz accordingly.

Thus, to be able to carry out the tuning allowing to reach the CAI-TII behavior, the architecture
CAI-IPII will be preferred because it is conceptually more direct. However starting with the
architectureCAI-II is a part of the exploration step carried out to answer the raised problem since
it introduces a first form of integral compensator direclty built-in the already existing control
allocation methods.

4.C.3 Case study: comparing control allocation with CAI-TII on a simple MISO-
system

The simulation approach proposed here aims at highlighting the improvements brought by the
control allocation with integral compensator compared to the classical methods of control alloca-
tion. Among the different architectures of control allocationwith integral compensator proposed,
CAI-II and CAI-IPII being equivalent, it is the CAI-IPII which is implemented here. The chosen
tuning method is the one allowing to give to the control allocation with integral compensator
the transparency property, see Property 5. Thus it is the formulation CAI-TII which is com-
pared to the classic control allocation because it is the one which presents the most differences
comparatively.

The goal being here to justify the benefits of using the control allocation with integral compen-
sator rather than just the control allocation in a distinct way, the simulationswill be performed on
a MISO system with 2 redundant inputs. This corresponds to the simplest possible overactuated
system, allowing to focus on the behavior of the control allocation.
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4.C Control allocation methods with a transparent integral compensator

4.C.3.1 Introducing the system: a DC-DC conversion system for a single load

In power electronics, to ensure the supply continuity of a DC load, it is possible to design a re-
dundant energy conversion system to supply this load. The redundancy can be done for example
by associating sources in parallel, in the case of a system having a single DC load in the form of
a RC circuit, the power supply case ensuring a minimum of redundancy calls for two DC - DC
converters as presented in Figure 4.5. This type of parallelized interconnection system of multi-
ple converters is becoming increasingly popular for the benefits it provides: increased reliability
due to redundancy and stress distribution of components [TV97], ease of maintenance and repair,
improved thermal management [HT07], and reduced output ripple by interleaving the phases of
PWM. [Cid+11]. Such a system has already been the topic of the use of allocation methods to
design its control law as shown by the work of [Kre+21], the global control architecture is then
obtained without integrating any integral action at the allocation level.

E1

α1 L1

E2

α2 L2
RCv

i

i1

i2

α2

α1

Figure 4.5: Electrical diagram of the 2-input
1-output system for control allocation with in-
tegral compensator testing.

∀j ∈ {1, 2}, dij
dt

=
αjEj

Lj
− v

Lj
(4.70)

dv

dt
= − v

RC
+

i

C
= − v

RC
+

i1 + i2
C

(4.71)

By applying Kirchhoff’s laws, it is possible to derive the dynamics of each current, i1 and i2,
as a function of the duty cycles of the two buck converters as well as the dynamics governing
the behavior of the voltage v across the load. These dynamics are described by (4.70) and (4.71).
The goal of such a system is to guarantee a continuous power supply for the load fed by these
converters, so this system must be able to ensure the stability of the voltage v which is then the
voltage of the DC bus on which the load is connected. The voltage v is then considered as the
output of the system, from which the following state model is deduced:

d

dt

i1i2
v

 =

 0 0 −1/L1

0 0 −1/L2
1/C 1/C −1/(RC)

i1i2
v

+

E1/L1 0
0 E2/L2
0 0

[α1

α2

]
(4.72)

The quantities on which the control acts here are directly the duty cycles, thus: U = [α1 α2]
T .

Control architecture of the system under consideration

The global control objective of this system is to ensure the stability of the DC bus which means
to guarantee the regulation of the voltage v at its reference level vref . To do so, the architecture
will have to adapt the current i by taking it from the voltage sourcesE1 andE2 through the buck
converters.

On the one hand, due to the behavior of the system itself and on the other hand due to the
dynamics involved in the system, a decoupling of the control of this system is made possible.
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Indeed, it is considered here that the time constant RC , and partly the capacitance C , which
specifies the rapidity of the voltage dynamics v is slower by at least one order of magnitude than
the current dynamics i in open-loop. Moreover, it is decided to tune a closed-loop bandwidth at
least one order of magnitude slower for the dynamics of v than for that of i. By doing so, the
different dynamics involved in the power converter are decoupled and the current control law
can be designed separately from that of the voltage.

With a ratio of one order of magnitude between the different dynamics of the system, we consider
that this gap is sufficient to make the Assumption 12.

Assumption 12. Each control loop considers its downstream loop as instantaneously guaranteeing

the tracking of the setpoint sent to it and the upstream loop as being infinitely slower. As a conse-

quence, the possible interactions between the different dynamics involved in the considered system

are not taken into account for the design of the control system.

This allows one to decompose the control architecture as shown in Figure 4.6 into two stages,
1) the outer stage has to control the voltage level v in the bus by specifying to the lower stage
the total current reference iref that it needs in order to guarantee the voltage level vref , 2) the
inner stage that distributes the total current among the different converters and ensures that each
current ij tracks its reference irefj . In comparison, this lower stage considers that the quantity v
has a very slow evolution.

α1

α2

Control System

Control
Allocation

Inner Loop

i
ref (k)

v(k)

v
ref (k)

Tc

D←A

Tc

D→A

Tc

D→A

v(k) i(k)

Figure 4.6: Global control architecture of the 2-bucks-1-load system.

The choice to implement the control of this system in two nested loops is also taken because it
will allow one to isolate the core of the systemwhich presents an input redundancy; internal loop
which thus showcase the particular characteristics to be the privileged place of use of a control
allocation method.

Focus on the control allocation for the inner loop

Consequently, in the will to evaluate the particular capabilities of the control allocation with in-
tegral compensator, the study and the tests focus on the internal control loop only, see Figure 4.7.
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Tc

D→A

Tc

D→A

Figure 4.7: 2-bucks-1-load system control architecture inner loop zoom-in.

To do this, the voltage v is then considered constant at the time scale of the inner loop dynamics,
and the state-space model representing the dynamics that the inner loop will be in charge of
controlling is thus adapted from (4.70). By choosing the state vector X = [i1 i2]

T and U =
[α1 α2]

T , the following state-space model is obtained. The current that governs the voltage
appearing on the load is the total current that the buck converters can deliver. Its reference is
speficied by the outer control loop; for the inner loop it thus stands as the output to control. Ẋ =

[
E1/L1 0

0 E2/L2

]
U+

[
−1/L1

−1/L2

]
v = BU+E

Y = i1 + i2 = [1 1]X = CX
(4.73)

The discretization of (4.73), by using the development fromAppendix A, gives (4.74) withF = I2,
G = BTs and H = Ts.

X(k + 1) =

[
1 0
0 1

]
X(k) + Ts

[
E1/L1 0

0 E2/L2

]
U(k) +

[
−Ts/L1

−Ts/L2

]
v(k)

= FX(k) + GU(k) + HE(k)
Y(k) = [1 1]X(k) = CX(k)

(4.74)

Having only one output in this system: ny = 1, the input-ouput reference model dynamics in
closed-loop will be of order 1, meaning that FM ∈ R and GM ∈ R.

By taking advantage of the development of Appendix B, the control allocation problem dedicated
to the considered system is deduced, the control problem which will be addressed by the control
allocation methods at each time step k is thus the following1:

{[
E1
L1

E2
L2

][α1(k)
α2(k)

]
= 1

Tc

(
(FM − 1)i(k) +GM iref (k)

)
−
(
L1+L2
L1L2

)
v(k)

∣∣∣∣ 0 ≤ α1(k) ≤ 1
0.3 ≤ α2(k) ≤ 0.7

}
⇐⇒

{MU = ad | Umin ≤ U ≤ Umax}
(4.75)

1The duty cycle boundaries are intentionally selected different to account for some operating zone restrictions
and are specified in Table 4.1
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Compared to the classical control allocation, the control allocation with integral compensator
will solve the following control problem that takes into account the integral action within the
allocation equation:

{
MU = ad + aId = ãd | Umin ≤ U ≤ Umax

}
(4.76)

It is decided to use QP to solve the control problem, thus the control algorithm is going to solve
the optimization problem minimizing the following cost function:

J2 = ||e||22 =
{

||MU− ad||22, for the CA case
||MU− ãd||22, for the CAI-IPII case (4.77)

In order to implement the classical and integral control allocation methods, one needs to choose
the dynamics to impose on the closed-loop system through the parameters FM , GM , Kz and
Iz . First, FM is chosen according to the desired reference model. In this case, the desired 5%
settling time in closed-loop is T5% = 2.1 ms for the reference tracking dynamics. Having only
one output in this system: ny = 1, the input-ouput dynamics in closed-loop will be of order 1.
Thus, the closed-loop stable pole placement is deduced: pM = −1429 rad/s which is 0.8669 in
z-domain. The other pole ZM influencing the disturbance rejection response is chosen a little
faster than FM : ZM = kZFFM with kZF ∈ [0; 1[. The gainsGM ,Kz and Iz are thus determined
by applying the transparent control allocation with integral compensator tuningmethod detailed
in Section 4.C.2, equation (4.64). Their values are given in Table 4.1.

The entire set of parameters needed for the simulation of the system are given in Table 4.1. It
is pointed out that the characteristics of the two converters are assumed to be different so as to
evaluate the control effort distribution capabilities of the control allocation methods used.

Meaning Values
System Parameters

Buck converters inductances L1 = 1 mH, L2 = 2 mH
Buck converters voltage sources E1 = E2 = 24 V

Duty cycles boundaries 0 ≤ α1 ≤ 1, 0.3 ≤ α2 ≤ 0.7
Stabilized voltage across the load v = 12 V

Load resistor R = 3 Ω
Load capacitor C = 5 mF

Control Allocation with Integrator - Tuning Parameters
Settling time T5% = 2.1 ms

Control sampling time Tc = 0.1 ms
Closed-loop poles (s-domain) pM = −1429 rad/s
Closed-loop poles (z-domain) FM = eTspM = 0.8669

Disturbance rejection poles (z-domain) ZM = kZF FM

Closed-loop reference gain GM = 1− FM = 0.1331
Proportionnal gain Kz = 1− ZM = 0.2632

Integral gain Iz = 1− FM = 0.1331

Table 4.1: Simulation test parameters for the 2-buck converters 1-load system

In the tests presented here, the classical allocation method as well as the one with integrator uses
the Interior-Point algorithm from [PB06] to compute the optimal solutionU∗ = [α∗

1 α
∗
2]
T in real

time.
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4.C.3.2 Simulation results and analysis

A simulation test procedure is therefore proposed to compare the different control allocation
architectures introduced in this chapter. The series of tests that will be carried out aims at eval-
uating different behavioral characteristics in closed-loop that have been highlighted during the
analysis of the tracking performances and the disturbance rejection performances.

In order to trigger the dynamics of tracking and perturbation rejection, each of the simulations
performed follows the same scheme. It starts by applying a step output reference to the system:
iref (t) = iref0 · H(t − tstep), which appears at tstep = 3 ms, then a step disturbance is applied
on the system. It is defined by δα1(t) = −0.25 αmax

1 · H(t− tdist) and δα2(t) = −0.25 αmax
2 ·

H(t− tdist), it appears at tdist = 15 ms. The reference step first and then the disturbance allow
one to quantify the tracking and regulation performances.

These tests are performed using the Matlab®-Simulink®. A continuous time state space model
computes the system behavior and Matlab functions are used to close the loop and determine, at
each sampling period, the control to apply to the system input.

Comparing CA with CAI-IPII

The first test aims at comparing the CA with the CAI-IPII set to present Property 5 of trans-
parency in operating conditions where the parameters settings of the control law follows the
prescriptions given previously in Table 4.1. It is specified that for this test, the parameter kZF

is 0.85 which gives ZM = 0.7368 and iref0 is chosen at 16 A. The result of these simulations is
presented in Figure 4.8.

The first observation is that, for the CA as for the CAI-IPII, the performance in terms of settling
time is globally guaranteed since for both architectures the output reaches the ±5% zone of its
final value in about 2.1 ms or less. The difference in settling time between the two architectures
can be explained by the fact that the commands reach their saturations - the CA thus has a
settling time slightly slower than the desired performance: 2.2ms - and by the presence of a zero
for the CAI-IPII. This zero, which is slightly faster than FM , influences the tracking when the
control saturates because the linearity assumptions that guaranteed the zero-pole cancellation
of the zIny − ZM term in the CAI-IPII transfer function TCL(z) are no longer satisfied.

The second observation is the fact that with the setting GM = Iny − FM , the CA guarantees a
zero static deviation when no disturbance is imposed on the system, which illustrates Theorem
2. When the perturbation appears however, the zero static deviation is reached only by using the
CAI-IPII, contrary to that the CA does not ensure any perturbation rejection. Theorem 6 is thus
also illustrated by this test.

The second test aims at comparing the influence of the settingGM = Iny−FM for the CA with
the influence of this same setting for the CAI-IPII. To do this, a first simulation is performed for
the CA withGM = Iny −FM and a second withGM = 0.5 (Iny −FM ). These same simulations
are also executed for the CAI-IPII. For this last architecture, this test will allow one to evaluate
the respect of Property 5 and of Theorem 6, while for the CA it is Theorem 2 which will be tested.
The setting of ZM and iref0 is the same as before. Simulation results are shown in Figure 4.9.

For both control architectures the case where GM = 0.5 (Iny − FM ) is displayed in dotted line.
The plots associated with the CA confirm, in accordance with Theorem 2 that the condition to
have a null static error is indeed to have no disturbance on the system and the setting (Iny −FM )
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contrary to CAI-IPII. Indeed, the curves associated with the latter show that whatever the setting
of GM , and with or without disturbance, the zero static error is guaranteed.

It is however observed that in the case whereGM is different from Iny−FM , the tracking dynam-
ics of CAI-IPII are modified. This is due to the fact that GM no longer satisfies the transparent
tuning conditions (4.64) and ZM then influences the tracking dynamics. In the framework of
this particular system this influence is here relatively weak since the settling time is modified by
0.1 ms.

Analysis of the CAI-IPII closed-loop behavior

For the purpose of this analysis, the simulations are all performed with the setting GM = Iny −
FM .

In the first test the influence of the ZM setting on the CAI-IPII is observed. A first setting of
the gain ZM = 0.4FM is simulated. Then it is the turn of the setting ZM = 0.85FM . In these
two cases, the reference current step is set to iref0 = 10 A. Figure 4.10 presents the simulations
done.

The results highlight the fact that the matrixZM only influences the disturbance rejection, which
is in agreement with the transmittance TSU (z) obtained in the case of a transparent truning (4.66).
It is noted that the control does not reach its saturations during this tests.

For the second test the only difference with the previous test is the setting of the output refer-
ence step that becomes iref0 = 20 A. The results are in Figure 4.11.

Contrary to the previous test, it is found that the choice of ZM influences the tracking dynamics
in addition to the disturbance rejection dynamics. This is explained by the fact that the control
saturates. Indeed, when the control saturates, Assumption 11 is no longer true because a desired
action vector of too great an amplitude is requested from the allocation which cannot achieve
it and approaches it at best by reaching the saturations of the control. This assumption not
being verified anymore, Property 5 which relies on Theorem 5 is not verified and ZM acts on the
tracking dynamics. As a consequence, a modification of the settling time of the order of 0.1 ms
is observed.

In the third test the influence of parametric uncertainties in the model of the system on the
CAI-IPII is observed. In this test, ZM = 0.85FM and the output reference is set to be iref0 = 16
A. For this test, the CAI-IPII uses the matrices from the model (4.74) to determine the control
vector to allocate in real time. However, the model used for the simulation is set differently. To
each matrix of the simulation model, a parameter variation is applied. For example, the control
will use the state matrix F when the simulation uses (1 + λunc)F instead. This modification is
applied to the entire set of matrices needed for the state-space model. The term λunc ∈ R stands
for the parametric variation factor. λunc only has to be different from zero to force the simulation
model to be different from the control model. In the current test, three simulations are run: one
for λunc = 0, another for λunc = −1/3 and a last one for λunc = +1/3. Figure 4.12 presents the
simulations results.

Although parametric differences influence the dynamics of the closed-loop, the CAI-IPII still
guarantees zero static error and disturbance rejection. This means that the important benefit of
using CAI-IPII over CA can also be ensured when experiencing some parametric uncertainties.

168



4.C Control allocation methods with a transparent integral compensator

Analysis of the CAI-IPII closed-loop behavior of the state and output-transparent
improvement of the state behavior

However, after this series of various tests where only the control variables and the output of the
system are observed on the figures, it is decided to look at the behavior of the state variables. In
this effort, Figure 4.13 (left side) shows the state variables behavior, associated with Figure 4.9,
diplaying the results from theCAI-IPII. The control law uses theCAI-IPII algorithm implemented
so far which solves the control allocation problem (4.76):{

MU = ad + aId = ãd | Umin ≤ U ≤ Umax

}
(4.78)

As shown by the simulations, see Figure 4.14 (top), the behavior obtained for the total current,
which is the output of the system, is in accordance with the requirements on dynamic and static
performance. However, Figure 4.13 (left side) shows that although the behavior of the output
corresponds to the expectations, it is reached thanks to currents that diverge for each of the
converters. This behavior is not realistic regarding the physical system which is sized to support
a maximum and minimum current not to be exceeded.

In order to obtain a behavior that is consistent with these limitations, a new control allocation
problemmust be formulated. In order to give - in addition - the ability to the control algorithm to
choose a solution that is of interest for the global physical behavior of the system, this new for-
mulation is designed wisely. To this aim, a second criterion is added in the objective to minimize
the ohmic losses in the system. The minimization of the ohmic losses is equivalent to minimizing
the square of the currents:

min i21 + i22 (4.79)

However, this second criterion can be formalized in the following way to get closer to a state
formulation:

min i21 + i22 ⇐⇒ min

([
i1
i2

]
−
[
0
0

])T

·
([

i1
i2

]
−
[
0
0

])
⇐⇒ min

∣∣∣∣∣∣∣∣[i1i2
]
−
[
0
0

]∣∣∣∣∣∣∣∣2
2

(4.80)

The control algorithm will determine, at the time k, the control so that the square of the currents
is minimized. The application of this control to the system will act upon the currents in such a
way as to make them reach a value at the time k + 1. It is therefore the currents at time k + 1
that one will try to minimize by acting at time k. The secondary criterion thus takes the form:

min
U(k)

∣∣∣∣∣∣∣∣[i1(k + 1)
i2(k + 1)

]
−
[
0
0

]∣∣∣∣∣∣∣∣2
2

⇐⇒ min
U(k)

||X(k + 1)− 0||22 (4.81)

Seeking to minimize the ohmic losses is in fact the same as choosing the referenceX∗(k+1) = 0
for the state. Thus the secondary criterion becomes:

min
U(k)

||X(k + 1)−X∗(k + 1)||22 (4.82)

Taking into account the dynamic model of the system (4.74) then allows to substitute X(k + 1)
by its expression as a function of U(k):

min
U(k)

||X(k + 1)−X∗(k + 1)||22 ⇐⇒ min
U(k)

||FX(k) +GU(k) +HE(k)−X∗(k + 1)||22 (4.83)
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This can trivially be put in the following form:

min
U(k)

||GU(k)− [X∗(k + 1)− FX(k)−HE(k)]||22 ⇐⇒ min
U(k)

||MpU(k)− ap(k)||22 (4.84)

In the allocation formalism, the elements that represent this secondary preference criterion are
therefore defined as follows:

Mp(k) = G
ap(k) = X∗(k + 1)− FX(k)−HE(k)

(4.85)

Keeping in mind that this loss minimization objective is secondary, the complete optimization
criterion that theCAI-IPII algorithmmust address is updated from (4.77) to become the following.
The weighting factor ωp is used to adjust the priority of the secondary criterion to specify that
the primary objective still remains the reference tracking for the system output:

Ĵ2 = ||MU− ãd||22 + ωp||MpU− ap||22 (4.86)

Taking advantage of the developments proposed in Section 4.B.2, this new criterion is equivalent
to the formulation:

Ĵ2 =

∣∣∣∣∣∣∣∣[ MU− ãd√
ωp (MpU− ap)

]∣∣∣∣∣∣∣∣2
2

=
∣∣∣∣∣∣M̂U− âd

∣∣∣∣∣∣2
2

(4.87)

The implemented CAI-IPII algorithm will then solve the new control allocation problem:{
M̂U = âd | Umin ≤ U ≤ Umax

}
(4.88)

In summary, the control allocation with integral compensator is programmed to solve two differ-
ent optimizations. The first one, whose results are displayed in Figure 4.14 (bottom left corner)
and in Figure 4.13 (left side), minimizes J2 which is recalled below and does not take into account
any secondary criteria.

J2 = ||MU− ãd||22 (4.89)

The second one, whose results are displayed in Figure 4.14 (bottom right corner) and in Fig-
ure 4.13 (right side), minimizes Ĵ2 (4.87) which takes into account a criterion on the minimiza-
tion of the gap between the state and its reference. Minimizing this deviation is the same as
minimizing the ohmic losses here.

This test has for objective to show the benefit and the influence of adding a secondary optimiza-
tion criterion focusing on lossesminimization. For both of theCAI-IPII algorithms here, with and
without losses minimization, the testing conditions are exactly the same with GM = Iny − FM ,
ZM = 0.7368 and iref0 = 16 A. Note that the weighting factor, for the algorithm with the sec-
ondary objective, is set to ωp = 0.001. The CAI-IPII is CAI-TII-tuned in both cases. For the
remaining parameters, the values from Table 4.1 are selected. Comparative simulation results
can be seen on Figures 4.13 and 4.14.

The first thing one can notice is that the modification of the optimization criterion, even with a
very low weighting, will have a significant influence on the state of the system and will really
allow it to reach an operating point that minimizes the ohmic losses. Indeed, in simulation, the
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final value of the state leads to i21+ i22 = (30.56)2+(−14.56)2 ≃ 1146A2 for the initial CAI-IPII
against i21 + i22 = (7.89)2 + (8.11)2 ≃ 128.0 A2 only, for the CAI-IPII with losses minimization.

A particularly noteworthy feature is therefore that this very slight modification of the optimiza-
tion criterion (ωp = 0.001) will have a strong influence on the internal behavior of the system
without any impact on the output. As shown in Figure 4.14 (top), the two CAI-IPII algorithms
lead to the same behavior for the output of the system, both in terms of static and dynamic
performances. This modification of the optimization criterion of the allocator will thus bring a
strong operational improvement while being transparent with respect to the output. In such a
system where it is desired to spend a minimum of energy to achieve the control objectives, the
algorithm with loss minimization will be preferred.

Conclusions about the simulations

Finally, through these tests the proposed control architectures of CA and CAI-IPII have been
tested in the applicable zone as well as beyond the application limits of the Theorems charac-
terizing their closed-loop behaviors. It could be shown that in the case of the current system,
even if the operation requires the control variables to reach their bounds or that the transparent
tuning conditions are not verified, the CAI-IPII manages to guarantee very good tracking and
disturbance rejection performances which outperform the CA. This also confirms in simulation
the theoretically proven features.
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Figure 4.8: Comparing classical control allocation and control allocation with integral compensator for GM =
Iny − FM . The CAI-IPII is CAI-TII-tuned.

Figure 4.9: Comparing classical control allocation and control allocation with integral compensator under
two different GM values.
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Figure 4.10: Comparing two tunings of control allocation with integral compensator for two different ZM

when control does not reach its saturations. The CAI-IPII is CAI-TII-tuned in both cases.

Figure 4.11: Comparing two tunings of control allocation with integral compensator for two different ZM

when control reaches its saturations. The CAI-IPII is CAI-TII-tuned in both cases.
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Figure 4.12: Comparing two parametric variation behaviors to the perfect-model-knowledge one. The CAI-
IPII is CAI-TII-tuned in both cases.

Figure 4.13: Comparing control allocation with integral compensator for two different optimisation cost func-
tions. State variables of the system for the one without losses minimization (left side), and state variables of
the system for the one including losses minimization (right side). The CAI-IPII is CAI-TII-tuned in both cases.
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Figure 4.14: Comparing control allocation with integral compensator for two different optimisation cost func-
tions. Control variables of the system for the one without losses minimization (bottom left corner), and control
variables of the system for the one including losses minimization (bottom right corner). Output of the system
for both (top). The CAI-IPII is CAI-TII-tuned in both cases.
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4.D Conclusion about the contribution to the development of control
allocation methods

In this chapter, a generalized formulation of the allocation methods using optimization which
may or may not take into account a secondary preference criterion in the cost function have been
shown to be able to be brought back to a same common formulation of the allocation equation.
This generic formulation is the one that is used afterwards for the development of the control
methods for the MMC.

The control allocation methods that will be implemented for the control of the MMC are those
based on an online optimization principle. Optimization algorithms, that have already been
proven to work effectively for control allocation purposes, have been presented here for the LP
and the QP. The associated optimization algorithms are readily available online in the archive
[Här] for the QP.

Classical control allocation methods have shown to be able to ensure a null static error only
under strong and restrictive conditions: the control law must be precisely tuned and no distur-
bance must be applied to the system. A novel reference model based control allocation method
including a built-in integral compensator was then proposed and its features have been proven
theoretically and through simulations:

• Static error cancellation and disturbance rejection even under small parametric uncertainties,
• Closed-loop dynamics seamlessly specified through a multivariable reference model,
• Ability to tune the disturbance rejection dynamics differently than the reference tracking
ones,

• Readily combined with existing methods for an important performance gain and little change
of the control allocation algorithm.

• A major feature of the control allocation with integral compensator, detailed by Property 5,
is that adding the integrator is transparent for the closed-loop response: no supplementary
zero or pole appears due to the integrator and the same reference model is followed.

Those features are combined with the intrinsic features from the control allocation, graphically
summarized by Figure 1.14, such as the optimal distribution of the control effort among the
available control variables. Simulations showed that even when saturations were reached under
transient conditions, the static deviation cancellation and disturbance rejection properties are
preserved.

Note that the valuable work introduced here can also be seen as a multivariable model refer-
ence control scheme where the vectorial integrator is transparent and the closed-loop dynamic
behavior is easily tuned.

As seen in simulation, reaching the limitations of the control changes the dynamics of the closed-
loop compared to the initially specified performances, which is normal and expected. However,
this paves the way to an interesting perspective of exploring anti-windup methods to improve
the closed-loop behavior when using the control allocation with integral compensator. Existing
literature on the theme of anti-windup in the context of allocation methods [Zac09; Boa+10;
Lim+21a; Lim+21b] can be used to guide the first works in this axis.
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The objective of this chapter is to present the different works that led to the development of a
control allocation architecture of the MMC and the different challenges that were taken on the
way of this design. The theme of this work is focused on an adaptation of allocation methods for
the control of the MMC first. Using the control allocation methods has for objective to ensure
given performances from the automatic control point of view such as a settling time, an overshoot
or an accuracy so that the converter operates properly. The control system of the MMC has to
meet several goals and ensure the control of several physical quantities that are the starting point
of the architectures introduced in this chapter.
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5.A Research axis: towards a scalable, generic and versatile control
allocation architecture for the MMC

This chapter is part of the will to contribute to a more generalized adoption ofMMCs in electrical
energy conversion systems. The conceptual position adopted here is to consider that the sizing
and control of systems are two topics that are part of the same workflow, studied in parallel
and not sequentially. When studied sequentially, the first step is the sizing that produces the
system that must then be controlled, which is the second step. When studied together in parallel,
the sizing and the control of the system are co-designed by taking into account the sizing and
operating constraints from the beginning [Fat+01; RP02]. The co-design of systems has shown
overall significant operational performance improvement compared to sequential design and is
a trending topic [Gar19; Mab+22].

By designing a control algorithm scalable to the number of phases and submodule of the MMC,
it is then possible to considerm andN as sizing parameters because knowing that the control is
able to adapting to m and N gives more freedom from the beginning of the design phase of the
electrical conversion system.

The MMC being already modular by its number of submodules, would it be possible to give it
even more modularity by showing that the control of such converters with a large number of
phases is possible and functional when using online optimization methods ?

The objective of the current chapter is therefore to design a control allocation by real time opti-
mization of the MMC that is both scalable to the number m of phases, to the number N of sub-
modules and that guarantees good performance to ensure the compliant operation of the MMC.
One of the design objectives of this control architecture will be to evaluate the possibilities of
achieving a generic control seamlessly adapting to the MMC to be controlled while maintaining
the same control quality.

Outline

First, in Section 5.B, the control allocation methods for voltages and currents are developed.
They are then gathered in a global control architecture of the MMC. Following this, several
simulation and Hardware-In-the-Loop (HIL) studies are presented to evaluate the performances
and specificities of allocation methods for the control of the MMC. In Section 5.C, focusing on
the low-level control, a comparison is made between the optimization types used to perform
the EMOn aiming to ensure the capacitor active balancing. Regarding Section 5.D, dedicated to
the high-level control, the efficiency and the versatility of the allocation methods coupled to the
models used to ensure the control of the currents are shown. After having shown that the control
allocation methods are able to meet the control challenges of the MMC by taking advantage of
the numerous degrees of freedom to control it, Section 5.E focuses on the possibility of using
the control allocation methods to optimally steer the system with the remaining input variable
when some of those degrees of freedom are lost: the FTC of the MMC, using control allocation.
Perspectives for future explorations are then shared in the conclusion of this chapter.

5.B Control architecture of the MMC based on allocation methods

As seen in the state of the art, the MMC is a singular converter which brings into play different
specificities during its operation such as the circulating currents different from the traditional
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VSCs. This makes a total of four different types of currents on which the MMC acts. Thus, the
control architecture must be able to drive these four types of currents by acting on the voltages
across the arms of the converter in order to ensure a proper energyDC-AC conversion operation.

Each of the submodules is comprised of a capacitor. The maximum voltage that the switches of
a submodule will experience is the voltage across the capacitor1. To protect the switches, the
control must balance the capacitors. Ensuring such an operation also guarantees the continuity
of the operating zone of the converter at its maximum level according to Section 3.H.1. Therefore,
the MMC control architecture will also aim to control the voltages in the capacitors by acting
directly on the duty cycles of the cells to which they belong.

As stated in Section 3.G.2, the global energy balancing of the MMC will only be guaranteed by
having a dedicated device ensuring that the power balance of the system is satisfied. Since the
power balance of the converter leads to a non-linear model, this control stage is necessary to
ensure the convergence towards the appropriate operating point for the DC bus. The control
architecture of the MMC will therefore also have the objective of selecting the right current to
draw from the DC bus in order to maintain the level of energy contained in the converter.

These different control objectives allow to outline the functional control architecture which is
represented by Figure 5.1.

Control System

Voltage Gate

SignalsControl
Current
Control

Arm

Reference

Energy
Control

Voltage
Source

Reference

Current

Common Mode Current Reference
Circulating Current Reference
Output Current Reference

Four Current Types

Capacitor Voltages

Capacitor
Voltages Ref.

Figure 5.1: MMC general control architecture. The block dedicated to Voltage Control is considered to be
the low-level control, and the high-level control is made of the Energy Control and the Current Control.

5.B.1 Low-level control

Since allocation methods are able to solve a problem in the form control allocation problem, they
require a formulation of the control objective under the form M(U) = ad. To adopt it, the
control-oriented models from Chapter 2 are used.

In all cases, the voltage control allocation of the system embodies the scheme described by Fig-
ure 1.11 b), which means that the control allocation ensures the role of the arm voltage control

and that of the balancing control algorithm simultaneously.

Even if this may seem complex at first, the interest of dealing with coupled control objectives
simultaneously is beneficial. Indeed, focusing on the voltage control, the models have shown that
the switching states operate simultaneously on the arm voltage as well as on the evolution of the
voltages across the capacitors. It therefore seems relevant to have a single controller that takes

1In operation, the switches may be opened or closed. In closed state, the voltage across the switch is null. In
open state the latter is equal to the capacitor voltage. This means that the maximum voltage that the switches will
experience during operation is that of the capacitor. This implies that, in order to ensure proper operation of the
converter, it is necessary to guarantee a voltage level in the capacitor that is less than or equal to the maximum
voltage limit for which the switch is designed.
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into account the saturations of the switching states to satisfy both the objective of tracking arm
voltages and that of tracking capacitor voltages references. This is instead of considering the two
objectives separately and forcing priority order between the objectives that is not necessarily in
the best interest of the operation of the converter.

5.B.1.1 Low-level control for an arm

According to 2.B.4.1, the behavior of the arms can be represented by a generalized model which
will be adapted according to the type of submodules. The generalized control allocation-oriented
model of the arms in its discrete verison is recalled according to (2.39):It is reminded that

σ(x) = 1/σ(x) [
σ(x)vCxy(k)

TLxy
Tc
C i∗xy(k)Lxy

]
De

xy(k) =

[
vxy(k)

vCxy(k + 1)− vCxy(k)

]
−
[
σ(x)Txy

TvCxy(k)
Tc
C i∗xy(k)Txy

]
(5.1)

For a vector of duty cyclesDe
xy applied to the system at time k, the first consequence is the volt-

age vxy(k) which then appears at this same instant across the arm#xy; the second consequence
is the variation imposed on vCxy (k) which gives rise to vCxy (k+1) at the next instant.

According to the architecture of Figure 5.1, the primary objective of the voltage control is to
ensure the arms voltage reference tracking. Thus, for a voltage reference vrefxy determined by the
current control stage at time k, the voltage control stage must find De

xy that satisfies:

vrefxy (k) = σ(x)vCxy(k)
TLxyD

e
xy(k) + σ(x)Txy

TvCxy(k) (5.2)

However, as the general control architecture shows, the purpose of this voltage control stage is
also to ensure the capacitor voltage balancing. In other words, for a capacitor voltage reference
vref
Cxy

received by the control stage at time k, the objective is to make sure that vCxy reaches it
at time k + 1. To satisfy this second objective,De

xy must therefore be a solution of:

vref
Cxy

(k) = vCxy(k) +
Tc

C
i∗xy(k)LxyD

e
xy(k) +

Tc

C
i∗xy(k)Txy (5.3)

Taking into account these control objectives, the control De
xy should therefore aim to solve the

two equations above at each time k. However, the duty cycles are limited byDemin

xy andDemax

xy , so
the two equations above cannot always be verified, as in the case where the reference vrefxy would
be too large. Since the control objectives cannot be continuously satisfied in all the operating
conditions of the MMC, a deviation from their satisfaction is introduced in the same way as in
Section 4.B.1 of the previous chapter. Building on the approach of the previous chapter, a first
deviation exyLL representing how much the solution deviates from the first control objective (5.2)
is defined as well as a second exypLL measuring the deviation from the secondary objective (5.3).

exyLL = σ(x)vCxy(k)
TLxyD

e
xy(k)−

(
vrefxy (k)− σ(x)Txy

TvCxy(k)
)

exypLL = Tc
C i∗xy(k)LxyD

e
xy(k)−

(
vref
Cxy

(k)− vCxy(k)− Tc
C i∗xy(k)Txy

) (5.4)

The control algorithmwill then aim at minimizing these deviations and an optimization will take
place in this sense. A cost function is thus defined from the mentioned deviations by bringing a
weighting wvC ∈ [0; 1[ for the secondary control objective:

Jxy
lLL

= ||exyLL||
l
l + wvC ||e

xy
pLL||

l
l (5.5)
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with l the norm chosen for the optimization. As proposed in the development carried out in the
Section 4.B.2, this criterion can take the form of the norm of a single globalized deviation which
combines the two criteria. It is shown that this amounts to directly modifying the allocation
equation, which - in the case of low-level control - takes the form below:

[
σ(x)vCxy(k)

TLxy

wvC

1
l
Tc
C i∗xy(k)Lxy

]
De

xy(k) =

[
vrefxy (k)

wvC

1
l

(
vref
Cxy

(k)− vCxy(k)
)]− [σ(x)Txy

TvCxy(k)

wvC

1
l
Tc
C i∗xy(k)Txy

]
(5.6)

In nominal operation the vectorTxy is zero and thematrixLxy takes a simplified form. Although
the complete control allocation problem described by (5.7) will have its resolution programmed
in real time, the formulation for the nominal operating case that will be most frequently en-
countered is given in Appendix J. By (5.6) a formulation of the control objective adapted to the
allocation methods has thus been found:

LLCAPxy :{[
Mxy

LL(k)

wvC

1
l Mp

xy
LL(k)

]
Uxy

LL(k) =

[
ad

xy
LL(k)

wvC

1
l ap

xy
LL(k)

] ∣∣∣Demin

xy ≤ Uxy
LL(k) ≤ Demax

xy

} (5.7)

This same formulation, dedicated to an arm, will thus have to be solved in real time at each
sampling period and for each arm of the MMC. This represents the execution of 2m allocation
algorithms per sampling step to ensure the low-level control. The notations M̂xy

LL and âd
xy
LL are

then introduced:

LLCAPxy :{
M̂xy

LL(k)U
xy
LL(k) = âd

xy
LL(k)

∣∣∣Demin

xy ≤ Uxy
LL(k) ≤ Demax

xy

} (5.8)

The optimization problem formulation to be solved online is obtained according to the approach
of Section 4.B.2:

LLCAOPxy :



minDe
xy,ê

xy
LL

Jxy
lLL

= ||êxyLL||ll
u.c. :

M̂xy
LLD

e
xy − êxyLL = âd

xy
LL

Demin

xy ≤ De
xy ≤ Demax

xy

−êxy
max

LL ≤ êxyLL ≤ êxy
max

LL

(5.9)

The size of Axy
LL is an indicator of the complexity of the optimization to solve in real time.

Axy
LL N N = 3 [Ser14] N = 400 [Per+12]

LP (N + 1× 4N + 2) (4× 14) (401× 1602)

QP (N + 1× 3N + 1) (4× 10) (401× 1201)

Table 5.1: Low-level CAOP for a single arm, equality constraint matrices comparison.

Thus, the complexity of the optimization will be lower when using the QP rather than the LP.
The variation in this complexity indicates that as the number of submodules increases, the QP
becomes increasingly preferable.
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5.B.1.2 Low-level control: from the arm to the entire MMC

Real time solving parallelization

To realize the low-level control for all the arms of the converter from the control allocation
dedicated to a single arm, several solutions are possible. The most trivial solution consists in
launching in real time the execution in parallel of as many algorithms of control allocation as
there are arms in the converter. This first solution is called 2m loops parallel.

Real time solving in series

The second solution is still done by solving 2m different control allocation problems including
one by arm using a loop to go through all the arms of the MMC. This solution is called 2m loops

series.

All-in-One

The parallelization solution is the one that takes 2m times the computational resources necessary
for the optimization of a single arm but, in return, the execution time will be as long as that
necessary for the allocation of a single arm. In the dual case of serialization, it is the opposite:
the needed resources are the same as for the allocation of a single arm, but the computation time
is 2m times bigger. The idea of analyzing the third solution which considers a single allocator
will solve the control allocation problem of the whole arms in a single allocation equation is to
evaluate if - in the current state of the low-level control formulation - such an algorithm would
present a trade-off between the first two solutions.

Taking into account all the arms of the MMC in a single control allocation problem is done by
concatenating the 2m allocation formulations of each of the arms: the main objectives of the
LLC are grouped together first, then come the secondary balancing objectives, which gives the
formulation detailed in Appendix K. The control allocation problem for the whole converter is
then deduced:

LLCAP :{[
MLL(k)

wvC

1
l MpLL(k)

]
ULL(k) =

[
adLL(k)

wvC

1
l apLL(k)

] ∣∣∣Demin ≤ ULL(k) ≤ Demax

} (5.10)

It is noted that this formulation can also be used for the global control architecture of the MMC.
This leads to the formulation of the following optimization problem to be solved online:

LLCAOP :


minDe,êLL

JlLL
= ||êLL||ll

u.c. :

M̂LLD
e − êLL = âdLL

Demin ≤ De ≤ Demax

−êmax
LL ≤ êLL ≤ êmax

LL

(5.11)

In this case, compared to LLCAOPxy , the number of rows and columns of the matrix that rep-
resents the equality constraints ALL are multiplied by the number of arms as Table 5.2 reports.
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ALL N N = 3 [Ser14] N = 400 [Per+12]
LP (2m(N + 1)× 2m(4N + 2)) (24× 84) (2406× 9612)

QP (2m(N + 1)× 2m(3N + 1)) (24× 60) (2406× 7206)

Table 5.2: Low-level CAOP for the entire MMC, equality constraint matrices comparison.

Low-level control reference model tuned

By the choice made from (5.2) and (5.3) for the development of the control allocation of the
converter voltages, the reference model that the capacitors and the voltages across the arms
are made to follow in closed-loop is implicitly tuned. For the case of the capacitors, imposing
an objective in the form of (5.3) means having to follow vCxy(k + 1) = vref

Cxy
(k), which is a

deadbeat response:
Y∗(k + 1) = OnyY(k) + InyY

ref (k) (5.12)

Let F xy
LL,M = ON and Gxy

LL,M = IN be the matrices defining the vCxy reference model. The
reference model tracked by vxy is expressed vxy(k) = vrefxy (k) which is made possible by the
feedthrough relation of the open-loop model, i.e. Y∗(k) = Yref (k) in this case.

Low-level control architecture

The different solving procedures for the whole converter 2m loops parallel, 2m loops series and
1 loop all-in-one are programmed in the perspective of the evaluation of the voltage control
performances. The block diagram Figure 5.2 zooms in the low-level control in order to illustrate
the various possibilities:

• Performing the low-level control with the arm by arm allocation or with the allocation from
whole arms of the MMC in one step.

• The EMOn allocation can be done using LP or QP. The sizes of the equality constraint ma-
trices are specified on the diagram.
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5.B.2 High-level control

The high-level models selected for control are the most accurate ones of the models introduced
in Chapter 3. According to the simulations of the latter, this corresponds to the GPFOCSSM
and the GPFSROBHCCSSM.

In all cases, the current control allocation of the system embodies the scheme described by Fig-
ure 1.11 c), which means that the control allocation ensures the role of the output current control,
that of the circulating current control, that of the DC bus current control and that of the common

mode current control simultaneously.

Even though this may seem complex at first, the interest in dealing with coupled control objec-
tives simultaneously is beneficial. Indeed, when focusing on the control of currents, one notices
that the four types of currents evolve according to the same quantities which are the arm voltages.
Determining these voltages in a unique way by taking into account their saturations to satisfy
the tracking objectives of the different currents has the potential to lead to a better closed-loop
behavior than considering the control of each current in a decoupled way by taking into account
the saturations on these control voltages in a scattered way in different controllers all acting on
the same control variables.

5.B.2.1 High-level control allocation formulation from the GPFOCSSM

The equation representing the influence of the arms voltages on the currents in the natural ref-
erence frame according to the GPFOCSSM put in the form (3.68) is recalled:

C̃HLG̃HLUHL(k) = YHL(k + 1)− C̃HLF̃HLX̃HL(k)− C̃HLH̃HLẼHL(k) (5.13)

It is a controllable and observable representation of the current dynamics adapted for a control
law design. By making the terms of this equation explicit from their definition in Chapter 3, and
by taking advantage of Section 4.B.1 of the chapter dedicated to the development of allocation
methods, (5.13) can be directly adopted as the adequate formulation of the allocation equation in
preparation of the control allocation problem:

MHL

[
Vpy(k)
Vny(k)

]
=


Im

∗(k + 1)
Is

∗(k + 1)

Ĩc
∗
(k + 1)

Ĩo
∗
(k + 1)

−
(
F̃HLX̃HL(k) + H̃HLẼHL(k)

)
(5.14)

where the quantities Im∗, Is∗, Ĩc
∗ and Ĩo

∗ represent the reference model of the desired currents
in closed-loop. The desired dynamics for these currents is defined by the following reference
model: 

Im
∗(k + 1)

Is
∗(k + 1)

Ĩc
∗
(k + 1)

Ĩo
∗
(k + 1)

 = Y∗
HL(k + 1) = FHL,MYHL(k) +GHL,MYref

HL(k) (5.15)

The allocation using online optimization aims at cancelling the deviation eHL between the two
terms of (5.14) at each instant by acting on UHL. By the control effectiveness, represented by
MHL, a same component of the voltage vector can act on several components of the currents.
Thus, in the case where the control bounds do not allowUHL to cancel all the eHL components,
it is possible to give priority to specific components of the deviation vector, which amounts
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to favoring the tracking of the reference model for specific currents. To specify how to favor
particular components over others a weighting of the components is introduced. The weights
wm ∈]0; 1], ws ∈]0; 1], wc ∈]0; 1]m−1 and wo ∈]0; 1]m−1 are then used and the allocation
equation becomes:

wI
1
l ◦MHL

[
Vpy(k)
Vny(k)

]
=


wm

1
l

ws
1
l

wc
1
l

wo
1
l

◦

Im

∗(k + 1)
Is

∗(k + 1)

Ĩc
∗
(k + 1)

Ĩo
∗
(k + 1)

−wI
1
l ◦
(
F̃HLX̃HL(k)+H̃HLẼHL(k)

)
(5.16)

With ◦ defined as the Hadamard product, i.e. the term by term product. The notation l repre-
sents the normwhich is selected for the optimization. It is then possible to deduce the formulation
of the control allocation problem for the high-level control by knowing that the voltagesVpy, re-
spectivelyVny, are bounded between (1−q)VDC and VDC , respectively−VDC and (q−1)VDC .
M̂HL and âdHL are then introduced to account for the weights for each type of current and the
allocation problem is then stated:

HLCAPm−ph :
{
M̂HLUHL(k) = âdHL(k) | Vmin ≤ UHL(k) ≤ Vmax

}
(5.17)

Different solutions to solve this control allocation problem are presented here.

Error minimization online control allocation

The adaptation of the approach proposed in Section 4.B.2 makes it possible to establish the high-
level control allocation optimization problem from (5.17):

HLCAOPm−ph :


minV,êHL

JlHL
= ||êHL||ll

u.c. :

M̂HLV − êHL = âdHL

Vmin ≤ V ≤ Vmax

−êmax
HL ≤ êHL ≤ êmax

HL

(5.18)

Solving this optimization problem is done in real time byEMOnwhose equality constraintmatrix
sizes are given in 5.3.

AHL N m = 3

LP (2m× 6m) (6× 18)

QP (2m× 4m) (6× 12)

Table 5.3: High-level CAOP equality constraint matrices comparison.

Model inversion based control allocation

The analysis of M̂HL shows that it is invertible when the gains ofwI are strictly greater than 0,
which is the case by definition, so the control UHL which guarantees the satisfaction of the
allocation equation is expressed:

UHL(k) = M̂HL
−1

âdHL(k) (5.19)

This solution, which is optimal from the point of view of the allocation equation, is applied to
the system only if the control limits are respected. Otherwise, a projection on the admissible set
is applied. The MIB being easy to implement, it is therefore programmed for comparison with
the EMOn.
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High-level reference model tuning

The method of control allocation of the currents implemented here uses a reference model in
order to specify the desired closed-loop dynamics of the currents. The current Io is the one that
represents the energy conversion between the MMC and the AC network, which makes it the
current to be ultimately controlled. Its reference has only one fundamental component which is
at fo = 50 Hz. The choice is thus made of a pole placement in closed-loop with a bandwidth of
500 Hz, that is to say pCC = −2 π 500 = −1000 π rad/s in closed-loop. To keep a harmonious
behavior between the different types of currents, the same poles are chosen for all. The reference
model embodied byFHL,M andGHL,M is thus defined from these poles and for a unit static gain.

FHL,M = epCCI2mTc GHL,M = I2m − FHL,M (5.20)

5.B.2.2 High-level control allocation formulation from the GPFSROBHCCSSM

In this section, one of the major contributions of this chapter is presented: the formulation for
the control allocation of the currents, using the GPFSROBHCCSSM. In order to evaluate the
influence of this control-oriented model of reduced order compared to the GPFOCSSM, the
dedicated formulation of the control allocation problem is introduced starting from (3.153) which
is recalled here:

Cdq012
HL Gdq012

HL Udq012
HL (k)

= Ydq012
HL (k + 1)− Cdq012

HL F dq012
HL Xdq012

HL (k)− Cdq012
HL Hdq012

HL Edq012
HL (k)

(5.21)

The current reference model in the Park 12 reference frame is defined:
Idq012m

∗
(k + 1)

Idq012s
∗
(k + 1)

Ĩdq012c
∗
(k + 1)

Ĩdq012o
∗
(k + 1)

 = Ydq012∗
HL (k + 1) = F dq012

HL,MYdq012
HL (k) +Gdq012

HL,MYdq012
HL

ref
(k) (5.22)

For the currents to track the reference model (5.22), equation (5.25) represents the allocation
equation that the controlUdq012

HL must satisfy. Equation (5.25) is derived by substitutingYdq012
HL

for (5.22) in (5.21):

Ydq012
HL =



Im
Is
Id1c

Iq1c
Id2c

Iq2c
Id1o

Iq1o
Id2o

Iq2o


(5.23)

wI=
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wq1
c

wd2
c

wq2
c

wd1
o

wq1
o

wd2
o

wq2
o


(5.24)

Mdq012
HL Udq012

HL (k) = Ydq012∗
HL (k + 1)−

(
F dq012
HL Xdq012

HL (k) +Hdq012
HL Edq012

HL (k)
)

(5.25)

With Mdq012
HL = Cdq012

HL Gdq012
HL = Gdq012

HL . The control having limitations, (5.25) will not always
admit feasible solutions, a gapmay therefore be observed between the two terms of this equation.
This gap is then defined according to:

edq012HL (k)=Mdq012
HL Udq012

HL (k)−
[
Ydq012∗

HL (k + 1)−
(
F dq012
HL Xdq012

HL (k) +Hdq012
HL Edq012

HL (k)
)]

(5.26)
Each component of the vector edq012HL represents the deviation between the control effectiveness
on a given current and the control objective associated with that current. Equation (5.23) in the
margin illustrates the distribution of these components inYdq012

HL . In order to give the possibility
to givemore importance to the reference tracking of some currents over the others, weights in the
allocation equation are introduced, as in (5.16) previoulsy, in anticipation of the implementation
of CAOP for the high-level control. With wm, ws,wc andwo

1 the weighting factors specific to
1It is noted that the weightswc andwo are then updated to have only four components each as shown by (5.24).
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each current type, the deviation error (5.23) is updated:

êdq012HL (k) = wI
1
l Mdq012

HL Udq012
HL (k)

−wI
1
l

[
Ydq012∗

HL (k + 1)−
(
F dq012
HL Xdq012

HL (k) +Hdq012
HL Edq012

HL (k)
)] (5.27)

The allocation will therefore minimize this weighted difference in real time:

êdq012HL = M̂dq012
HL Udq012

HL − âd
dq012
HL (5.28)

The control voltages limits in the rotating frame Udq012
HL = Vdq012 are obtained by change of

basis of the voltage limits Vmax andVmin
1. The allocation problem is then set:

HLCAPPark 12 :
{
M̂dq012

HL Udq012
HL (k) = âd

dq012
HL (k)

∣∣∣Vdq012
min ≤ Udq012

HL (k) ≤ Vdq012
max

}
(5.29)

Error minimization online control allocation

The control allocation problem (5.29) is solved by EMOn and takes the form (5.30) by taking
advantage of the development proposed in Section 4.B.2 as it was done previously for the currents
in the natural basis

HLCAOPPark 12 :



min
Vdq012,êdq012

HL
J
ldq012HL

= ||êdq012HL ||ll
u.c. :

M̂dq012
HL Vdq012 − êdq012HL = âd

dq012
HL

Vdq012
min ≤ Vdq012 ≤ Vdq012

max

−êdq012HL
max ≤ êdq012HL ≤ êdq012HL

max

(5.30)

The equality constraint matrix Adq012
HL , whose size locks from m ≥ 5, is then smaller than AHL

as shown Table 5.4.

m m = 3 m = 20

AHL
LP (2m× 6m) (6× 18) (40× 120)
QP (2m× 4m) (6× 12) (40× 80)

Adq012
HL

LP (2m′ × 6m′) (6× 18) (10× 30)
QP (2m′ × 4m′) (6× 12) (10× 20)

Table 5.4: High-level CAOP equality constraint matrices com-
parison. Figure 5.3 recalls the relationship between m′ and m.

m

m
′

3

3

5

5

Figure 5.3: Definition of m′ as a
function of m.

As expected, the CA solved in the Park 12 reference frame in real time has not only a much
lower complexity but also a constant complexity for 5 phases and beyond.

1The determination of the limits Vdq012
max and Vdq012

min is still a field of investigation here for several reasons.
One of them is how it would be possible to better account for the decomposition into several harmonics and how to
decouple the limits of these different harmonic components that are all related. Another reason is the fact that even if
there were only one harmonic component, the current formulation of theHLCAPPark 12 does not allow nonlinear
constraints on the norm of the rotating vectors in the Park 12 reference frame.
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Model inversion based control allocation

As M̂HL in the previous model, the matrix M̂dq012
HL is invertible under the same conditions which

are verified, thus:
Udq012

HL (k) = M̂dq012
HL

−1
âd

dq012
HL (k) (5.31)

This solution being able to exceed the control limits, it will be clipped on the latter when going
beyond.

High-level PARK 12 reference model tuning

The tuning of the reference model is based on the same performances requirements than the one
tuned in the initial stationary reference frame in order to enable the fair comparison between the
control performances of the control allocation in the two reference frames. Thus pCC = 2 π 500
rad/s here too. The reference model F dq012

HL,M , Gdq012
HL,M is thus tuned for this pole placement and a

unit static gain.
F dq012
HL,M = epCCI2m′Tc Gdq012

HL,M = I2m′ − F dq012
HL,M (5.32)

High-level control architecture

Figure 5.4 allows one to have at a glance all the possibilities developed for the high-level control.
Several choices are therefore possible:

• Perform the control in the initial stationary reference frame with GPFOCSSM or in the
rotating reference frame Park 12 with GPFSROBHCCSSM.

• Use the EMOn methods or the MIB
• In the case of EMOn methods, real time optimization is possible using LP or QP

In the case of the control in the Park 12 reference frame, the allocation itself is done from the
model GPFSROBHCCSSM, drastically reducing the complexity of the allocation to be carried
out as underlined by Table 5.4. However, performing the allocation in this reference frame is
only possible if the appropriate change of reference frame for the quantities Ic, Io,Vy, Irefc and
Irefo has been carried out before. Similarly, the solution of the optimization is given in this same
reference frame and an inverse transformation must therefore be applied to the voltagesVdq012

py

andVdq012
ny . In terms of the complexity of the current control algorithm in the Park 12 reference

frame, compared to the one performed in the natural reference frame, consider these 7 changes
of bases which are each products with matrices of size (m′ × m), or (m × m′) for the inverse
transformation, as well as the computation of the PLL in addition to the complexity - reduced -
of the allocation operation itself. Thus, in order to compare the control of the currents in these
two reference frames by taking into account all the operations necessary for each one, a study is
carried out in this chapter.

189



C
hapter

5
S

calable
C

ontrolA
llocation

M
ethods

forthe
M

odularM
ultilevelC

onverter

Current Control

Vx,Vy, VnAD

Im, Is, Ĩc, Ĩo
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Figure 5.4: Current control allocation detailed architecture possibilities.

It is mentioned that the Decoupling operation applied to the measured arm currents is done with the following equations:{
im = 1

2m

∑ym
y=y1

ipy + iny
is =

1
2m

∑ym
y=y1

ipy − iny
∀y ∈ {y1, . . . , ym}, ioy =

ipy + iny
2

− im ∀y ∈ {y1, . . . , ym}, icy =
ipy − iny

2
− im (5.33)
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5.B.3 High-level-low-level control: all-in-one

By nesting the current and voltage control loops as proposed so far according to Figure 5.1, each
control loop considers its downstream loop as guaranteeing the control objective for which it
was designed. In this case, the possible interactions between the different dynamics involved in
the MMC are not considered.

IxyS
e

vC V Ixy

vC

S
e

(a)

(b)

vC V

vC

Figure 5.5: Simplified diagram of the global open loop behavior of the MMC. Ixy gathers all the arm currents.
(a) Case where high-level and low-level are considered and modeled separately. (b) Case where high-level
and low-level are considered together in the objective to derive a high-level-low-level control-oriented model
that embraces their interaction.

However, according to the low-level and high-level models, the voltages vC directly influences
the voltages V, which influence the currents Ixy, which in turn influence the voltages vC, see
Figure 5.5 (a). Thus, it could be beneficial to evaluate the influence of taking into account this
dynamic coupling, in the control allocation algorithm, on the behavior of the system in closed-
loop. Thus, the high-level-low-level model is developed for that purpose as represented on Fig-
ure 5.5 (b).

In the case of the high-level-low-level control, the control allocation of the MMC embodies the
scheme described by Figure 1.11 d). This means that the control allocation ensures the role
of the output current control, the circulating current control, the DC bus current control and the
commonmode current control aswell as the arm voltage control and the balancing control algorithm
simultaneously. The first benefit of this approach is to wisely act on the switching states in order
to to meet the multiple control objectives as best as possible and in a cooperative manner.

5.B.3.1 High-level-low-level state-space model

From Chapter 3 and Chapter 2 the idea here is to express the behavior of capacitor voltages and
currents from the duty cycles. The low-level functional detailed model full-bridge submodule
model which models the voltages vxy and the high-level model which considers them as these
input variables will be able to interface through V. The first modelling step is to adapt the (5.1)
model to interface with the (5.14) model.
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5.B.3.2 The global control-oriented model of the MMC

The derivation of this global model is given in Appendix L. It combines the low-level model (5.1)
true for all arms of the converter with the high-level model (3.66), which in the end reads:{

XMMC(k + 1) = FMMCXMMC(k) +GMMC(k)UMMC(k) +HMMCEMMC(k)
YMMC(k) = CMMCXMMC(k)

(5.34)
with YMMC = XMMC =

[
vC

T Im Is Ĩc
T

Ĩo
T
]T

and UMMC = ULL = De. The
model obtained represents the dynamics of the all the capacitor voltages and the currents in the
MMC and whose two equations can be combined to obtain the form:

MMMC(k)ULL(k) = YMMC(k + 1)− CMMC (FMMCXMMC(k) +HMMCEMMC(k))
(5.35)

5.B.3.3 High-level-low-level control allocation formulation

Let (5.36) be the desired refrence model to impose on the behavior of the voltages and currents
in closed-loop:

Y∗
MMC(k + 1) =

[
FLL,M

FHL,M

]
YMMC(k) +

[
GLL,M

GHL,M

]
Yref

MMC(k) (5.36)

This model is defined from the previous reference models tuned for the low-level control and the
high-level control. The approach already adopted from Section 5.B.2.2 is here adapted for (5.35)
and (5.36). The vector of weights used here to favor certain control objectives is the combination
of the previous ones: w = [wvC wm ws wc

T wo
T ]T . The control allocation problem is therefore

formulated accordingly:

HLLLCAP :
{
M̂MMC(k)UMMC(k) = âdMMC

(k)
∣∣∣Demin ≤ UMMC(k) ≤ Demax

}
(5.37)

It is noted that M̂MMC is of size (2m(N + 1) × 4mN), so solving the allocation problem by
considering the whole MMC in one step represents some complexity compared to solving high-
level control and low-level control.

Control allocation optimization problem for the entire MMC

Based on (5.37), the global allocation control formulation of the MMC is formulated:

MMCCAOP :


minDe,êMMC

JlMMC
= ||êMMC||ll

u.c. :

M̂MMCD
e − êMMC = âdMMC

Demin ≤ De ≤ Demax

−êmax
MMC ≤ êMMC ≤ êmax

MMC

(5.38)

Solving this optimization problem is done in real time. It is interesting to note that the matrix
AMMC is of the same size as the equality constraint matrixALL obtained in the framework of the
LLCAOP (5.11). This is understandable because solving the LLCAOP ensures two objectives.
First, the vxy reference tracking is ensured, this stands for the reference tracking of the currents
in the framework of the low-level control. The second control objective is to ensure the capacitor
voltage balancing. Since the role of the MMCCAOP is to ensure the reference tracking of the
currents and the capacitor balancing feature as well, LLCAOP and MMCCAOP both have
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5.B Control architecture of the MMC based on allocation methods

the same size. The difference between the two is that the MMCCAOP is formulated from a
model which takes into account the coupled influence of the capacitor voltages and the currents
while LLCAOP does not. A work of comparison of these possibilities of control allocation is
thus to be carried out. Figure 5.6 presents the diagram of the control allocation architecture in
the case of real time programming of (5.38).

AMMC m = 3, N = 3 m = 3, N = 400

LP (2m(N + 1)× 2m(4N + 2)) (24× 84) (2406× 9612)

QP (2m(N + 1)× 2m(3N + 1)) (24× 60) (2406× 7206)

Table 5.5: MMC CAOP equality constraint matrices comparison.

Current & Voltage Control

v
ref
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ref
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ref
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Ĩ
ref
c
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D
e

Ixy, vC, Vx, Vy, VnAD From MMC Measurements
2m Arm current sensors
2mN Capacitor voltage sensors
m (+1)∗ DC bus and AC grid voltage sensors
∗Depending on the neutral points connection

Figure 5.6: High-level low-level control allocation architecture featuring both Current Control and Voltage
Control.

5.B.4 Power-energy control

The power balance of the converter shows conduction losses which involves the square of the
current Is. Determining the reference Irefs that satisfies the control objective power-energy in
the form of a power balance therefore gives two solutions, the objective of power-energy control
is to determine the one whose amplitude is the smallest in order to guarantee operation at the
point of minimal losses. The work of [BFB19] presents a first approach by model inversion. The
approach proposed here builds on these results while adopting a more complete formulation that
takes into account a more extensive power balance and is capable of imposing a reference model
tracking on the energy. From the Section 3.G.2, the power balance adapted for the allocation is
formatted:

TcCPEBPEUPE(k)+TcCPEB
′
PEUPE(k)

2=YPE(k + 1)−CPEXPE(k)−TcCPEEPE(k)
(5.39)

where UPE = Is, and YPE = EMMC . The only input variable is the current Is. The choice is
made in closed-loop to tune the dynamics of EMMC from the specification of a reference model
defined by the matrices FPE,M ∈ R and GPE,M ∈ R:

Y∗
PE(k + 1) = FPE,MYPE(k) +GPE,MYref

PE(k) (5.40)
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By satisfying (5.39) with Y∗
PE(k + 1) instead of YPE(k + 1), Is will impose on EMMC the

dynamics desired by (5.40). By the mentioned substitution, it comes that:

MPE(k)UPE(k)+M
′
PEUPE(k)

2=
[
FPE,MYPE(k)+GPE,MYref

PE(k)
]
−XPE(k)−TcEPE(k)

(5.41)
whereMPE(k) = TcCPEBPE(k) = TcBPE(k),M ′

PE = TcCPEB
′
PE = TcB

′
PE . With adPE

as
the desired action vector, the command UPE must therefore be a solution of (5.42):

MPE(k)UPE(k) +M ′
PEUPE(k)

2 = adPE
(k) (5.42)

With the limits of Is from the analysis of the zone of operation1, the control allocation problem
is formulated:

PECAP :
{
M ′

PEUPE(k)
2 +MPE(k)UPE(k) = adPE

(k)
∣∣∣ Îmin

s ≤ UPE(k) ≤ Îmax
s

}
(5.43)

Because of the non-linearity of the control, this control allocation problem has an originality
compared to the other allocation problems treated in this study with the LLC and the HLC
which are both linear. With a single input, this system therefore does not have the characteristic
of being overactuated. The Is current set point is then simply clipped to its boundaries when
exceeded. An optimization CA is therefore of useless here, it is a MIB method which is used to
realize the control allocation of the energy. The solution UPE obtained by model inversion is
found by solving the equation (5.42), which amounts to finding the roots of the polynomial P
defined by:

P (UPE) = adPE
−M ′

PEUPE
2 −MPEUPE (5.44)

By trivial determination of the roots of this second degree polynomial, it follows that:

UPE =
MPE ±

√
∆PE

−2M ′
PE

=
MPE ±

√
MPE

2 + 4M ′
PEadPE

−2M ′
PE

(5.45)

The selected root is the one with the smallest absolute value in order to generate the least con-
duction losses, knowing the sign of MPE and M ′

PE , MPE/(−2M ′
PE) is positive. Therefore, it

follows that:

UPE
min PJ =

MPE −
√
∆PE

−2M ′
PE

=
MPE −

√
MPE

2 + 4M ′
PEadPE

−2M ′
PE

(5.46)

Having a negative discriminant means either to ask for an energy setpoint Eref
MMC suddenly

higher than the energy EMMC contained in the converter at this moment, or to have a power
Po supplied to the output AC network that suddenly increases. In this case, the real current that
is closest to the desired control objective is the vertex of the concave parabola, i.e.:

UPE
∆PE≤0 =

MPE

−2M ′
PE

(5.47)

Consequently, the solution of the allocation by MIB for the level power-energy which will be
selected can thus be summarized in the following way:

UPE(k) = Re

MPE −
√

MPE
2 + 4M ′

PEadPE
(k)

−2M ′
PE

 (5.48)

The power-energy control part of the control architecture will be in charge of performing the
energy control from the implementation of (5.48) and its limits Îmin

s ≤ UPE(k) ≤ Îmax
s .

1See Section 3.H.1
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Power-energy reference model tuning

The tuning choice for the energy reference model is made from the closed-loop reference model
of the currents. It is chosen to set poles one decade slower than those of the currents in closed-
loop: pEC = pCC/10 = 2 π 50 rad/s, that is to say, a 50 Hz bandwidth in the closed-loop.

FPE,M = epECTc GPE,M = 1− FPE,M (5.49)

Power-energy control architecture

Figure 5.7 presents the implementation operated in real time for the Energy Control. The Estima-

tor blocks are made of the simple direct calculation of the necessary quantities from their formula
according to the measurable states in the MMC.

Energy Control

E
ref
MMC

EMMC

Po + P loss
MMC

vp, vn

Irefs

Estimator
Estimator

vC

Vy, Io, Im, Ixy

From MMC Measurements
2m Arm current sensors
2mN Capacitor voltage sensors
m DC bus and AC grid voltage sensors

Figure 5.7: Energy control allocation detailed architecture.

5.B.5 The Scalable Control Allocation Architectures of the MMC

This part presents how the different CAOPs formalized so far interact together to build a control
allocation architecture of the MMC as a whole.

5.B.5.1 Reference generator

In a causal manner, the first step of the architecture is the specification of the references to be
imposed on the currents and voltages that the different allocation algorithms have to track.

Capacitor voltage and Energy reference

The voltage reference sent to all the capacitors is determined in the case of nominal operation
without fault1. In this case, all the capacitors have the same reference in order to distribute the

1Section 5.E provides another determination of the capacitor voltage references in the case of a fault in the sub-
modules.
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efforts equally on the different capacitors:

vref
C =

VDC

N
I2mN ,1 (5.50)

The energy referenceEref
MMC to be sent to the energy controller is directly calculated from (5.51):

Eref
MMC =

ym∑
y=y1

p∑
x=n

N∑
j=1

C
vCxyj

2

2
=

mC

N
VDC

2 (5.51)

These references are adapted, depending on the fluctuations of the voltage VDC available on the
DC bus.

DC source current reference

The reference for the Irefs current to be drawn from the DC bus is determined from the power
balance, knowing the energy reference that must be balanced in the converter. This reference
varies according to the operating point required by the other current references, for which more
or less current must be drawn from the DC bus in order to maintain the nominal energy amount
in the converter.

Common mode current reference

The reference for the commonmode current Irefm is set to zero in order to guarantee the electrical
balance of the AC-side network.

AC-side output current reference

The reference Irefo is free within the limits imposed by the LOZ. This current reference is a vari-
able which specifies the targeted converter operating point in terms of DC-AC power transfer.
It is recalled that the AC-side source voltage is described by:

vy = V̂AC sin(ωot− φy − φv) (5.52)

Let φP
ref specify the desired power factor in the AC-side network, so the phase reference for

Irefo will be φref
o = φv + φP

ref In order to form a φP
ref phase shift of with the AC network

voltage:
irefoy = Îrefo sin

(
ωot− φy − φv − φP

ref
)

(5.53)

In the Park reference frame with a rotation synchronized on the angle ωot− φref
o , this leads to:

Ĩdq012o
ref =


Id1o

ref

Iq1o ref

Id2o
ref

Iq2o ref

 =
Îrefo

k


0
−1
0
0

 (5.54)

Circulating current reference

The presence of circulating current in the converter increases the conduction losses in the arms of
the converter especially since these currents are not involved in the energy conversion between
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the DC bus and the MMC or between the latter and the AC network. Thus, their reference is
zero in most cases, but in order to evaluate the capacity of the control to ensure the tracking of
the circulating currents, their reference Irefc is sometimes chosen at a non-zero amplitude. In this
case, it is defined from an amplitude and a phase. In most cases here, φref

c is chosen null.

irefc = Îrefc sin
(
ωct− 2φy − 2φref

c

)
= Îrefc sin

(
2ωot− 2φy − 2φref

c

)
(5.55)

In the Park reference frame with a rotation synchronized on the angle ωot− φref
o , this leads to:

Ĩdq012c
ref =


Id1c

ref

Iq1c ref

Id2c
ref

Iq2c ref

 =
Îrefc

k


0
0

− sin(2φref
c − 2φref

o )

− cos(2φref
c − 2φref

o )

 (5.56)

5.B.5.2 Energy Control

The Energy Control guarantees the tracking of the global energy balancing objective of the MMC
by determining Irefs to be drawn according to Eref

MMC and the powers Po and P loss
MMC that are

exchanged through the converter. This reference is computed directly at each sampling period
by the analytic formula (5.48) which solves the PECAP (5.43).

5.B.5.3 Current Control

The role of the Current Control is to ensure the tracking of the current references by determining
the arms voltages. It therefore takes as input the current references Irefm , Irefs , Irefc and Irefo and
determines the references Vref

py andVref
ny , i.e. Vref .

To compute the voltage references, theCurrent Control block has several possibilities. The control
allocation algorithms are able to solve either the HLCAOPm−ph (5.18) in real time by online
optimization EMOn using the LP or the QP, either the HLCAOPPark 12 (5.30) using one of
these same two optimizations. This allocation can also be done using the MIB methods by direct
implementation of (5.19) to operate the control in the natural stationary reference frame and
(5.31) in the Park 12 rotating frame.

It is worth noting that the Current Control can also be performed commonly with the Voltage

Control through the resolution by EMOn methods in real time of theMMCCAOP (5.38) in the
context of a global control.

5.B.5.4 Voltage Control

To guarantee the Voltage Control, the first objective of the associated control stage is to ensure
that at each moment the voltages Vxy reach their references Vref

xy . However, this control stage
also has the important role of managing the active balancing of the capacitors. Indeed, the second
objective of the Voltage Control is to ensure that the voltages vC follow their reference vref

C . The
tracking of these two objectives is made possible by acting on the duty cycles of all the cells of
the converter De.

All the control allocation laws implemented here are based on an EMOn algorithm using the LP
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or the QP. These solving methods are used for different formulations of the low-level CAOP:
a first technique is the 2m loops parallel which executes in parallel one allocation per arm and
a second technique 2m loops series which executes in series all allocations of the arms. These
techniques are both based on solving (5.9). A third technique 1 loop all-in-one, which differs from
the first two by its approach, considering the allocation of the whole arms of the converter in
one step is also implemented (5.11).

5.B.5.5 PWM and interface with the MMC

The data exchange between the control architecture and the converter is done through analog-to-
digital converters and vice versa. These devices are equiped with a zero-order-hold feature at the
sampling period Tc rate. The high frequency computer then generates the switching states from
the duty cycles using the selected PWM technique. In the opposite direction, the sensors send
back the collected data to the control system through a ZOH which maintains their value during
Tc. It is noted that, for the case of the MMC available at the LAPLACE, the sampling period
is equal to the switching period of the PWM carrier: Tc = Ts. This link between the sampling
period and switching period is particularly suitable for lower-power converters. For MMCs with
a higher number ofSMs that convert higher power levels, a reduction of the switching frequency
is necessary to lower the switching losses. In such cases the control sampling period becomes
smaller than the switching one Tc ≤ Ts.

The literature is full of techniques to generate the signals to be sent to the gate drivers of the
cells in order to perform the PWM operation with different performances and implementation
complexities [HL03]. It is decided here to use thePSPWMmethod which is both widespread and
efficient compared to other more classical methods such as the 3-phase RSPWM [Bow75; Sei88]
- equivalent to the SVPWM [Hol92; Jac+01] - or even the SPWM [SS64]. The PSPWM method
allows both waveforms to have a lower total harmonic distortion than the RSPWM methods
and a wider linear zone than the SPWM method, which makes it an interesting trade-off whose
properties have already been proven, see Figure 5.8.

Total Harmonic Distorsion

Modulation Zone (%VDC)

SPWM50%

Figure 5.8: Qualitative comparison of popular PWM methods on total harmonic distorsion and modulation
zone criteria.

5.B.5.6 Control Architecture

The different control stages are assembled and Figure 5.9 presents the overall control architecture
of the MMC, highlighting the different control possibilities and the versatility of the proposed ar-
chitecture. Here are some key points about what is made possible by the architecture introduced
here:

• The three control stages adapt to the number m of phases as well as to the number N of
submodules making this control system a scalable architecture. Changing the size of the
MMC does not require any modification of the implemented control allocation algorithms or

198



5.B Control architecture of the MMC based on allocation methods

optimization. It is sufficient to simply specify the size of the converter (m and N ) and the
whole architecture is updated automatically.

• The Current Control as well as Voltage Control can use the EMOn control allocation methods
with either LP or the QP using the Simplex, the Interior-Point or the Active-Set optimization
algorithms au choix. The Current Control problem can also be solved using a MIB control
allocation method implementing a simple inversion of the state-space model selected.

• About the state-space model selection, the Current Control can be computed using the GP-
FOCSSM or the GPFSROBHCCSSM; while the Voltage Control problem can be solved
using a 2m loops in series, a 2m loops parallel or a 1 loop all-in-one model/technique.

• The nature of the architecture is to be chosen also: either a cascaded control where Current
Control and Voltage Control are dealt with as two decoupled control loops or a global con-
trol where Current Control and Voltage Control are ensured by the same control allocation
controller that uses the global SSM of the MMC (5.38).

All those features of the control architecture of theMMCmake it a scalable and versatile control
system: the Scalable Control Allocation Architecture (SCAA).

Among the whole set of possibilities which are offered by the control architecture, the choice is
made to focus only on a subset which is analyzed in greater detail. In particular, the optimiza-
tion algorithms LP and QP are compared within the framework of the low-level control and
an analysis of the internal functioning of these algorithms within the framework of the control
allocation is developed. In the case of the high-level control, it is the evaluation of the control
allocation methods scalability which is studied in order to compare optimization algorithms and
the effectiveness of the HLCAP formulations as the number of phases of the AC network in-
creases. These different analyses are carried out from results obtained in simulation and in HIL
with an experimental device allowing to test and develop the algorithms in a safe and efficient
way.
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Figure 5.9: Entire scalable control allocation architecture developed for the MMC.

Remark: Whether controlling voltages, currents or both simultaneously, the use of the control allocation allows for a global approach that takes into account
the interactions between the different states of the system and the associated coupled control objectives in order to operate the system in a cooperative
manner. Therefore, the control of the MMC using the control allocation methods is here done by implementing all possible cutting-edge schemes of
Figure 1.11, except the traditional approach shown on Figure 1.11 a).
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5.C Study of the low-level control allocation of the MMC

The main objective of this section is to show the capabilities of the control allocation methods
to solve the low-level control problem: to guarantee arm voltages reference tracking as well as
the active capacitor balancing feature. In particular, the focus will be on proving that the control
allocation methods are valuable candidates for the control of the MMC.

5.C.1 Low-level control allocation: comparing linear programming with quadratic
programming

In the framework of the control allocation, work on the EMOn methods has shown the differ-
ences between the use of the LP and the QP for systems mainly belonging to the aeronautics
domain as in [FB10]. A first reason to compare the LP with the QP for the case of the MMC
is to see how it behaves with a system belonging to a different domain and especially with a
system which has a number of inputs that can be much more important. A second reason for
this comparison is the desire to better understand the internal behavior of how the optimization
algorithms distribute the effort among the control variables when solving the CAP.

5.C.1.1 Dedicated control allocation optimization formulations

The formulations that are compared here are the formulations (4.24) for LP and (4.26) for the QP
in the case of LLCAOPxy recalled here (5.9). The development of detailed CA EMOn formula-
tions that are solved in real time are given in Appendix M.

LLCAOPxy :



minDe
xy,ê

xy
LL

Jxy
lLL

= ||êxyLL||ll
u.c. :

M̂xy
LLD

e
xy − êxyLL = âd

xy
LL

Demin

xy ≤ De
xy ≤ Demax

xy

−êxy
max

LL ≤ êxyLL ≤ êxy
max

LL

(5.57)

5.C.1.2 Hardware-In-the-Loop testing

The MMC belongs to the family of multicellular capacitor converters. Such a converter repre-
sents a large potential energy storage all the more that it is modular: the more submodules it has,
the more electric energy it stores1. Thus, before implementing a control law on a real MMC, it
is preferable to verify its performance in a closed-loop from tests that do not involve electrical
power. It is from this point of view that the hardware-in-the-loop test methods are particularly
suited.

1For example, for the case of the MMC available at the LAPLACE - whose characteristics are recalled in Table 5.7
- with capacitors all balanced at a nominal voltage of 200 V, it contains a nominal energy of 720 J - this is the amount
of energy equivalent to a body of 80 kg running at 15.3 km/h (9.5 mph) - which is quite significant. In the case of a
grid-scale MMC system, as the one studied by [Per+12], this same energy reaches 30MJ, that is to say a vehicle of 55
metric tons driving at 120 km/h (75 mph).
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HIL Box Opal-RT 5600

Online Optimization
Control Algorithm

on CPU

Switching
States

Measurements

Real-time Controller

Real world final objective

HIL Box Opal-RT 5600

Online Optimization
Control Algorithm

on CPU

Switching
States

Measurements

Real-time Controller

Hardware-In-the-Loop

Figure 5.10: Hardware-in-the-loop test principle with comparison to the real world operation.

As expressed in Figure 5.10, in the context of the use of theHIL, the plant is replaced by a simulator

of the system that aims at reproducing the real operation of the system with enough accuracy to
be able to evaluate, analyze and correct the control law that is executed in real time by the real
time controller which is the real calculator that is used afterwards to drive the real system1. With
such a test method, it is possible to modify the control algorithm as much as desired in safety
without damaging physical hardware or putting personnel at risk. The control is computed with
the selected sampling period of 250 µs and the information exchange is done through zero-order
hold. The parameters of the HIL box are given in Table 5.6. Figure 5.11 shows the setup of the
HIL procedure, with the black box as the OP5600.

Opal-RT HIL Box Parameters
HIL box OP5600
CPU Type Intel Xeon X5690

CPU Clock frequency 3.46 GHz
CPU Cache 12Mb
CPU RAM 4 Gb

Table 5.6: HIL Hardware Parameters

1Rapid control prototyping differs from hardware-in-the-loop in that the control strategy is simulated in real time
and the plant, or system under control, is the real one. This is the dual case from hardware-in-the-loop.
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Figure 5.11: Hardware-In-the-Loop test setup with the Opal-RT OP5600 HIL box (under the monitor) at the
LAPLACE laboratory. Results displayed on the right monitor are those from the actual test, see Figure 5.17.

Although the tests are carried out in a safe way at first, for the tests real world - as represented in
Figure 5.10 - the experimental setup located in the LAPLACE is presented. To allow the proof-
of-concept of control laws, it is a low-power converter, with respect to its modular capacities,
which was designed in the work of [Ser14]. It features a 10 kVA rated power for a 600 V bus.

Figure 5.12: LAPLACE-MMC front side where 9 submodules and 4 sensor cards are displayed.
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Figure 5.13: LAPLACE-MMC back side with 9 submodules the 2×3 arm inductances. Photo credits: CNRS,
LAPLACE, Frédéric Maligne.

Figure 5.12 shows the front side of the setup with half of the submodules. The back side shows
the same configuration of cells. The MMC has a total of 18 submodules and the connectors
allow it to be put either in a 2-phase configuration with 9 submodule per leg, or in 3-phase with
N = 3 submodules per arm. As shown in this figure, each submodule contains two capacitors
in parallel, each of which is sized for a nominal voltage of 200 V with a capacitance of 1 mF
each, i.e. a capacitance of 2 mF in each submodule. In nominal operation, the energy contained
in the converter is thus 720 J in average value for the 3-phase configuration. The right side
of Figure 5.13 shows the 5 mH inductances that constitute the interconnections between the
positive and negative arms of a same leg.

Figure 5.14: LAPLACE-MMC global view with and its connection to the OP5600.
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Figure 5.15: LAPLACE-MMC current and voltage sensor card. Photo credits: CNRS, LAPLACE, Frédéric
Maligne.

On Figure 5.14, one can see that the MMC interfaces with the Opal-RT OP5600 by means of
the gray interconnection cable. This OP5600 executes in real time the control algorithm on a
central processing unit before sending the duty cycles to theFPGA cardwhich generates the gate
signals with any PWM technique. The gate signals received by the system are then transmitted
to the submodules by optical fibres. Each submodule contains a capacitor voltage vCxyj sensor.
Figure 5.15 shows one of the four additional measurement cards for the arm currents ixy , the DC
bus current Is, the AC network voltages vy and the DC bus voltage VDC . The gray cable then
return these measurements to the Opal-RT OP5600 in order to close the loop.

5.C.1.3 Test conditions

The purpose of the test here is to compare the linear programming with the quadratic program-
ming solutions for the low-level control. The Current Control is therefore not analyzed in detail
here1. It is only specified that the latter is done by CA EMOn solving theHLCAOPm−ph (5.30)
using the Interior-Point algorithm. The Energy Control is done by MIB (5.48), the only solution
designed here. The Voltage Control is a 2m loops in series implementation technique which is
chosen to successively carry out the allocation for each arm of the converter.

The simulations perform the following pattern: the capacitors are first initialized with their
nominal voltage VDC/N . At the beginning of the simulation, the power factor reference for
the current Irefo is set to cos(φP

ref ) = 0.95 and the current amplitude reference is chosen to
Îrefo = 20%Îmax

o
2. To evaluate whether the capacitors can be balanced in the presence of cir-

culating current, Irefc is chosen such that Îrefc = 0.75 A. These reference amplitudes for the cir-
culating current and the output current remain constant throughout the simulation. The other
currents follow the references described in Section 5.B.5.1. With a simulation startingwith capac-

1The high-level control analysis is detailed in the next section, see Section 5.D.
2This reference amplitude seems small compared to the capabilities of the MMC but the goal here is to verify

the capabilities of the Voltage Control, tests covering a wider range of the operating zone of the currents are carried
out in the part dedicated to the analysis of the Current Control in the next section. The latter, necessarily using a
Voltage Control stage, shows the extension of the capacitor balancing performances in the case where currents of
higher amplitude are converted.
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itors initialized at their nominal value, the static balancing performance of the control allocation
is probed. In order to trigger the dynamic behavior of the capacitors in closed-loop, a vref

C set-
point step is added to the simulation which is then divided into three time intervals as shown
on Figure 5.16. With the HIL, control architecture computations are performed in real time on
the same computer as the one used to control the real converter, and in this case the converter
is replaced by a simulator of its behavior.

v
ref

C
(% of vnomC )

t
tend

100% 107.5%

2tend/3tend/3

Figure 5.16: vref
C pattern over time in the hardware-in-the-loop tests.

Meaning Symbol Value
MMC Power System Parameters

DC bus
Nominal capacitor voltage vnomC 200 V

Submodules per arm N (several tests) 3, 7, 20, 50
DC Bus voltage VDC = NvnomC N · 200 V
Half-bus voltage vp = −vn VDC/2 = N · 100 V

DC Bus impedance Rs, Ls 50 mΩ, 2 mH
MMC

Submodules type q 1 (half-bridge submodule)
Capacitor capacity C 2 mF

Switching frequency and period fs, Ts 4 kHz, 250 µs
Arm resistance and inductance R, L 10 mΩ, 5 mH

AC network
Number of phases m 5

AC active voltage amplitude V̂AC 150 V
AC active voltage phase φv 0 rad

AC grid frequency and period fo, To 50 Hz, 20 ms
AC grid frequency ωo 2πfo ≃ 314 rad/s

AC load resistance and inductance Ro, Lo 40 Ω, 5 mH
Closed-Loop HIL Simulation Parameters

Simulation time step Tstep Ts/100 = 2.5 µs
Simulation end time tend 42 To = 840 ms

Table 5.7: Closed-Loop HIL Simulation & MMC Parameters - low-level control testing

5.C.1.4 Hardware-In-the-Loop test results

Figures 5.17, 5.18, and 5.19 as well as Table 5.9 contain the results of tests performed in HIL for
this case where a 5-phase polyphase system is considered. The figures give these results for the
case of N = 7 while the table gives a summary of the results for the list of N = {3, 7, 20, 50}.
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Hardware-in-the-loop tests for 7 submodules per arm

The observation of the simulation results shows that the control allocation manages to guarantee
the balancing not only in steady state but also under transient conditions. This balancing is
ensured when using the linear programming as well as in the case of the quadratic programming,
although the latter more easily achieves balancing. This shows therefore that it is possible to use
CA EMOn methods to meet the performances required for the low-level control of the MMC
by having a single control device to ensure both arm voltage reference tracking and capacitor
voltage balancing by acting directly on the duty cycles.

Equation (2.27) modelling the dynamic behavior of the voltages in the capacitors show that they
depend directly on the product between the current ixy in the arm to which their submodule
belongs and the duty cycle of the considered cell. In the modelling approach, it was shown
that the current ixy is composed of the four types of currents which cross the MMC during
its operation. It is thus composed of alternating components due to the output current Io and
the circulating current Ic. Although the duty cycles are best adapted by the low-level control
allocation to guarantee the active balancing of the capacitors, they still have boundaries that
limit the freedom of operation. As a result, the voltages across the capacitors are still subject to
fluctuations in the current, which, as shown by Figure 5.19, has as its largest AC component the
fundamental component at 50 Hz. This explains the presence of capacitor voltage ripples at this
same frequency, which can be found in Figure 5.17.

Although the purpose of this section is not to show the capabilities of the control allocation to
guarantee the current reference tracking for the four types of currents in the MMC, it is still
interesting to make sure tracking is achieved. As can be seen from Figure 5.18, the ipy5 and iny5
currents are controlled with good reference tracking performance. Section 5.D will focus in more
detail on the closed-loop behavior of each of the four current types.

The most obvious observation that appears when looking at Figure 5.18 (a) and (b) is the strong
difference between the use of the linear programming and the quadratic programming in solving
the CAOP. Indeed, it is visible at first glance that the QP manages to balance the capacitors and
the use of duty cycles of the same arm in a significantly more uniform way than the LP. More
precisely, during this simulation the LP induces a maximum voltage ripple of 1.2% on the ca-
pacitors and the maximum deviation that vCpy5

has from its reference is 3.8%. Comparatively,
using the QP its same quantities are respectively worth 0.61% and 1.2%. Moreover the mea-
surement of the extremum gap of the preference difference εg(epy5

pLL) gives 5.7% contrary to 0%
for the QP and thus confirms that the latter distributes the variations of the voltages much more
equitably within the same arm than the LP. The QP balances the capacitors more harmoniously.

Figure 5.18 (c) provides an interesting information about the computational resources needed
by each of the optimization algorithms in real time. The number of iterations displayed per
computational step corresponds to the number of iterations required by the selected optimization
algorithm to give a solution. The number of iterations thus indicated represents the total number
of iterations for the set of 2m = 10 arms. To have an estimate of the number of iterations that
would be taken by the algorithms of control allocation EMOn algorithms for a single arm it
is thus advisable to divide the displayed values by 10. The first observation is that, for this
simulationwithN = 7 submodules per arm, the use of theQP requires nearly 18% less iterations
than the LP at each sampling step on average over the simulation according to the values found
in Table 5.8. It is noticed that for the QP the number of iterations at each step is relatively close
to the average although variations are still present, contrary to the LP where the variations are
much larger. By observing more in detail these variations for the LP as for the QP, it is noticed
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that a certain periodicity in the evolution of this quantity. Every 20ms the pattern repeats itself,
which corresponds to the 50 Hz frequency of the vCxy voltages ripples. In addition to these
variations, when going through the second third of the simulations, this number of iterations
per step is modified even more extensively but stabilizes once the operation around the new
operating zone, aksed by the step of vref

Cxy
, is reached.

Total number of iterations Linear programming Quadratic programming
Mean 106.3 77.95

Maximum variation 70 7

Maximum variation around
40 5an operating point

Table 5.8: Low-level control 2m loops in series LP and QP total number of iterations per step for N = 7,
m = 5.

These variations provide two insights. The first is that the number of iterations per sampling
step varies according to the operating point of the converter. This means that, for some operating
points, the optimal solution is easier to find than for others. This may correspond to the operating
directions naturally favored by the converter. The second lesson is that by using the QP the
number of iterations per calculation step is much more stable than in the case of the LP since
its variation according to the operating point is smaller, allowing a better predictability of the
number of iterations necessary in the case of the QP.

According to the observations made, the quadratic programming works to balance the capacitors
in a harmonious way as well as the use of duty cycles, so it would be possible to conclude that the
quadratic programming tends to favor a uniform use of the control variables in the case of this
system that is the MMC. The question then arises to analyze this observed behavior to evaluate
if it would be possible to anticipate this type of behavior on other systems and what would be
the "harmony indicator" to use in a general way.

Hardware-in-the-loop tests for a range of submodules per arm

Table 5.9 presents the results of several simulations carried out identically to those whose results
are presented in Figure 5.17 and Figure 5.18 but testing several cases of different quantities of
submodules. To observe an interesting trend of the evolution of the characteristics while keeping
reasonable simulation times, it is proposed to perform the simulations for N ∈ {3, 20, 50} in
addition to the previous case N = 5.

(∆exypLL)
max (exypLL)

max εg(e
xy
pLL)

max Mean tot. iter. num.
N LP QP LP QP LP QP LP QP

3 0.82% 12.3% 9.4% 49.90
0.52% 6.28% 0% 86.04

7 1.2% 10.3% 8.0% 106.3
0.61% 5.27% 0% 77.95

20 4.7% 8.00% 5.7% 272.3
1.97% 4.69% 0% 79.91

50 0.9% 11.3% 8.2% 724.4
0.655% 5.18% 0% 76.58

Table 5.9: Low-level control 2m loops in series LP and QP characteristics evolution with N .
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First, it should be noted that for the simulation case with N = 50, in which the LP is used, a
different operating point was selected due to current operating concerns. This is why the case
N = 50 cannot be compared to the others in terms of capacitor balancing performance since it
was not obtained in the same operating conditions for the LP. However, changing the operating
point does not change the size of the optimization problem, and the number of iterations obtained
still gives a good indication of the computational resources needed. This explains the different
colors in Table 5.9.

Regardless of the table size, the QP outperforms the LP for each criterion and for each quantity
of submodules.

The column dedicated to the extremum gap εg
1, represents the level at which the vector that

embodies the preference gap is uniform. These data first show that - for the tests performed - the
LP does not guarantee that exypLL is uniform. However, the uniformity character is improved as
the number of submodule increases2. The QP on the other hand guarantees a uniform exypLL in
all circumstances obtained in simulations. The table also confirms the fact that the LP requires
more iterations than the QP per sampling step and this is also true as the number of submodules
increases.

This table shows us that the number of iterations for the QP hardly increases, it will even de-
crease in the case of the increase from 3 to 7 submodules. This characteristic of the QP observed
here is particularly interesting and should be studied more extensively: is it possible to guarantee
an almost constant number of iterations for the low-level CA EMOn using QP as N increases
to the point of reaching several hundreds as in MMCs designed for high power ?

For the same algorithm, like the QP, if it happened that an increase of N did not lead to any
increase of iterations, the algorithm would have to solve a more complex problem with matrices
of larger size, the operations would be heavier and the computation time would be longer even
if the quantity of iterations remains the same. An interesting phenomenon is observed for the
LP: it is possible to approximate the number of iterations by a linear function of N with a good
precision. Indeed this number of iterations can be approximated by 14.37 N + 0.584, over the
range of values ofN tested, with a correlation coefficient ofR2 = 0.9988. With such a slope and
such an accuracy of the linear model - assuming that it can indicate a trend for higher values of
N - it seems much more beneficial to use the QP with a much more stable number of iterations
both as a function of the operating point of the converter and the number of submodules.

The results that have been obtained here concerning the comparison between the functioning
of the linear programming and the quadratic programming are analyzed through the study pro-
posed in the next section.

1Definition 10 defines the extremum gap
2The uniformity is improved asN increases except for theN = 50 case which cannot be compared to the others

as explained.

209



Chapter 5 Scalable Control Allocation Methods for the Modular Multilevel Converter

(a)

(b)

(c)

Figure 5.17: Behavior of the voltages in the arm #py5 as a result of low-level control allocation 2m loops
in series using quadratic programming (left column) and linear programming (right column). (a) Arm voltage
and capacitor voltages, (b) Duty cycles and deviation to the low-level preference objective, (c) Total number
of iterations of the control allocation method. HIL simulations are done in the 5-phase case.
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Figure 5.18: Second part of Figure 5.17: MMC leg #y5 current reference tracking, all phases show a similar
result but 2π/m shifted in time. HIL simulations are done in the 5-phase case.

Figure 5.19: Arm currents FFT in leg #1 of the converter, all phases show the same result. For frequencies
over 110 Hz amplitudes are lower than 40 mA, which is lower than 0.8% of the fondamental amplitude.

5.C.1.5 Analysis of the LP and QP behaviors

To analyze the behavior of the LP compared to the QP in closed-loop, it is suggested to com-
pare two neighboring solutions to which the two optimization algorithms could converge. This
analysis is done in the general case of the EMOn control allocation without assuming that the
interest is on a particular physical system.

LetU(k), the allocated control at time k, such that it ensured an ideal allocation: e(k) = 0. Two
neighboring situations U to be applied on the system at time k+1 are compared. It is assumed that
these neighboring solutions both respect the bounds imposed on the control, so as to compare
these two solutions, the indicator that allows us to discriminate them is the cost function of the
selected optimization. The question then arises as to which criterion, LP or QP, will prefer the
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first and/or the second solution. To be able to evaluate each of the neighboring solutions with
respect to the criteria, it is assumed that each one has as for consequence a different deviation
(e(k) to the satisfaction of the allocation equation.

Assume that solutions U1(k + 1) and U2(k + 1) exist such U1(k + 1) gives a deviation

e1(k + 1) =
[
δe . . . δe δe δe δe . . . δe

]T ∈ Rna , δe ∈ R, (5.58)

and U2(k + 1) leads to:

e2(k + 1) =
[
δe . . . δe (1− α)δe (1 + α)δe δe . . . δe

]T ∈ Rna (5.59)

with α ∈]0; 1]. The closer α is chosen to zero, the more U1(k + 1) and U2(k + 1) will be
neighboring solutions, which means that α tweaks the size of the neighborhood. In order to
characterize the two solutions considered, the following definition is introduced:

Definition 10. Let ν ∈ Rn
, the extremum gap of a given vector ν is then expressed as εg(ν) =

max(ν) − min(ν). The notion of vector uniformity is then defined as follows: the smaller εg(ν)
is, the more uniform ν is. If εg(ν) is null, the distribution of the components from ν is said to be

uniform. Figure 5.20 shows an example of the extremum gap of a vector.

t

e(t)

k − 1 k

εg(e(k))
e(k)

Figure 5.20: Illustrative example of Definition 10 for the vector ν = e(k).

According to Definition 10, the extremum gap of each deviation vector can be computed.
εg(e1(k+1)) = 0 confirms that e1(k+1) is uniformly distributedwhereas εg(e2(k+1)) = 2α δe
shows that e2(k + 1) is not.

The two solutionsU1(k+1) andU2(k+1) are then compared with the criteria associated with
the two formulations of the online optimization.

Linear programming optimization criterion analysis

In the case of LP, the calculation of the objective function is done directly from (4.24):

JlLP = ||e||11 = |e| =
∑
i

|ei| (5.60)

Thus, the value of the cost associated with (U1(k + 1) and (U2(k + 1) is directly deduced:

JlLP 1
= ||e1(k + 1)||11 = |e1(k + 1)| =

∑
i

|e1i | = na|δe| (5.61)

JlLP 2
= |e2(k + 1)| =

∑
i

|e2i | = (na − 2)|δe|+ (1− α)|δe|+ (1 + α)|δe| = na|δe| (5.62)
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One can see that JlLP 1
= JlLP 2

, so according to the linear programming criterion, this optimiza-
tion has nomore interest in choosing the solutionU1(k+1) than the solutionU2(k+1). The cost
of the two solutions being the same, one cannot predict which solution the linear programming
will choose in real time, it is more likely that it will choose one of the two solutions according to
the one which arrives first during the iterations performed by the optimization algorithm.

Quadratic programming optimization criterion analysis

This same analysis then takes place for the QP. The calculation of the objective function is done
directly from (4.27):

JlQP = ||e||22 = e2 =
∑
i

e2i (5.63)

Thus, the value of the cost associated with (U1(k + 1) and (U2(k + 1) is directly deduced:

JlQP 1
= ||e1(k + 1)||22 =

∑
i

e21i = naδe
2 (5.64)

JlQP 2
=
∑
i

e22i = (na − 2)δe2 + (1− α)2δe2 + (1 + α)2δe2 = (na + 2α2)δe2 (5.65)

One can see that JlQP 1
< JlQP 2

since 0 < α ≤ 1. So, according to the quadratic programming
criterion, this optimization has more interest to choose the solutionU1(k+1) than the solution
U2(k + 1). In real time, between these two solutions which - by assumption - both respect the
bounds of the control, the will thus choose U1(k + 1).

From the comparison of LP and QP to the control allocation behavior analysis

The analysis carried out above can be summarized in the following behavior: two solutions U1

andU2 which are extremely close, will not be able to make any difference for the LP. Whereas,
contrary to the LP, the QP will favor the choice of a controlUwhich - through the contribution
of each of the uj to the generation of the desired control objective ad - will generate a deviation
e to the allocation equation whose components ei are balanced as long as the uj do not saturate.
This means that, in the case of QP, all the uj will be selected according to their weight in the
contribution to the generation of ad, weights which are the terms ofM , in order to have balanced
ei gaps. In other words, the weighted contributions of the uj will be balanced. It is only in some
cases of systems where the matrixM has a particular shape that aiming to balance the deviation
among all the eis will result in balancing the use of the ujs. This is in fact the case for the
low-level control here as it has been observed with the hardware-in-the-loop simulations.

The generalized study of how the uj are balanced from their contribution to the creation of ad
is an appealing perspective that can be done by analyzing Jl = ||MU− ad||ll for the two norms
(l = 1 and l = 2).

In the particular case of the low-level control, Figures 5.17-5.18 show that the capacitor voltages
are balanced in steady state such that ∀i, j ∈ [[1,N ]]2, vCx,y,i ≃ vCx,y,j , this means that all terms
of Mxy

LL are approximatively the same. Since the voltage reference for all the capacitors is the
same, ∀i, j ∈ [[1,N ]]2, vrefCx,y,i

− vCx,y,i ≃ vrefCx,y,j
− vCx,y,j in steady state, which means that all

terms of apxyLL are similar. Moreover, in the second part, Mp
xy
LL, of the matrix M̂xy

LL, the same
factor Tci

∗
xy(k)/C weights all the remaining rows of the matrix. Through M̂xy

LL (A.184) it is thus
found that the converter has control variables that have very close weighting in contributing
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to the achievement of the control objective âd
xy
LL. Having approximately the same weighting,

these degrees of freedom, which are the duty cycles, will be used in a balanced way by the QP,
contrary to the case of resolution by LP, as shown by the hardware-in-the-loop tests in Figures
5.17-5.18.

5.C.1.6 Conclusion of the LP and QP analysis

The analysis carried out in this part on the comparison between the LP and the QP to guaran-
tee the low-level control put forward the fact that the two formulations are able to ensure the
balancing of the capacitors as well as the arm voltage reference tracking. However, this study
also allowed to highlight the differences between the use of these two optimization algorithms
to realize the EMOn control allocation that one can briefly list:

• The use of the QP results in a more uniform balancing of the capacitors and their use com-
pared to the use of LP

• Another advantage to the use of the QP is that in this case the number of iterations necessary
for solving the CAOP in real time is more stable and reliable according to the operating point
of the MMC

• Moreover, for the QP, this number of iterations varies very little as the complexity of the
problem to be treated increases in what could be observed in hardware-in-the-loop simula-
tions.

These results are however to be qualified by the fact that they have been obtained by using
two specific algorithmic implementations of the optimization for the linear programming and
for the quadratic programming. Some of the conclusions made here could be influenced by the
solving algorithm itself such as the number of iterations per sampling step for example. However,
the favored balancing behavior of e in the case of quadratic programming compared to linear
programming being explained by the cost function itself, it is highly probable that by changing
the optimization algorithm, the result is the same and thus does not depend much or not at all
on the optimization algorithm itself.

The use of capacitors and their uniform balancing being a preferred operation for a better and
healthy operation of the converter on the long term, the use of the QP for the low-level control
will be favored in the tests which are presented in the continuation of the study.
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5.D Study of the high-level control allocation of the MMC

The objective of this part is to study the various algorithms of control allocation to ensure the
Current Control by highlighting their capacity to adapt to a polyphase electrical system compris-
ing an important number of phases.

After having studied and analyzed in details the behavior of the low-level control for the dif-
ferent real time optimization algorithms used, it is now the turn of the high-level control to be
studied. It has been put forward in several ways in Chapter 3 about the dynamic behavior of
the currents that the high-level models are scalable to the number of phases of the AC-network.
This has been shown by the analytical development of the models themselves but also through
simulations in open-loop. In particular, the simulation results presented in Figure 3.21 show a
small linear variation of the computation time required for the GPFSROBHCCSSM model as
a function of the number of phases, contrary to the GPFOCSSM model whose computation
time increases quadratically as a function ofm. It would therefore be interesting to see what the
influence of such a variation in complexity is when these same models are used in closed-loop to
perform the control of the currents. Throughout this study, the focus is on the scalability of the
current control methods: to evaluate their control and computational performance as the num-
ber of phases increases in the electrical system. This will be the basis of a comparative study of
different elements, the models GPFOCSSM and GPFSROBHCCSSM are compared as well as
the algorithms of control allocation itself: MIB and EMOn, LP and QP. This comparative study
will allow to evaluate how the different possibilities of the Current Control architecture differ
from each other.

Among all the possibilities of the Current Control architecture all the various solutions will be
explored in the study carried out in this part. Among the range of possibilities described in
Section 5.B.5.6, only the use of the Interior-Point to solve the current control CAOP in LP is not
studied here because its adaptation to the high-level control has not been programmed yet.

5.D.1 High-level control allocation: comparing the algorithms in the objective of
scalability

5.D.1.1 Dedicated control allocation formulations

The aim of the study being to compare the different algorithms of high-level control, their for-
mulations are detailed in Appendix N in order to allow the visualization of the algorithms that
are implemented in the different optimizations cases and models of the currents from (A.194) for
the GPFOCSSM and (A.197) for the GPFSROBHCCSSM.

5.D.1.2 Test conditions

For the tests carried out for the high-level control here, the testing approach is the same as the one
operated for the low-level control tests: a hardware-in-the-loop procedure is used as presented
in Figure 5.10. The same real time computation tool OP5600 is used here. These parameters are
given in Table 5.6.

Regarding the elements of the control architecture of the MMC that are implemented here, it
is the EMOn QP control allocation using the optimization algorithm Active-Set which is se-
lected here to ensure the role of the Voltage Control for the low-level by solving in real time the
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LLCAOPxy (5.11). The role of the Energy Control is ensured by MIB, as it was already the case
during the previous tests by determining in real time the current reference Irefs from (5.48). The
Current Control is the stage which is the subject of the present study, and all the current algo-
rithms represented on Figure 5.4 are mobilized here. In the first test series performed, see Section
5.D.1.3, the determination of the reference voltages across the arms is done by EMOn QP using
the Active-Set algorithm from the high-level model in the natural reference frame and with the
one in the Park 12 reference frame. The choice to perform the control in these two reference
frames will allow to compare them during a first test which will show the different waveforms
of the currents and will do a first verification of control capabilities to meet the requirements.
Then, the second test series, allowing to analyze the scalability of the control law, is made pos-
sible thanks to the use of all the possibilities of Current Control introduced in this document, see
Section 5.D.1.4.

During these different tests, a reference will be imposed on the quantities to be controlled. For the
case of the capacitor voltages, the reference vref

C will be maintained at its nominal level VDC/N
for all the capacitors and this throughout the simulations. The references of the common-mode
currents Irefm and the current Irefs are imposed as described in the Section 5.B.5.1. Concerning
the circulating current, as in the case of the tests carried out for the low-level control, a non-zero
reference is chosen which is defined from the parameters Îrefc = 0.75 A and φref

c = 0◦. The
references of these different electrical quantities will remain the same for all the simulations.
However, those of Irefo will evolve during the different tests.

Im has its reference imposed at zero to guarantee a balance of the electrical network; Is follows
the reference imposed on it by the Energy Control stage; Ic has a non-zero reference in order to
verify that the high-level control is able to guarantee the existence of a circulating current1. The
remaining variable is therefore the reference to be chosen for Io, this variable is finally the one
that makes it possible to control the power flow conversion operated by the MMC because the
other currents are assigned other roles through the references that are imposed on them. Thus,
in order to cover the entire operating region of the converter in terms of converted powers, Irefo

will be imposed different values during the two test series proposed here. For the first test series,
see paragraph 5.D.1.3, Irefo follows the sequence represented on Figure 5.21 while for the second
test series, see paragraph 5.D.1.4, it is the waveform of Figure 5.22 that will be tracked.

The first pattern of Irefo allows us to test the current control laws in both transient and steady state
by reaching operating points that sweep the operating zone to a greater and a smaller extent, as
shown by Figure 5.21. At the maximum, the reference Irefo sees its amplitude reach Îmax

o , thus
allowing to evaluate the high-level control at the limits of the operating zone of the MMC.

Îrefo (% of Îmax
o )

t
tend

100%

50%

0%

cos(ϕref
P ) (%)

t
tend

100%
95%

0%

Figure 5.21: Irefo pattern over time in the hardware-in-the-loop first test series.

1Under certain operating conditions of the MMC, it is possible to show that having a circulating current can
contribute to balance the capacitors more easily [Den+20].
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The purpose of the second pattern is to sweep the converter operating zone more broadly by
describing a circle in the (PAC ,QAC ) plane in order to verify whether the high-level control
allows for operating points in all four quadrants and the quality with which this is made possible.
Describing a circle in this (PAC ,QAC ) plane translates in terms of amplitude and phase for Irefo as
shown in Figure 5.22. In this operating case, the amplitude is maintained at 1.5A at themaximum
whatever the number of phases in the electrical system. For the simulated MMC parameters,
considering the case ofm = 101 phases only allows a max amplitude Îmax

o of 1.51 A. However,
for a lower number of m, Îmax

o is larger as suggested by the analysis of the LOZ1. In order to
compare on an equivalent basis the behavior of the high-level control for the different m cases,
Îrefo is chosen at a level that can be reached for all the tested cases ofm. This explains the choice
of the 1.5 A.

Îrefo (A)

t
tend

1.5A

0A

cos(ϕref
P ) (%)

t
tend

100%

0%

−100%

PAC

QAC

Figure 5.22: Irefo pattern over time in the hardware-in-the-loop second test series.

1The analysis of the operating zone limits gives Îmax
o of 1.85 A for the 3-phase case and 1.51 A for the 101-

phase case. By choosing a maximum reference amplitude of 1.5 A, tests will reach 99.3% of the operating zone in
101-phase and 81.1% in 3-phase. Such a choice of reference will therefore cover a major part of the operating region
of the MMC for all the number of phases tested.
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Meaning Symbol Value
MMC Power System Parameters

DC bus
DC Bus voltage VDC 600 V
Half-bus voltage vp = −vn VDC/2 = 300 V

DC Bus impedance Rs, Ls 50 mΩ, 2 mH
MMC

Submodules per arm N 3
Nominal capacitor voltage vnomC 200 V

Submodules type q 1 (half-bridge submodule)
Capacitor capacity C 2 mF

Switching frequency and period fs, Ts 4 kHz, 250 µs
Arm resistance and inductance R, L 10 mΩ, 5 mH

AC network
Number of phases m (several tests) 3 to 101

AC active voltage amplitude V̂AC 150 V
AC active voltage phase φv 0 rad

AC grid frequency and period fo, To 50 Hz, 20 ms
AC grid frequency ωo 2πfo ≃ 314 rad/s

AC load resistance and inductance Ro, Lo 40 Ω, 5 mH
Closed-Loop HIL Simulation Parameters

Simulation time step Tstep Ts/10 = 25 µs
Simulation end time tend 7 To = 140 ms

Table 5.10: Closed-Loop HIL Simulation & MMC Parameters - high-level control testing

5.D.1.3 Hardware-in-the-loop test results for the 7-phase case

Figures 5.23 and 5.24 as well as Table 5.11 show the results of the HIL tests performed for the
case where a polyphase system of 7-phase is considered. The high-level control allocationEMOn
QP Active-Set is performed in the natural stationary reference frame and is compared to that
performed in the Park 12 reference frame.

According to the different figures presented, the first observation made is that the current control
allocation developed reached the tracking objectives of the different current references that were
targeted. This capacity to ensure such a tracking is then shown for each type of current involved
in the MMC. Moreover, these results are quite similar for the two current control architectures.
This is a good point because it means that the performing the control in the natural basis as well
as in the Park 12 reference frame ensures good performances for the current tracking.

The output polyphase electrical system is well balanced with zero common mode current and
the source current follows the setpoint given by the Energy Control stage.

From the choice that has beenmade here for the reference of the circulating current, it is observed
that it is not zero and does follow the desired reference. However, although not shown in the
present case, the control allocation of the currents is still capable of providing a CCSC function
as was shown by [LFB22c] in the 7-phase case. It can be noted that in the case of the latter, the
presence of currents of an alternating nature gives the Ixy current its alternating component
contributing to the ripples but also to the balancing of the capacitors through the intermediary
of the low-level control which can use the ripples of the arm current to its advantage.
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It is also noted, as shown in Figure 5.23 (d), that the current Io which represents the energy
conversion tracks its reference for all the different operating points as confirmed by Figure 5.24
(a) although this last figure shows a static error. This static error evolves for the two control laws
according to the operating point to reach 11% of the current amplitude for the case at a quarter
of the maximum current and to decrease as one approaches the operating point at maximum
current to be around 2%.

To complete the information given by Figure 5.23 (d), Figure 5.24 (a) is given. This figure, unlike
the others, shows at the top the norm of the current vector in the first dq1 part of the 12 Park
reference frame, the#2 rank harmonic components of the current Io being zero here. This norm
is expressed: ||Iodq1||2 =

√
Id12o + Iq1

2

o . The phase which is then represented on the second part
of the figure is determined by: φdq1

o = arctan(Iq1o /Id1o ). This Figure 5.24 (a) therefore allows one
to observe not only a static error in the amplitude of the currents but also in the phase. The
phase reached in the case of GPFSROBHCCSSM is closer to the reference than in the case
of GPFOCSSM. However, in both cases, this is equivalent to the case where the current vector
reached is neither of the same amplitude, nor in phase with the reference vector in the dq1 frame.
Thus, to better account for the static error as a whole, the determination of a vectorial error is
performed. This vectorial error εv1 is determined in the case of the current Io from:

εvo =
||Iodq1

ref − Io
dq1||2

||Iodq1
ref ||2

(5.66)

Plotted over time in Figure 5.24 (b), it shows the distinct superiority of the control law performed
in the Park 12 frame compared to the one performed in the natural basis: a better tracking
of the reference vector is obtained. On average, the static vector deviation is 21.34% for the
GPFOCSSM against 13.96% for the GPFSROBHCCSSM.

Each time the output network calls for power, which corresponds to a reference step for Irefo ,
the latter transiently modifies the balance of the power balance of the converter. As can be
seen on Figure 5.23 (b), the Energy Control instantly adapts the reference of the current Is to be
drawn from the DC bus accordingly so as not to discharge the capacitors during these transients.
Figure 5.24 (c) confirms this reactivity of the current control loop by showing that the voltages
in the capacitors are maintained around their nominal value, it even appears that the latter are
insensitive to the transients of the current calls on the AC side. However, the amplitude of the
capacitor voltage ripples are modified on the Io plateaus. This can be explained by the fact that
this current is involved in the arms current Ixy on which the vCxy depends directly, as explained
previously.

Table 5.11 completes the observations of the current curves by giving the detail of quantified per-
formances in order to be able to compare quantitatively the control made from the GPFOCSSM
of that made in GPFSROBHCCSSM. The circulating current having a behavior and a reference
whose component is of frequency 2ωo, the error ⟨εvc⟩ tend

is determined from the components
of the circulating current in the second part of the Park reference frame:

⟨εvc⟩ tend
=

〈
||Icdq2

ref − Ic
dq2||2

||Icdq2
ref ||2

〉
tend

(5.67)

1The determination of the average value of the vectorial error ⟨εv⟩tend as well as that of the traditional static
error ⟨εs⟩tend is done by averaging the error over the steady-state zones and not by taking the whole simulation with
the transients, which is consistent with the fact that the errors are meant to be steady-state errors.
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HLC GPFSROBHCCSSM GPFOCSSM
Im ⟨εsm⟩tend

< 0.01 A < 0.01 A
Is ⟨εss⟩tend

< 0.01% < 0.01%

Ic
⟨εsc⟩tend

1.26% 2.82%
⟨εvc⟩ tend

15.39% 13.24%

Io
⟨εso⟩tend

6.03% 5.79%
⟨εvo⟩ tend

13.96% 21.34%

HLC optimization Mean 94.12 µs 110.4 µs
time per sample Max 158.7 µs 496.3 µs

HLC total Mean 175.9 µs 186.6 µs
time per sample Max 244.2 µs 573 µs

Table 5.11: High-level control GPFOCSSM vs. GPFSROBHCCSSM comparative test closed-loop perfor-
mances for the 7-phase case.

The data in the table confirm that both control architectures evaluated here provide current
control with some accuracy. The static error on the output current amplitude alone is smaller in
the case of the control using the GPFOCSSM, but it is only 0.24% better on average than that
using the GPFSROBHCCSSM. The deviation that matters most here is the vector deviation
because it takes into account all the available information: both the deviation on the amplitude
but also the phase deviation, and this deviation is much lower with the GPFSROBHCCSSM.
Concerning the circulating current, the measured vector deviation shows that the use of the
GPFOCSSM is slightly favorable.

The table also gives information about the real time computation time needed for one control
step, which is the entire high-level control step. The total computation time as well as the time
needed for the optimization algorithm only is given. The computation time values are averaged
on the entire simulation and the maximum value over the same duration is also determined.
The first observation is that the control using the Park 12 model is faster than the one using
the model in the natural basis, which highlights another beneficial feature of the use of such a
reduced size model. This difference is explained by the fact that the Parkmodel of the current is
of order 10 unlike the natural state-space model which is of order 14. The other observation is
that the maximum time required to compute the control is less than 1.5 times the average value
for the GPFSROBHCCSSM against more than 3 times for the GPFOCSSM.

Although the realization of the control with the two solutions studied here presents a relatively
large vector deviation for the output current on average, the error on reference tracking for
the other currents remains much smaller. This allows us to validate, by a first approach, the
implementation of CA methods in the framework of the current control for the MMC using real
time optimization algorithms in a polyphase system.

From a comparative point of view, of the two control methods evaluated, the one in the Park 12
reference frame is significantlymore efficient both in terms of the quality of the control and of the
time needed to execute it for this 7-phase case. The question arises as to how this performance
evolves as the number of phases in the electrical system increases.

The static error observed when using both methods has a magnitude that also raises the question
of the possibility of improving the high-level control allocation with the aim to reduce it.
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GPFSROBHCCSSM GPFOCSSM

(a)

(b)

(c)

(d)

Figure 5.23: Closed-loop behavior of the currents when using the control allocation EMOn QP using GPF-
SROBHCCSSM (left column) and GPFOCSSM (right column). (a) Common mode current, (b) DC source
current, (c) Circulating current, (d) AC-side output current. HIL simulations are done in the 7-phase case.
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GPFSROBHCCSSM GPFOCSSM

(a)

(b)

(c)

Figure 5.24: Closed-loop behavior of the currents when using the control allocation EMOn QP using GPF-
SROBHCCSSM (left column) and GPFOCSSM (right column). (a) Output current in the PARK 1 reference
frame, (b) Arm voltage and capacitor voltages in a selected arm, (c) Duty cycles and low-level control allo-
cation deviation in a selected arm. HIL simulations are done in the 7-phase case.
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5.D.1.4 Hardware-in-the-loop test results from the 3-phase up to the 101-phase case

The previous test has shown that the real time optimization allocation methods can be imple-
mented to perform the control of the currents in the MMC on a given case of system withm = 7
phases. The control-oriented models having been developed in a scalability approach, the idea
of the tests carried out in this part is thus to evaluate the scalability of the control method for the
various possibilities of high-level control developed in this chapter. To do this, the same setpoint
profile for the four types of currents and voltages in the capacitors is chosen.

In this second test, the reference pattern of Figure 5.22 is used for the output current. The other
currents are given the same references as in the previous tests. As previously mentioned, the
output current is the one that makes it possible to control the power conversion, so having shown
in the previous tests the ability of the control allocation to ensure the control of each type of
current, the focus will be made this time only on this current for the study of scalability.

The current possibilities of the control architecture SCAA open the way to several scalability
studies because different allocation algorithms allow to ensure the control by relying on different
control models. Thus, in a first step, the scalability of the models will be evaluated for a given
type of control, then it will be the turn of the control algorithms to be compared for the same
model.

Comparing the high-level models when used for a control purpose

In the set of simulations performed here, the choice is made to control the currents with the real
time optimization algorithm QP Active-Set. The proposed comparison is then made between
designing the control from the GPFOCSSM model and the control designed with the GPFS-
ROBHCCSSM. Although the different current control methods are functional, the choice of a
reduced number of simulation figures was made in order not to overload the material. However,
Figure 5.25 shows the entire set of current control allocation approaches and the publications in
which these results can be found. For those whose results are displayed here, Figure 5.26 and
Table 5.12 present the results obtained in a condensed manner.

For each type of current, Figure 5.26 (a) represents the evolution as a function of the number of
phases of the most relevant error. For a given number of phases, a simulation is performed and
the average value of each error is determined and represented on this figure.

The error types represented here are the same as a part of the ones listed in Table 5.11 but this
time determined for a set of phase numbers. Only the most relevant subset of these errors is
shown here. Since the commonmode current has a null reference, the choice is made to represent
the absolute error ⟨εsm⟩tend

. For the source current the relative error ⟨εss⟩tend
is selected. For

the two types of currents of an alternating nature, Ic and Io it is the relative vector deviation,
respectively ⟨εvo⟩ tend

and ⟨εvc⟩ tend
, respectively, which is used here to indicate the quality of

the performed control.

In Figure 5.26 (b), the vectorial error on the output current is displayed in more detail and the
evolution of the computation time required for the control algorithms using GPFOCSSM and
GPFSROBHCCSSM is shown. A zoom is made on the evolution of the computation time of
the law using the model in the Park 12 reference frame. Two average computation times are
indicated each time, one represents the total computation time per sampling step and the second
one, necessarily lower, represents the time necessary to the allocation core, which is the Active-
Set optimization algorithm here.
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The first observation that comes with Figure 5.26 (a) is the fact that the error on all the currents
remains constant as the number of phases increases. The error on the common mode current
varies however, but it remains of the order of one mA, which is about 1000 times smaller than the
other currents converted by the converter. One can therefore validate the control of this current
for polyphase systems and concentrate on the other currents whose objective is to follow, here, a
non zero reference. It is also noticed on this figure that the control in the Park reference frame is
more efficient than the one in the natural basis for the output current and the DC source current
whereas for the circulating current and the common mode current it is the opposite. For both
approaches, the difference on the source current is the smallest (0.77% for both models), the one
on the output current comes next (from 8.04% to 8.98% depending on the model) and lastly the
one on the circulating current (from 12.9% to 16.0% depending on the model).

The strong result here is that for both control-oriented models, the error on the currents Is, Ic
and Io remains constant whatever the number of phases in the electrical system. The steadiness
of these deviations shows not only that the proposed control architecture is scalable in itself by its
algorithmic structure but that its control performance remains the same as the number of phases
increases. This means that it is possible to use this control algorithm to control a polyphase
system of any number of phases with the same accuracy.

Figure 5.26 (b) brings a second set of interesting information about the computation time needed
by the control allocation algorithm using the QP Active-Set to solve its optimization.

The first observation is that the command using the GPFOCSSM will take a computation time
that increases quadratically and strongly as a function of the number of phases, whereas - as
shown in the zoom - the command using the GPFSROBHCCSSM sees its computation time
increase linearly and weakly as a function of the number of phases. The curve fitting whose
results are given in Table 5.12, confirms this observation. The quality of the fitting is sufficient to
indicate a trend in the evolution of the calculation times. The one withGPFOCSSM is quadratic
while the one with GPFSROBHCCSSM evolves in a linear way with a small slope. From the 3-
phase case to the 101-phase case, the GPFOCSSM sees its computation time multiplied by 227
against only 1.73 for theGPFSROBHCCSSM. Below 5 phases, the two control models have the
same size, but beyond that the order of the state model in the Park 12 reference frame no longer
varieswith the number of phases and remains constant at 10while that of themodel in the natural
basis sees its order 2m increases linearly with the number of phases. This reason explains the
quadratic evolution of the complexity of the control algorithm for GPFOCSSM. Therefore, the
model in the Park reference frame, of constant order, should not see the computation time change
as a function of the number of phases, but this is without taking into account the necessary basis
changes - as represented in Figure 5.4 - to the control law, which are carried out thanks tomatrices
of which only one of the dimensions varies linearly with m. This explains the linear evolution
of the computation time of the control algorithm using GPFSROBHCCSSM.

The study of the computation time evolution curves leads to the results given in Table 5.12. The
choice of the curve fitting is made on the time necessary for the optimization and not on the total
time necessary for the order because the time of the optimization is an incompressible duration
which the allocation needs whereas the total time depends on the algorithmic implementation
made by the user that is wrapped around this optimization algorithm.
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Optimization time GPFSROBHCCSSM GPFOCSSM
Curve fitting 2.33m+ 282.9 µs 5.47m2 − 106m+ 1053 µs

R2 0.8547 0.9987
Root mean square error 0.2733 5.003

m 3 5 101 3 5 101
Proportion in tot. comp. time 50% 65% 85% 20% 35% 40%

Table 5.12: High-level control GPFOCSSM vs. GPFSROBHCCSSM computation time comparison from the
3-phase case up to the 101-phase case.

It is moreover noted, as indicated by Table 5.12, that in the case of the GPFSROBHCCSSM the
time necessary for the optimization rises from 35% of the total time of the control for 5 phases to
40% for 101 phases, against a rise from 65% to 85% in the case of the GPFOCSSM. Thus, the
increase in the number of phases is responsible for the major part of the complexity of the control
law made in GPFOCSSM while for GPFSROBHCCSSM the proportion of the computation
time occupied by the optimization remains stable.

The analysis of the computation time curves of the two solutions show that it is more interesting
to perform the optimization in the Park reference frame for m = 7 and beyond. Table 5.11
confirms this, although it is for a simulation going through different operating points of the
MMC.

From the simulations carried out, it is concluded that by using theGPFSROBHCCSSM to carry
out the CA of the currents, it is possible to have a scalable control algorithm while preserving
the same control performances and guaranteeing an almost constant computation time whatever
the number of phases. This makes it a generic control architecture that can easily be adapted
to any polyphase system. However, below a 7-phase network, a compromise will have to be
chosen between theGPFSROBHCCSSM and theGPFOCSSM, because one has better control
performances for some of the currents while the other needs a lower optimization time.

The beneficial use of the GPFSROBHCCSSM for any number of phases leads to its selection
to perform the following control architecture tests.

Comparing the high-level control allocation algorithms

In the previous analysis, for a given control allocation algorithm, the two control models were
compared. The dual analysis will be performed here: for the choice of theGPFSROBHCCSSM,
all the implemented control allocation are compared. The goal being to compare the perfor-
mances of control and computation time of the MIB, EMOn LP Simplex, EMOn QP Active-Set
and EMOn QP Interior-Point methods. Figure 5.27 presents the results obtained.

The focus on the output current, because of its role in the power exchange, shows that whatever
the allocation algorithm used, the error that the output current has with its reference is identical.
This means that all the control allocation algorithms have the same performance and the static
error criterion does not differentiate them.

The criterion of computation time is therefore the one that separates the algorithms. The first
remark is that they all present an evolution similar to the one described above: a linear and very
slight increase according to the number of phases. This makes them all generic current control
algorithms that can adapt quickly to the number of phases. However, differences in computa-
tion time are present between the algorithms. The MIB is the fastest of all, this is explained by

225



Chapter 5 Scalable Control Allocation Methods for the Modular Multilevel Converter

the fact that it is based on a simple matrix inversion performed offline. In real time, a single
matrix product is required, while the other algorithms of EMOn type perform several iterations
before converging to the optimized solution. The LP Simplex, although known for its speed of
convergence in practice for a given class of problems is finally found to be the slowest optimiza-
tion algorithm is this case, while the QP algorithms, the Active-Set and the Interior-Point, both
require a comparable computation time.

In the context of these tests, the swept operating zone reaches between 81.1% and 99.3% of the
maximum capabilities, current references going beyond the limits of the operating zone have not
been requested and it would therefore be interesting to extend the study to this case in order to
see how these different control algorithms behave under these conditions. Moreover the only LP
algorithmhaving been tested for the high-level control is the Simplex, it would thus be interesting
to use the same as the one used for the low-level control in order to determine if it would present
a comparable execution time to the algorithms of QP.

In 1

GPFOCSSM GPFSROBHCCSSM

MIB

EMOn LP SX

EMOn QP AS

EMOn QP IP

1: [LFB22c]
2: Chapter 5 (Here)

In 1

In 1 and 2

In 2

In 2

In 2

In 2

In 1

In 1

Figure 5.25: Our 2022 literature coverage of the simulation results from the high-level control architecture
possibilities presented in this manuscript.

The results presented here on the steadiness of the vector deviation for the output current as a
function of the number of phases and as a function of the algorithm used for the control alloca-
tion, are related to having a control designed from the GPFSROBHCCSSM. The same results,
qualitatively, are obtained for the GPFOCSSM as shown in [LFB22c]1.

Figure 5.25 shows the different possibilities of the current control allocation architecture whose
results have been presented here and in the article [LFB22c] for simulations ranging from 3 to
101 phases. Together, they cover almost all the possibilities developed for the high-level control2.

Depending on the constraints of the real time computing device, it will not necessarily be able
to use all the algorithms, but if a computer is capable of executing one of the CA algorithms
from GPFSROBHCCSSM for a given number of phases, there is a good chance that the same
algorithm can be used on the same device for any other number of phases. This is not the case
if the GPFOCSSM is used since the computation time increases quadratically with the number
of phases. Thus, if the allocation is chosen to be executed in the natural basis, the computational
unit selected to execute one of the allocation algorithms for a given number of phases, will not
be able to perform for a system with a much larger number of phases.

1The results presented in this paper show a different value of the deviation vector of the output current. This is
due to the fact that, in the paper, the setpoint profile tracked is the one shown in Figure 5.21 and the calculation of
the vectorial error is different.

2The results when using the GPFOCSSM for QP Interior-Point are not present in the article due to the fact that
this last algorithm was not fully implemented and functional by the time the paper was written.
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5.D.1.5 Conclusion of the high-level control scalability analysis

To summarize this section, all the algorithms proposed for the high-level control based on con-
trol allocation methods have a scalable algorithmic architecture to any number of phases that
maintains identical control performance as the number of phases is increased and whatever the
allocation algorithm. In the case where the control is designed from the Park 12 model, the
execution time of the different allocation methods remains almost constant and low while it in-
creases quadratically for the use of the model in the natural basis. Thanks to this work, it is now
possible to design a control algorithm using real time optimization of the currents of a MMC
having any number of phases while keeping an almost constant execution time. This makes it
possible to develop generic algorithms and real time computers for such systems.

In aiming to choose a control allocation algorithm for current control that embodies a good
trade-off between current control performance, efficiency in redistributing efforts among control
variables, and real time execution time, the QP Active-Set and Interior-Point algorithms are
particularly suited. They have a better computation time than the Simplex and are still based on
a real time optimization principle, which gives them a better adaptation capacity when the limits
of the control are reached than MIB.

An interesting study perspective however is the behavior of these algorithms when the current
reference setpoints require to reach values beyond their limits. It would also be interesting, in
regard to the absolute and vectorial static errors observed in the different simulations, to aim at
reducing them.
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(a)

(b)

Figure 5.26: Evolution of the high-level control control allocation done with the GPFOCSSM and the GPF-
SROBHCCSSM from the 3-phase up to the 101-phase case. (a) Evolution of the four current types most
relevant error with m, (b) Focus on the output current vectorial error and the current control algorithm com-
putation time evolution with m.
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Figure 5.27: Evolution of the high-level control control allocation done with the GPFSROBHCCSSM. Com-
paring the performances in terms of output current vectorial error and control computation time for all the
different implemented control allocation algorithms from the 3-phase up to the 101-phase case.

5.D.2 High-level control allocation with integrator: studying the influence of the
integral action

Starting from the fact that the control allocation methods of the currents for the MMC designed
until now were unable to eliminate the static error for the output current Io, the development
of new control allocation architectures including the additional functionality of cancellation of
the static error with the will to keep adhering to the classical control allocation formulation was
initiated.

It is in this context that the work presented in Chapter 4 was carried out to improve the control
allocation of the currents. The control architecture developed in the previous chapter will there-
fore be adapted here for the high-level control. The model to which this control will be applied
is the one identified in the previous section as the one presenting the best trade-off between
real time computation speed and control accuracy: the GPFSROBHCCSSM. The objective is
to evaluate the influence of the control allocation with integral compensator compared with the
control allocation designed from the GPFSROBHCCSSM which has already been studied in
the Section 5.D.1.3.

5.D.2.1 Adaptation of the control allocation with integral compensator to the high-
level control

Until now, the presented current control in the Park 12 frame solves theHLCAPPark 12 (5.29):

{
M̂dq012

HL Udq012
HL (k) = âd

dq012
HL (k) = wI

1
l ◦ addq012HL (k)

∣∣∣Vdq012
min ≤ Udq012

HL (k) ≤ Vdq012
max

}
(5.68)
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With the introduction of the integral action according to Figure 4.4, the desired action vector
related to the latter is formulated here for the current control:

adI

dq012
HL =

(
I2m′ − Zdq012

HL,M

) [
(z − 1)−1

(
I2m′ − F dq012

HL,M

)(
Ydq012

HL

ref
−Ydq012

HL

)
−Ydq012

HL

]
(5.69)

The desired action vector is then updated to:

ãd
dq012
HL = ad

dq012
HL + adI

dq012
HL (5.70)

âd
dq012
HL is then determined not from ad

dq012
HL but from ãd

dq012
HL . The HLCAPPark 12 then be-

comes:{
M̂dq012

HL Udq012
HL (k) = wI

1
l ◦
(
ad

dq012
HL (k) + adI

dq012
HL (k)

) ∣∣∣Vdq012
min ≤ Udq012

HL (k) ≤ Vdq012
max

}
(5.71)

The entire control allocation, MIB, EMOn LP Simplex, QP Interior-Point et Active-Set, using
the model GPFSROBHCCSSM is updated accordingly. The high-level control allocation ar-
chitecture of Figure 5.4 thus shifts from the formulation of Figure 4.1 to that of Figure 4.4. The
matrix F dq012

HL,M being already tuned (5.32), the only gain that has to be set isZdq012
HL,M . The selection

of the disturbance rejection poles is left to the user, as long as the stability limit is not exceeded.
Usually, for the class of physical systems considered here, the rejection of a disturbance solicits
the control in a more moderate way than reaching the steady state, so the pole placement for dis-
turbance rejection can be faster than for reference tracking. In the current study, the disturbance
rejection poles are chosen by successive tests such that:

Zdq012
HL,M = 0.75 F dq012

HL,M (5.72)

5.D.2.2 Test conditions

The test conditions used here are identical to those of the simulation with a number of 7 phases,
see Section 5.D.1.3. The capacitor voltage references are set at their nominal value, the common
mode current is intended to be cancelled, the source current responds to the reference from
the energy control stage, the circulating current is imposed to a non-zero value and the output
current follows the reference described by the pattern Figure 5.21. The parameters of the system
are those from (5.10).

5.D.2.3 Hardware-in-the-loop test results for the 7-phase case

The simulations carried out lead to the Figures 5.28 and 5.29 as well as Table 5.13. Half of the
results come from Section 5.D.1.3 since the idea here is to evaluate the influence of the control
allocation with integral compensator compared to the control allocation in the case where the
high-level control is performed in the Park 12 frame. Concerning the choice of the optimization
algorithm, the QP Active-Set is used here.

More particularly, from the Figure 5.28 first, it is observed that the switch from control allocation
to control allocation with integral compensator improves in a general way the control of the dif-
ferent types of steady state currents. Concerning the currents Im and Is the differences are small
because the tracking of these currents was already assured with good performances without the
addition of the transparent integral compensator. Figure 5.28 (c) shows that this addition has an
effect that slightly degrades the transient behavior of the circulating current with respect to its
reference but ensures a better convergence in steady state.
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Observation of Figure 5.28 (d) shows that the output current tracks its reference with at least as
good a performance as in the classical control allocation case. This observation is completed by
Figure 5.29 (a), which exacerbates the differences from a vector view of the output current with
respect to its reference. One can then see that the static error both on the amplitude of the vector
representing Io and on its phase is completely cancelled by the switch to CAI-IPII. This figure
allows us to evaluate the 5% settling time, which is about 1ms in both cases, in accordance with
the closed-loop pole placement for the currents.

The strong result obtained here embodies the achievement of the control allocation with integral
compensator architecture development and allows us to validate the fact that this architecture
meets the first objective for which it was designed: improving the static performances of the
current Io which drives the energy conversion between DC and AC sides of the converter.

Compared to the classical control allocation, Figure 5.29 (b) confirms the steady state cancellation
of the vector deviation for the CAI-IPII as opposed to the CA. It is important to note that, by this
modification of the control allocation, the active balancing the capacitors is preserved, as shown
by Figure 5.29 (c).

The additional information that Table 5.13 provides is that the computation time required for the
two architectures are close enough to be considered similar in computation time.

HLC GPFSROBHCCSSM CA GPFSROBHCCSSM CAI
Im ⟨εsm⟩tend

< 0.01 A < 0.01 A
Is ⟨εss⟩tend

< 0.01% 0%

Ic
⟨εsc⟩tend

1.26% 0%
⟨εvc⟩ tend

15.39% 0%

Io
⟨εso⟩tend

6.03% 0%
⟨εvo⟩ tend

13.96% 0%

HLC optimization Mean 94.12 µs 86.23 µs
time per sample Max 158.7 µs 130.9 µs

HLC total Mean 175.9 µs 165.5 µs
time per sample Max 244.2 µs 250.5 µs

Table 5.13: High-level control GPFSROBHCCSSM, classical control allocation vs. control allocation with
integral compensator comparative test closed-loop performances for the 7-phase case.

5.D.2.4 Conclusion about the benefit of the CAI over the CA for the high-level con-
trol

The result obtained here attests to the quality of the control allocation algorithm of the currents
that has been developed. Thanks to the control methods that are introduced here, it is now
possible not only to guarantee an efficient and optimized use of the control variables, but also
to ensure a static error elimination without influencing the dynamics of the previously tuned
currents. This modification has been shown to be easily done by immediately updating the CAP
into (5.71).

In a more general way, performing control allocation with integral compensator of the currents
from the GPFSROBHCCSSM solved in real time by the EMOn QP Active-Set combines all
the beneficial features of the different novel elements developed in this chapter:

• Choice of EMOn versus MIB for the ability to optimally distribute the efforts among the
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control variables taking into account the limitations a priori
• Choice of the QP Active-Set compared to the LP Simplex for the execution time of the opti-
mization which is lower

• Choice of the GPFSROBHCCSSM rather than the GPFOCSSM to develop the control
system since it ensures a better tracking quality for the currents and an almost constant com-
putation time whatever the number of phases

• Choice of the CAI instead of CA in order to ensure a static error cancellation with disturbance
rejection while keeping the same tracking dynamics in closed-loop

These different elements make it the best trade-off for the role of the high-level control among
the variety of architectures developed in this chapter.

However, studies are still to be explored on the topic of the current control comparison between
that in the Park 12 frame and the one in the natural basis using the control allocation with
integral compensator or the evaluation of the perturbation rejection capabilities.
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GPFSROBHCCSSM CA GPFSROBHCCSSM CAI

(a)

(b)

(c)

(d)

Figure 5.28: Closed-loop behavior of the currents when using the control allocation GPFSROBHCCSSM
(left column) and control allocation with integral compensator GPFSROBHCCSSM (right column). (a) Com-
mon mode current, (b) DC source current, (c) Circulating current, (d) AC-side output current. HIL simulations
are done in the 7-phase case.
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GPFSROBHCCSSM CA GPFSROBHCCSSM CAI

(a)

(b)

(c)

Figure 5.29: Closed-loop behavior of the currents when using the control allocation GPFSROBHCCSSM
(left column) and control allocation with integral compensator GPFSROBHCCSSM (right column). (a) Output
current in the PARK 1 reference frame, (b) Output current vectorial error evolution over time, (c) Arm voltage
and capacitor voltages in a selected arm. HIL simulations are done in the 7-phase case.
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5.E Reconfiguration of the MMC under faults with allocation methods

Fault tolerant control of the MMC

With the low-level control using theCA, it has been shown that it is possible to take advantage of
the multiplicity of the submodules and their redundancy to optimally ensure reference tracking
of the arm voltage. One can then legitimately wonder how the CA-driven system would behave
if, out of the large number of submodules that an arm can have, one were to lose one or more.
Would allocation methods be able to adapt the operation of the converter in real time and to
distribute the control effort optimally among the remaining submodules ?

The work from [LLB13] proposes a wide nomenclature of the set of faults that can occur at the
level of aMMC-based power conversion system ranging from faults at the submodule level (e.g., a
semiconductor short circuit) to faults at the converter and system level (e.g., DC pole-to-ground).

Submodule faults To counteract faults in the submodules, several FTC techniques have been
proposed. A first solution consists in providing the MMC with additional submodules that are
mobilized when one of their peers is faulty [Saa+15; SDA11]. The faulty submodule is then
shunted by the dedicated fault switch and several scenarios are then possible. To compare the
scenarios, an indicator is introduced:

Definition 11. Let µH ∈ [0; 1] be the healthy submodule occupancy rate or healthy occupancy

rate. In the case where the MMC experiences a submodule fault, the healthy submodule occupancy

rate represents the proportion of submodules still involved in the energy conversion with respect to

the total amount of remaining healthy submodules.

A first scenario is then to shunt a healthy submodule in each arm to easily ensure the global
balance of energy between the arms and legs of the MMC [Hu+14]. This simple solution is still
not ideal because it leaves a significant amount of healthy submodules remaining unused. For
a single faulty submodule in a N -submodule per arm m-leg MMC, the healthy occupancy rate
falls down to µH1 = 2m(N−1)

2mN−1 < 1.

Another scenario is to shunt only one healthy submodule, the one that is in the complementary
arm of the one that lost a submodule [Wu+19]. This solution is better in terms of the occupancy
rate of the submodules, but the energy balancing of the MMC is less obvious to guarantee in the
legs. In this case: µH2 = 2mN−2

2mN−1 < 1 and µH2 ≥ µH1 .

The third scenario is the most difficult to manage in terms of energy balance since it proposes
not to shunt any additional submodule, but the major advantage is that the occupancy rate of
the healthy submodule remains maximum: µH3 = 1 > µH2 ≥ µH1 . In this case, it is possible to
design FTC algorithms to preserve the energy balance of the converter [Den+16]. The method
of interleaved control of the submodules proposed by [Sel+19] is applied on a system without
addition of spare submodules, it shows an adaptation of the energy contained in an arm when
only the faulty submodule is shunted, the behavior of the converter returns easily to the nominal
one when the faulty submodule is replaced and reintroduced in the power conversion.

Converter faults For converter scale faults, the objective is to ensure continuity of operation
at the level of the converted power and the global energy balance of the MMC, EC methods at
the level of the arms can then be implemented [AÄN09; Ber+12]. In the case of asymmetrical
faults, FTC are set up to protect the MMC and aim at decreasing the voltage ripples on the DC
bus [Tu+12; Gru+20].
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The solution of allocation methods for fault tolerant control of the MMC

Allocation methods have proven their worth by being used in different systems with the objec-
tive of managing the control variables in an optimized way, as we were able to show in the study
carried out in the previous sections and chapters. However, there is another feature of which
the allocation methods have shown to be capable: the reconfiguration under faults of the sys-
tem operation by the control, which ensures a continuity of service in degraded mode instead of
stopping the system. This capability of the allocation methods can indeed be critical in the case
of systems that cannot stop immediately and where there is a strong need for continuity of oper-
ation. One can think, for example, of the application domain of choice for the control allocation:
aeronautics, for which a strong guarantee of operation in case of failure must be ensured.

If the CA is particularly adapted to manage the reconfiguration case, it is because it distributes
the effort required by the control objective over all the input variables. Conceptually, it is then
sufficient to set up a formalism to indicate to the CA which input variables are still available after
the occurrence of the fault and which are no longer available. The distribution of the control
effort among all the available variables will then be done automatically for the CA, as if it simply
had another CAP to solve.

In order to provide a reconfiguration procedure for the MMC in the event of a fault in the MMC,
the first step consists of classifying the various faults that can be encountered in a MMC. Then,
based on working assumptions to adopt a first approach, a reconfiguration procedure is proposed
and the reformulation of the LLCAPxy (5.10) is introduced. A simulation in one of the possi-
ble fault cases - faulty submodule in an arm that becomes shunted - is performed to show the
capabilities of the CA to reconfigure the operation of the MMC.

The objective of the reconfiguration that guides the approach proposed here is to guarantee a
minimal impact of the semiconductor fault on the global energy conversion function that the
converter must ensure. In other words, the impact of the loss of controllability of a semiconduc-
tor must have the least possible impact on the output current Io ability to reach its maximum
operating zone.

5.E.1 Classification of faults in the arms

The interest here is focused on themost general case of the submodule, the full-bridge submodule
whose functional diagram is recalled by Figure 5.30. The faults that can occur in a cell that are
considered here are those at the level of the semiconductors. A faulty semiconductor component
(here diode or IGBT transistor) is defined as being forced into a single state according to the
Assumption 13 that hold for this study.

Assumption 13. A faulty semiconductor is a semiconductor forced to a unique state. This forced

state can either be "open" or "closed".

Each semiconductor can then be forced into two different states during a fault, the SM-FB being
composed of four IGBT-diode associations in antiparallel, that makes a total of eight semicon-
ductors, and thus 256 different fault cases. The analysis of these different defect cases at the
semiconductor level shows that they are gathered in two different defect classes at the submod-
ule level.

236



5.E Reconfiguration of the MMC under faults with allocation methods

i∗xy
iCxyj

vxyj

S
f
xyj

Figure 5.30: Full-bridge submodule functional electrical diagram.

In the first case of a fault, the semiconductors can be in the configuration where the cell capac-
itor is forced in exclusion from the arm to which the submodule belongs. Figure 5.31 shows an
example. The set of configurations in which the capacitor is forced in exclusion constitutes the
first possible class of fault. A second case of fault is when the capacitor is forced in inclusion
on the arm to which it belongs, it is then as if it was welded to the arm. Figure 5.32 shows a
configuration of the semiconductors that lead to it. The capacitor is then in the case where its
voltage comes to participate positively to the voltage available in the arm, it is then connected
in direct orientation. But there is another possible configuration, see Figure 5.33, where the ca-
pacitor is also forced to be included in the arm but in the reverse direction: the capacitor voltage
participates negatively in the voltage available in the bus. All of these configurations where the
capacitor is forced into inclusion - direct or reverse - makes the second class of fault in which a
submodule can be found. It may be noted that in the SM-HB case, the reverse forcing does not
exist because the half-bridge does not have the necessary switches to allow it.

iC

Sf

Excluded

(NE)

Figure 5.31: Full-bridge submodule diagram under an example of the first fault class: exclusion of the
capacitor from the arm.

iC

Sf

Included

(NI)

Direct

Figure 5.32: Full-bridge submodule diagram under a first example of the second fault class: forced inclusion
of the capacitor to the arm.
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iC

Sf

Included

(NI)

Reverse

Figure 5.33: Full-bridge submodule diagram under a second example of the second fault class: forced
inclusion of the capacitor to the arm.

Figure 5.34 allows one to summarize this classification of the different fault cases of a submodule.
From a functional point of view, in order to represent the behavior of a faulty submodule on the
arm of the converter, it is interesting to identify how to describe each of these three classes at
the level of the LL model:

• A submodule of the Excluded class will impose on the arm a behavior equivalent to that sub-
module for which S = 0 and S′ = 0

• The class Included in direct will impose on the arm a behavior equivalent to S = 1 and S′ = 0
• The class Included in reverse will impose on the arm a behavior equivalent to S = 0 and
S′ = 1

To analyze how the state of a submodule can navigate between the different classes represented,
and in order to derive a first approach, assumptions are made:

Assumption 14. As soon as one of the semiconductors of a submodule is faulty, the whole submod-

ule is considered inoperative, even if one ormore of the remaining semiconductors are still operational

Assumption 15. As soon as one of the semiconductors of a submodule is faulty, it is assumed

that the system controller is able to know which submodule has been affected and in which state its

capacitor is forced.

From these assumptions, it is possible to focus only on our objective here: how to reconfigure
the operation of the control system once the fault is detected and known.

Excluded

Faulty

(NE)

(NF)

All SMs (N)

Fault

S
f : 0 → 1

Figure 5.34: Submodule state classification.
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Figure 5.35: Example of the different states from the classification that a submodule from any arm can
adopt.

When the submodule is in theHealthy state, it is fully controllable and operates nominally. When
a fault occurs in one of the semiconductors of this submodule, it changes class to be considered
fully Faulty under Assumption 14 and is therefore no longer considered controllable. Depending
on its fault state, it will be placed in one of the two remaining subclasses. If the submodule forces
its capacitor into one of the two states of inclusion in the arm, it will be put into the Included

class. If its capacitor is forced into exclusion, it is put into the Excluded class.

In the case where the submodule belongs either to the Healthy class or to the Included class, it
can make its capacitor voltage participate in the voltage of the arm to which it belongs. In other
words, the voltage at the terminals of its capacitor is said to be Available.

If there comes a time when the capacitor of a submodule Included adopts an undesired behavior,
which is possible since it is forced into the arm and there is no more way to directly modulate
the current flowing through it, it is always possible to force the switching of the fault switch,
whose state is represented by the binary variable Sf , to put it in the Excluded state so that it no
longer disturbs the arm to which it belongs.

This first approach to the classification of fault states of a submodule is the starting point of the
reconfiguration procedure that is introduced here.

5.E.2 Reconfiguration procedure

Ideally, the desire of the operation reconfiguration under fault conditions is to get as close as
possible to the nominal operation of the converter. The objective here is to get the closest possible
to the operation that makes it possible to guarantee the rated power conversion for the converter,
and thus the continuity of the maximum operating zone of the system. Note that when the rated
power cannot be maintained while experiencing faults, degraded operation is an option that is
still possible and more desirable than shutting down the system. The possibility of a degraded
operation is also taken into account here.

In the will to ensure the continuity of the maximum operating zone of the converter, it is nec-
essary to guarantee the tracking of the same maximum voltage level VDC in each arm of the
MMC. It is therefore necessary to ensure that all the capacitor of an arm, which are capable of
participating in this energy conversion, add up to VDC . The capacitors concerned are all grouped
in the submodules of the Available class. This condition on the maximum available voltage in
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any #xy arm is expressed:
NA∑
j∈A

vCxyj = VDC (5.73)

Capacitor voltage reference reconfiguration

In the class of submodules Available, there is that of Included and Healthy. This equation can
therefore be rewritten as follows:

NH∑
j∈H

vCxyj +

NI∑
j∈I

vCxyj = VDC (5.74)

The only capacitors whose voltage is still controllable are those that areHealthy and those whose
voltage can vary freely are the Included. Thus, depending on the voltage value that the Included
will bring into the arm, the remaining controllable submoduleswill have to adapt the voltage level
of their capacitor to continue to guarantee VDC in total. This means that the voltage reference
of the remaining controllable capacitors will have to be adapted. Considering that the goal is to
distribute the effort required from the controllable capacitors in a balanced manner, they are all
given the same reference vref

Cxy
which therefore verifies the equation

NHv
ref
Cxy

+

NI∑
j∈I

vCxyj = VDC (5.75)

In total, there are N submodules per arm, so the number of Healthy submodules NH is also
N − NI − NE or N − NF according to the classification of Figure 5.34. The reference to be
imposed on the still controllable submodules is therefore the following:

vref
Cxy

=
VDC −

∑NI
j∈I vCxyj

N −NF
(5.76)

Ideally, in order to guarantee the conservation of the LOZ, one would like to be able to adapt
the voltage reference according to (5.76) as desired. However, the capacitors have a maximum
voltage for which they are designed and therefore cannot exceed it. By noting αmax

C the factor
defining the overvoltage that the capacitors are able to withstand, the maximum voltage of the
latter is expressed:

vmax
C = (1 + αmax

C ) vnomC (5.77)

Thus, the adapted voltage reference vref
Cxy

cannot exceed this upper limit:

VDC −
∑NI

j∈I vCxyj

N −NF
≤ (1 + αmax

C ) vnomC (5.78)

Taking the worst case to identify the maximum number of submodules that can be lost, it is
considered that the submodule Included do not contribute to the effort required, and the previous
equation then becomes:

NF ≤ N − VDC

(1 + αmax
C ) vnomC

(5.79)

Knowing that vnomC = VDC/N , the maximum value of the number of submodules that can be
lost before requiring the still controllable capacitors to reach their maximum allowed voltage is
expressed as:

Nmax
F =

⌊
N

αmax
C

1 + αmax
C

⌋
(5.80)
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The reference chosen for the remaining Healthy capacitors is therefore:

vref
Cxy

= min

(
VDC −

∑NI
j∈I vCxyj

N −NF
, (1 + αmax

C ) vnomC

)
(5.81)

As soon as an arm loses one more submodule than Nmax
F , the converter LOZ is immediately

reduced in a permanent way until at least one of them is repaired. In the worst case, the loss of
each additional submodule can decrease the LOZ of vxy by (1 + αmax

C )/N p.u..

Low-level control allocation reconfiguration

To continue to ensure service continuity, not only must the voltage reference that the capacitors
must follow be adapted, but the low-level control must also be modified to account for the loss
of steering capabilities with input variables that are forced to a given state. Several possibilities
exist to reconfigure the allocation algorithm in the case of a fault.

Given a system with 3 inputs and 1 output, its allocation equation can then be put in the form:

{MU = ad |Umin ≤ U ≤ Umax }

⇐⇒

[m1 m2 m3

] u1u2
u3

 = ad ∈ R

∣∣∣∣∣∣
umin

1

umin
2

umin
3

 ≤

u1u2
u3

 ≤

umax
1

umax
2

umax
3


(5.82)

Assume then that u2 is faulty and that its state forces it to take the value umin
2 . A first possibility

to reconfigure the allocation is to reformulate the allocation by taking into account the influence
of u2 on the desired action vector and by taking u2 out of the vector containing the control
variables to be determined:

Reco.Reformulate−CA :

{[
m1 m3

] [u1
u3

]
= ad −m2u

min
2

∣∣∣∣[umin
1

umin
3

]
≤
[
u1
u3

]
≤
[
umax
1

umax
3

]}
(5.83)

Another possible solution, which is more direct, is simply to modify the boundary of the faulty
input variable to indicate to the allocation that it can only affect it in its forced state. In this case,
the reconfiguration takes the form:

Reco.Update−Boundaries :

[m1 m2 m3

] u1u2
u3

 = ad

∣∣∣∣∣∣
umin

1

umin
2

umin
3

 ≤

u1u2
u3

 ≤

umax
1

umin
2

umax
3


(5.84)

The first reconfiguration solution has the benefit of reducing the complexity of the allocation
to be carried out, since for each faulty input variable, the allocation will have one less decision
variable to deal with. However, the algorithmicmodification to bemade is not immediate because
a new allocation must be set up. In contrast, the second solution keeps the same allocation
complexity as in the nominal case, but it has the advantage that the algorithmic modification to
be performed is minimal.

The idea is to evaluate if the control allocation algorithms developed so far are able to reconfigure
- in the current state of the algorithms - the control of the MMC with minimal modifications. It
is thus the second solution which is going to be tried in this first approach: simply modify the
boundaries of the duty cycles of the faulty submodules, and this according to the type of fault.
Based on the presentation of the different submodule fault classes made previously, Table 5.14
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indicates how to modify the bounds of the low-level control allocation in the case of a fault and
according to the type of submodule considered.

SM-HB SM-FB

Excluded 0 ≤ Dxyj ≤ 0
0 ≤ Dxyj ≤ 0
0 ≤ D′

xyj ≤ 0

Included Direct 1 ≤ Dxyj ≤ 1
1 ≤ Dxyj ≤ 1
0 ≤ D′

xyj ≤ 0

Included Reverse N/A 0 ≤ Dxyj ≤ 0
1 ≤ D′

xyj ≤ 1

Table 5.14: Low-level control control variables boundaries update for reconfiguration.

The low-level control allocation algorithm programmed so far is then adapted to take into ac-
count the modifications to be made to the duty cycles limitations as soon as a fault appears on
one of the submodule.

5.E.3 Simulation conditions

In order to verify that the control allocation law designed to reconfigure itself in case of a fault
is functional, the realization of a simulation is proposed. In this case, it is a non HIL simulation
that is implemented.

To ensure the control of the MMC, the selected architecture is the one composed of the following
elements:

• MIB for the Energy Control

• EMOn QP Active-Set from the GPFSROBHCCSSM for the Current Control
• EMOn QP Active-Set with the reconfiguration upgrade for the Voltage Control

The simulation carried out here aims at evaluating the behavior of the system in the case where
it loses a submodule in one of its arms which is then imposed in the first possible state: Excluded.
The choice is made for the simulation to focus then on the first arm of the MMC, the#py1. The
work done by [Sel+19] showed a similar test to prove the quality of its carrier auto-interleaving
technique to reconfigure the control of the converter in case of the failure of a submodule then
also forced in exclusion state.

At the initial time, the capacitors are all charged to their nominal value VDC/N and all the
currents are zero. The voltage reference will remain stable at VDC/N for capacitors belonging
to fully Healthy arms. The common mode current as well as the current of the DC source are
given the same references as in the previous tests. The reference for the circulating current is
this time chosen null and that for the output current is a step which keeps the same value, Îmax

o ,
throughout the simulation with a constant power factor reference of 0.95. All the parameters
of the converter and of the simulation are given in Table 5.15. Note that this time, unlike the
previous tests, the converter is in a three-phase configurationwith three submodules per arm and
the three-phase load is not active1. The simulations are performed in the Matlab®-Simulink®
environment this time and not in HIL for hardware availability reasons.

The operation in which the converter is initialized is a nominal operation without faults where
1The parameters of the MMC used here are then those of the experimental setup which the LAPLACE has.
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the current called by the three-phase network is the maximum current that the converter can
deliver and this operating point is requested over the whole duration of the simulation. At time
t = 2 To, the third submodule of the first arm of the converter is forced in the Excluded state.

Paramètres du MMC
Parameter Notation Value

DC Bus
DC Bus voltage VDC 600 V

DC link impedance Rs, Ls 50 mΩ, 2 mH
MMC

Rated power Snom
o 10 kVA

Number of submodules N 3
Type of submodules q 1 (half-bridge submodule)
Arm impedance R, L 10 mΩ, 5 mH

AC Network
Number of phases m 3

AC active voltage amplitude V̂AC 0 V
AC active voltage phase φv 0 rad

Fondam. freq. and per. of the network fo, To 50 Hz, 20 ms
Network pulsation ωo 2πfo ≃ 314 rad/s
AC load impedance Ro, Lo 40 Ω, 5 mH

Closed-Loop Simulation Parameters
Simulation time step Tstep Ts = 250 µs
Simulation end time tend 15 To = 300 ms

Table 5.15: Parameters of the MMC for the reconfiguration test.

5.E.4 Simulation results

Figures 5.36 and 5.37 contain the results of tests performed to evaluate the reconfiguration capa-
bilities of the MMC control allocation law.

The first observations are particularly interesting. In fact, from the appearance of the fault, the
control architecture implemented is not only capable of ensuring that the voltage available on
the faulty device returns to its nominal level, but this property is guaranteed relatively quickly
with a time taken to return to the±5% band around the nominal value of the order of 59ms, i.e.
less than three fundamental periods.

As shown in Figure 5.37 (b), the three submodules available at the start in the arm are all bal-
anced at 200 V, the two remaining submodules operational after the fault occurs are uniformly
rebalanced at 300 V in steady state, thus guaranteeing a return to the converter nominal operat-
ing zone for the currents to be converted. The evolution obtained for the available arm voltage
returns quickly to its nominal value, see Figure 5.37 (c). It is noted that this rebalancing of the
capacitors is done in a uniformmanner because it is a QP method which is used for the low-level
control here. It is noted that a Is current surge is drawn at the moment the fault occurs in order
to overload the capacitors still available in the arm #py1.

The operating continuity of the converter is confirmed but not that of the themaximumoperating
zone, as seen on Figure 5.36 (d) which represents the behavior of the output currents. After the
time of the fault occurrence, a disturbance in the current behavior is observed. It is due to the
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fact that the LOZ is abruptly reduced, but, the current quickly returns to track its reference. The
return to normal operation for the current is much faster than the time taken for the voltage
available in the arm to return around VDC , and the disturbance on the current is not felt before
t = 48 ms while the fault appears at t = 40 ms. The voltage available is below its nominal level
between t = 40ms and t = 109ms, while the current is disturbed between t = 48ms and t = 56
ms. This is explained by the comparison between vxy and the sum of the capacitor voltages still
available in the arm because it is vxy that controls the currents in the converter.

As shown in Figure 5.37 (b), the arm voltage is forced to be limited by the total voltage available
in the capacitors of the arm between t = 48 ms and t = 56 ms only. At the time when the fault
appears, the voltage available in the arm suddenly falls from 600 V to 400 V while at the same
time the reference voltage vrefxy is around 150 V, the reference value requested by the current
control loop can therefore be reached and the currents are not disturbed. But between t = 48ms
and t = 56ms, Figure 5.37 (b) clearly shows that vxy cannot follow the expected sinusoidal shape
because it then encounters the total voltage available in the armwhich limits it. This is confirmed
by Figure 5.37 (a) which shows that the amplitude and phase of Io are finally impacted for a very
short time between t = 48 ms et t = 56 ms. The influence of the fault on the energy conversion
capabilities of the MMC under this conditions is thus quickly erased by the reconfiguration of
the control that the CA developed here allows.

The results obtained allow to validate the reconfiguration capabilities of the control allocation
for the MMC in a first simplified approach that considered only the case of the fault where the
submodule is imposed in exclusion and the case where the LOZ is not permanently reduced.
Other tests are to be carried out using the reconfiguration procedure proposed here in order to
cover all the identified fault classes. This study opens an interesting perspective of exploration
on the fault tolerant control allocation of the MMC.
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(a)

(b)

(c)

(d)

Figure 5.36: Closed-loop behavior of the currents when testing the reconfiguration capabilities of the control
allocation for the MMC. (a) Common mode current, (b) DC source current, (c) Circulating current, (d) AC-side
output current, zoom around the fault from 35 ms to 80 ms. Simulations are done in the 3-phase case.

245



Chapter 5 Scalable Control Allocation Methods for the Modular Multilevel Converter

(a)

(b)

(c)

Figure 5.37: Closed-loop behavior of the currents when testing the reconfiguration capabilities of the control
allocation for the MMC. (a) Output current in the PARK 1 reference frame, (b) Arm voltage and capacitor
voltages in a selected arm, (c) Sum of the Available capacitor voltages in a selected arm. HIL simulations
are done in the 7-phase case.
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MMC

5.F Conclusion about the contribution to the development of control
allocation methods for the MMC

In this chapter, several control methods have been developed to guarantee the control perfor-
mance requirements for the proper operation of the MMC. The control architecture of this con-
verter is divided into three large nested loops which are the Energy Control, the Current Control
and the Voltage Control. For each of these control loops, allocation algorithms have been designed
based on the models developed in Chapter 2 and Chapter 3. The results show overall that this
new control method of the MMC made by allocation meets the requirements: the balancing of
the capacitors as well as the reference tracking of the currents is ensured and the appropriate
energy level in the converter is guaranteed.

This study result in the design of a scalable and versatile control architecture of the MMC, see
Figure 5.9. It adapts to any number of phases and submodules, being able to control a large
variety of MMC due to the versatility of the introduced models. This SCAA architecture uses
real time optimization algorithms to optimally distribute the control efforts among the set of
available control variables.

The exploration axis followed for the current control has led to the development of a new control
allocation algorithm which is scalable to the number of phases while keeping the same control
performance and whose computation time hardly changes with the number of phases. By tak-
ing advantage of the new method of control allocation with integral compensator developed in
Chapter 4, this current control algorithm was seamlessly upgraded allowing to guarantee better
performances in steady-state without modifying the dynamic performances by the addition of
the integral compensator which is thus transparent. The fact of having a current control algo-
rithm, whose computation time does not increase with the number of phases, opens the way for
the design of generic and versatile controllers for electrical systems that can be easily adapted.

The study carried out in the context of active capacitor balancing has initially led to a variety
of voltage control allocation algorithms that give the general architecture its scalability to the
number of submodules while guaranteeing the required balancing. Differences between the opti-
mizers have been highlighted in the context of the new application of these algorithms in power
electronics. The analysis carried out to better understand the operation of the allocation opti-
mization algorithms has shown that, in general, the methods using a quadratic criterion favor
control solutions that balance the deviation from the allocation equation (4.12), as opposed to the
use of a linear criterion, which has no particular preference.

The last study of this chapter, about the evaluation of the reconfiguration capabilities of the
MMC operation during a fault, showed encouraging results. This was obtained thanks to a mi-
nor modification to the control allocation methods developed for the nominal operation case.
This validates the reconfiguration capabilities of the allocation approach on given a fault case
in simulation. This opens the perspective of fault tolerant control allocation for the MMC and
more generally in power electronics.

Overall, as a conclusion of the studies carried out in this chapter, the allocation-based control ar-
chitecture of the MMC that presents the best trade-off between guaranteed control performance,
efficiency in distributing control efforts, real time computation time and transparent scalability
is defined as follows:

• Low-level control using the CA EMOn QP (Active-Set ou Interior-Point)
• High-level control using the CAI EMOn QP from the control-oriented model GPFSROB-

HCCSSM
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• Power-energy control for energy control using the only possibility studied is selected: CA
MIB.

The work carried out in this chapter has made it possible to understand and develop new control
laws using the principle of real time allocation using optimization for theMMC. However, several
investigation perspectives are available such as the comparative study between the implemen-
tation of the active balancing of the voltages per arm and that all the arms in one allocation, the
analysis of the influence of the current limitations on the various high-level control algorithms
when the latter are reached, the behavior of the system when it is under disturbances, the fault
tolerant control allocation for the MMC or the allocation-optimal choice of the circulating cur-
rent references in order to improve the balancing of the capacitors such as the reduction of the
ripples for example.
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In general, the propositions that have been made here are part of a global scalability approach
both for the models of the modular multilevel converter and for the control methods by real time
optimization of the latter.

Control allocation: a relevant approach for the MMC

The interest of using control allocation methods for the modular multilevel converter has been
highlighted here. This converter has - by the modularity which characterizes it - a number of
input control variables at least as large as the number of submodules. Being, particularly suit-
able for high-voltage direct current conversion, its use in such networks with a large number of
submodules is both growing and represents a significant control challenge. This multiplicity of
control degrees of freedom makes it possible to formulate control objectives in the form of an
overactuated control problem that control allocation methods are tailored to deal with.

Among the different families of allocation methods, there is one that offers a good trade-off be-
tween problem solving efficiency, implementation complexity and real time computation speed:
the online optimization allocation methods. Although they are the most demanding of the dif-
ferent families in terms of real time computation resources, the current embedded computer
hardware technologies have shown to be able to execute them with a sufficient speed to be used
in the context of the control of electrical systems. As a consequence, these allocation methods
have been mainly developed here for the modular multilevel converter.

Scalable modelling: more modularity for the MMC

Within the framework of this choice of allocation methods for the modular converter studied,
scalable models of the submodules and the arms of the converter were established. This was
done with the objective of using them for control purposes and, more particularly, for allocation.
This approach was carried out while aiming at unifying in the same model the already existing
suitable models as well as the new additions proposed here to represent half-bridge and full-
bridge submodules.

The contribution proposed here consists in the derivation of models that represent the influence
of all the switches that can be present in a submodule in nominal, blocked or faulty operation
through a single variable called submodule state. This approach is extended to take into account
a model of conduction losses in the semiconductors in order to provide - for control purposes -
an easy-to-handle loss model. The control-oriented model is then extended to the whole set of
arms, it is then usable for other control approaches than allocation. A dedicated formulation for
allocation is then deduced.

The modular multilevel converter being a modular converter in number of submodules, which
makes it possible to widen the voltage that it can convert and thus its power, it is then proposed
to give it a modularity in number of phases by developing adapted control models.
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The introduced contribution consists of several control-oriented high-level current modelling
approaches with varying degrees of complexity and accuracy. First, a general polyphase model
of the converter is introduced with a state-space formulation able to accommodate any number
of phases. It represents the converter and its interfaces without loss of generality on the pos-
sibilities of the DC bus and AC network with the consideration of impedances, voltage sources
and different neutral connections. This generality is given to all the proposed high-level models.
This first model which is the simplest in terms of derivations is also the most accurate but on the
other hand it is the heaviest in terms of computation time. An order reduction approach is then
implemented from the design of a polyphase Park transform dedicated to the representation of
the dominant harmonic content in the converter.

The state-space model then obtained in the Park reference frame offers a very good trade-off
between accuracy and low computation time since beyond five phases it is of constant order.
The proposed state-space models can be used in any current control approach, they then adopt
here a formulation for the allocation.

Control allocation methods: towards a wider adoption

Online optimization allocation methods show various formalisms that depend on the type of cost
function. A unifying approach of these methods is therefore introduced to allow a quick and easy
formalization of an optimization-based control allocation for a large class of optimization criteria.

In order to improve the control performance observed when using real time optimization al-
location, a novel reference model based control allocation method including a built-in integral
compensator was proposed. Its features have been proven theoretically and through simulations.
A major feature of the tuning method introduced is that adding the integrator is transparent for
the closed-loop response: no supplementary zero or pole appears due to the integrator and the
same reference model is followed. Those features are combined with the intrinsic features from
the classical control allocation such as the optimal distribution of the control effort among the
available control variables. Interestingly, the new method can be readily combined with existing
ones for an important performance gain and little change of the control algorithm.

The static and dynamic performances obtained with this upgrade of the allocation methods in
terms of reference tracking, static deviation cancellation and perturbation rejection give a new
capability to the allocation methods. This ability translates into a high value-added ratio be-
tween control performance and implementation complexity. This allows the allocation methods
to be considered for the control of a wider class of systems thanks to the transparent integral
compensator.

Scalable control allocation: achievements and future perspectives

The major contribution of the work presented here is the development of allocation methods for
the modular multilevel converter. This approach has allowed the design of a variety of control
architectures by online optimization. This made it possible to take advantage of the numerous
switches of the converter to steer the currents, voltages and energy contained in the latter. A
part of them have been the topic of an in-depth analysis, highlighting the possibilities and the
performances of the control obtained. This shows the interest and relevance of the allocation
methods for the control of themodular multilevel converter, which are able to achieve the DC-AC
conversion of the desired power, the reference tracking of circulating current while guaranteeing
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the balance of the capacitors. For more details on the qualitative comparison of control allocation
with classical control approaches of the MMC, see Appendix O.

However, two aspects still need to be worked on in order to put forward these allocation ap-
proaches. A quantitative comparison of the control allocation with the classical converter control
methods has to be carried out.

Low-level control allocation optimization criteria For the low-level control of the converter
more specifically, it has been shown that the allocation methods are capable of guaranteeing
the objectives. In particular, compared to traditional control methods where an arm voltage
control and a capacitor balancing control algorithm are implemented sequentially, the allocation
approach proposed here takes into account the two objectives of arm voltage reference tracking
and capacitor balancing at the same time and ensures them in a cooperative manner. This allows
for a novel and aggregated approach that takes into account the interactions between the two
control objectives.

It has also been shown that the formulation of control problems for power electronics systems,
where the effectiveness of the control is similar for all degrees of freedom, is such that quadratic
programming leads to a more uniform use of the control input variables than linear program-
ming. This question of the fine understanding of the behavior of optimization algorithms is a
perspective of investigation that may be interesting to explore in order to better predict the be-
havior of optimization algorithms in the allocation framework, and thus allow a more detailed
study of the stability of the system in closed-loop when it is controlled using an online optimiza-
tion allocation.

High-level control allocation optimization criteria Contrary to what has been observed in
the literature for several types of systems, when using the linear programming and quadratic
programming algorithms, the formulation of the allocation implemented here has shown the
interesting result that the quadratic optimization is faster to converge than the linear one, which
is even more true as the number of phases increases. It would be interesting to investigate the
causes of this and to evaluate if a different formulation of the optimization could modify the
complexity of the problem in such a way as to make the performance of linear programming
more competitive with that of quadratic programming.

This first comparative adaptation of linear and quadratic programming for control allocation in
the case of power electronics gives both a first implementation that achieves the required perfo-
mance but also opens the way to a deeper investigation of the use of quadratic programming for
allocation in this field of engineering where a certain variety of losses is expressed as a function
of the square of input control variables or state variables.

High-level global current control allocation Themethod of control allocation of the currents
introduced in this study brings a global approach to the control of electrical quantities. Instead
of performing the control of currents - as many works do - by focusing on the different currents
such as the circulating current or the output current independently with a dedicated controller
for each, the allocation implemented allows, from a single algorithm, the control of all types of
currents in a cooperative manner. This makes it possible both to act on all the control variables
jointly, taking into account the interaction of each of them on the different currents, but also to
manage their saturation in a single place with a single algorithm that does it in an optimized
way.

This global approach, which is a strength of the allocation algorithm developed here, is a first step
that wasmade possible by a choice ofmodel and allocation formulation. This promising approach
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can be further explored by adopting, for example, different broader models of the converter and
different optimization criteria in order to obtain a specific and improved operation of themodular
multilevel converter for a given purpose, and perhaps even capable of adapting itself in an optimal
way in the different cases of its operation.

Scalable and quasi-constant execution time control allocation For current control, scalable
modelling approaches have been used to design online optimization allocation algorithms that
feature this same scalability property. Moreover, a judicious reduction of the model order has
made the complexity almost insensitive to the number of phases.

This makes it possible to design generic real time optimization control algorithms that can be
scaled to any number of phases while maintaining a computation time that hardly changes with
the number of phases. It is then possible to use the same embedded hardware computer to operate
a three-phase system than a hundred-phase system with a very little difference in computation
time. Knowing that we are able to design such a control law with quasi-constant execution time
and constant performance for a system whatever its number of phases, opens also the possibility
to include the number of phases in the design parameters of a modular multilevel converter and
potentially of a fault tolerant electrical system. With this change in the status of this parameter,
it offers an additional degree of freedom for a global optimization of the design of an electrical
system that does not have to worry about whether the control system will be able to control the
system with the determined number of phases, nor about the necessary optimization time in real
time. This control scalability property can be extended to other power converters starting from
the same modelling approach.

MMC fault tolerant control allocation The implementation of the fast reconfiguration strat-
egy of the allocation algorithm highlighted the capabilities of these control methods to ensure
reconfiguration of the converter operation when a submodule is in one of the specific classes
of possible faults. The allocation has been shown to be able to quickly restore the operation of
the converter, allowing for almost continuous operation of the conversion at maximum active
power.

The reconfiguration performances achieved were obtained in a single fault case and under spe-
cific operating conditions only, which constitutes encouraging results that open the way to the
use of allocation methods more generally in power electronics for fault tolerant control. How-
ever, there is still work to be done to evaluate the capabilities of the allocation to reconfigure the
operation of the MMC on the entire operating region, especially in the worst conditions. More
generally, as several fault cases have been identified, another track of investigation that remains
to be explored is the evaluation of the capabilities of the allocation to adapt the operation of the
modular multilevel converter in other fault cases and how tomodify the allocator to improve per-
formance in this case as well as in other cases such as when a submodule is repaired or replaced
and made available again for power conversion.

Vision for the future Although allocation has been used here in the context of the modu-
lar multilevel converter, which can be seen as featuring some redundancy in the control input
variables, as in the case of [Bou17] and [Kre+21] for other overactuated converter topologies,
allocation methods are not limited to such systems. The primary capability of allocation meth-
ods remains to distribute the control effort optimally and quickly in real time among the control
input variables while taking into account their limitations. These methods have additional fea-
tures, graphically summarized in Figure 1.14, that make them attractive and highly relevent also
for the control of non-overactuated systems. Among these key features one finds 1) the ability
to determine the control by real time optimization for a given objective, 2) the ability to take into
account the constraints a priori during the determination of the control, and not a posteriori like
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a major proportion of the control methods, 3) the ability to easily specify and adjust the desired
closed-loop dynamics, and 4) the new ability, brought here by the transparent integral compen-
sator, to guarantee the cancellation of the static error without modifying the closed-loop tracking
dynamics. This could allow power electronics to quickly determine in real time and optimally the
values of control variables such as voltages, currents or duty cycles by taking into account their
limitations a priori in the formulation of the control algorithm and not by adding a saturation
a posteriori. An interesting exploration perspective is then the evaluation of the performances
of the control allocation compared to the well known model predictive control in the context of
power electronics.

The improvements achieved in this study, for the allocation methods generally and their use
for the modular multilevel converter, further emphasize the interest in employing these control
methods which have the potential to be beneficially used more widely in electrical engineering
for overactuated or non-overactuated systems.
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Appendix

A Exponential matrix discretization of a state-space model

Let a state-space model be defined by:{
Ẋ = AX+ b(U) +E
Y = CX

(A.1)

With b(U) standing for the influence of the control on the system, this function can also be linear,
case of b(U) = BU, or nonlinear, case of b(U) = BU+UTB′U for example. According to the
principle of the zero-order-hold, using a sampling that assumes that during the sampling period
Tc, the signals U and E do not vary, it is found by solving the differential equation that:{

Xk+1 = eATcXk +
∫ (k+1)Tc

kTc
eA[(k+1)Tc−t] [b(Uk) +Ek] dt

Yk = CXk

(A.2)

As it is considered thatUk and Ek are invariant over Tc, they can be removed from the integral,
which gives then:∫ (k+1)Tc

kTc

eA[(k+1)Tc−t] [b(Uk) +Ek] dt =

(∫ (k+1)Tc

kTc

eA[(k+1)Tc−t]dt

)
· [b(Uk) +Ek] (A.3)

Assuming that A is invertible, the following derivation is trivial:∫ (k+1)Tc

kTc

eA[(k+1)Tc−t]dt =
[
−A−1eA[(k+1)Tc−t]

](k+1)Ts

kTc

= A−1(eATc − In) (A.4)

By substitution, this results into:∫ (k+1)Tc

kTc

eA[(k+1)Tc−t] [b(Uk) +Ek] dt = A−1(eATc − In) · [b(Uk) +Ek] (A.5)

The discrete state-space model thus becomes:{
Xk+1 = eATcXk +A−1(eATc − In) · [b(Uk) +Ek]
Yk = CXk

(A.6)

Introducing the definitions F = eATc and H = A−1(F − In), it comes that:{
Xk+1 = FXk +H [b(Uk) +Ek]
Yk = CXk

(A.7)

Remarks:

• In the case where b(U) = BU, The discrete state-space model becomes:{
Xk+1 = FXk +GUk +HEk

Yk = CXk
(A.8)

With G = A−1(F − In)B = HB.
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• In the case of specific state-space models where the dynamic matrix A is null, the state-space
model is defined: {

Ẋ = b(U) +E
Y = CX

(A.9)

The discretisation of this model using the matrix exponential transforms the state-space
model into: {

Xk+1 = FXk +H [b(Uk) +Ek]
Yk = CXk + g(Uk)

(A.10)

where the introduced matrices are defined according to:{
F = I
H = Tc

(A.11)

According to the definitions given in (A.11), the first line of equation (A.10) can also be for-
mulated as:

Xk+1 −Xk

Tc
= b(Uk) +Ek (A.12)

Therefore the discretization of a state-space model where the dynamic matrix is null is equiv-
alent to the Euler explicit approximation of (A.9).

B Control allocation formulation from a state-space model

Let a state-space model be defined by:{
Ẋ = AX+ b(U) +E
Y = CX

(A.13)

The discretisation of this model using the matrix exponential transforms the state-space model
into: {

Xk+1 = FXk +H [b(Uk) +Ek]
Yk = CXk

(A.14)

where the introduced matrices are defined, when A is invertible, according to:{
F = eATc

H = A−1 (F − I) (A.15)

with Tc the sampling period of the control. If one combines the two equations of the discrete
state-space model, Yk+1 is derived:

Yk+1 = CFXk + CHb(Uk) + CHEk (A.16)

Isolating the control term in the left side of this equation gives:

CHb(Uk) = Yk+1 − CFXk − CHEk

⇐⇒ M(Uk) = ak
(A.17)

WhereM(·) = CHf(·) is the effectivness function and ak is the action vector generated at time
t = kTc by applying Uk to the system.
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Amplitude of biharmonic waveforms

Remark:

In the case where the state-space model be defined by:{
Ẋ = AX+BU+E
Y = CX

(A.18)

The function f(·) is updated as b(U) = BU. Thus, (A.17) becomes:

CGUk = Yk+1 − CFXk − CHEk

⇐⇒ M ·Uk = ak
(A.19)

With G = HB and whereM is the effectivness matrix CG.

C Amplitude of biharmonic waveforms

Let sa(t) and sb(t) be two signals defined by:

sa(t) = S0 + S1 cos(ωt− φ)
sb(t) = S0 + S1 cos(ωt− φ) + S2 cos(2ωt− 2φ)

(A.20)

The maximum amplitude of sa(t) is trivial:

smax
a = max

t
sa(t) = S0 + S1 (A.21)

However, the maximum amplitude reached by sb(t) is less obvious and needs to be derived prop-
erly:

dsb(t)

dt
= ω S1 sin(ωt− φ) + 2 ω S2 sin(2ωt− 2φ) (A.22)

In order to find t∗ so that sb(t) is maximum, dsb(t)dt = 0 must be solved:

dsb(t)

dt
= 0 ⇐= S1 sin(ωt∗ − φ) + 2 S2 sin(2ωt∗ − 2φ) = 0 (A.23)

Let θ = ωt∗ − φ, thus the previous equation becomes:

S1 sin(θ) + 2 S2 sin(2θ) = 0 (A.24)

Since sin(2θ) = 2 sin(θ) cos(θ), the previous equation becomes:

S1 sin(θ) + 4 S2 sin(θ) cos(θ) = 0 (A.25)

Depending on the signs from S1 and S2, different solutions are found for θ. From those solutions,
the solutions t∗ can be found thanks to t∗ = (θ + φ)/ω. In the case where both S1 and S2 are
positive values, solving the previous equation gives t∗1:

θ1 = ωt∗1 − φ = 0 + 2kπ, k ∈ N (A.26)

The substitution of t by t∗1 in sb(t) shows that:

smax1
b = sb(t

∗
1) = S0 + S1 + S2 (A.27)
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In the case where S1 > 0 and S2 < 0, solving the same equation gives t∗2:

θ2 = ωt∗2 − φ = arctan


√
1−

(
S1
4S2

)2
−S1
4S2

+ 2kπ, k ∈ N (A.28)

The substitution of t by t∗2 in sb(t) shows that:

smax2
b = sb(t

∗
2) = S0 −

S2
1 + 8S2

2

8S2
(A.29)

This means that depending on the signs from S1 and S2, different solutions are possible and some
are even nonlinear.

Note that (A.29) is valid as long as themagnitude ofS2 is not too small compared toS1. Therefore,
work still needs to be continued to derive a comprehensive formula describing the maximum of
sb(t) in all cases. But the point here was to show that the maximum of sb(t) does not have a
straightforward formula, easily applicable in all cases.

D Derivation of the low-level analytical detailed model of the half-bridge
submodule

From the influence of the variables Sxyj , Sb
xyj , S

f
xyj and the associated switches on the behavior

of the submodule, it is possible to derive the evolution of the electrical signals iCxyj , vCxyj , vxyj
and vxy which are directly linked to the considered SM and its state. For that the use of a truth
table will make it possible to extract a formula of the state of the cell in the form of logical
equation.

For example, for the state characterized by Sxyj = 1, Sb
xyj = 0 and Sf

xyj = 0 which is shown
on the Figure 9, it comes from the KCL that the current flowing through the capacitor will be
iCxyj = i∗xy as long as the capacitor is not discharged and from the KVL the voltage across the
submodule will be vxyj = vCxyj . For the dual state which is represented on the Figure 10 and
characterized by Sxyj = 0, Sb

xyj = 0 and Sf
xyj = 0, the current through the capacitor will be

zero iCxyj = 0 as well as the voltage across the submodule vxyj = 0. In normal operation of
Figure 9: SM-HB
in its active state.

Figure 10: SM-HB
in its passive state.

the submodule, the latter will be in one of those two states. By applying Kirchhoff’s laws to
the half-bridge submodule in the different possible combinations of the variables Sxyj , Sb

xyj and
Sf
xyj , all the different states are analyzed. The result of this process is given in the Table 16.

Sf
xyj Sb

xyj Sxyj iCxyj vxyj
0 0 0 0 0
0 0 1 i∗xy vCxyj

0 1 - i∗xy ·
(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
0 1 - i∗xy ·

(
i∗xy > 0

)
vCxyj ·

(
i∗xy > 0

)
1 - - 0 0

Table 16: Truth table - Behavior of the SM-HB

Newly introduced notations in the table make it possible to simplify it1. From the truth table it
1Binary variables standing for of the sign of the current and the voltage are introduced:(

i∗xy > 0
)
=

{
1, if i∗xy > 0
0, if i∗xy ≤ 0

=⇒
(
i∗xy > 0

)
=
(
sign(i∗xy) + 1

) sign(i∗xy)
2

(A.30)
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is possible to derive the logic equation modelling the behavior of the submodule according to
the states of the switches. In order to develop the model with a gradual complexity, a first step
without taking into account the variables Sb

xyj and S
f
xyj is done. To do so, the interest is focused

on the first two lines of the Table 16. The current flowing through the capacitor is then expressed:

C
dvCxyj

dt
= iCxyj = i∗xy Sxyj (A.32)

The voltage at the terminals of the submodule is obtained in the same way from the table:

vxyj = vCxyj Sxyj (A.33)

It is worth noting that the voltage vxyj is then bounded between 0 and vCxyj for the half-bridge
submodule case. The model of the half-bridge submodule can then be put in the following form.{

iCxyj = C
dvCxyj

dt = i∗xy Sxyj

vxyj = vCxyj Sxyj ∈
[
0; vCxyj

] (A.34)

The system (A.34) describes the behavior that will be experienced by the half-bridge submod-
ule under normal operation, which is most of the time. Taking into account the remaining bi-
nary variables increases the complexity of the model. The principles of logic equation synthesis
applied to the truth table as a whole makes it possible to establish more complete behavioral
equations for the half-bridge submodule: iCxyj = C

dvCxyj

dt = i∗xy

[
Sxyj Sb

xyj p̂xyj(i
∗
xy, vCxyj ) + (i∗xy > 0) Sb

xyj

]
Sf
xyj

vxyj = vCxyj

[
Sxyj Sb

xyj p̂xyj(i
∗
xy, vCxyj ) + (i∗xy > 0) Sb

xyj

]
Sf
xyj

(A.35)

Which corresponds to the analytical DM from [Zam17] with the notations used here. The nota-
tion x for a logical variable x stands for its inverse, x is also sometimes noted not(x).

E Derivation of the functional detailed and physical detailed models of
the full bridge submodule

E.1 Functional detailed model of the full bridge submodule

The same reasoning as for the half-bridge submodule is extended to the case of the full-bridge
submodule represented with the detail of the switches on the Figure 11.

This change of type of submodule induces the addition of an switching cell associated with its
binary variables which are S′

xyj and Sb′
xyj . The global state of the SM-FB will then be determined

from 5 binary variables which leads to a truth table with 25 = 32 states in total. However,
it is mentionned that with the development for the case of the half-bridge submodule, see the
Table 2.1, thatwhen the fault variableSf

xyj is activated, all the electric quantities of the submodule
are null. For the sake of clarity, these cases where Sf

xyj is zero will not be displayed in the truth
table dedicated to the full-bridge submodule. The description of the binary variables is the same
as for the case of the half-bridge submodule except that S′

xyj will also influence the connection
of the capacitor to the arm of the MMC and that Sb′

xyj will deal with the blocking of the second
switching cell. The following truth table is then established.

(
i∗xy < 0

)
=

{
1, if i∗xy < 0
0, if i∗xy ≥ 0

=⇒
(
i∗xy < 0

)
=
(
sign(i∗xy)− 1

) sign(i∗xy)
2

(A.31)

The variables
(
vCxyj > 0

)
and

(
vCxyj < 0

)
are defined analogously.
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i∗xy
iCxyj

vxyj

S
f
xyj

Figure 11: Electrical diagram of the SM-FB with the detail of the switches.

Sf
xyj Sb′

xyj Sb
xyj S′

xyj Sxyj iCxyj vxyj
0 0 0 0 0 0 0
0 0 0 0 1 i∗xy p̂xyj(i

∗
xy, vCxyj ) vCxyj p̂xyj(i

∗
xy, vCxyj )

0 0 0 1 0 −i∗xy p̃xyj(i
∗
xy, vCxyj ) −vCxyj p̃xyj(i

∗
xy, vCxyj )

0 0 0 1 1 0 0
0 0 1 0 - i∗xy (i

∗
xy > 0) vCxyj (i

∗
xy > 0)

0 0 1 0 - i∗xy (i
∗
xy > 0) vCxyj (i

∗
xy > 0)

0 0 1 1 - −i∗xy (i
∗
xy < 0) −vCxyj (i

∗
xy < 0)

0 0 1 1 - −i∗xy (i
∗
xy < 0) −vCxyj (i

∗
xy < 0)

0 1 0 - 0 −i∗xy (i
∗
xy < 0) −vCxyj (i

∗
xy < 0)

0 1 0 - 0 −i∗xy (i
∗
xy < 0) −vCxyj (i

∗
xy < 0)

0 1 0 - 1 i∗xy (i
∗
xy > 0) vCxyj (i

∗
xy > 0)

0 1 0 - 1 i∗xy (i
∗
xy > 0) vCxyj (i

∗
xy > 0)

0 1 1 0 0 i∗xy sign(i
∗
xy) vCxyj sign(i

∗
xy)

0 1 1 0 1 i∗xy sign(i
∗
xy) vCxyj sign(i

∗
xy)

0 1 1 1 0 i∗xy sign(i
∗
xy) vCxyj sign(i

∗
xy)

0 1 1 1 1 i∗xy sign(i
∗
xy) vCxyj sign(i

∗
xy)

1 - - - - 0 0

Table 17: Truth table - Behavior of the SM-FB

In the final objective of having a control model, some behaviors much faster than the sampling
period of the control are neglected. As in the case of the half-bridge submodule, in certain con-
figurations where the safety switch is closed, the capacitor will discharge itself, thus generating
a strong increase in the current leaving the capacitor during a brief transient. This current spike
will result in a sharp rise in the voltage across the submodule during this transient. Once the
steady state is reached, the current in the capacitor and the voltage at its terminals will cancel
each other out (in the case of the functional model, without taking into account the conduction
resistances). The discharge of the capacitor occurs in the case where, when the switch driven by
Sf
xyj is closed, at least one of the cells can impose its state to 1, the current of the capacitor can

then flow through one of the upper transistors of the switching cells and discharge through the
resistance of the safety switch. A notation is newly introduced in the truth table to simplify the
analytical representations1.

1In order to describe the availability state of the capacitor when the current −i∗xy is assumed to be the one
flowing through the capacitor, the binary variable p̃xyj(i∗xy, vCxyj ) is used. This variable has an analogous role to
p̂xyj(i

∗
xy, vCxyj ) but for the opposite current: −i∗xy ; it representes the availability of the capacitor to be charged or

discharged when it is 1. It is defined by p̃xyj(i
∗
xy, vCxyj ) ≜

[(
i∗xy < 0

)
+
(
i∗xy > 0

) (
vCxyj > 0

)]
.
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To establish the model with a gradual complexity, a first step without taking into account Sb
xyj ,

Sb′
xyj and Sf

xyj is performed: iCxyj = C
dvCxyj

dt = i∗xy ·
[
Sxyj p̂xyj(i

∗
xy, vCxyj )− S′

xyj p̃xyj(i
∗
xy, vCxyj )

]
vxyj = vCxyj ·

[
Sxyj p̂xyj(i

∗
xy, vCxyj )− S′

xyj p̃xyj(i
∗
xy, vCxyj )

] (A.36)

It is worth to note that the voltage vxyj is then bounded between −vCxyj and vCxyj for the half-
bridge submodule case. The usual model of a DC-DC converter with a full-bridge differential
structure is thus obtained, which is consistent with the topology of full-bridge submodule. By
extending the model with the influence of Sb

xyj , Sb′
xyj and Sf

xyj , it is possible to extract from the
truth table the expression of the electrical signals:{

iCxyj = C
dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj ∈

[
−vCxyj ; vCxyj

] (A.37)

In order to simplify the expressions, the global state of the full-bridge submodule is given a
dedicated notation as it is the case for the half-bridge submodule that one finds in the equation
(2.4).

SFB
xyj = SFB

xyj

(
Sxyj ,S

b
xyj ,S

′
xyj ,S

b′
xyj ,S

f
xyj

)
≜
[(

Sxyj p̂xyj(i
∗
xy, vCxyj )− S′

xyj p̃xyj(i
∗
xy, vCxyj )

)
Sb
xyj S

b′
xyj

+
(
(i∗xy > 0)S′

xyj − (i∗xy < 0)S′
xyj

)
Sb
xyjS

b′
xyj

+
(
(i∗xy > 0)Sxyj − (i∗xy < 0)Sxyj

)
Sb
xyjS

b′
xyj

+sign(i∗xy)S
b
xyjS

b′
xyj

]
Sf
xyj

(A.38)

By setting Sb
xyj , Sb′

xyj and S
f
xyj to zero, the model described by (A.36) is obtained, which confirms

the consistency of (A.37). The low-level functional detailed model of full-bridge submodule is
now fully developed.

functional detailed model of the full-bridge submodule{
iCxyj = C

dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj ∈

[
−vCxyj ; vCxyj

] (A.39)

with the global state of the full-bridge submodule SFB
xyj defined by equation (A.38).

E.2 Functional physical detailed model of the full bridge submodule

The study for the full-bridge submodule is based on that from the half-bridge submodule. The
full-bridge submodule has a total of 8 conductions resistances associated with its semiconductors
as shown on the Figure 12.

Having the necessity to consider an additional switching cell, the approach to follow is more
complex than for the half-bridge submodule but the same process as used for the half-bridge
submodule is derived. The Table 18 presenting the evolution of the resistance as a function of
the state of the binary variables is then drawn up. For the sake of readability, this table uses the
notation ·//·1.

1This notation represents the equivalent impedance for an electric circuit composed of two impedances in parallel.
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i∗xy
iCxyj

vxyj

Figure 12: Electrical diagram of the SM-FB with the detail of the conduction resistances of each semicon-
ductor.

A logical function analysis is then applied to the Table 18, leading to the expression of the con-
duction resistance of the submodule. The logical expression of RFB

xyj is thus developed.

RFB
xyj =

[([
(RTl

+R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

]
Sxyj S′

xyj

+
[
(RDu +R′

Dl
)(i∗xy > 0) + [RTu(vCxyj > 0) +RDl

(vCxyj = 0) +R′
Tl
](i∗xy < 0)

]
SxyjS′

xyj

+
[
[RTl

+R′
Tu
(vCxyj > 0) +R′

Dl
(vCxyj = 0)](i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
SxyjS

′
xyj

+
[
(RDu +R′

Tu
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0)

]
SxyjS

′
xyj

)
Sb
xyj S

b′
xyj

+
([

(RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

]
S′
xyj

+
[
(RDu +R′

Tu
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
S′
xyj

)
Sb
xyjS

b′
xyj

+
([

(RTl
+R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
Sxyj

+
[
(RDu +R′

Dl
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0) ]Sxyj)Sb

xyjS
b′
xyj

+
(
(RDu +R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
)
Sb
xyjS

b′
xyj

]
Sf
xyj

+
[([

Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)
]
Sxyj S′

xyj

+
[
Rf

]
(SxyjS′

xyj + SxyjS
′
xyj)

+
[
Rf//(RDu +R′

Tu
)(i∗xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0)

]
SxyjS

′
xyj

)
Sb
xyj S

b′
xyj

+
([

Rf (i
∗
xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)
]
S′
xyj

+
[
Rf//(RDu +R′

Tu
)(i∗xy > 0) +Rf (i

∗
xy < 0)

]
S′
xyj

)
Sb
xyjS

b′
xyj

+
([

Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf (i

∗
xy < 0)

]
Sxyj

+
[
Rf (i

∗
xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0) ]Sxyj)Sb

xyjS
b′
xyj

+(Rf )S
b
xyjS

b′
xyj

]
Sf
xyj

(A.41)
In a similar way to the half-bridge submodule, the voltage at the terminals of the submodule is
increased by ohmic losses and the associated conduction losses are deduced. The expressions of
these two electrical quantities being the same as for the case of the half-bridge submodule, it is
possible to derive directly the final model taking into account the resistance of the full-bridge

In the case of two resistors Ra and Rb in parallel, it is defined as follows:

∀{Ra,Rb} ∈ (R+ × R+∗) ∪ (R+∗× R+), Ra//Rb =
Ra ×Rb

Ra +Rb
(A.40)

A-8



Derivation of the functional detailed and physical detailed models of the full bridge submodule

submodule.

Functional physical detailed model of the full-bridge submodule
iCxyj = C

dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj +RFB

xyj i
∗
xy ∈

[
RHB

xyj i
∗
xy − vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RFB

xyj i
∗
xy

2

(A.42)

with the global state of the full-bridge submodule SFB
xyj defined by equation (A.38) and the resis-

tance of SM is RFB
xyj , defined by (A.52).
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Sf
xyj Sb′

xyj Sb
xyj S′

xyj Sxyj RFB
xyj

0 0 0 0 0 (RTl
+R′

Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

0 0 0 0 1 (RDu +R′
Dl
)(i∗xy > 0) + [RTu(vCxyj > 0) +RDl

(vCxyj = 0) +R′
Tl
](i∗xy < 0)

0 0 0 1 0 [RTl
+R′

Tu
(vCxyj > 0) +R′

Dl
(vCxyj = 0)](i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 0 0 1 1 (RDu +R′
Tu
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0)

0 0 1 0 - (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

0 0 1 0 - (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

0 0 1 1 - (RDu +R′
Tu
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 0 1 1 - (RDu +R′
Tu
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 0 - 0 (RTl
+R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 0 - 0 (RTl
+R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 0 - 1 (RDu +R′
Dl
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0)

0 1 0 - 1 (RDu +R′
Dl
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0)

0 1 1 0 0 (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 1 0 1 (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 1 1 0 (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

0 1 1 1 1 (RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)

1 0 0 0 0 Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)

1 0 0 0 1 Rf

1 0 0 1 0 Rf

1 0 0 1 1 Rf//(RDu +R′
Tu
)(i∗xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0)

1 0 1 0 - Rf (i
∗
xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)

1 0 1 0 - Rf (i
∗
xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)

1 0 1 1 - Rf//(RDu +R′
Tu
)(i∗xy > 0) +Rf (i

∗
xy < 0)

1 0 1 1 - Rf//(RDu +R′
Tu
)(i∗xy > 0) +Rf (i

∗
xy < 0)

1 1 0 - 0 Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf (i

∗
xy < 0)

1 1 0 - 0 Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf (i

∗
xy < 0)

1 1 0 - 1 Rf (i
∗
xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0)

1 1 0 - 1 Rf (i
∗
xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0)

1 1 1 0 0 Rf

1 1 1 0 1 Rf

1 1 1 1 0 Rf

1 1 1 1 1 Rf

Table 18: Truth table - Resistance of the SM-FB
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F Generalized matrix model for the low-level

F.1 Generalized matrix model for the global state of the submodule

As indicated by (A.38), the state of the SM depends on five binary variables, only two of which can be controlled by the low-level control of the SM: Sxyj

and S′
xyj . The other control variables Sb

xyj , Sb′
xyj and Sf

xyj will be managed by an external supervision algorithm, higher in the control hierarchy, dealing
with singular operating cases such as startup procedures and faults. The goal here is to implement a model that brings out the control variables as the
allocation methods require. From the functional detailed model (A.38), the variables Sxyj and S′

xyj are isolated into a single vector.

SFB
xyj ≜

[(
Sxyj p̂xyj(i

∗
xy, vCxyj )− S′

xyj p̃xyj(i
∗
xy, vCxyj )

)
Sb
xyj S

b′
xyj

+
(
(i∗xy > 0)S′

xyj − (i∗xy < 0)S′
xyj

)
Sb
xyjS

b′
xyj

+
(
(i∗xy > 0)Sxyj − (i∗xy < 0)Sxyj

)
Sb
xyjS

b′
xyj

+sign(i∗xy)S
b
xyjS

b′
xyj

]
Sf
xyj

(A.43)

To simplify the reading of future equation developments, the notations x, y and j are removed. It comes then without loss of generality:

SFB =
[
(Sp̂− S′p̃)Sb Sb′

+
(
(i > 0)S′ − (i < 0)S′)SbSb′

+
(
(i > 0)S − (i < 0)S

)
SbSb′

+sign(i)SbSb′
]
Sf

(A.44)

Isolating the control variables of the switching cells, S and S′, on the left, it is obtained that:

SFB = S
[
p̂Sb Sb′ + (i > 0)SbSb′

]
Sf + S

[
−(i < 0)SbSb′

]
Sf

+S′
[
−p̃Sb Sb′ − (i < 0)SbSb′

]
Sf + S′

[
(i > 0)SbSb′

]
Sf

+sign(i)SbSb′Sf

(A.45)
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In binary logic, the complement of a variable can be expressed as S = 1 − S and S′ = 1 − S′. Thus SFB can be expressed as a function of fewer binary
variables and thus lighten the expression.

SFB = S
[
p̂Sb Sb′ + [(i > 0) + (i < 0)]SbSb′

]
Sf

+S′
[
−p̃Sb Sb′ − [(i < 0) + (i > 0)]SbSb′

]
Sf

+
[
−(i < 0)SbSb′ + (i > 0)SbSb′ + sign(i)SbSb′

]
Sf

(A.46)

From the definitions of (i > 0) and (i < 0), respectively by (2.1) and (2.2), it is achieved that:

(i > 0) + (i < 0) =

(
sign(i) + 1

2
+

sign(i)− 1

2

)
sign(i) = |sign(i)| (A.47)

This simplifies the expression of SFB as follows:

SFB = S
[
p̂Sb Sb′ + |sign(i)|SbSb′

]
Sf

+S′
[
−p̃Sb Sb′ − |sign(i)|SbSb′

]
Sf

+
[
−(i < 0)SbSb′ + (i > 0)SbSb′ + sign(i)SbSb′

]
Sf

(A.48)

The goal being to derive SFB as a function of the cell states only, the other elements are considered as parameters that are determined externally, so it is
decided to encapsulate these sets of parameters in dedicated variables. The variables l, l′ and t are then introduced.

l =
[
p̂Sb Sb′ + |sign(i)|SbSb′

]
Sf

l′ =
[
−p̃Sb Sb′ − |sign(i)|SbSb′

]
Sf

τ =
[
−(i < 0)SbSb′ + (i > 0)SbSb′ + sign(i)SbSb′

]
Sf

(A.49)

By substitution of parameter sets for the newly introduced dedicated variables, it is shown that

SFB =
[
l l′

] [S
S′

]
+
[
τ
]

(A.50)
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Either, by rehabilitating the initial notation:

SFB
xyj =

[
lxyj l′xyj

] [Sxyj

S′
xyj

]
+
[
τxyj

]
(A.51)

The equation (A.51) is thus a matrix model that directly links the control variables from the submodule to its state. However, the submodule resistance also
depends on the different binary variables associated with the switches, thus it is also necessary to go through the transformation into a matrix model for
the equation defining RFB

xyj .

F.2 Generalized matrix model for the resistance of the submodules

The same approach carried out for the state of submodule will be applied to the resistanceRFB
xyj with the aim of formulatingRFB

xyj matrixically as a function
of Sxyj and S′

xyj . This development is based on the derivation previously found for RFB
xyj from the equation (A.42). In order to ease the visualization of its

expression, colors are added on the sets of resistive parameters that do not depend on the switching states.
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RFB
xyj =

[([
(RTl

+R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

]
Sxyj S′

xyj

+
[
(RDu +R′

Dl
)(i∗xy > 0) + [RTu(vCxyj > 0) +RDl

(vCxyj = 0) +R′
Tl
](i∗xy < 0)

]
SxyjS′

xyj

+
[
[RTl

+R′
Tu
(vCxyj > 0) +R′

Dl
(vCxyj = 0)](i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
SxyjS

′
xyj

+
[
(RDu +R′

Tu
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0)

]
SxyjS

′
xyj

)
Sb
xyj S

b′
xyj

+
([

(RDu +R′
Dl
)(i∗xy > 0) + (RDl

+R′
Tl
)(i∗xy < 0)

]
S′
xyj

+
[
(RDu +R′

Tu
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
S′
xyj

)
Sb
xyjS

b′
xyj

+
([

(RTl
+R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
]
Sxyj

+
[
(RDu +R′

Dl
)(i∗xy > 0) + (RTu +R′

Du
)(i∗xy < 0) ]Sxyj)Sb

xyjS
b′
xyj

+
(
(RDu +R′

Dl
)(i∗xy > 0) + (RDl

+R′
Du

)(i∗xy < 0)
)
Sb
xyjS

b′
xyj

]
Sf
xyj

+
[([

Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)
]
Sxyj S′

xyj

+
[
Rf

]
(SxyjS′

xyj + SxyjS
′
xyj)

+
[
Rf//(RDu +R′

Tu
)(i∗xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0)

]
SxyjS

′
xyj

)
Sb
xyj S

b′
xyj

+
([

Rf (i
∗
xy > 0) +Rf//(R

′
Tl
+RDl

)(i∗xy < 0)
]
S′
xyj

+
[
Rf//(RDu +R′

Tu
)(i∗xy > 0) +Rf (i

∗
xy < 0)

]
S′
xyj

)
Sb
xyjS

b′
xyj

+
([

Rf//(RTl
+R′

Dl
)(i∗xy > 0) +Rf (i

∗
xy < 0)

]
Sxyj

+
[
Rf (i

∗
xy > 0) +Rf//(R

′
Du

+RTu)(i
∗
xy < 0) ]Sxyj)Sb

xyjS
b′
xyj

+(Rf )S
b
xyjS

b′
xyj

]
Sf
xyj

(A.52)
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So as to simplify the mathematical manipulations, the resistive sets are encapsulated in dedicated variables and the notations x, y and j are removed without
loss of generality:

RFB =
[(
RaS S′ +RbSS′ +RcSS

′ +RdSS
′)Sb Sb′

+
(
R′

αS
′ +R′

βS
′
)
SbSb′

+
(
RαS +RβS

)
SbSb′

+RγS
bSb′

]
Sf

+
[(

Rf
aS S′ +Rf

b (SS
′ + SS′) +Rf

cSS′
)
Sb Sb′

+
(
R′

α
fS′ +R′

β
fS′
)
SbSb′

+
(
Rf

αS +Rf
βS
)
SbSb′

+Rf
γSbSb′

]
Sf

(A.53)

Using the fact that S = 1− S and S′ = 1− S′, it is possible to factor some expressions as follows:

RFB = S
[
(Rb −Ra)Sb Sb′ + (Rβ −Rα)Sb Sb′

]
Sf

+S′
[
(Rc −Ra)Sb Sb′ +

(
R′

β −R′
α

)
Sb Sb′

]
Sf

+S′S
[
(Ra −Rb −Rc +Rd)Sb Sb′

]
Sf

+
[
RaSb Sb′ +R′

αS
b Sb′ +RαSb Sb′ +RγS

b Sb′
]
Sf

+S
[(

Rf
b −Rf

a

)
Sb Sb′ +

(
Rf

β −Rf
α

)
Sb Sb′

]
Sf

+S′
[(

Rf
c −Rf

a

)
Sb Sb′ +

(
R′

β
f −R′

α
f
)
Sb Sb′

]
Sf

+S′S
[(

Rf
a − 2Rf

b +Rf
c

)
Sb Sb′

]
Sf

+
[
Rf

aSb Sb′ +R′
α
fSb Sb′ +Rf

αSb Sb′ +Rf
γSb Sb′

]
Sf

(A.54)
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It is then observed that a nonlinear term depending on SS′ is in the expression of the resistive model. It is then possible to group these nonlinear terms
together:

RFB = S
[
(Rb −Ra)Sb Sb′ + (Rβ −Rα)Sb Sb′

]
Sf

+S′
[
(Rc −Ra)Sb Sb′ +

(
R′

β −R′
α

)
Sb Sb′

]
Sf

+
[
RaSb Sb′ +R′

αS
b Sb′ +RαSb Sb′ +RγS

b Sb′
]
Sf

+S
[(

Rf
b −Rf

a

)
Sb Sb′ +

(
Rf

β −Rf
α

)
Sb Sb′

]
Sf

+S′
[(

Rf
c −Rf

a

)
Sb Sb′ +

(
R′

β
f −R′

α
f
)
Sb Sb′

]
Sf

+
[
Rf

aSb Sb′ +R′
α
fSb Sb′ +Rf

αSb Sb′ +Rf
γSb Sb′

]
Sf

+SS′Sb Sb′
[(

Rf
a − 2Rf

b +Rf
c −Ra +Rb +Rc −Rd

)
Sf + (Ra −Rb −Rc +Rd)

]
(A.55)

The objective being to formulate the resistance as a product of the variables S and S′, the expression of RFB is therefore factorized as follows:

RFB = S
([

(Rb −Ra)Sb Sb′ + (Rβ −Rα)Sb Sb′
]
Sf +

[(
Rf

b −Rf
a

)
Sb Sb′ +

(
Rf

β −Rf
α

)
Sb Sb′

]
Sf
)

+S′
([

(Rc −Ra)Sb Sb′ +
(
R′

β −R′
α

)
Sb Sb′

]
Sf +

[(
Rf

c −Rf
a

)
Sb Sb′ +

(
R′

β
f −R′

α
f
)
Sb Sb′

]
Sf
)

+
[
RaSb Sb′ +R′

αS
b Sb′ +RαSb Sb′ +RγS

b Sb′
]
Sf +

[
Rf

aSb Sb′ +R′
α
fSb Sb′ +Rf

αSb Sb′ +Rf
γSb Sb′

]
Sf

+SS′Sb Sb′
[(

Rf
a − 2Rf

b +Rf
c −Ra +Rb +Rc −Rd

)
Sf + (Ra −Rb −Rc +Rd)

] (A.56)

In order to reduce the size of the equation to the essential, i.e. to an expression in function of the switching states which will be the variables on which the
control law will be able to act in real time, the following parameters are introduced:

w =
([

(Rb −Ra)Sb Sb′ + (Rβ −Rα)Sb Sb′
]
Sf +

[(
Rf

b −Rf
a

)
Sb Sb′ +

(
Rf

β −Rf
α

)
Sb Sb′

]
Sf
)

w′ =
([

(Rc −Ra)Sb Sb′ +
(
R′

β −R′
α

)
Sb Sb′

]
Sf +

[(
Rf

c −Rf
a

)
Sb Sb′ +

(
R′

β
f −R′

α
f
)
Sb Sb′

]
Sf
)

z =
[
RaSb Sb′ +R′

αS
b Sb′ +RαSb Sb′ +RγS

b Sb′
]
Sf +

[
Rf

aSb Sb′ +R′
α
fSb Sb′ +Rf

αSb Sb′ +Rf
γSb Sb′

]
Sf

θ = Sb Sb′
[(

Rf
a − 2Rf

b +Rf
c −Ra +Rb +Rc −Rd

)
Sf + (Ra −Rb −Rc +Rd)

] (A.57)

The definition of these parameters allows one to summarize the affine expression of the resistance of a half-bridge submodule in the following way:

RFB =
[
w w′] [S

S′

]
+
[
θ
]
SS′ +

[
z
]

(A.58)
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And so, with the general notation:

RFB
xyj =

[
wxyj w′

xyj

] [Sxyj

S′
xyj

]
+
[
θxyj

]
SxyjS

′
xyj +

[
zxyj

]
(A.59)

It is thus obtained a full-bridge submodule resistance model which adopts a non-linear form unlike the case of the global full-bridge submodule state
according to the equation (A.51).
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F.2.1 Generalized matrix model of the arms

The two previous paragraphs allowed to establish the matrix model at the scale of the submodule,
it is nownecessary tomove on to the complete arm. The objective is therefore to establish amodel
linking the control variables of each submodule to the evolution of the electrical signals of the
entire arm composed of all these submodules. The developments carried out here, are based on
the results represented by the equations (2.18) and (2.19) and (2.17). The latter is recalled below
and focuses on describing the behavior of a single submodule:

iCxyj = C
dvCxyj

dt = i∗xy S
FB
xyj

vxyj = vCxyj S
FB
xyj +RFB

xyj i
∗
xy ∈

[
RHB

xyj i
∗
xy − vCxyj ;R

HB
xyj i

∗
xy + vCxyj

]
vxy = σ(x)

∑N
j=1 vxyj ∈

[∑N
j=1R

HB
xyj i

∗
xy + (1− q)vCxyj ;

∑N
j=1R

HB
xyj i

∗
xy + vCxyj

]
P loss
xyj = RFB

xyj i
∗
xy

2

(A.60)
Combining equations #2 and #3 of the system (A.60) it is possible to substitute SFB

xyj by its
expression in that of vxy :

vxy = σ(x)

N∑
j=1

vxyj = σ(x)

N∑
j=1

(
vCxyjS

FB
xyj +RFB

xyj i
∗
xy

)
(A.61)

The equations (A.51) and (A.59) can then be beneficially used to substitute SFB
xyj and RFB

xyj by
their expression in (A.61):

vxy = σ(x)

[∑N
j=1 vCxyj

([
lxyj l′xyj

] [Sxyj

S′
xyj

]
+
[
τxyj

])
+i∗xy

∑N
j=1

([
wxyj w′

xyj

] [Sxyj

S′
xyj

]
+
[
θxyj

]
SxyjS

′
xyj +

[
zxyj

])] (A.62)

To comply with the objective of having a matrix model for the enitre arm, it is necessary to
introduce vectors containing the states of the switches of the set of submodule of a same leg.
The following notations are then introduced:

Se
xy ≜ [Sx,y,1,S

′
x,y,1,Sx,y,2,S

′
x,y,2, . . . ,Sx,y,N ,S′

x,y,N ]T ∈ R2N (A.63)

Ses
xy ≜ [Sx,y,1, . . . ,Sx,y,N ,S′

x,y,1, . . . ,S
′
x,y,N ]T ∈ R2N (A.64)

Sxy ≜ [Sx,y,1,Sx,y,2, . . . ,Sx,y,N ]T ∈ RN (A.65)

The introduction of these vectors is associated with new matrices and vectors needed for the
model:

vCxy ≜ [vCx,y,1 , vCx,y,2 , . . . , vCx,y,N
]T ∈ RN (A.66)

Lxy ≜


lx,y,1 l′x,y,1

lx,y,2 l′x,y,2
. . . . . .

lx,y,N l′x,y,N

 ∈ MN ,2N (N) (A.67)

Txy ≜ [τx,y,1, τx,y,2, . . . , τx,y,N ]T ∈ RN (A.68)

Wxy ≜ J1,N


wx,y,1 w′

x,y,1

wx,y,2 w′
x,y,2
. . . . . .

wx,y,N w′
x,y,N

 ∈ M1,2N (R) (A.69)
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Θxy ≜



[
0 θx,y,1
0 0

]
[
0 θx,y,2
0 0

]
. . . [

0 θx,y,N
0 0

]


∈ M2N (R) (A.70)

Zxy ≜ J1,N [zx,y,1, zx,y,2, . . . , zx,y,N ]T ∈ R (A.71)

With Ja,b the matrix of size (a × b) filled with 1s. By usual matrix operations, the following
relations are found:

(
LxyS

e
xy +Txy

)
=


SFB
x,y,1

SFB
x,y,2
...

SFB
x,y,N

 (A.72)

vCxy
T
(
LxyS

e
xy +Txy

)
=

N∑
j=1

vCxyj

([
lxyj l′xyj

] [Sxyj

S′
xyj

]
+
[
τxyj

])
(A.73)

(
WxyS

e
xy + Se

xy
TΘxyS

e
xy + Zxy

)
=
∑N

j=1

([
wxyj w′

xyj

] [Sxyj

S′
xyj

]
+
[
θxyj

]
SxyjS

′
xyj +

[
zxyj

])
=
∑N

j=1R
FB
xyj

(A.74)
These developments lead to the synthetic expression:

vxy = σ(x)
[
vCxy

T
(
LxyS

e
xy +Txy

)
+ i∗xy

(
WxyS

e
xy + Se

xy
TΘxyS

e
xy + Zxy

)]
(A.75)

By isolating the control variable which is Se
xy here, the voltage vxy is expressed:

vxy = σ(x)
[(
vCxy

TLxy + i∗xyWxy

)
Se
xy + i∗xyS

e
xy

T ΘxyS
e
xy +

(
vCxy

T Txy + i∗xyZxy

)]
(A.76)

This equation makes it possible to perceive how it is possible to act on the control variables
of each submodule to influence the global voltage of the arm in order to reach a given voltage
reference.

The vector containing all the currents flowing through each of the capacitors of a single arm can
be defined by:

iCxy = [iCx,y,1 , iCx,y,2 , . . . , iCx,y,N
]T ∈ RN (A.77)

Since the equation #1 of (A.60) is true for all j ∈ [[1;N ]], it follows that:

iCxy = C
dvCxy

dt
= i∗xy


SFB
x,y,1

SFB
x,y,2
...

SFB
x,y,N

 = i∗xy
(
LxyS

e
xy +Txy

)
(A.78)

Finally, combining the contributions of (A.76), (A.78) and (A.74) the low-level matrix model ex-
tended to the full arm is derived. This model will be able to be adapted thereafter to carry out
the low-level control.
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functional physical detailed model of the arm
iCxy = C

dvCxy

dt = i∗xy
(
LxyS

e
xy +Txy

)
vxy=σ(x)

[(
vCxy

TLxy + i∗xyWxy

)
Se
xy + i∗xyS

e
xy

T ΘxyS
e
xy +

(
vCxy

T Txy + i∗xyZxy

)]
vxy ∈

[∑N
j=1R

HB
xyj i

∗
xy + (1− q)vCxyj ;

∑N
j=1R

HB
xyj i

∗
xy + vCxyj

]
P loss
xy =

(
WxyS

e
xy + Se

xy
T ΘxyS

e
xy + Zxy

)
i∗xy

2

(A.79)

i
∗

xy

i
∗

xy

N SMs

Sxy1 S
′

xy1

vCxy1

iCxy1

vxy1

SMxy1 vCxy
=







vCxy1

...
vCxyN







S
e
xy =















Sxy1

S
′

xy1

...
SxyN

S
′

xyN















Sxy2 S
′

xy2

vCxy2

iCxy2

vxy2

SMxy2

SxyN S
′

xyN

vCxyN

iCxyN

vxyN

SMxyN

σ(x)vxy

iCxy
=







iCxy1

...
iCxyN







Figure 13: Functional diagram of an arm from the MMC

The Figure 2.13 is provided with (A.79) and (A.80) in order to visualize the quantities involved in
the functional physical detailed model of the arm.

In the case one only wants to use the model without taking into account the conduction resis-
tances, it is sufficient to remove the resistive termsWxy , Θxy and Zxy from the equation (A.79):

functional detailed model of the arm
iCxy = C

dvCxy

dt = i∗xy
(
LxyS

e
xy +Txy

)
vxy = σ(x)

[(
vCxy

TLxy

)
Se
xy +

(
vCxy

T Txy

)]
vxy ∈

[∑N
j=1(1− q)vCxyj ;

∑N
j=1 vCxyj

] (A.80)

G Electrical model change of basis: from the stationary reference
frame to a given PARK rotating reference frame

Let an electrical model be:

RIm + LsIm = NcV
m
ctrl +NeV

m
ext (A.81)
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Electrical model change of basis: from the stationary reference frame to a given PARK rotating
reference frame

With R some resistance, L some inductance, Vm
ctrl ∈ Rm the voltage vector considered to be

the one that controls the current vector Im ∈ RnI and Vm
ext ∈ Rne a voltage vector externally

enforced. The matrices Nc ∈ RnI×m and Ne ∈ RnI×ne are some voltage vector weightening
matrices.

Let the change of basis from the natural stationary reference frame {1, . . . ,m} to the stationary
reference frame {α,β, 0} be defined by the transformation defined by (3.74):

Xαβ0 = [CK ]Xm =⇒ Xm = [CK ]+Xαβ0 (A.82)

Benefiting from this change of basis, theXm quantities can be subsituted by theXαβ0 ones. The
electrical model then reads:

R[CK ]+Iαβ0 + Ls[CK ]+Iαβ0 = Nc[CK ]+Vαβ0
ctrl +Ne[CK ]+Vαβ0

ext (A.83)

Since [CK ]+ does not depend of the time, the following permutation is allowed: s[CK ]+ =
[CK ]+s. Moreover, not only the Laplace variable s is a scalar but also R and L are, meaning
that permutations with [CK ]+ are possible. Thus:

[CK ]+RIαβ0 + [CK ]+LsIαβ0 = Nc[CK ]+Vαβ0
ctrl +Ne[CK ]+Vαβ0

ext (A.84)

Since [CK ]+ is at least the pseudo-inverse from [CK ] and at most its inverse, their multiplication
give the identity matrix, see (3.73) and its following equation. Thus, the left multiplication of the
model by [CK ] gives:

RIαβ0 + LsIαβ0 = [CK ]Nc[CK ]+Vαβ0
ctrl + [CK ]Ne[CK ]+Vαβ0

ext (A.85)

The notations Nαβ0
c = [CK ]Nc[CK ]+ and Nαβ0

e = [CK ]Ne[CK ]+ are introduced, changing the
model into:

RIαβ0 + LsIαβ0 = Nαβ0
c Vαβ0

ctrl +Nαβ0
e Vαβ0

ext (A.86)

Now, let the change of basis from the stationary reference frame {α,β, 0} to the stationary ref-
erence frame {d, q, 0} be defined by the transformation defined by (3.75):

Xdq0 = [P (−θ)]Xαβ0 =⇒ Xαβ0 = [P (θ)]Xdq0 (A.87)

Benefiting from this change of basis in the same way in was done previously, the Xαβ0 are
subsituted by the Xdq0 ones. The change of basis is applied to the electrical model:

R[P (θ)]Idq0 + Ls[P (θ)]Idq0 = Nc[P (θ)]Vdq0
ctrl +Ne[P (θ)]Vdq0

ext (A.88)

Since the angle θ changes over time, the [P (θ)] matrix is a function of time. Thus s[P (θ)]Idq0

has to be developed:

R[P (θ)]Idq0 + L (s[P (θ)]) Idq0 + L[P (θ)]sIdq0 = Nc[P (θ)]Vdq0
ctrl +Ne[P (θ)]Vdq0

ext (A.89)

Since R and L are still scalars, permutations are possible:

[P (θ)]RIdq0 + (s[P (θ)])LIdq0 + [P (θ)]LsIdq0 = Nc[P (θ)]Vdq0
ctrl +Ne[P (θ)]Vdq0

ext (A.90)

Since [P (−θ)] is the inverse from [P (θ)], their multiplication give the identity matrix. Thus, the
left multiplication of the model by [P (−θ)] gives:

RIdq0+[P (−θ)] (s[P (θ)])LIdq0+LsIdq0 = [P (−θ)]Nc[P (θ)]Vdq0
ctrl+[P (−θ)]Ne[P (θ)]Vdq0

ext

(A.91)

A-21



Appendix

The notations Ndq0
c = [P (−θ)]Nαβ0

c [P (θ)] and Ndq0
e = [P (−θ)]Nαβ0

e [P (θ)] are introduced,
thus simplifying he model into:

RIdq0 + [P (−θ)] (s[P (θ)])LIdq0 + LsIdq0 = Ndq0
c Vdq0

ctrl +Ndq0
e Vdq0

ext (A.92)

For further development of the model, [P (−θ)] (s[P (θ)]) needs to be derived:

s[P (θ)] =
d[P (θ)]

dt
=

dθ

dt

d[P (θ)]

dθ
= ω

− sin(θ) − cos(θ) 0
cos(θ) − sin(θ) 0

0 0 0

 (A.93)

Therefore, left multiplication by [P (−θ)] gives:

[P (−θ)] (s[P (θ)]) = ω

0 −1 0
1 0 0
0 0 0

 (A.94)

Finally the electrical model adopts the form:

RIdq0 + LsIdq0 + ωL

−Iq

+Id

0

 = Ndq0
c Vdq0

ctrl +Ndq0
e Vdq0

ext (A.95)

Where Id and Iq are the two first components contained in Idq0.

Remark:

The previous derivations perform the change of basis from the initial rotating frame to the Park
synchronously rotating reference frame. Note that for the change of basis from the initial sta-
tionary frame to the Park 12 synchronously rotating reference frame different transformation
matrices need to be used.

As described in Sections 3.E.2.2 and 3.E.2.3, one must use
[
Cm
K12

]
,
[
Cm
K12

]+, [P (θ)m12] and
[P (−θ)m12] rather than [CK ], [CK ]+, [P (θ)] and [P (−θ)] respectively. Therefore, the result-
ing vectors in the {α1,β1,α2,β2, 0} and {d1, q1, d2, q2, 0} reference frames will feature up to
5 components instead of 3 only in the {α,β, 0} and {d, q, 0} reference frames. Some of those
components may always be null. In that case, the corresponding components are erased from
the vectors and the model without loss of information. Matrices are adapted accordingly, leading
to even lower order models.

H Biharmonic PARK transformation matrices

H.1 From the m-phase (1, 2, . . . ,m) stationary frame to the (α1, β1,α2, β2, 0) station-
ary frame

From the list of eigenvectors which are selected - see Table 3.6 - to build the new basis, it is
possible to determine the different basis change matrices allowing to keep the desired harmonic
components according to the number of phases. For the following, it is decided to use k0 =

√
2.
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Biharmonic PARK transformation matrices

Case m = 1

In the single-phase case it comes that:

x0 = xc
1 = c1 = c1

1∑
k=1

xm
k = c1x

m
1 (A.96)

This gives the basis change matrix:

[C1
K12

] = [c1] =
√
2c1[1/

√
2] = K[1/k0] (A.97)

The notation "12" in subscript is added to [C1
K ] to specify the harmonic content represented: the

fundamental and second order harmonic component.

Case m = 2

For the two-phase case (θm = π) it comes, by choosing to put the homopolar component at the
bottom:

x0∗ = xc
2 = c1

∑2
k=1(−1)k−1xm

k = c1(x
m
1 − xm

2 )

x0 = xc
1 = c1 = c1

∑2
k=1 x

m
k = c1(x

m
1 + xm

2 )
(A.98)

Which gives the basis change matrix:

[C2
K12

] = c1

[
1 −1
1 1

]
=

√
2c1

[
1/
√
2 −1/

√
2

1/
√
2 1/

√
2

]
= K

[
1/k0 −1/k0
1/k0 1/k0

]
(A.99)

Case m = 3

For the three-phase case it comes, choosing to put the homopolar component at the bottom:

xα1 = xc
2 =

√
2c1
∑3

k=1 cos(θm(k − 1))xm
k

xβ1 = xc
3 =

√
2c1
∑3

k=1 sin(θm(k − 1))xm
k

x0 = xc
1 = c1 = c1

∑3
k=1 x

m
k = c1(x

m
1 + xm

2 + xm
3 )

(A.100)

With θm = 2π/3. This gives the base change matrix:

[C3
K12

] = K

 1 cos(θm) cos(2θm)
0 sin(θm) sin(2θm)

1/k0 1/k0 1/k0

 (A.101)

It can be noted that it is then obtained the usual transformation matrix used in the three-phase
case to switch from the {1, 2, 3} reference frame to the {α,β, 0} reference frame.

Case m = 4

For the four-phase case it comes, choosing to put the homopolar component at the bottom:

xα1 = xc
2 =

√
2c1
∑4

k=1 cos(θm(k − 1))xm
k

xβ1 = xc
3 =

√
2c1
∑4

k=1 sin(θm(k − 1))xm
k

x0∗ = xc
4 = c1

∑4
k=1 cos(2θm(k − 1))xm

k = c1(x
m
1 − xm

2 + xm
3 − xm

4 )

x0 = xc
1 = c1 = c1

∑4
k=1 x

m
k = c1(x

m
1 + xm

2 + xm
3 + xm

4 )

(A.102)
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With θm = π/2. This gives the base change matrix:

[C4
K12

] = K


1 cos(θm) cos(2θm) cos(3θm)
0 sin(θm) sin(2θm) sin(3θm)

1/k0 −1/k0 1/k0 −1/k0
1/k0 1/k0 1/k0 1/k0

 = K


1 0 −1 0
0 1 0 −1

1/k0 −1/k0 1/k0 −1/k0
1/k0 1/k0 1/k0 1/k0


(A.103)

Case m ≥ 5

For the general case it comes, choosing to put the homopolar component at the bottom:

xα1 = xc
2 =

√
2c1
∑m

k=1 cos(θm(k − 1))xm
k

xβ1 = xc
3 =

√
2c1
∑m

k=1 sin(θm(k − 1))xm
k

xα2 = xc
4 =

√
2c1
∑m

k=1 cos(2θm(k − 1))xm
k

xβ2 = xc
5 =

√
2c1
∑m

k=1 sin(2θm(k − 1))xm
k

x0 = xc
1 = c1 = c1

∑m
k=1 x

m
k

(A.104)

With θm = 2π/m. This gives the transformation matrix:

[Cm≥5
K12

]=K


1 cos(θm) cos(2θm) cos(3θm) cos(4θm) . . . cos((m− 1)θm)
0 sin(θm) sin(2θm) sin(3θm) sin(4θm) . . . sin((m− 1)θm)
1 cos(2θm) cos(4θm) cos(6θm) cos(8θm) . . . cos(2(m− 1)θm)
0 sin(2θm) sin(4θm) sin(6θm) sin(8θm) . . . sin(2(m− 1)θm)

1/k0 1/k0 1/k0 1/k0 1/k0 . . . 1/k0


(A.105)

Finally, depending on the numberm of phases, there will come a transformation matrix
[
Cm
K12

]
having a fixed number of rows only from m = 5, below that,

[
Cm
K12

]
will be of smaller size.

Although the size of
[
Cm
K12

]
varies as a function of m, it is still possible to show the following

relations knowing that k0 =
√
2:

[
Cm
K12

]
·
[
Cm
K12

]T
=

{
K2m
2 Im, for m ∈ [[1; 5]]

K2m
2 I5, form ≥ 5

(A.106)

Since
[
Cm
K12

]
is not always square in function of m, the previous relation allows one to define

its pseudo-inverse matrix: [
Cm
K12

]+
≜

2

K2m

[
Cm
K12

]T (A.107)

It is thus with this transformation matrix that the shift from the initial stationary reference frame
(1, 2, . . . ,m) to the stationary reference frame (α1,β1,α2,β2, 0) is going to be operated for
m ≥ 5. For m < 5 the destination frame will not be (α1,β1,α2,β2, 0) but will depend on the
number of phases:

• Form = 1: (0)
• Form = 2: (0∗, 0)
• Form = 3: (α1,β1, 0)
• Form = 4: (α1,β1, 0

∗, 0)

In all cases the change of basis for the vectors will be realized by the following matrix product:

X{α1,β1,α2,β2,0} = Xαβ012 =
[
Cm
K12

]
Xm (A.108)
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Biharmonic PARK transformation matrices

For the inverse transformation the following relation will be used:

Xm =
[
Cm
K12

]+
Xαβ012 =

2

K2m

[
Cm
K12

]T
Xαβ012 (A.109)

The determination of the factor K will not be detailed here but in the case of the transforma-
tion of Concordia this coefficient is calculated so that the conservation of electric powers by
transformation is guaranteed. This is obtained with K =

√
2/m. In the case of the Clarke

transformation this coefficient is calculated to guarantee the conservation of the amplitudes of
the waveforms. To do this it is necessary to haveK = 2/m.

H.2 From the (α1, β1,α2, β2, 0) stationary frame to the (d1, q1, d2, q2, 0) synchronous
rotating frame

As for the case of the usual Park [Par29; Par33] transform for three-phase systems, the shift
from the (α1,β1,α2,β2, 0) reference frame to the rotating (d1, q1, d2, q2, 0) reference frame will
be done using a change of base using a rotation. To determine the angle of this rotation the
information available in Table 3.6 is used.

For example, for the case m ≥ 5, this table indicates that the fundamental components of the
electrical signals will be carried by the axes α1 and β1 while the second order harmonics will
be carried by α2 and β2. By setting θ = ωt an angle with ω the fundamental frequency of the
alternating component of the electrical signals to which the base change is applied, the axes
α1 and β1 will be subject to a rotation of θ. And α2 and β2, a 2θ rotation in order to make
continuous the waveforms of the second order harmonics they carry. This reasoning carried out
for the different cases of m will thus bring the required transformation matrices.

Case m = 1:

In the single-phase case, all the harmonic components are carried by x0, so it would be necessary
to do no transformation (homopolar component), to rotate at θ (fundamental components) and
at 2θ (second order harmonic components). However, in order to perform a rotation one needs
to have two vectors in quadrature, one carrying the sinusoidal component and the other carry-
ing the cosinusoidal component, which is not the case here since there is only one vector. The
transformation that will be operated will be the identity:

x0 = x0 = [P (−θ)112]x0 = 1 x0 (A.110)

Case m = 2:

In the two-phase case the fundamental components are carried by x0 while the second order
harmonic components are carried by x0∗. The rotation should therefore be performed at θ for
x0 and at 2θ for x0∗ but in this case also these two vectors each carry a single harmonic compo-
nent; there are no other vectors in quadrature with the latter which carry these same harmonic
components. The transformation that will be operated will be the identity:

x0 = x0

x0∗ = x0∗
=⇒

[
x0

x0∗

]
=

[
1 0
0 1

] [
x0

x0∗

]
= [P (−θ)212]

[
x0

x0∗

]
(A.111)
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Case m = 3:

In the three-phase case the fundamental and second order harmonic components are carried by
the same vectors: xα1 and xβ1 . However, these vectors form a pair {xc

k;x
c
k+1} and are therefore

orthogonal: one carries the sinusoidal components and the other the cosinusoidal components.
A change of basis by rotation can then be performed. Whatever the choice of the rotation an-
gle, θ or 2θ, the second order harmonics and the fundamental components being carried by the
same vectors, the waveforms in the Park reference frame will necessarily be composed of an
alternating component in addition to a continuous component.

By choosing a rotation of angle θ, the signals carried by the axes d1 and q1 will feature as con-
tinuous component the fundamental component resulting from the natural basis; the alternative
component they will showcase will be the second order harmonic component coming from the
natural basis. In the opposite case, by choosing a rotation of angle 2θ, the signals carried by the
axes d1 and q1 will present for continuous component the second order harmonic component
resulting from the natural basis; the alternative component which they will present will be the
fundamental component resulting from the natural basis.

Arbitrarily the choice is then made to carry out the rotation at the angle θ, which gives:

xd1 = cos(θ)xα1 + sin(θ)xβ1

xq1 = − sin(θ)xα1 + cos(θ)xβ1

x0 = x0

(A.112)

Either in matrix form:xd1

xq1

x0

 =

 cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0

0 0 1

xα1

xβ1

x0

 = [P (−θ)312]

xα1

xβ1

x0

 (A.113)

Case m = 4:

In the four-phase case the fundamental components are carried by xα1 and xβ1 , while the second
order harmonic components are carried by x0∗. As seen in Case m = 3, the vectors xα1 and
xβ1 form a pair {xc

k;x
c
k+1} of orthogonal vectors on which a rotation can be performed. As

they carry the fundamental component here, they will be rotated by an angle θ. The second
order harmonic components are represented by the unique vector x0∗ which has no vector in
quadrature which would allow an interesting rotation, x0∗ will thus be kept and no rotation will
be applied to it. The transformation is therefore done in the following way:

xd1 = cos(θ)xα1 + sin(θ)xβ1

xq1 = − sin(θ)xα1 + cos(θ)xβ1

x0∗ = x0∗
x0 = x0

(A.114)

Either in matrix form:
xd1

xq1

x0∗
x0

 =


cos(θ) sin(θ) 0 0
− sin(θ) cos(θ) 0 0

0 0 1 0
0 0 0 1



xα1

xβ1

x0∗
x0

 = [P (−θ)412]


xα1

xβ1

x0∗
x0

 (A.115)
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Case m ≥ 5:

In the case with at least 5 phases, the fundamental components are carried by xα1 and xβ1 , while
the second order harmonic components are carried byxα2 andxβ2 . The vectorsxα1 andxβ1 form
a pair {xc

k;x
c
k+1} of orthogonal vectors on which a rotation can be operated, it is the same for

xα2 and xβ2 . As xα1 and xβ1 carry the fundamental component here, they will be rotated by an
angle θ. The second order harmonic components being carried by xα2 and xβ2 , these last ones
are applied a 2θ rotation. The transformation is therefore done in the following way:

xd1 = cos(θ)xα1 + sin(θ)xβ1

xq1 = − sin(θ)xα1 + cos(θ)xβ1

xd2 = cos(2θ)xα2 + sin(2θ)xβ2

xq2 = − sin(2θ)xα2 + cos(2θ)xβ2

x0 = x0

(A.116)

Either in matrix form:
xd1

xq1

xd2

xq2

x0

 =


cos(θ) sin(θ) 0 0 0
− sin(θ) cos(θ) 0 0 0

0 0 cos(2θ) sin(2θ) 0
0 0 − sin(2θ) cos(2θ) 0
0 0 0 0 1



xα1

xβ1

xα2

xβ2

x0

 = [P (−θ)m≥5
12 ]


xα1

xβ1

xα2

xβ2

x0


(A.117)

Finally, whatever the number of phases it is possible to verify that the matrix [P (−θ)m12] will
always be invertible which will allow to operate the transformations in the following way:

X{d1,q1,d2,q2,0} = Xdq012 = [P (−θ)m12] X
αβ012 (A.118)

The inverse transformation is then performed by:

αβ012 = [P (−θ)m12]
−1Xdq012 = [P (θ)m12]X

dq012 (A.119)

It is noted that as a function of the number m of phases, the size of the transformation
matrices will evolve, and the size of the vectors in the Park reference frame will also evolve
accordingly. Noting m′ the size of the vectors obtained after the full transformation to this last
reference frame, the Figure 14 shows the evolution of this size as a function of the number of
phases.

m

m
′

3

3

5

5

Figure 14: Definition of m′ as a function of m.

m′ =

{
m, ifm ≤ 5
5, ifm ≥ 5

(A.120)

I Detailed analysis from the limits of the operating zone of the MMC

The objective of this seciton in to derive the limits of the region of operation from the MMC
from the point of view of the control first (e.g., duty cycles limitations), but physical limitations
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(e.g., maximum current in the semiconductors) can also be taken into account afterwords with
no loss of generality.

Taking into account the Assumptions 6 to 9 allows the following simplifications:

NΣ(2)Vx =
vp+vn

2 = 0

NΣ(m)Vy = V̂AC
m

∑ym
y=y1

sin(ωot− φy − φv) = 0

NΣ(1)VnAD = VnAD

−N∆(m)Vy = −Vy

(A.121)

And:
[1 0] ·N∆(2)Vx =

vp − vn
2

=
VDC

2
(A.122)

By substitution, (3.165) becomes then:
Zm(t)Im = Vm − VnAD

Zs(t)Is = Vs +
VDC
2

Zc(t)Ic = Vc

Zo(t)Io = Vo −Vy

(A.123)

Assuming that the converter operates in steady state, is equivalent to consider that the alternat-
ing network is balanced, which implies that the alternating output currents ioy are balanced in
the same way as the circulating currents icy . All the alternating output currents ioy will there-
fore all have the same amplitude, for the analysis of the zone of operation, the aim of which
is to determine the maximum current limits that can be reached, the interest will therefore be
focused on ioy and not on all the alternating output currents contained in the vector Io. The
same reasoning applies for the circulating currents, so the interest is focused on icy and not on
Ic. Therefore only a subset of the equations contained in the equation (A.123) is considered:

Zm(t)im = vm − vnAD

Zs(t)is = vs +
VDC
2

Zc(t)icy = vcy
Zo(t)ioy = voy − vy

(A.124)

It is noted that the terms Im, VnAD and Is are scalars, and it is also recalled that Im = im,
VnAD = vnAD and Is = is.

In order to continue simplifying (A.124), it is necessary to look at the values that the control volt-
agesVpy andVny will take. In order to have an analysis showing waveforms for the four types
of currents, the choice is made to have control voltages which feature a continuous component
and a fundamental component in order to conform to the Assumption 9:

∀y ∈ {y1, . . . , ym},
{

vpy = VDC
2 [mp − dp · cos(ωot− φy)] = mpy · VDC

vny = −VDC
2 [mn + dn · cos(ωot− φy)] = mny · VDC

(A.125)

The Figure 15 represents those arm voltage signals.

Thus, by sum and difference applied to (A.125), it comes that:

∀y ∈ {y1, . . . , ym},
{

vpy + vny = VDC
2 [(mp −mn)− (dp + dn) · cos(ωot− φy)]

vpy − vny = VDC
2 [(mn +mn)− (dp − dn) · cos(ωot− φy)]

(A.126)

⇐⇒ ∀y ∈ {y1, . . . , ym},
{

vpy + vny = VDC
2 [∆m − Σd · cos(ωot− φy)]

vpy − vny = VDC
2 [Σm −∆d · cos(ωot− φy)]

(A.127)
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t

vpy(t)

vny(t)

VDC

2
mp

VDC

2
dp

VDC

2
mn

VDC

2
dn

Figure 15: Illustrative waveforms for vpy and vny.

Assuming that m > 1, it is shown, by cyclicity of trigonometric functions, that:

1
m

∑ym
y=y1

(vpy + vny) =
VDC
2 [∆m]

1
m

∑ym
y=y1

(vpy − vny) =
VDC
2 [Σm]

1
m

[
(m− 1)(vpy − vny)−

∑ym
y ̸=yk

(vpy − vny)
]
= −VDC

2 [∆d · cos(ωot− φy)]

1
m

[
(m− 1)(vpy + vny)−

∑ym
y ̸=yk

(vpy + vny)
]
= −VDC

2 [Σd · cos(ωot− φy)]

(A.128)

By definition of the control voltages of the currents, it is possible to use the expressions developed
in the above equation to derive a more detailed form for these voltages:

Vm = −1

2
NΣ(m) (Vpy +Vny) = − 1

2m

ym∑
y=y1

(vpy + vny) = −VDC

4
∆m (A.129)

Vs = −1

2
NΣ(m) (Vpy −Vny) = − 1

2m

ym∑
y=y1

(vpy − vny) = −VDC

4
Σm (A.130)



Vc = −1
2N∆(m) (Vpy −Vny) = − 1

2m


(m− 1)(vpy1 − vny1)−

∑ym
y ̸=y1

(vpy − vny)

(m− 1)(vpy2 − vny2)−
∑ym

y ̸=y2
(vpy − vny)

...
(m− 1)(vpym − vnym)−

∑ym
y ̸=ym

(vpy − vny)



Vc = VDC
4


∆d · cos(ωot− φy1)
∆d · cos(ωot− φy2)

...
∆d · cos(ωot− φym)


(A.131)

Vo = −1
2N∆(m) (Vpy +Vny) = − 1

2m


(m− 1)(vpy1 + vny1)−

∑ym
y ̸=y1

(vpy + vny)

(m− 1)(vpy2 + vny2)−
∑ym

y ̸=y2
(vpy + vny)

...
(m− 1)(vpym + vnym)−

∑ym
y ̸=ym

(vpy + vny)



Vo = VDC
4


Σd · cos(ωot− φy1)
Σd · cos(ωot− φy2)

...
Σd · cos(ωot− φym)


(A.132)

This can be summarized as: 
vm = −VDC

4 ∆m

vs = −VDC
4 Σm

vcy = VDC
4 ∆d · cos(ωot− φy)

voy = VDC
4 Σd · cos(ωot− φy)

(A.133)
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Thus the equation (A.124) takes the shape:
Zm(t)im = −VDC

4 ∆m − vnAD

Zs(t)is = −VDC
4 Σm + VDC

2

Zc(t)icy = VDC
4

[
∆d · cos(ωot− φy)

]
Zo(t)ioy = VDC

4

[
Σd · cos(ωot− φy)

]
− vy

(A.134)

Moreover, by the assumption 8, it is assumed that the output AC network Vy is balanced. As
seen previously, the AC currents Ic and Io are also considered balanced by the assumption 6.
Therefore these vectors can be defined from an amplitude and a phase at the origin:

Vy = V̂AC


cos(ωot− φy1 − φv)
cos(ωot− φy2 − φv)

...
cos(ωot− φym − φv)



Ic = Îc


cos(ωot− φy1 − φc)
cos(ωot− φy2 − φc)

...
cos(ωot− φym − φc)



Io = Îo


cos(ωot− φy1 − φo)
cos(ωot− φy2 − φo)

...
cos(ωot− φym − φo)



(A.135)

With V̂AC , Îc, Îo the respective amplitudes of the harmonic components of Vy, Ic, Io; and φv ,
φc, φo their phases at the origin. Currents with only one component can be defined from a steady
state amplitude:

Im = Îm
Is = Îs

(A.136)

The purpose of the analysis of the zone of operation is to determine the maximum amplitudes
that can be reached by each type of current. It is not necessary to look at each of the components
of the vectors representing the AC electrical quantities. The choice is therefore made to focus
only on the #k component of the vectors:

vy = V̂AC

[
cos(ωot− φy − φv)

]
icy = Îc

[
cos(ωot− φy − φc)

]
ioy = Îo

[
cos(ωot− φy − φo)

]
im = Îm
is = Îs

(A.137)

By substituting vy , ioy , icy , im and is in (A.134), it comes that:
Zm(t)Îm = −VDC

4 ∆m − vnAD

Zs(t)Îs = −VDC
4 Σm + VDC

2

Zc(t)Îc
[
cos(ωot− φy − φc)

]
= VDC

4

[
∆d · cos(ωot− φy)

]
Zo(t)Îo

[
cos(ωot− φy − φo)

]
= VDC

4

[
Σd · cos(ωot− φy)

]
− V̂AC

[
cos(ωot− φy − φv)

] (A.138)
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In electrical steady state, the currents Ic and Io are characterized by a fundamental component
while the currents Im and Is are continuous. Thus, in steady state, the impedances Zm(t) and
Zs(t) of the currents Im and Is become Zm = Req

m and Zs = Req
m while those of the currents

Ic and Io become Zc = Req
c + jLeq

c ωc et Zo = Req
o + jLeq

o ωo. Let ωc and ωo be the frequencies
associated with the currents Ic and Io in steady state. In the case of the assumption 9 it is
important to mention that ωc = ωo. Focusing on the amplitude of the electrical quantities and
their evaluation, it is of interest to pass (A.138) in complex form. For this, the phase reference is
chosen to be the phase of the control voltages: cos(ωot− φy). The following notations are thus
introduced:

vy = V̂AC

[
cos(ωot− φy − φv)

]
icy = Îc

[
cos(ωot− φy − φc)

]
ioy = Îo

[
cos(ωot− φy − φo)

] =⇒



vy = V̂AC · e−jφv = VAC

icy = Îc · e−jφc = Ic

ioy = Îo · e−jφo = Io

(A.139)

With VAC , Ic and Io, notations introduced to represent complex phasors. Using complex format-
ting, (A.138) thus becomes:

Zm Îm = −VDC
4 ∆m − VnAD

Zs Îs = −VDC
4 Σm + VDC

2

Zc Ic =
VDC
4 ∆d

Zo Io =
VDC
4 Σd − VAC

(A.140)

Introducing V̂m, V̂s the amplitude from the control voltages of the common-mode and steady-
state source currents, as well as Vc and Vo the complex variables representing the control voltages
of the circulating current and the output current, it comes that:

V̂m = −VDC
4 ∆m = ZmÎm + VnAD

V̂s = −VDC
4 Σm = ZsÎs − VDC

2

Vc = +VDC
4 ∆d = Zc Ic

Vo = +VDC
4 Σd = Zo Io + V̂AC · e−jφv

(A.141)

The norms of the complex impedances are then defined Zc = |Zc| and Zo = |Zo|. The quantities
V̂c and V̂o are the amplitudes of the different control voltages which all have a zero phase at
the origin since they represent the reference of the phases in the complex reference frame, thus
Vc = V̂ce

j0 = V̂c and Vo = V̂oe
j0 = V̂o. It is then possible to determine the amplitude of the

four types of currents depending on the different electrical parameters and the different supply
and control voltages:

Îm = 1
Zm

(V̂m − VnAD) =
1

Zm

(
−VDC

4 ∆m − VnAD

)
Îs =

1
Zs

(V̂s +
VDC
2 ) = 1

Zs

(
−VDC

4 Σm + VDC
2

)
Îc =

1
Zc
V̂c =

1
Zc

VDC
4 ∆d

Îo =
1
Zo

|V̂o − V̂AC · e−jφv | = 1
Zo

∣∣∣VDC
4 Σd − V̂AC · e−jφv

∣∣∣
(A.142)

A-31



Appendix

It is from this equation (A.142) that the analysis of the operating zone according to the limits
of the control voltages can be carried out. To do this, one must first evaluate the limits of the
voltages V̂m, V̂s, V̂c and V̂o and thus those of∆m,Σm,∆d andΣd which define them respectively.

Current control voltage limits

From the system point of view, the control limits are imposed to the voltages that can be reached
at the terminals of the arms, these voltages are Vpy and Vny which are defined from their
components vpy et vny . According to (A.127), these components themselves depend on∆m, Σm,
∆d and Σd. It will therefore be possible to determine the limits of the terms ∆m, Σm, ∆d and
Σd by knowing the limits imposed on Vpy and Vny. Under the assumption 6 the components
of these last two vectors have, in absolute value, the same limits. This is due to the fact that in
steady state it is considered that all capacitors are loaded to their nominal value and that this
value does not change over time.

The voltage limits that can be reached by Vpy and Vny depend on the choice made for the
submodules that make up the converter:

• In the case of the half-bridge submodules made up of a half-bridge, the voltages in the arm
will be limited between 0 V and VDC because the capacitors can only be connected directly
to the arm to which they belong, thus:{

∀y ∈ {y1, . . . , ym}, 0 ≤ vpy ≤ VDC

∀y ∈ {y1, . . . , ym},−VDC ≤ vny ≤ 0
(A.143)

Using the relationships vpy = mpyVDC and vny = mnyVDC , it comes thus:{
∀y ∈ {y1, . . . , ym}, 0 ≤ mpy ≤ 1
∀y ∈ {y1, . . . , ym},−1 ≤ mny ≤ 0

(A.144)

• In the case of the full-bridge submodules made up of a full-bridge, each conversion cell can
connect its capacitor in reverse to the arm, allowing the arm to feature a negative voltage at
its terminals. The voltages in the arms will thus be limited between −VDC and VDC :{

∀y ∈ {y1, . . . , ym},−VDC ≤ vpy ≤ VDC

∀y ∈ {y1, . . . , ym},−VDC ≤ vny ≤ VDC
(A.145)

Thus, by definition of vpy and vny :{
∀y ∈ {y1, . . . , ym},−1 ≤ mpy ≤ 1
∀y ∈ {y1, . . . , ym},−1 ≤ mny ≤ 1

(A.146)

It is then decided to introduce the notation q, allowing to take into account the choice of the
submodule type, such as:

q =

{
1, for the choice of the SM-HB
2, for the choice of the SM-FB

(A.147)

The introduction of this variable allows us to summarize the various limitations just mentioned
formpy and mny in the following way:{

∀y ∈ {y1, . . . , ym}, 1− q ≤ mpy ≤ 1
∀y ∈ {y1, . . . , ym},−1 ≤ mny ≤ q − 1

(A.148)

A-32



Detailed analysis from the limits of the operating zone of the MMC

Dividing (A.125) by VDC , the definitions of mpy and mny are obtained:

∀y ∈ {y1, . . . , ym},
{

mpy = 1
2 [mp − dp · cos(ωot− φy)]

mny = −1
2 [mn + dn · cos(ωot− φy)]

(A.149)

The equation (A.148) describes the limits that are imposed on mpy and mny . It is from these
limits that it is possible to deduce those imposed onmp,mn, dp and dn. To do so, an analysis of
the values reached by mpy and mny is necessary: max

t
(mpy) =

1
2

[
mp −min

t
(dp · cos(ωot− φy))

]
= 1

2 [mp + |dp|] = mp+|dp|
2

min
t

(mpy) =
1
2

[
mp −max

t
(dp · cos(ωot− φy))

]
= 1

2 [mp − |dp|] = mp−|dp|
2

(A.150)

 max
t

(mny) = −1
2

[
mn +min

t
(dn · cos(ωot− φy))

]
= −1

2 [mn − |dn|] = −mn+|dn|
2

min
t

(mny) = −1
2

[
mn +max

t
(dn · cos(ωot− φy))

]
= −1

2 [mn + |dn|] = −mn−|dn|
2

(A.151)
Combining this result with the equation (A.148), the following constraints are obtained:

mp+|dp|
2 ≤ 1

mp−|dp|
2 ≥ 1− q

−mn+|dn|
2 ≤ q − 1

−mn−|dn|
2 ≥ −1

⇐⇒


mp + |dp| ≤ 2
mp − |dp| ≥ 2(1− q)
−mn + |dn| ≤ 2(q − 1)
−mn − |dn| ≥ −2

(A.152)

It is from these constraints that it will be possible to deduce those on the control voltages of the
currents. It is possible to visualize the constraints expressed above in the following way:

mp

|dp|

mn

|dn|

0 1 2−1−2

2

0 1 2−1−2

2

SM-HB SM-FB

Figure 16: Control-limited operating zone in the maps (mp, |dp|) and (mn, |dn|)

Depending on the choice of submodule, this figure shows the operating zone that can be reached
by the system from the point of view of the control; it is interesting to note that the use of full-
bridge submodules enables a larger operating zone. This is consitent since in this case it is then
possible for the capacitors to impose their voltage in reverse on the terminals of the arm to which
they belong: there is then a wider operating freedom.

Taking into account the absolute values, the operating domain becomes that represented by Fig-
ure 17.

The next step consists in translating this zone of operation in the maps having for variables Σm,
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mp

dp

1 2−

2

SM-HB SM-FB

−2

mn

dn

1 2−

2

−2

Figure 17: Control-limited operating zone in the maps (mp, dp) and (mn, dn)

∆m, Σd and∆d. To do so, mathematical operations will be applied to the constraints:


(a) : mp + |dp| ≤ 2
(b) : mp − |dp| ≥ 2(1− q)
(c) : −mn + |dn| ≤ 2(q − 1)
(d) : −mn − |dn| ≥ −2

(A.153)

By adding constraints:

{
(a) + (c) : (mp −mn) + (|dp|+ |dn|) ≤ 2q
(b) + (d) : (mp −mn)− (|dp|+ |dn|) ≥ −2q

⇐⇒
{

(a) + (c) : ∆m + (|dp|+ |dn|) ≤ 2q
(b) + (d) : ∆m − (|dp|+ |dn|) ≥ −2q

(A.154)

By subtracting constraints:

{
(b)− (c) : (mp +mn)− (|dp|+ |dn|) ≥ 4(1− q)
(a)− (d) : (mp +mn) + (|dp|+ |dn|) ≤ 4

⇐⇒
{

(b)− (c) : Σm − (|dp|+ |dn|) ≥ 4(1− q)
(a)− (d) : Σm + (|dp|+ |dn|) ≤ 4

(A.155)

This opens up the possibility of an analysis of these new constraints in the four possible cases
resulting from the four different combinations of: dp ≥ 0, dn ≥ 0, dp ≤ 0 et dn ≤ 0. From this
analysis the Figure 18 representation of the operation zone is deduced.

Thus are obtained the graphical representations of the limits of Σm, ∆m, Σd and ∆d and the
relations between the limits of these variables. It is then recalled that (A.141) describes the rela-
tionship between these latter variables, the control voltages of the four types of currents and the
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Σm

Σd

2 4−

4

−4

∆m

Σd

4−

4

−4

Σm

∆d

2 4−

4

SM-HB SM-FB

−4

∆m

∆d

4−

4

−4

Figure 18: Control-limited operating zone in the maps (Σd, Σm), (Σd,∆m), (∆d, Σm) and (∆d,∆m)

currents:



Îm = 1
Zm

(V̂m − VnAD) =
1

Zm

(
−VDC

4 ∆m − VnAD

)
Îs =

1
Zs

(V̂s +
VDC
2 ) = 1

Zs

(
−VDC

4 Σm + VDC
2

)
Îc =

1
Zc
V̂c =

1
Zc

VDC
4 ∆d

Îo =
1
Zo

|V̂o − V̂AC · e−jφv | = 1
Zo

∣∣∣VDC
4 Σd − V̂AC · e−jφv

∣∣∣
(A.156)

By the equation (A.156) it is possible to translate the Figure 18 in the maps (V̂o, V̂s), (V̂o, V̂m),
(V̂c, V̂s) and (V̂c, V̂m). Which gives Figure 19.

The limits of the operating zone are then obtained for the four voltages in charge of driving the
four different types of currents. Depending on the choice of type of submodules, the figure shows
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V̂s

V̂o

1−0−1

−1

V̂m

V̂o

SM-HB SM-FB

100%VDC

50%VDC

1

1−

−1

1

V̂s

V̂c

1−0−1

−1

1

V̂m

V̂c

1−

−1

1

Figure 19: Control-limited operating zone in the maps (V̂o, V̂s), (V̂o, V̂m), (V̂c, V̂s) and (V̂c, V̂m)

that: 

max(V̂m) = V̂ max
m = q

2VDC

max(V̂s) = V̂ max
s = (q − 1)VDC

max(V̂c) = V̂ max
c = q

2VDC

max(V̂o) = V̂ max
o = q

2VDC



min(V̂m) = V̂ min
m = − q

2VDC

min(V̂s) = V̂ min
s = −VDC

min(V̂c) = V̂ min
c = − q

2VDC

min(V̂o) = V̂ min
o = − q

2VDC

(A.157)

The last step will therefore be to move from these limitations in the control voltage map to
limitations in the current map.

Limits of the currents by the limitation of their control voltages

The equation (A.156) describing the link between the control voltages of the currents and these
currents allows one to translate the limitations in amap linked to the currents. For easier reading,
the representation will remain in the form of voltages and not currents:

By combining the equations (A.157) and (A.142), it is possible to determine themaximum currents
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ZsÎs

ZoÎo

0−VDC/2

ZmÎm + VnAD

SM-HB SM-FB

∣

∣

∣
VDC − V̂AC · e−jϕv

∣

∣

∣

ZsÎs

ZcÎc ZcÎc

DC/2

−

∣

∣

∣
VDC − V̂AC · e−jϕv

∣

∣

∣

ZoÎo

VDC−VDC −VDC DC/2

ZmÎm + VnAD

0−VDC/2 DC/2

VDC/2

VDC

−VDC

−VDC/2

VDC−VDC

Figure 20: Control-limited operating zone in the voltage maps (ZoÎo,ZsÎs), (ZoÎo,ZmÎm), (ZcÎc,ZsÎs) et
(ZcÎc,ZmÎm)

magnitudes for control voltages reaching their limits:

Îmax
m = 1

Zm

( q
2VDC − VnAD

)
Îmax
s = 1

Zs

(
q − 1

2

)
VDC

Îmax
c = 1

Zc

q
2VDC

Îmax
o = 1

Zo

∣∣∣ q2VDC − V̂AC · e−jφv

∣∣∣



Îmin
m = 1

Zm

(
− q

2VDC − VnAD

)
Îmin
s = − 1

Zs

1
2VDC

Îmin
c = − 1

Zc

q
2VDC

Îmin
o = 1

Zo

∣∣∣− q
2VDC + V̂AC · e−jφv

∣∣∣
(A.158)

Remarks:

• It is important to note that these expressions represent the maximum magnitudes of the four
types of currents in the case where the voltages driving them reach their own limits. These
are current limits obtained from the control point of view and not from the physical point of
view. Indeed, additional physical limits, such as the current allowed by the semiconductors
or a power limit imposed by the DC bus power, may shrink the operating zone described by
the Figure 20 and the equation (A.158).

• Equation (A.158) shows that when the AC and DC neutrals are disconnected, and thus Im is
forced to zero, the potential of the AC neutral point can be moved such that:

−q

2
VDC ≤ VnAD ≤ q

2
VDC (A.159)

De ce fait V̂ max
nAD

= q
2VDC et V̂ min

nAD
= − q

2VDC .
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Limits of the input and output powers of the converter

An important quantity in the sizing of an inverter is the rated apparent power that it can deliver.
It is therefore interesting to evaluate this power, here noted So.

The power absorbed by the converter on the DC bus is expressed as Ps = PDC − P loss
s =

VDCIDC − 2RsIDC
2, that delivered on the active AC network at the output is expressed as an

average value SAC = m
2

∣∣VAC · IAC
∗∣∣ = m

2 V̂AC ÎAC and the one that the converter distributes
on the whole output AC network (load and active network) is So =

m
2

∣∣∣V ′
o · IAC

∗
∣∣∣ = m

2 V̂
′
o · ÎAC

avec V ′
o = (Ro + jωoLo)IAC + VAC . In a nominal operation where the networks are balanced

as well as the capacitors, it comes that:{
Îs = IDC/m

Îo = ÎAC/2
(A.160)

Thus, the powers previously introduced can be expressed:
Ps = mVDC Îs − 2Rsm

2Îs
2

SAC = m
∣∣VAC · Io∗

∣∣ = mV̂AC Îo

So = m
∣∣∣V ′

o · Io∗
∣∣∣ = mV̂ ′

o Îo

(A.161)

By (A.142), it comes that: Îs =
1
Zs

(
V̂s +

VDC
2

)
Îo =

1
Zo

∣∣∣V̂o − V̂AC · e−jφv

∣∣∣ = 1
Zo

√
V̂o

2 − 2V̂oV̂AC cosφv + V̂AC
2
(A.162)

Furthermore:

V ′
o = (Ro + jωoLo)2Io + VAC = (Ro + jωoLo)2Îo e

−jΦo + V̂AC e−jφv

Io =
1
Zo

(
V̂o − V̂AC · e−jφv

) (A.163)

By substitution of these current expressions in the power expressions, it is shown that:
Ps =

m
Zs

(
V̂s +

VDC
2

)
VDC − 2Rsm2

Zs
2

(
V̂s +

VDC
2

)2
SAC = m

Zo
V̂AC

√
V̂o

2 − 2V̂oV̂AC cosφv + V̂AC
2

So = m
∣∣∣(Ro + jωoLo)2Îo

2
+ VAC · Io∗

∣∣∣
(A.164)

By substitution of Îo and Io
∗ by their analytical expressions in So, it is possible to arrive, after

several development steps, at:

So = m

∣∣∣∣∣∣∣∣
(
V̂AC e−jφv +

2(Ro+jωoLo)(V̂o−V̂AC e−jφv)
(R+2Ro)+jωo(L+2Lo)

)(
V̂o − V̂AC e+jφv

)
(R+ 2Ro) + jωo(L+ 2Lo)

∣∣∣∣∣∣∣∣ (A.165)

The above expressions thereforemake it possible to evaluate the evolution of the different powers
according to variable parameters such as the alternating load (Ro,Lo), the alternating network
(V̂AC ,φv), and the output current control voltage (V̂o). It is of interest to analyze the evolution
of So because it is the apparent power which comes out directly from the converter and during
the sizing of the latter, a nominal value of this power is determined. The analysis of So must
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therefore make it possible to determine the bounds of the variable parameters (Ro, Lo, V̂AC , φv ,
V̂o) not to be exceeded so that the apparent power does not exceed the rated power provided.
Particular attention must also be paid to the amplitude Îo of the output current because a low
value of the impedance Ro + jωoLo could make it possible to reach an amplitude of So close to
its nominal value while having a too large magnitude for current Îo, which must be prevented
to remain within the physical operating limits.

In the case of theMMC experimental setup used in this study, the parameters V̂AC andφv are null,
embodying the fact that only a passive load is connected to the output of the converter. The use
of the converter in such a configuration therefore makes it possible to simplify the expressions
of the powers in the following way:

PDC = m
Zs

(
V̂s +

VDC
2

)
VDC

SAC = 0

So = mV̂o
2 2|Ro+jωoLo|

Zo
2 = 2m |Ro + jωoLo| Îo

2

(A.166)

with Îo = V̂o/Zo. The formula of So then obtained makes it possible to assert that So will reach
its maximum when V̂o has reached its own, i.e. qVDC/2, which allows one to express Smax

o in
terms of VDC :

Smax
o = m

(q
2
VDC

)2 2√Ro
2 + ωo

2Lo
2

Zo
2 = m

(q
2
VDC

)2 2
√
Ro

2 + ωo
2Lo

2

(R+ 2Ro)2 + ωo
2(L+ 2Lo)2

(A.167)

Remark: It is interesting to note that the above formula allows the analysis of the evolution of
the apparent power that the converter is able to convert at themaximum according to the number
of phases of the AC network, the impedance of the arm of the converter, the impedance of the
AC network, the voltage available on the DC bus and according to the type of submodules. An
interesting property to notice is that switching fromhalf-bridge submodules (q = 1) to full-bridge
submodules (q = 2) makes it possible to multiply by 4 the apparent power that the converter can
deliver.

Case study: limits of the MMC experimental setup

The experimental model of the MMC available to the LAPLACE laboratory presents the param-
eters which are described in the Table 19.

The equations (A.166) and (A.167) allow to know the evolution of So and Îo according to the
control voltage of the output currents V̂o and variable resistive loadRo. So reaching its maximum
at the same time as V̂o, the analysis of the evolution of So according to Ro at V̂o = qVDC/2 will
show the value of Ro to ensure that So does not exceed its nominal value in operation. It is then
plotted So = f(Ro) and Îo = f(Ro) for V̂o = V̂ max

o = qVDC/2 in Figure 21.

The converter is rated to convert 10 kVA, the load bank to which it is connected will therefore
make it possible to cover the entire operating range depending on the resistance selected. To
ensure that the nominal power is not exceeded, one must choose Ro ∈ [13.16 Ω;+∞ Ω[ to
guarantee a current at least less than 22.42A, operating cas at 100% of the rated apparent power.
For example, if it is desired to limit the current Îmax

AC to 7.486 A, it will be necessary to set
Ro ≥ 40 Ω, the maximum attainable apparent power value will be approximately 33.65% of
the rated power, i.e. 3.365 kVA. It is then chosen Ro = 40 Ω to limit the current in the load to
7.486 A in order to carry out the first test in a reduced operating zone which will reach at most
approximately one third of rated power.
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Paramètres du MMC
Parameter Notation Value

DC Bus
DC Bus voltage VDC 600 V

DC link impedance Rs, Ls 50 mΩ, 2 mH
MMC

Rated power Snom
o 10 kVA

Type of submodules q 1 (half-bridge submodule)
Total number of submodules 2mN 18

Arm impedance R, L 10 mΩ, 5 mH
AC Network

Number of phases m 3

AC active voltage amplitude V̂AC 0 V
AC active voltage phase φv 0 rad

Fondamental frequency and period of the network fo, To 50 Hz, 20 ms
Network pulsation ωo 2πfo ≃ 314 rad/s
AC load impedance Ro, Lo Tunable, 40 Ω here, 0 mH

Table 19: Parameters table of the MMC

The application of the equation (A.158) developed here using the data from the Table 19 makes
it possible to determine the extrema that can be reached by the various currents which occur
during the operation of the converter. These values are entered in the Table 20.

Control-limited current boundaries
Current Lower boundary Upper boundary

Îm Îmin
m = −3.743 A Îmax

m = +3.743 A
Îs Îmin

s = −1875 A Îmax
s = +1875 A

Îc Îmin
c = −190.9 A Îmax

c = +190.9 A
Îo Îmin

o = −3.749 A Îmax
o = +3.749 A

Table 20: Table of the control-limited current boundaries

It is then found that the circulating current and the source current can reach, when the control
voltages reach their extrema, values well above the feasible current values of the semiconductors:
60 A. In addition, the current Is, whose command limit is 1875 A, exceeds the physical limit
imposed on it by the power that the DC bus can deliver. And Ic exceeds the limit imposed by
the sizing of the inductors contained in the converter.

Thus, it is necessary to evaluate the effective operating area by projecting the control-limited
operating zone into the feasible space of the maximum powers, voltages and current that the
physical system can bear.

The DC bus being limited in power to 10 kW, with a voltage VDC = 600 V, the current IDC will
then be limited to 16.7 A i.e. 5.57 A for Îs. The inductors of the converter arms L are sized for
an alternating current with a maximum amplitude of 14 A. As regards the circulating current Îc,
it will therefore be limited to 14 A.

The combination of the control limits and the physical limits which are imposed on the currents
leads to the values which are indicated in the Table 21.

The simulations and tests are therefore carried out taking into account all the different limitations
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X 40

Y 33.73

X 40

Y 3.749

X 40

Y 7.498

X 13.44

Y 100

X 13.44

Y 22.28

X 13.44

Y 11.14

Figure 21: Evolution of the maximum apparent power and the output current as a function of the resistance
of the AC network Ro on range [10 Ω; 50 Ω]

Control-limited current boundaries with physical limitations
Current Lower boundary Upper boundary

Îm Îmin
m = −3.743 A Îmax

m = +3.743 A
Îs Îmin

s = −5.57 A Îmax
s = +5.57 A

Îc Îmin
c = −14 A Îmax

c = +14 A
Îo Îmin

o = −3.749 A Îmax
o = +3.749 A

Table 21: Table of current boudaries by projection into the space of feasible powers, voltages and currents

to which the currents are subject. So the values of Table 21 will be used. The maximum PDC

power that the DC bus will be able to supply will therefore be 10 kW and the maximum So

apparent power that the converter can deliver will be 3.37 kVA .

However during the operation of the converter, in steady state the balance of the powers Ps −
P loss
MMC = Po must be guaranteed in order to ensure a quantity of energy EMMC stable in

the MMC. The powers Ps − P loss
MMC and Po are plotted as a function of Îs and Îo, for their

maximum value ranges, in Figure 22. The power balance, obtained at the intersection of the
surfaces representing each of the powers, is embodied by a red line. This figure highlights two
elements:

• When operating in steady state, Po will always be positive. Which is consistent with having
a passive load in this case (V̂AC = 0): a MMC with these parameters can only operate in
inverter mode.

• The maximum power that can be converted by the converter is 3.37 kW, this operating point
is reached for Îo = 3.749 A and Îs = 1.852 A.

A-41



Appendix

Figure 22: Evolution of the DC-AC power exchange operated by the converter for Ro = 40 Ω

J Low-level allocation formulation in nominal operating case

In nominal operation the vector Txy is zero and the matrix Lxy takes a particular simplified
form. In this particular case, the matrices embodying the low-level control allocation problem
for an arm take the form:

Mxy
LL(k) = σ(x)

[
vCx,y,1(k) −vCx,y,1(k) vCx,y,2(k) −vCx,y,2(k) . . . vCx,y,N

(k) −vCx,y,N
(k)
]

ad
xy
LL(k) = vrefxy (k)

Mp
xy
LL(k) =

Tc
C σ(x)ixy(k)


1 −1 0 0 . . . 0 0
0 0 1 −1 . . . 0 0

0 0 0 0
. . . 0 0

0 0 0 0 . . . 1 −1


ap

xy
LL(k) = vref

Cxy
(k)− vCxy(k)

(A.168)
Ce qui donne une équation d’allocation de la forme:

σ(x)
[
vCx,y,1(k) −vCx,y,1(k) . . . vCx,y,N

(k) −vCx,y,N
(k)
]

wvC

1
l

Tc
C σ(x)ixy(k)

1 −1 . . . 0 0

0 0
. . . 0 0

0 0 . . . 1 −1


De

xy(k)

=


vrefxy (k)

wvC

1
l

(
vrefCx,y,1

(k)− vCx,y,1(k)
)

. . .

wvC

1
l

(
vrefCx,y,N

(k)− vCx,y,N
(k)
)


(A.169)

A-42



Low-level formulation of the entire MMC arms in one allocation

K Low-level formulation of the entire MMC arms in one allocation

In order to take into account all the arms of the MMC in a single control allocation problem it
is necessary to update the formulation made for a single arm (5.7) in order to extend it to the
complete converter. One way to do this extension is to group the set of primary objectives of
the LLC - namely, reference tracking of voltages across the arms - first, and then to group the
secondary objectives of each of the arms. This, from (5.7), thus brings the following form:

MLL =



Mpy1
LL

. . .
Mpym

LL

Mny1
LL

. . .
Mnym

LL


adLL =



apy1

dLL

. . .
apym

dLL

any1

dLL

. . .
anym

dLL


(A.170)

MpLL =



Mpy1
pLL

. . .
Mpym

pLL

Mny1
pLL

. . .
Mnym

pLL


apLL =



apy1
pLL

. . .
apym
pLL

any1
pLL

. . .
anym
pLL

 (A.171)

De =



De
py1...

De
pym

De
ny1...

De
nym


Demax

=



Demax

py1...
Demax

pym

Demax

ny1...
Demax

nym


Demin

=



Demin

py1...
Demin

pym

Demin

ny1...
Demin

nym


(A.172)

The complete control allocation problem is then deduced which represents the low-level control
for the whole converter:

LLCAP :{[
MLL(k)

wvC

1
l MpLL(k)

]
ULL(k) =

[
adLL(k)

wvC

1
l apLL(k)

] ∣∣∣Demin ≤ ULL(k) ≤ Demax

} (A.173)

L High-level-low-level global model of the MMC

From the equation (5.1) modelling the low-level behavior an arm of the converter, it is possible
to formulate the evolution of vCxy and vxy in time:

{
vCxy(k + 1) = vCxy(k) +

(
Tc
C i∗xy(k)Lxy

)
De

xy(k) +
Tc
C i∗xy(k)Txy

vxy(k) = σ(x)vCxy(k)
TLxyD

e
xy(k) + σ(x)Txy

TvCxy(k)
(A.174)
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This system of equations being true for any arms of the converter, a matrix model representing
all the arms of the converter can be obtained by concatenation:



vCpy1
(k + 1)
...

vCpym
(k + 1)

vCny1
(k + 1)
...

vCnym
(k + 1)


=



vCpy1
(k)

...
vCpym

(k)
vCny1

(k)
...

vCnym
(k)



+



Mpy1
pLL

. . .
Mpym

pLL

Mny1
pLL

. . .
Mnym

pLL





De
py1...

De
pym

De
ny1...

De
nym



+Tc



i∗py1 (k)

C Tpy1

...
i∗pym (k)

C Tpym
i∗ny1

(k)

C Tny1

...
i∗nym (k)

C Tnym




vpy1(k)
...

vpym(k)
vny1(k)

...
vnym(k)


=



Tpy1
T

. . .
Tpym

T

−Tny1
T

. . .
−Tnym

T





vCpy1
(k)

...
vCpym

(k)
vCny1

(k)
...

vCnym
(k)



+



vCpy1
(k)TLpy1

. . .
vCpym

(k)TLpym

−vCny1
(k)TLny1

. . .
−vCnym

(k)TLnym





De
py1...

De
pym

De
ny1...

De
nym


(A.175)

These equations can be seen from the point of view of the state space in which a low-level model
can be set by taking advantage of matrices previously defined:{

vC(k + 1) = vC(k) +MpLL(k)D
e(k) +HLLELL(k)

V(k) = CLLvC(k) +MLL(k)D
e(k)

(A.176)

Defining the vector of voltages across the set of capacitors as the state vector and the vector of
voltages across the arms as the output vector of the low-level model, the formulation comes:{

XLL(k + 1) = FLLXLL(k) +GLL(k)ULL(k) +HLLELL(k)
YLL(k) = CLLXLL(k) +DLL(k)ULL(k)

(A.177)

with ULL = De. It is thus observed that the vector which naturally comes to be considered as
the output vector of the low-level model is in fact the input vector for the high-level model (3.66)
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which is recalled here:

{
X̃HL(k + 1) = F̃HLX̃HL(k) + G̃HLUHL(k) + H̃HLẼHL(k)

YHL(k) = C̃HLX̃HL
(A.178)

With UHL = YLL It is then possible to combine these two state space models such that, by
substitution ofUHL from (A.178) by YLL from (A.177), it comes that:

{
X̃HL(k + 1) = F̃HLX̃HL(k) + G̃HL (CLLXLL(k) +MLL(k)ULL(k)) +HLLELL(k)
XLL(k + 1) = FLLXLL(k) +GLL(k)ULL(k) +HLLELL(k)

(A.179)
This two state space equations can be combined into one equation by judiciously organizating
the terms:

[
XLL(k + 1)

X̃HL(k + 1)

]
=

[
I2mN O2mN ,2m

G̃HLCLL F̃HL

] [
XLL(k)

X̃HL(k)

]
+

[
GLL(k)

G̃HLDLL(k)

]
ULL(k) +

[
HLLELL(k)

H̃HLẼHL(k)

] (A.180)

And so the state-space model representing all the dynamics at work in the MMC under the
Assumption 1 is defined:

{
XMMC(k + 1) = FMMCXMMC(k) +GMMC(k)UMMC(k) +HMMCEMMC(k)
YMMC(k) = CMMCXMMC(k)

(A.181)
with XMMC = [XLL

T X̃HL
T
]T and UMMC = ULL = De. As highlighted by (A.182), the The output vector

of the state-space
model of the MMC
is defined:

YMMC =


vC

Im
Is
Ĩc
Ĩo


(A.182)

model obtained represents the dynamics of the entire set of capacitor voltages as well as the
dynamics of the four types of currents that flow through the MMC during its operation. The
combination of the two equations of this state space model can be combined to obtain the form:

MMMC(k)ULL(k) = YMMC(k + 1)− CMMC (FMMCXMMC(k) +HMMCEMMC(k))
(A.183)

Remark:

About the model described by (A.180), this global model being intended to be linear, the state-
input product between the current ixy and the duty cycle De

xy as well as the one between the
voltage vCxy and De

xy have been taken into account in the global state model presented here,
but without being explicitly represented. The first product with the current is hidden in the
matrix GLL(k) which depends on time, the second product with the capacitor voltage is hidden
in DLL(k) which also depends on time. Thus, through GMMC(k) which depends on time, the
interactions between the low-level and the high-level are taken into accountwith a first approach.
Under the Assumption 1, it is possible to keep this state model by updating its matrices at each
control sampling period for use in the allocation algorithm. However, an improvement of this
model is an interesting work perspective in order to explicitly represent the nonlinearities of the
system in a state-space model of this kind for the control allocation of the MMC.
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M Control allocation optimization formulations for the low-level control

The formulations that are studied here are the formulations (4.24) for the LP and (4.26) for the
QP in the case of the LLCAOPxy (5.9):

LLCAOPxy :



minDe
xy,ê

xy
LL

Jxy
lLL

= ||êxyLL||ll
u.c. :

M̂xy
LLD

e
xy − êxyLL = âd

xy
LL

Demin

xy ≤ De
xy ≤ Demax

xy

−êxy
max

LL ≤ êxyLL ≤ êxy
max

LL

(A.184)

The optimization criteria are put here in the formulation dedicated to the low-level control be-
cause they are used in detail for the comparative analysis.

Dedicated linear programming formulation

In the case of linear programming, the optimzation of the following criterion is to be solved:

Jxy
lLL

= ||êxyLL||1 =
N+1∑
i=1

|êxyLLi| =
N+1∑
i=1

êxyLL
+
i + êxyLL

−
i (A.185)

The deviation variable êxyLL = êxyLL
+ − êxyLL

− is split in two positive vectors êxyLL
+ and êxyLL

−

since the linear programming algorithm in its standard form only allows 0 as lower boundary.
According to the definition of êxyLL, it comes that:

M̂xy
LLD

e
xy − êxyLL

+
+ êxyLL

−
= âd

xy
LL (A.186)

To take into account the bounds ofDe
xy in the algorithm of the standard linear programming, the

change of variableDe
xy = De

xy +Demin

xy is implemented, the previous equation is then adapted
accordingly by performing a substitution:

M̂xy
LLD

e
xy − êxyLL

+
+ êxyLL

−
= âd

xy
LL − M̂xy

LLD
emin

xy (A.187)

This equation then represents the equality constraints that the LP must satisfy in addition to
the constraints on the bounds of the various decision variables: 0 ≤ De

xy ≤ Demax

xy − Demin

xy ,
0 ≤ êxyLL

+ ≤ êxy
max

LL and 0 ≤ êxyLL
+ ≤ êxy

max

LL . In the present case êxy
max

LL is chosen with
the idea of having a maximum boundary on the deviation from the verification of the allocation
equation: êxy

max

LL = max(abs(âd
xy
LL)). This is the choice that is implemented here in the online

solving algorithm but it could be chosen differently in the case of other systems to give more
or less freedom to the allocation by first analyzing the difficulty of finding feasible solutions to
the allocation equation. The equation that represents the equality constraints can then be put in
matrix form:[

Mxy
LL −1 +1

wvC

1
l Mp

xy
LL −IN +IN

]De
xy

êxyLL
+

êxyLL
−

 =

[
ad

xy
LL −Mxy

LLD
emin

xy

wvC

1
l

(
ap

xy
LL −Mp

xy
LLD

emin

xy

)] (A.188)

The choice of the optimization vector then comes naturally: x =
[
De

xy êxyLL
+

êxyLL

]T
. The

optimization criterion therefore takes the form: Jxy
lLL

=
[
O1,N I1,N+1 I1,N+1

]
x. The for-

mulation that the linear programming is able to solve is thus obtained, it is defined from the
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matrices:

x =
[
De

xy êxyLL
+

êxyLL
−
]T

∈ R3N+2

cT =
[
O1,N I1,N+1 I1,N+1

]
∈ R3N+2

A =

[
Mxy

LL −1 +1

wvC

1
l Mp

xy
LL −IN +IN

]
∈ MN+1,3N+2(R)

b =

[
ad

xy
LL −Mxy

LLD
emin

xy

wvC

1
l

(
ap

xy
LL −Mp

xy
LLD

emin

xy

)] ∈ RN+1

xmax =
[
Demax

xy −Demin

xy êxy
max

LL êxy
max

LL

]
∈ R3N+2

(A.189)

Dedicated quadratic programming formulation

In the case of quadratic programming, the optimization is formulated:

Jxy
lLL

= ||êxyLL||
2
2 =

N+1∑
i=1

êxyLL
2
i =

1

2
êxyLL

T
(2IN+1) ê

xy
LL (A.190)

TheQP algorithms used here allow to have negative bounds contrary to the standard formulation
adopted for the LP, the equation representing the constraints equalities is then preserved in its
form without adding supplementary slack variables:

M̂xy
LLD

e
xy − êxyLL = âd

xy
LL (A.191)

The variable êxyLL is given the same upper bound as for the LP: êxy
max

LL = max(abs(âd
xy
LL)). The

equation that represents the equality constraints can also be put in matrix form:

[
Mxy

LL −1

wvC

1
l Mp

xy
LL −IN

] [
De

xy

êxyLL

]
=

[
ad

xy
LL

wvC

1
l ap

xy
LL

]
(A.192)

The choice of the optimization vector then comes trivially: x =
[
De

xy êxyLL
]T . The optimiza-

tion criterion therefore takes the form: Jxy
lLL

=
[
O1,N I1,N+1

]
x. The formulation that the
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algorithms of Interior-Point and Active-Set are able to solve is thus defined from the matrices:

x =
[
De

xy êxyLL
]T ∈ R2N+1

cT =
[
O1,N I1,N+1

]
∈ R2N+1 f = 0 ∈ R

H = 2

[
ON

IN+1

]
∈ M2N+1(R)

A =

[
Mxy

LL −1

wvC

1
l Mp

xy
LL −IN

]
∈ MN+1,2N+1(R)

b =

[
ad

xy
LL

wvC

1
l ap

xy
LL

]
∈ RN+1

xmax =
[
Demax

xy êxy
max

LL

]
∈ R2N+1

xmin =
[
Demin

xy −êxy
max

LL

]
∈ R2N+1

(A.193)

N Control allocation optimization formulations for the high-level control

The aim of the study being to compare the various algorithms of high-level control, their formu-
lations are given in order to allow the visualization of the optimizations which are set up in the
various cases.

Control allocation formulations for the GPFOCSSM

The first formulation used which is based on the GPFOCSSM is directly the MIB control allo-
cation whose equation (5.19) gives the solution by matrix inversion. To save execution time, the
computation of the inverse matrix is done off-line because the effectivity matrix does not require
any parameter update over time. The computation ofVref is then done deterministically in real
time while ensuring that its bounds are respected.

The formulation of the high-level control for the case of EMOn linear programming is obtained
by applying the same development as that performed in section 4.B.3 - from equation (4.21) to
equation (4.25) - to the HLCAOPm−ph (5.18):

HLCAOPm−ph :


minV,êHL

JlHL
= ||êHL||ll

u.c. :

M̂HLV − êHL = âdHL

Vmin ≤ V ≤ Vmax

−êmax
HL ≤ êHL ≤ êmax

HL

(A.194)
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This approach leads directly to the matrices to be implemented in real time:

x =
[
V êHL

+ êHL
−]T ∈ R6m

cT =
[
O1,2m I1,2m I1,2m

]
∈ R6m

A =
[
M̂HL −I2m +I2m

]
∈ M2m,6m(R)

b =
[
âdHL − M̂HLVmin

]
∈ R2m

xmax =
[
Vmax −Vmin êmax

HL êmax
HL

]
∈ R6m

(A.195)

For the formulation of the high-level control for the case of EMOn quadratic programming now,
this is obtained by adopting the same approach as in section 4.B.3 - from equation (4.21) to equa-
tion (4.28) - to the HLCAOPm−ph (A.194). This development direclty gives:

x =
[
V êHL

]T ∈ R4m

cT =
[
O1,2m I1,2m

]
∈ R4m f = 0 ∈ R

H = 2

[
O2m

I2m

]
∈ M4m(R)

A =
[
MHL −I2m

]
∈ M2m,4m(R)

b =
[
adHL

]
∈ R2m

xmax =
[
Vmax êmax

HL

]
∈ R4m

xmin =
[
Vmin −êmax

HL

]
∈ R4m

(A.196)

Control allocation formulations for the GPFSROBHCCSSM

The first formulation based on the GPFSROBHCCSSM is the MIB control allocation. The
equation (5.31) provides the solution to be implemented in real time to determineVdq012ref , the
inversion of the matrix M̂dq012

HL can be precomputed off-line because in the framework of this
model also it does not depend on the variation of parameters of the system in time.

The formulation of the high-level control for the case of EMOn linear programming is obtained
by applying the same development as that performed in section 4.B.3 - from equation (4.21) to
equation (4.25) - to the HLCAOPPark 12 (5.30):

HLCAOPPark 12 :



min
Vdq012,êdq012

HL
J
ldq012HL

= ||êdq012HL ||ll
u.c. :

M̂dq012
HL Vdq012 − êdq012HL = âd

dq012
HL

Vdq012
min ≤ Vdq012 ≤ Vdq012

max

−êdq012HL
max ≤ êdq012HL ≤ êdq012HL

max

(A.197)
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This derivation output reads:

x =
[
Vdq012 êdq012HL

+
êdq012HL

−
]T

∈ R6m′

cT =
[
O1,2m′ I1,2m′ I1,2m′

]
∈ R6m′

A =
[
M̂dq012

HL −I2m′ +I2m′

]
∈ M2m′,6m′(R)

b =
[
âd

dq012
HL − M̂dq012

HL Vdq012
min

]
∈ R2m′

xmax =
[
Vdq012

max −Vdq012
min êdq012HL

max êdq012HL
max

]
∈ R6m′

(A.198)

The formulation of the high-level control for the case of EMOn quadratic programming is found
by adopting the same approach as in section 4.B.3 - from equation (4.21) to the equation (4.28) -
to the HLCAOPPark 12 (A.197). This approach leads to:

x =
[
Vdq012 êdq012HL

]T
∈ R4m′

cT =
[
O1,2m′ I1,2m′

]
∈ R4m′

f = 0 ∈ R

H = 2

[
O2m′

I2m′

]
∈ M4m′(R)

A =
[
M̂dq012

HL −I2m′

]
∈ M2m′,4m′(R)

b =
[
âd

dq012
HL

]
∈ R2m′

xmax =
[
Vdq012

max êdq012HL
max

]
∈ R4m′

xmin =
[
Vdq012

min −êdq012HL
max

]
∈ R4m′

(A.199)

The only step to do after that is to give the matrices of (A.195) for the GPFOCSSM or those
of (A.198) for the GPFSROBHCCSSM to the Simplex algorithm by updating them at each
sampling step to ensure the control of currents by linear programming. To perform this same
control for the quadratic programming case, it is the matrices (A.196) for the GPFOCSSM or
those of (A.199) for the GPFSROBHCCSSM that must be provided to the Interior-Point or
Active-Set algorithms.

O Highlights of the control allocation methods compared to classical
control approaches for the MMC

This section intends to summarize the key advantages of control allocation methods over other
traditional modular multilevel converter control methods.

For low-level control, the two control objectives to be satisfied are the reference tracking for the
voltages and the capacitor balancing. Conventional methods deal with these two objectives in a
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cascaded manner, while the switching states act directly and simultaneously on both. This leads
to an effective operation but is far from optimal.

On the contrary, the control allocation will address the low-level control problem as a whole by
aiming to satisfy both control objectives simultaneously from the same control variables. It is a
more global control objective that is addressed by taking full advantage of the input variables as
their constraints are taken into account by a single algorithm to guarantee both objectives in an
optimized way. The decision of the use of each of the submodules is made in an optimized way
in order to accurately steer the system and distribute the control effort among all the available
submodules. Figure 23 graphically summarizes this. Note that, the reduction of the switching
frequency as the number of submodules is increased still needs to be addressed for control al-
location methods. However, promising directions have been initiated and solutions based on
literature have been outlined.

Low-Level Control

Figure 23: Control architectures: comparing control allocation to classical control approches in the frame-
work of the low-level control of the MMC.

For the high-level control, the control objectives to be satisfied are the reference tracking for
each of the four (at least three) current types. The classical methods handle the control of each
of these currents independently, each on its side, whereas the same arm voltages act upon all of
them, and these voltages must be maintained between their boundaries.

On the other hand, the control allocation offers a more global approach that focuses on the
control of the four currents simultaneously from the direct determination of the arm voltages.
This determination is done by taking into account the saturations of the voltages a priori in a
unique algorithm that distributes the control effort among the set of arm in an optimized way.
The implemented control allocation also allows one to promptly tune the desired dynamics in
closed loop. Figure 24 graphically summarizes this.

By its very principle of cooperative steering of the control objectives via real-time optimization
in a unique algorithm, the control allocation approach has the capability to surpass the classical
control approaches for both current and voltage control as well as capacitor balancing. In this
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Appendix

Current Control

High-Level Control

High-Level Control Allocation

Common

Figure 24: Control architectures: comparing control allocation to classical control approches in the frame-
work of the high-level control of the MMC.

work, control allocation methods have been developed to control the modular multilevel con-
verter, and some qualitative comparisons with classical methods have been identified, it remains
now to compare them quantitatively.
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A | B | C | D | E | F | G | H | I | L | M | N | O | P | Q | R | S | T | W | Z
A
Active-Set

Optimization algorithm designed to solve linear, quadratic and nonlinear programming prob-
lems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41, 48, 49, 148, 199, 215, 216, 218, 223–227, 230–232, 242,
247

adaptive control allocation
An EMOff allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

arm
Electrical circuit which is a constitutive part of a converter, it is made of switches and some-
times impedances also, it is either connected to the positive pole of the DC supply or to
negative one . . xix, xxi, xxii, xxiv–xxvi, xxx–xxxiii, xxxv, xxxvi, xxxviii, xxxix, xli, xlii, xliv,
xlvi, xlix, l, lii–lvi, lviii–lx, lxii, lxv–lxxviii, lxxx, 4, 10–15, 17–32, 49, 51, 53, 54, 59, 61–66, 69,
72–75, 88, 115, 116, 120, 128, 177, 179–183, 185, 190, 192, 196–198, 201, 204, 205, 207, 210, 211,
214, 216, 218, 219, 222, 234–244, 246, 248, III, IV

articifial neural network allocation
An AI-based allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

B
Branch-and-Bounds

Optimization algorithm that can be used to solve mixed integer linear programming problems
like in the case of [BD04a] for the CA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

C
control allocation

Control method that takes advantage of the overactuated property of systems in order to
operate optimally the systemwhile taking into account the boundaries of the control variables
xxi–xxv, xxvii, xxx, xxxi, xxxiii, xxxvi, xl–xlii, liv, lv, lvii, lviii, lxxvii–lxxix, 4, 8, 33, 34, 36,
39, 41–47, 49, 61, 62, 73, 143, 145, 148–154, 156, 158, 161, 162, 164–167, 172, 176–180, 182, 183,
185–189, 191–195, 197–201, 206, 207, 210, 211, 213–215, 218, 220–231, 233, 234, 236, 241–247,
251, II

control allocation optimization problem
Control optimization is fomulated as:

minU,e Jl = ||e||ll
u.c. :
M(U)− e = ad
Umin ≤ U ≤ Umax

−emax ≤ e ≤ emax

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . lxviii, 146–148, 150, 186, 192
control allocation problem

Control problem where the objective is to determine the control vector U that ensures the
control objective M(U) = ad under the control constraints Umin ≤ U ≤ Umax. It can be
fomulated as:

{M(U) = ad |Umin ≤ U ≤ Umax}
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. . . . xxix, lvi, lvii, lxxv, 36, 42, 48, 62, 145–148, 165, 169, 170, 179, 181, 182, 185–188, 192, 194
control allocation with integral compensator

Control method based on the control allocation to which an integral compensator is added
internally so as to improve the control performances, as opposed to the control allocation
which is the classical method with no integrator . xxiii–xxv, xxvii, xxx, xxxi, xliii, xlv, liv, lv,
lx, lxxvii, lxxix, 154–159, 161–164, 166, 170, 172–176, 229–234, 247

D
daisy chaining

A MIB allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
detailed model

For a static converter cell, model describing the influence of the switches states on the cell
electrical behavior, ability to represent the losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52, 53, 59, II

dynamic optimization seeking
An EMOff allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

dynamic programming
A family of optimal control problem optimization methods, see [Bel56] for more details. . 44

E
exact null-space

A MIB allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

F
Fixed-Point Method

Optimization algorithm that was implemented to solve quadratic programming problems in
the framework of control allocation, see [Här03] for more details. . . . . . . . . . . . . . . . . . . . . . . 41

full-bridge submodule
Type of DC-DC static converter topology available for the SM. This topology was one of the
first ones to be used in the MMC after the half-bridge submodule which is the original one.

i∗xy
iCxyj

vxyj

Figure 25: Full-bridge submodule detailed electric diagram.

xxi, xxv, lvi, lxii, lxvi–lxviii, lxxv, lxxx, 11, 20, 21, 26, 55, 56, 59, 61–63, 69, 116, 191, 236–238,
II

functional detailed model
Detailed model that describes the power conversion functionalities of the considered submod-
ule. This model has for objective to be used for a control purpose . . . . . . . . . . . . 52, 55, 56, 65,
191

functional physical detailed model
Detailed model that describes the power conversion functionalities of the considered submod-
ule while taking into account the conduction resistance of the semi-conductors, meaning that
it make it possible to evaluate the Joules losses in the submodule. This model has for objective
to be used for a control purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58, 59, 62, 64

G
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General Polyphase Fixed-Size Reduced Order BiHarmonic Content Current State-Space Model

See 3.F for more details on the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii, 71, 107, 109, 111
General Polyphase Fixed-Size Reduced Order Current State-Space Model

See 3.D for more details on the model . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii, 71, 88, 89, 91, 93, 95
General Polyphase Full Order Current State-Space Model

See 3.C for more details on the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii, 71, 84, 85, 87
Gotland HVDC Link

The Gotland HVDC Link was the world’s first commercial HVDC transmission link using the
first submarine HVDC cable. It was 96 km-long and used 20MW / 100 kVmercury-arc valves
as conversion stations. For more details see the IEEE dedicated webpage. . . . . . . . . . . . . . . . . 8

H
half-bridge submodule

Type of DC-DC static converter topology available for the SM. This topology was the first
one to be used in the MMC. xxi, lxii, lxvi, 11, 19, 20, 26, 53–59, 61–63, 69, 116, 121, 206, 218,
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iCxyj

vxyj

S
f
xyj

Figure 26: Half-bridge submodule detailed electric diagram.

243, II, III
hardware-in-the-loop

Control loop testing procedure where only a part of the hardware - the control system - is
the real hardware and the other part - the plant with power - is simulated by a dedicated
computer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxiii, xxiv, 4, 201, 202, 206–208, 213–218, 223, 230

high-level
For the considered converter, the high-level refers to the legs’ level. . . . . . . . . . . . . . . . . . . . . . . .
xxii, xxiii, xxvi, xxx–xxxvii, xxxix–xliii, xlvi, xlvii, liv, lvii, lx, lxviii, lxxvi–lxxix, 17, 21–23,
26, 51, 72–75, 81, 84, 87, 88, 96, 97, 115, 120, 121, 123, 125, 126, 128, 130, 132–137, 140, 141, 144,
185–189, 191–193, 215, 216, 218, 220, 223, 225, 230

high-level control
For the considered converter, the high-level control has for objective to ensure the current
reference tracking for the four different types of current flowing trough the system. . . . . . . . .
xxiii, xxiv, xxvi, xxvii, xxxvi, lxxiv, lxxv, 22, 27–30, 157, 178, 179, 186, 187, 189, 192, 199, 205,
215–218, 220, 223, 225–232, 247, 248, IV

high-level-low-level
For the considered converter, the high-level-low-level refers to the association of the high-
level (the currents flowing within the arms of the MMC) with the low-level (the one from the
capacitor voltages). When adressing the topic of high-level-low-level modelling (or control),
the converter currents and capacitor voltage dynamics are considered all together, see Fig-
ure 5.5 for illustrative details. . xxiii, xxx, xxxvi, xl, xliii, xlv, xlvi, liv, lvii, lxviii, lxxvi, lxxvii,
191, 192

III

https://r8.ieee.org/sweden/2017/05/20/the-very-first-ieee-milestone-in-sweden-gotland-hvdc-link-1954-awarded-to-abb-and-vattenfall


Glossary

high-level-low-level control
For the considered converter, the high-level-low-level control has for objective to ensure the
low-level control as well as the high-level control together as a whole: the current reference
tracking for the four different types of current flowing trough the system and the capacitor
voltage balancing at the same time in the same control algorithm. . . . . . . . . . xxxvi, lxxiv, 191

I
INELFE

The France-Spain Electrical Interconnexion (Interconnexion Électrique France–Espagne - IN-

ELFE) is a HVDC connexion using the MMC technology between France and Spain. This
connexion is done in the South of Perpignan. Its rated power is 2 × 1 GW in ±320 kV DC.
For more details see INELFE website. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9, 73

Interior-Point
Optimization algorithm designed to solve linear, quadratic and nonlinear programming prob-
lems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41, 49, 148, 149, 166, 199, 205, 215, 225–227, 230,
247

L
leg

Electrical circuit which is a constitutive part of a converter, it is made of two arms, the one
connected to the positive pole of the DC supply and the one connected to the negative pole
xxi, xxii, xxiv, xlvii–l, lii–liv, lxix, lxxii, lxxiii, lxxvii, 11, 13–15, 22, 26, 27, 31, 32, 73–75, 79,
88, 204, 211, 235, III

linear programming
A family of optimization problems and solving algorithms, where the cost function as well as
the constraints are linear. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxiv, 41, 205, 207–210, 212–214

low-level
For the considered converter, the low-level refers to the arm and submodule level. . . . . . . . . .
xxiii, xxiv, xxvi, xxx–xxxiii, xxxv, xxxviii, xxxix, xli, xlii, xliv, xlvi, lv, lvii, lviii, lxii–lxv, lxviii,
lxxvii, lxxviii, 21, 22, 51, 52, 55, 60, 65, 66, 69, 72, 74, 115, 144, 181, 183, 191–193, 198, 207, 209,
210, 215, 222, 241, 242

low-level control
For the considered converter, the low-level control has for objective to ensure the arm voltage
reference tracking as well as the capacitor voltage balancing. . . . . . . . . . xxi, xxiii, xxvi, xxvii,
xxxv, xxxvi, lxxv, 22, 27, 28, 30, 33, 51, 52, 54, 63, 65, 66, 69, 178–183, 192, 199, 201, 205–208,
213–216, 218, 226, 235, 241–243, 247, IV

M
mixed integer linear programming

A family of optimization problems and solving algorithms, where the cost function and the
constraints are linear. The decision variables are a mix of discrete and continuous quantities.
42

modular multilevel converter
A specific topology ofDC-AC static converter that is modular due to the stackability property
of its elementary bricks that are called the submodules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxxvi

N
nonlinear programming

A family of optimization problems and solving algorithms, where the cost function and/or
the constraints are nonlinear. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

O
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Operator Splitting Quadratic Programming
Optimization algorithm designed to solve quadratic programming problems, see [Ste+20] for
more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

P
polyphase system

AC electrical system having more than three phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
power-energy

For the considered converter, the power-energy level refers to the MMC power balance. . . . .
xviii, xxxi, xxxii, xxxv, xxxvi, xxxviii, xxxix, xlii, xlv, xlvi, lviii, lxi, lxii, lxix, lxxvii–lxxix, 71,
112–115, 193–195

power-energy control
For the considered converter, the power-energy control level refers to the control ensuring
that the MMC power balance satisfies the performances requirements at all time. . . . . xxxvi,
193–195, 248

pulse width modulation
A modulation technique that generates variable-width pulses to represent the amplitude of
an analog input signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xlv, lxvii

Q
quadratic programming

A family of optimization problems and solving algorithms, where the cost function is
quadratic and the constraints are linear. . . . . . . . . . . . . . . . . xxiv, 38, 41, 205, 207–210, 213, 214

R
rapid control prototyping

Control loop testing procedure where only a part of the hardware - the plant with power
- is the real hardware and the other part - the control system - is simulated by a dedicated
computer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

redistributed pseudo-inverse
A MIB allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

reinforcement learning
Branch of research in artificial intelligence that is at the crossroads of automatic control.
These methods can be used to design a control system: online, or offline, these methods
use two complementary neural networks that constitute the Actor-Critic scheme. A first
neural network aims at identifying the system behavior (Critic) and the second one (Actor)
at deciding the control to apply to the system in order to maximize a Reward Function from
knowledge about the system provided by the Critic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

reinforcement learning allocation
An AI-based allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

S
scalable control allocation architecture

A scalable control system architecture based on control allocation methods. . . . . . . xxiii, 200
Simplex

Optimization algorithm designed to solve linear programming problems. 41, 48, 49, 148, 149,
199, 225–227, 230, 232

stationary reference frame
In anm-phase electrical system havingm alternating currents, the stationary reference frame
- also called Stationary Frame - is the natural basis reference frame. In this reference frame,
all the electrical signals are represented thanks to the application of the KVL and KCL to the
real electrical circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91, 92, 97, 107
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submodule
DC-DC static converter that embodies the elementary brick constitutive of the MMC. This
converter can be of various topologies but must common ones are SM-HB and SM-FB xxi,
xxii, xxiv, xxv, xxxii, xxxv, xxxviii, xxxix, xlii, xlix, lvi, lix, lx, lxii, lxv, lxvii–lxx, lxxv, lxxvii,
lxxx, 4, 9–14, 17–22, 26–30, 32, 33, 49, 51–56, 59, 61–64, 68, 69, 73–75, 87, 96, 116, 121, 135,
136, 178–181, 195, 198, 201, 203–209, 218, 235–244, 247, II, IV

synchronous rotating reference frame
In an m-phase electrical system having m alternating currents, the synchronous rotating
reference frame - also called Synchronous Rotating Frame, or Park reference frame - is the
reference frame that rotates at the frequency of the alternating currents. In this reference
frame, all the electrical signals are represented thanks to the application of the KVL and KCL
to an equivalent electrical circuit of the real circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90, 92

T
Trans Bay Cable

The Trans Bay Cable is a HVDC underwater cable interconnection between San Francisco,
California and Pittsburg, California. It is 85 km-long for a 400MW power rating and a ±200
kV DC bus. For more details see Trans Bay Cable website. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

W
weighted pseudo-inverse

A MIB allocation method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Z
zero-order hold

The zero-order hold is a mathematical model of the practical signal reconstruction done by
a digital-to-analog converter. That is, it describes the effect of converting a continuous-time
signal to a discrete-time signal by holding each sample value for one sample interval. . . 202

VI
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