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1.0.1 Motivation and context

Quantum information theory, an interdisciplinary field that combines principles
of quantum mechanics and information theory, bridges theoretical physics, computer
science, and mathematics. The primary goal of the field is to understand quantum
properties within physical systems, which can then be used to manipulate and trans-
mit information. As a rapidly evolving field of research, quantum information theory
has the potential to catalyze significant advances in cryptography, computing, and
communications.

A fundamental concept within quantum information theory is quantum entan-
glement, which refers to the correlations that exist between two or more quantum
systems. These non-classical correlations allow tasks to be performed that are im-
possible in classical systems. Quantum entanglement has emerged as a key resource
for quantum information processing, enabling operations such as teleportation, su-
perdense coding, and quantum error correction.

Quantum channels, another key concept in quantum information theory, describe
the transmission of quantum information. The development of efficient and reliable
techniques for quantum information transmission is essential for the realization of
quantum communication and quantum computing. Quantum cloning channels, a
specific category of quantum channels, refer to the notion of quantum cloning, which
involves the creation of multiple identical copies of an unknown quantum state. Al-
though perfect quantum cloning is impossible due to the no-cloning theorem, re-
sulting from the linearity of quantum mechanics, the creation of approximate copies
remains feasible.

The present work aims to provide an exhaustive investigation of quantum cloning
problems, along with related quantum entanglement problems. The analysis of these
topics is based on the application of the core concepts of representation theory, in
particular those associated with the symmetric group. The use of these concepts
allows the unification of different topics and a more extensive comprehension of the
matters at hand.

To achieve this goal, the initial exploration involves the fundamental notion of
Schur-Weyl duality, which provides a critical link between the symmetric group and
the unitary group. This duality allows efficient representation and manipulation of
quantum systems, making it a valuable tool for further research in quantum infor-
mation theory. Additionally, various extensions of the Schur-Weyl duality, involving
other groups and algebras, are studied.

A primary application of Schur-Weyl duality that receives special attention is
the quantum cloning, which involves the creation of multiple copies of an unknown
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quantum state. Both the 1 → 2 case and the more general 1 → N case, where N
copies of an unknown state are created, are studied, providing new insights into the
constraints imposed by the no-cloning theorem.

The investigation then extends to a more general quantum entanglement prob-
lem, exploring its relation to Schur-Weyl duality and developing novel techniques for
analyzing and solving the problem.

1.0.2 Preliminaries

Let H := Cd be a finite d-dimensional complex Hilbert space, and let Md denote
the space of d × d complex matrices acting on H. Given a matrix M ∈ Md, its
conjugate transpose M̄T is denoted M∗. The Frobenius inner product on Md is
defined by, 〈

A,B
〉
:= Tr

[
A∗B

]
.

Using the Dirac notation, vectors are denoted as kets, represented by
∣∣ψ
〉
, while

their duals are called bras, denoted by
〈
ψ
∣∣. The inner product on H becomes simply,

〈
ψ
∣∣ϕ
〉
∈ C,

and the outer product, ∣∣ψ
〉〈
ϕ
∣∣ ∈ Md.

On a tensor product space H1⊗· · ·⊗Hn, the notations M(i) and v(i) for a matrix
M ∈ Mdi and a vector v ∈ Hi are used to denote the position of the matrix and the
vector on the tensor space Hi. Given a matrix M ∈ Md1 ⊗ · · · ⊗Mdn , the partial
transpose MΓ denotes the transpose operation of the first tensor space H1, and the
partial trace Tri[M ] denotes the trace operation on the tensor space Hi.

Additionally, the notation [n] is used to denote alternatively the set {1, . . . , n} or
the set {0, 1, . . . , n}. Both usages are unambiguous in their context.

1.0.3 Summary of results

In quantum information theory, the process of copying of a state, written

ψ 7→ ψ ⊗ ψ,

and called quantum cloning, can be performed perfectly if and only if ψ is an element
of a known orthonormal basis. Otherwise, perfect cloning becomes impossible, and
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the resulting copies turn out to be imperfect. This phenomenon is known as the no-
cloning theorem, and is part of the family of no-go theorems in theoretical physics
that describe an intrinsic impossibility of quantum mechanics.

This impossibility gives rise to an optimization problem called the 1 → N quan-
tum cloning problem, which is defined as follows: identify a specific quantum channel,
called the quantum cloning channel, denoted by Φ : Md →

(
Md

)⊗N , which maps
an input pure quantum state on H to an output mixed quantum state on H⊗N , such
that the output marginals of Φ are as close as possible to the input. In the most
general case, each marginal of Φ can be different, resulting in asymmetric copies.

It can be showed, after a suitable symmetrisation procedure, that the marginals
Φi of such a quantum cloning channel are of the form:

Φi(ρ) = pi · ρ+ (1− pi)
Id
d
, ∀ρ pure,

for some probabilities pi ∈ [0, 1]. The quantum cloning problem can be reformu-
lated as the problem of identifying the set of achievable probabilities pi, and their
associated quantum cloning channel Φ.

The first part of this thesis focuses on the 1 → 2 quantum cloning problem.
In this special case, a simple description of both the quantum cloning channels Φ
and the achievable probabilities pi can be given. The quantum cloning channels are
parameterised, independently of the dimension of H, by only 6 coefficients, and this
number of parameters decreases to only 4 in the optimal quantum cloning channel
with respect to the optimisation problem. The achievable probabilities (p1, p2) are
described by the union of a family of ellipses indexed by λ ∈ [0, d], given by

x2

a2λ
+

(y − cλ)
2

b2λ
≤ 1,

with aλ := λ√
d2−1

, bλ := λ
d2−1

, cλ := λd−2
d2−1

, and x = p1 − p2, y = p1 + p2.
The second part of this thesis focuses on the general 1 → N quantum cloning

problem. The quantum cloning channels are this time parameterised, independently
of the dimension of H, by the N coefficients of a largest eigenvector of a matrix Sx,
defined for all x ∈ RN by,

Sx :=
N∑

k=1

d−1∑

i,j=0

|xk| ·
∣∣ii
〉〈
jj
∣∣
(0,k)

⊗ I⊗(N−1).

From this matrix is derived the Q-norm, a norm on RN defined on x ∈ RN by,

∥x∥Q :=
dλmax(Sx)− ∥x∥1

d2 − 1
,
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The achievable probabilities pi are exactly the non-negative part of the unit ball of
the dual Q-norm.

Exploiting the close relationship between quantum channels and quantum states,
the quantum cloning problem can be seen as the quantum entanglement problem on
a graph: identifying a quantum state ρG on a star graph G, such that the reduced
quantum state ρe on each edge e ∈ G of the graph is as close as possible to the
maximally entangled state ω, i.e.

ρe = pe · ω + (1− pe)
I⊗2
d

d2
, ∀e edge.

This leads to the more general optimization problem of finding such a quantum state
given any graph, formally defined by the semi-definite programming,

max
ρ,pe

∑

e edge

pe

s.t. ρe = pe · ω + (1− pe)
I⊗2
d

d2
, ∀e edge

Tr
[
ρ
]
= 1, ρ ≥ 0.

The third part of the thesis focuses on the exact solution for this problem in the
case of the complete graph on N vertices, with equal reduced quantum state, that
is,

p(N, d) := max
ρ,p

p

s.t. ρe = p · ω + (1− p)
Id
d
, ∀e edge

Tr
[
ρ
]
= 1, ρ ≥ 0.

The close formula for p(N, d) depend on both the values of d and N , and their parity,

p(N, d) =

{
1

N+N mod 2−1
if d > N or either d or N is even

min
{

2d+1
2dN+1

, 1
N−1

}
if N ≥ d and both d and N are odd.

1.0.4 Outline of the thesis

The thesis is structured as follows. Appendix A provides an overview of the
fundamental principles of representation theory that are used throughout the thesis,
it can be read first, or skipped. Chapter 2 is devoted to the Schur-Weyl duality
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between the symmetric group and the unitary group, but also various extensions of
the Schur-Weyl duality involving other groups and algebras. Chapter 3 provides a
comprehensive presentation of the mathematical foundations of quantum mechanics
in the context of quantum information theory. Chapter 4 studies the above quantum
cloning problems in both the 1 → 2 and 1 → N cases. Chapter 4 looks at the above
quantum entanglement problem on the complete graph.
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The primary goal of this chapter consists in establishing the foundational result
of Issai Schur and Hermann Weyl, known as the Schur-Weyl duality, which relates
the symmetric group Sn and the complex general linear group GLd. Moreover, this
chapter explores other adaptations of this theorem for distinct groups and algebras.

Theorem (Schur-Weyl duality [Sch27; Wey46]). The space of n-fold tensors over
Cd decomposes under the action of the direct product group GLd×Sn as follows:

(
Cd
)⊗n ≃

⊕

λ⊢n
λ′
1≤d

V d
λ ⊗ Vλ.

Where V d
λ is an irreducible representation space of GLd and Vλ is an irreducible

representation space of Sn.

For a comprehensive exploration of the representation theory concerning the sym-
metric group Sn and the complex general linear group GLd, refer to Appendix A.
However, the current section aims to provide a self-contained exposition.

Subsequently, two notations for permutations and partitions of the set {1, . . . , n}
are employed. The conventional cyclic notation (1 2 3)(4 5) denotes the permutation:

(
1 2 3 4 5
2 3 1 5 4

)
,

and the notation 1 2 3 | 4 5 represents the partition:
{
{1, 2, 3}, {4, 5}

}
.

2.1 Diagrammatic algebras

The term diagram algebras has no specific definition by axiomatic properties or
other rigorous means. In the present thesis, a diagram algebra refers to a finite unital
associative algebra over the complex field, where the basis consists of homotopy
classes of diagrams. The multiplication operation within this algebraic structure
finds its definition through the process of concatenation. For a survey on diagram
algebras, see [Koe08; HJ20].

In the context of finite dimensional algebras over the algebraically closed field C,
the notion of semisimplicity is employed interchangeably with that of the direct
sum of full matrix algebras, closed under matrix multiplication.



CHAPTER 2. SCHUR-WEYL DUALITY 15

2.1.1 Symmetric group algebra Sk
Define Sk as the symmetric group, which is the group of order k! containing

all the permutations of the set {1, . . . , k}. Given a permutation σ belonging to
the symmetric group Sk, it is possible to represent this permutation as a diagram
via a graph consisting of 2k vertices. These vertices are divided equally between two
columns.

Interpretation of the diagram proceeds from right to left. A connection between
the i-th vertex in the right column and the j-th vertex in the left column is established
if and only if the relation σ(i) = j holds. For example,

σ(3) 1

σ(1) 2

σ(2) 3

represents the permutation (1 2 3) of the symmetric group S3.
The composition, denoted by σ ◦ τ , of two permutations σ and τ of the symmetric

group Sk, is obtained by positioning the diagram of τ immediately to the right of
the diagram of σ, and subsequently associating the leftmost column of τ ’s diagram
with the rightmost column of σ’s diagram. For example, consider the following two
permutations σ := (1 2 4) and τ := (1 2)(3), which are elements of the symmetric
group S3,

andσ := τ :=

the composition σ ◦ τ = (1 3)(2) becomes

σ ◦ τ = =

Numerous generating sets for the symmetric group Sk exist, with varying cardi-
nalities. A particularly notable generating set is the collection of adjacent transpo-
sitions. This set is characterized by containing the k − 1 permutations of the form
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(i i+1), for all 1 ≤ i < k:
1

i− 1

i

i+ 1

i+ 2

k

Let σ be an element of the symmetric group Sk. The cycle type associated
with σ, denoted by λ, is defined as the l-tuple containing the lengths of the l disjoint
cycles composing σ, arranged in non-increasing order. As a consequence, the cycle
type λ corresponds to a partition of the integer k into l parts, denoted by λ ⊢ k.
This partition λ obeys the following conditions:

λ1 ≥ · · · ≥ λl and
l∑

i=1

λi = k.

Given a partition λ ⊢ k, let λ′ denote the conjugate partition associated with λ,
defined by: λ′i is the number of parts in λ that are greater than or equal to i. A
partition λ ⊢ k may be represented as a Young diagram, which is a collection of k
empty boxes arranged in left-justified rows such that the i-th row contains λi boxes.
The conjugate partition λ′, is the partition corresponding to transposing the Young
diagram representing λ. For example, consider the permutation σ ∈ S7, expressed
as a product of disjoint cycles, arranged in non-increasing order, by

σ := (1 2 3 4)(5 6 7).

The cycle type of σ is the partition λ ⊢ 7 given by λ := (4, 3), where the i-th entry
of λ denotes the length of the i-th cycle in the disjoint cycle decomposition of σ.
Moreover, the partition λ can be represented using a Young diagram, which consists
of 2 rows with 4 and 3 boxes, respectively

The conjugate partition λ′ := (2, 2, 2, 1) is represented using a Young diagram, which
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consists of 4 rows with 2, 2, 2, and 1 boxes, respectively:

Note that λ′1 is the length of the first column of λ. Within the context of the
symmetric group Sk, the concept of cycle type plays a crucial role in characterizing
conjugacy classes. Specifically, two permutations in Sk are said to be conjugate
if and only if their respective cycle types are identical.

Remark. It is essential to note that the symmetric group Sk, defined as permuta-
tions of the set {1, . . . , k} or as the above diagrams conveys the same underlying
mathematical structure. These two forms are equivalent and can be employed
interchangeably.
The group algebra of the symmetric group Sk, denoted by Sk, is the complex

vector space spanned by the permutations of Sk, i.e.

Sk := SpanC
{
σ ∈ Sk

}
.

The multiplication in the group algebra Sk, is defined on the elements of the sym-
metric group Sk by its group law, and is denoted σ · τ , for some σ and τ in Sk.

Remark. The symmetric group algebra Sk is a finite group algebra. As a conse-
quence, the symmetric group algebra Sk is always semisimple [Ser+77; FH13].

2.1.2 Partition algebra Pk(δ)

The partition monoid, denoted Pk, is a diagrammatic monoid generated by the
3× (k − 1) diagrams

1

i− 1

i

i+ 1

i+ 2

k

1

i− 1

i

i+ 1

i+ 2

k

1

i− 1

i

i+ 1

i+ 2

k
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for all 1 ≤ i < k, as well as the k disconnected diagrams

1

i− 1

i

i+ 1

k

for all 1 ≤ i ≤ k. These 4k − 3 diagrams distributed in 4 distinct collections do not
constitute a minimal generating set, as it is possible to choose a single representative
diagram from each collection and subsequently use the transpositions to generate the
remaining diagrams in the collection.

An element of Pk is a partition of the set {1, . . . , 2k}, corresponding to the
connected components of the associated diagram, where then enumeration of vertices
located in the right column ranges from 1 to k, while the enumeration of vertices
situated in the left column ranges from k+1 to 2k. As a monoid, Pk has an identity
1Pk

given by the partition 1 (k + 1) | · · · | k (2k):
k + 1 1

1Pk
:=

2k k

Consider two partitions p and q of Pk, the composition p ◦ q is obtained by posi-
tioning the diagram of q immediately to the right of the diagram of p, associating the
leftmost column of q’s diagram with the rightmost column of p’s diagram, and finally
removing any loops, which are the components of the resulting diagram not con-
nected to either the left or the right column. For example, given the two partitions
p := 1 3 | 2 6 | 4 5 and q := 1 2 | 3 5 | 4 6 of P3,

andp := q :=

the composition p ◦ q = 12 | 3 6 | 4 5 becomes

p ◦ q = =
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where the gray loop is removed.
Remark. Considering the generators of the partition monoid, the inclusion of
diagrams Sk ⊆ Pk holds for every k ∈ N. However, it is important to note that
the partition monoid Pk does not constitute a group, e.g. the partition 1 2|3 6|4 5
of P3 has no inverse with respect to the composition in P3.
The order of the partition monoid Pk is the number of partition of the set

{1, . . . , 2k}, denoted as the even Bell number B2k. In general, the Bell number
Bk is given by a recursive formula, with initial condition B0 := 1, and

Bk+1 =
k∑

i=0

(
k

i

)
Bi.

Starting at k = 0, the first values of the Bell numbers are [OEIS, sequence A000110]:

1, 1, 2, 5, 15, 52, 203, 877, 4140, . . .

The partition algebra, denoted by Pk(δ) is defined for some δ ∈ C, as the
complex vector space spanned by the diagrams of Pk, i.e.

Pk(δ) := SpanC
{
p ∈ Pk

}
.

The multiplication in Pk(δ), given two elements p and q in Pk, is denoted by p · q
and is defined by p · q := δl(p ◦ q), where l is the number of loops removed during the
composition in Pk. For example, let p := 1 4|2 8|3 5|6 7|9 10 and q := 1 2|3 5|4 7|6 9|8 10
be two partitions of P5,

andp = q =

the composition p ◦ q = 12 | 3 5 | 4 8 | 6 7 | 9 10 becomes, in the partition algebra P5(δ),

p · q = = δ2

where the number of gray loops removed is 2.
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Remark. The partition algebra Pk(δ) is not semisimple for all δ ∈ C. Specifically,
it is semisimple if and only if δ belongs to the set C\{0, . . . , 2k−2} [MS94; HR05].

2.1.3 Others diagrammatic algebras

In Section 2.1.1, the focus was on the symmetric group Sk, generated by by k−1
permutation diagrams. Then, in Section 2.1.2, attention was turned to the partition
monoid Pk, generated by by 4k − 3 diagrams distributed in 4 distinct collections.

The purpose of the present Section is to highlight the relationships between the 4
collections of diagrams generating the partition monoid Pk, and the algebraic struc-
tures that emerge. Specifically, the choice of specific collections may yield distinct
monoids.

Remark. A monoid is a unitary semigroup. To obtain the identity diagram 1Pk

of the partition monoid Pk, corresponding to the partition 1 (k+1) | · · · | k (2k),
the collection of transpositions is required, as none of the 3 other collections is
composed of invertible elements.

Uniform block permutation algebra Uk(δ)

The uniform block permutation monoid, denoted by Uk, is the submonoid
of Pk generated by the 2 collections of diagrams

1

i− 1

i

i+ 1

i+ 2

k

1

i− 1

i

i+ 1

i+ 2

k

for all 1 ≤ i < k.
The elements of the uniform block permutation monoid Uk are precisely those

elements from Pk that satisfy the following condition: the number of vertices located
on the left column equals the number of vertices located on the right column for each
connected component of the diagram. This condition is a consequence of the fact that
the 2 collections generating Uk satisfy it and that it is preserved under multiplication.
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As a consequence, each connected component contains vertices situated in both the
left and right columns. For example, the partition p := 1 2 4 5 | 3 6 is in U3,

p :=

while the partition q := 1 2 | 3 6 | 4 5 is not in U3,

q :=

The order of the uniform block permutation monoid Uk is given by a recursive
formula [SPS01], with initial condition

∣∣U0

∣∣ := 1, and

∣∣Uk+1

∣∣ =
k∑

i=1

(
k

i

)(
k + 1

i

)∣∣Ui

∣∣.

Starting at k = 0, the first values of
∣∣Uk

∣∣ are [OEIS, sequence A023998]:

1, 1, 3, 16, 131, 1496, . . .

The uniform block permutation algebra, denoted by Uk(δ) is defined for some
δ ∈ C, as the subalgebra of the partition algebra Pk(δ), spanned by the element of
the uniform block permutation monoid Uk, i.e

Uk(δ) := SpanC
{
p ∈ Uk

}
.

The multiplication in Uk(δ) does not yield any loops. Consequently, all the uniform
block permutation algebras are isomorphic, for all δ ∈ C.

Remark. The uniform block permutation monoid Uk is a finite inverse monoid,
i.e. forall x ∈ Uk there exists a unique x∗ ∈ Uk satifying x ◦ x∗ ◦ x = x and
x∗ ◦ x ◦ x∗ = x∗. As a consequence, all the uniform block permutations algebras
Uk(δ) are semisimple for all δ ∈ C [Ore+21; Ste+16].
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Brauer algebra Bk(δ)

The Brauer monoid, denoted by Bk, is the submonoid of Pk generated by the
2 collections of diagrams

1

i− 1

i

i+ 1

i+ 2

k

1

i− 1

i

i+ 1

i+ 2

k

for all 1 ≤ i < k.
The elements of the Brauer monoid Bk are precisely all the pairings on the set

{1, . . . , 2k}. Specifically, each vertex of a diagram in Bk has precisely a degree of 1.
Given a diagram of Bk, the vertical edges are the edges that connect vertices within
the same column, whereas the horizontal edges are the edges that connect vertices
of both the left and right columns. For example, the partition p := 1 3 | 2 6 | 4 5 is in
B3,

p :=

The order of the Brauer monoid Bk is given by the odd factorial,
∣∣Bk

∣∣ = (2k − 1)!!.

Starting at k = 0, the first values of
∣∣Bk

∣∣ are [OEIS, sequence A001147]:

1, 1, 3, 15, 105, 945, 10395, . . .

The Brauer algebra, denoted by Bk(δ) is defined for some δ ∈ C, as the subal-
gebra of the partition algebra Pk(δ), spanned by the element of the Brauer monoid
Bk, i.e

Bk(δ) := SpanC
{
p ∈ Bk

}
.

Remark. The Brauer algebra Bk(δ) is not semisimple for all δ ∈ C. Specifically it
is semisimple if and only if one of the following conditions hold [Wen88; DWH99;
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Rui05; RS06; AST17]:
— δ = 0 and k ∈ {1, 3, 5};
— δ ∈ Z \ {0} and k ≤ |δ|+ 1;
— δ ̸∈ Z.

Walled Brauer algebra Bk,l(δ)

The walled Brauer monoid, denoted by Bk,l, is the submonoid of Bk+l gener-
ated by the 2 collections of diagrams

1

i− 1

i

i+ 1

i+ 2

k

k + 1

k + l

wall

1

k

k + 1

j − 1

j

j + 1

j + 2

k + l

wall

for all 1 ≤ i < k < j < k + l, as well as the diagram

1

k − 1

k

k + 1

k + 2

k + l

wall

The wall of the walled Brauer monoid Bk,l denotes the vertical separation between
the uppermost 2k vertices and the lowermost 2l vertices. The diagram elements of
Bk,l are precisely those elements from Bk+l that satisfy the following condition: every
vertical edge must cross the wall, while no horizontal edge shall cross the wall. The
condition arises from the fact that the k + l− 1 diagrams generating Bk,l satisfy the
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condition, in addition to preserving this property under multiplication. For example,
the partition p := 1 4 | 2 7 | 3 9 | 5 10 | 6 12 | 8 11 is in B3,3,

p := wall

while the partition q := 1 3 | 2 7 | 4 9 | 5 10 | 6 12 | 8 11 is in B6 but not in B3,3,

q := wall

Remark. Given the generators of the walled Brauer monoid Bk,l, the inclusion
of diagrams Sk ×Sl ⊆ Bk,l holds for every k, l ∈ N. The diagrams of Sk ×Sl

consists of those from Bk,l with no edges crossing the wall.

The operation denoted as partial transposition corresponds to the process that
exchanges vertex i and vertex k + l + i, both situated on the same row. However, it
should be noted that the diagram obtained after performing such an operation may
not necessarily belong to Bk,l anymore. For example, the transposition of the 1-st
row of the partition 1 4 | 2 7 | 3 9 | 5 10 | 6 12 | 8 11 in B3,3 becomes,

wall wall
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which correspond to the partition 1 2 | 3 9 | 4 7 | 5 10 | 6 12 | 8 11 in B6 but not in B3,3.
The partial transposition involving the l lowest vertices constitutes a one-to-one

mapping from the walled Brauer monoid Bk,l to the symmetric group Sk+l. As a
consequence, ∣∣Bk,l

∣∣ = (k + l)!.

The walled Brauer algebra, denoted by Bk,l(δ) is defined for some δ ∈ C, as
the subalgebra of the Brauer algebra Bk+l(δ), spanned by the element of the walled
Brauer monoid Bk,l, i.e

Bk,l(δ) := SpanC
{
p ∈ Bk,l

}
.

Remark. The walled Brauer algebra Bk,l(δ) is not semisimple for all δ ∈ C.
Specifically it is semisimple if and only if one of the following conditions hold
[Cox+08; Bul20]:

— k = 0 or l = 0;
— δ = 0 and (k, l) ∈

{
(1, 2), (2, 1), (1, 3), (3, 1)

}
;

— δ ∈ Z \ {0} and k + l ≤ |δ|+ 1;
— δ ̸∈ Z.

2.2 Tensor representation

The diagrammatic algebras described in Section 2.1 act on the dn-dimensional
tensor product complex vector space

(
Cd
)⊗n by considering the mapping ψ, called

tensor representation, from the diagrammatic monoids on 2n vertices to Mdn ,
and defined for each diagram p by,

(
ψ(p)

)i1,...,in
in+1,...,i2n

:=

{
1 if ik = il, for all vertices k and l connected in p
0 otherwise,

and linearly extended to the entire diagrammatic algebra. For example, let the
partition p := 1 3 | 2 6 | 4 5 in Brauer algebra B3(d),

p :=
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with some vector x1, x2, x3 ∈ Cd and y1, y2, y3 ∈ Cd, then

〈
y1 ⊗ y2 ⊗ y3

∣∣ψ(p)
∣∣x1 ⊗ x2 ⊗ x3

〉
=

y1 x1

y2 x2

y3 x3

=
〈
x1, x3

〉
·
〈
x2, y3

〉
·
〈
y1, y2

〉
.

Remark. In the case where the diagrammatic algebras depends on a complex
parameter δ ∈ C, the tensor representation acting on the tensor product complex
vector space

(
Cd
)⊗n, requires that δ = d.

The tensor representations on C2⊗C2, of all the 3 diagrams spanning the Brauer
algebra B2(2) are

ψ

( )
=




1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


 , ψ

( )
=




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1




and the identity tensor

ψ

( )
=




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 .

For the symmetric group Sn, spanning the symmetric group algebra Sn, this
action corresponds to the permutation of the tensor positions, i.e. for all σ ∈ Sn

and all v1, . . . , vn in Cd, the tensor representation of σ on
(
Cd
)⊗n gives the action

ψ(σ) · (v1 ⊗ · · · ⊗ vn) = vσ91(1) ⊗ · · · ⊗ vσ91(n).

The partial transposition operation on a row, for a given diagram p, corresponds
to the partial transposition of a tensor, for the matrix ψ(p). For example, let the
partition 1 2 | 3 4 in the Brauer algebra B2(2), then taking the partial transposition
on the 1-st row gives:

ψ

( )
= ψ

( )
=




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


 =




1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1




Γ

.
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The operation referred to as closing a diagram consists in connecting each vertex
of the diagram, to the vertex located in the same row, yielding a collection of loops.
The trace of the tensor representation on

(
Cd
)⊗n, for a diagram p, can be obtained

by Tr
[
ψ(p)

]
= dl, where l is the number of loops after closing the diagram p. For

example, let the partition p := 1 2 4 5 | 3 6 in the uniform block permutation algebra
U3(d),

p :=

the closing of p is

with 2 loops, then the trace of ψ(p) becomes Tr
[
ψ(p)

]
= d2.

The tensor representation of a diagrammatic algebra is in general non-faithfull.
For example, let S3 be the symmetric group algebra with the its tensor representation
on C2 ⊗ C2 ⊗ C2 given by the map ψ, and define sign(σ) to be a signature of the
permutation σ ∈ S3, then

∑

σ∈S3

sign(σ) · ψ(σ) = 0.

Remark. In certain cases, diagrammatic algebras may not exhibit semisimplicity.
However, the algebra A defined by the complex span of ψ(p), for all p in some
diagrammatic monoid, always exhibits semisimplicity, as a matrix algebra:

A ≃ M⊕n1
d1

⊕ · · · ⊕M⊕nk
dk

,

with some multiplicities ni and dimensions di. In this basis, an element A ∈ A
is written,

A ≃ In1 ⊗ A1 ⊕ · · · ⊕ Ink
⊗ Ak.
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2.3 Schur-Weyl dualities

2.3.1 Commutant

Given a matrix algebra A ⊆ Md, the commutant of A, denoted A′, is the set
of matrices that commute with all elements of A:

A′ :=
{
M ∈ Md

∣∣MA = AM, for all A ∈ A
}
.

Theorem 2.1 ([Ser+77; FH13]). Let A be a matrix algebra, and B the commu-
tant of A. Suppose A decomposes as A ≃ M⊕n1

d1
⊕ · · · ⊕ M⊕nk

dk
. Then for all

A ∈ A and B ∈ B,

A ≃
k⊕

i=1

Ini
⊗ Ai,

B ≃
k⊕

i=1

Bi ⊗ Idi .

Furthermore both A and B are commutants of each other, i.e. B = A′ and
A = B′.

2.3.2 Schur-Weyl duality for Sn

Let GLd be the complex general linear group of degree d, which consists of
the d × d invertible complex matrices acting on Cd. This action extends diagonally
to an action on the dn-dimensional tensor product complex vector space

(
Cd
)⊗n,

defined for M ∈ GLd on tensor v1 ⊗ · · · ⊗ vn ∈
(
Cd
)⊗n by,

M⊗n · (v1 ⊗ · · · ⊗ vn) =M · v1 ⊗ · · · ⊗M · vn,

and extended linearly.
Let A and B be the matrix algebras generated, respectively, by the actions of

the symmetric group Sn and the complex general linear group GLd, on the dn-
dimensional tensor product complex vector space

(
Cd
)⊗n, i.e.

A := SpanC
{
ψ(σ)

∣∣ σ ∈ Sn

}

B := SpanC
{
M⊗n

∣∣M ∈ GLd

}
.

Theorem ([GW09]). Both A and B are commutants of each other.
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The matrix algebra A, generated by the tensor representation of the symmetric
group Sn, can be decomposed as the direct sum,

A ≃
⊕

λ⊢n
λ′
1≤d

M⊕nλ
dλ

,

indexed by the Young diagrams λ with n boxes and at most d rows. 1 Then acording
to Theorem 2.1, for all A ∈ A and B ∈ B,

A ≃
⊕

λ⊢n
λ′
1≤d

Inλ
⊗ Aλ and B ≃

⊕

λ⊢n
λ′
1≤d

Bλ ⊗ Idλ ,

where the Aλ act on a space denoted Vλ, and the Bλ act on a space denoted V d
λ .

Theorem 2.2 (Schur-Weyl duality [Sch27; Wey46]). The space of n-fold tensors
over Cd decomposes under the action of the direct product group GLd × Sn as
follows: (

Cd
)⊗n ≃

⊕

λ⊢n
λ′
1≤d

V d
λ ⊗ Vλ.

The diagonal action of GLd, on the dn-dimensional tensor product complex vector
space

(
Cd
)⊗n, can be restricted to the subgroup of the unitary group of degree d,

denoted Ud, which consists of the d× d unitary matrices acting on Cd.

Theorem 2.3. Let C be the matrix algebra generated by the action of the unitary
group Ud, on the dn-dimensional tensor product complex vector space

(
Cd
)⊗n, i.e.

C := SpanC
{
U⊗n

∣∣ U ∈ Ud

}
. Then

B ≃ C.

Proof. The present proof is from an unpublished note by Guillaume Aubrun
[Aub18]. Due to the inclusion Ud ⊆ GLd, it follows that C ⊆ B. To establish the
result, it suffices to prove that for M ∈ GLd, the n-fold M⊗n can be expressed
as a limit of linear combinations of n-fold U⊗n, for some U ∈ Ud.

Without loss of generality, assume that M can be multiplied by a real scalar

1. see Appendix A
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to obtain a singular value decomposition given by,

M =
d∑

i=1

si
∣∣ei
〉〈
fi
∣∣ ,

where e1, . . . , ed and f1, . . . , fd are two orthonormal bases of Cd, and si are non-
negative real numbers satisfing −1 < si < 1. Notice that the matrix obtained
by replacing each si with a complex number zi satisfying |zi| = 1 is unitary.
Then

M⊗n =

( d∑

i=1

si
∣∣ei
〉〈
fi
∣∣
)⊗n

=
d∑

i1,...,in=1

n∏

j=1

sij
∣∣ei1 ⊗ · · · ⊗ ein

〉〈
fi1 ⊗ · · · ⊗ fin

∣∣ .

Let γ be a counterclockwise unit circle in the complex plane. It is well-
known from Cauchy’s formula, that for all s ∈ R such that −1 < s < 1, and
for all k ∈ N,

sk =
1

2πi

∫

γ

zk
dz

z − s
.

Then, using Fubini’s theorem, for all s ∈ Rd such that −1 < si < 1, and for all
i1, . . . , in ∈ {1, . . . d},

n∏

j=1

sij =
1

(2πi)d

∫

γ×d

n∏

j=1

zij
dz1

z1 − s1
· · · dzd

zd − sd
.

Finally,

M⊗n

=
d∑

i1,...,in=1

n∏

j=1

sij
∣∣ei1 ⊗ · · · ⊗ ein

〉〈
fi1 ⊗ · · · ⊗ fin

∣∣

=
d∑

i1,...,in=1

1

(2πi)d

∫

γ×d

n∏

j=1

zij
dz1

z1 − s1
· · · dzd

zd − sd

∣∣ei1 ⊗ · · · ⊗ ein
〉〈
fi1 ⊗ · · · ⊗ fin

∣∣

=
1

(2πi)d

∫

γ×d

U⊗n
z1,...,zd

dz1
z1 − s1

· · · dzd
zd − sd

,
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where U⊗n
z1,...,zd

is the n-fold unitary matrix defined by

Uz1,...,zd :=
d∑

i=1

zi
∣∣ei
〉〈
fi
∣∣ .

■

Corollary. The space of n-fold tensors over Cd decomposes under the action of
the direct product group Ud ×Sn as follows:

(
Cd
)⊗n ≃

⊕

λ⊢n
λ′
1≤d

V d
λ ⊗ Vλ.

2.3.3 Other Schur-Weyl dualities

Schur-Weyl duality for Pn

The symmetric group Sd acts on the d-dimensional complex vector space Cd

by considering the mapping ϕ, called permutation matrix, from Sd to Md, and
defined for each permutation σ by,

(
ϕ(p)

)
i,j

:=

{
1 if i = σ(j)

0 otherwise,

To be explicit, given a basis e1, . . . , ed of Cd and vector v =
∑d

i=1 vi
∣∣ei
〉

in Cd, a
permutation σ ∈ Sd acts on v by

ϕ(σ) · v =
d∑

i=1

vσ91(i)

∣∣ei
〉
.

This action extends diagonally to an action on the dn-dimensional tensor product
complex vector space

(
Cd
)⊗n, defined for σ ∈ Sd on tensor v1 ⊗ · · · ⊗ vn ∈

(
Cd
)⊗n

by,
ϕ(σ)⊗n · (v1 ⊗ · · · ⊗ vn) = ϕ(σ) · v1 ⊗ · · · ⊗ ϕ(σ) · vn,

and extended linearly.
Let A and B be the matrix algebras generated, respectively, by the actions of

the partition monoid Pn and the symmetric group Sd, on the dn-dimensional tensor
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product complex vector space
(
Cd
)⊗n, i.e.

A := SpanC
{
ψ(p)

∣∣ p ∈ Pn

}

B := SpanC
{
ϕ(σ)⊗n

∣∣ σ ∈ Sd

}
.

Theorem ([MR98; Mar00; HR05]). Both A and B are commutants of each other.

Schur-Weyl duality for Un

Let diag. Ud be the subgroup of Ud consisting of d × d diagonal unitary ma-
trices acting on Cd. That is for all U in diag. Ud, there is θ ∈ [0, 2π)d such that,

U = diag
(
eiθ1 , . . . , eiθd

)
.

As subgroups of Ud, the action of diag. Ud extends diagonally on the dn-dimensional
tensor product complex vector space

(
Cd
)⊗n.

The product of a diagonal unitary matrix U := diag
(
eiθ1 , . . . , eiθd

)
in diag. Ud,

and a permutation matrix ϕ(σ) for some σ ∈ Sd, is a monomial matrix in [0, 2π),
i.e. a permutation matrix whose nonzero components are in [0, 2π):

(
U · ϕ(σ)

)
i,j

=

{
θi if i = σ(j)

0 otherwise,

Let A and B be the matrix algebras generated, respectively, by the actions of the
uniform block permutation monoid Un and the monomial matrices in [0, 2π), on the
dn-dimensional tensor product complex vector space

(
Cd
)⊗n, i.e.

A := SpanC
{
ψ(p)

∣∣ p ∈ Un

}

B := SpanC
{
U⊗n · ϕ(σ)⊗n

∣∣ U ∈ diag. Ud and σ ∈ Sd

}
.

Theorem 2.4 ([Tan97]). Both A and B are commutants of each other.

Schur-Weyl duality for Bn

Let Od denote the ortogonal group of degree d, which consists of the d × d
orthogonal matrices acting on Cd. As subgroups of Ud, the action of Od extends
diagonally on the dn-dimensional tensor product complex vector space

(
Cd
)⊗n.

Let A and B be the matrix algebras generated, respectively, by the actions of
the Brauer monoid Bn and the orthogonal group Od, on the dn-dimensional tensor
product complex vector space

(
Cd
)⊗n, i.e.

A := SpanC
{
ψ(p)

∣∣ p ∈ Bn

}

B := SpanC
{
O⊗n

∣∣O ∈ Od

}
.
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Theorem ([Bra37]). Both A and B are commutants of each other.

Schur-Weyl duality for Bm,n

Let the action of the complex general linear group GLd on the dn-dimensional
mixed tensor product complex vector space

(
Cd
)⊗n ⊗

(
Cd
)⊗m, defined for M ∈ GLd

by,
M⊗m ⊗

((
M 91

)T)⊗n

.

As a subgroup of GLd, this action is defined for U ∈ Ud by,

U⊗m ⊗ Ū⊗n.

Let A,B and C be the matrix algebras generated, respectively, by the actions
of the walled Brauer monoid Bm,n, the complex general linear group GLd and the
unitary group Ud, on the dn-dimensional mixed tensor product complex vector space(
Cd
)⊗n, i.e.

A := SpanC
{
ψ(p)

∣∣ p ∈ Bn

}

B := SpanC

{
M⊗m ⊗

((
M 91

)T)⊗n
∣∣∣∣M ∈ GLd

}

C := SpanC
{
U⊗m ⊗ Ū⊗n

∣∣ U ∈ Ud

}
.

Theorem ([Ben+94]). Both A and B (or C) are commutants of each other.

Remark. It is important to note that the various Schur-Weyl dualities presented
in Section 2.3 are given only in terms of the matrix algebras generated by the
map ψ, rather than the diagrammatic algebras. The map ψ may not always
exhibit faithfulness.





C
H

A
P
T

E
R

3
Quantum Information Theory

Chapter contents
3.1 Postulates of quantum mechanics . . . . . . . . . . . . . . . . 36

3.1.1 Pure states . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.2 Mixed states . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Quantum entanglement . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 Schmidt decomposition . . . . . . . . . . . . . . . . . . 39
3.2.2 Pure quantum state entanglement . . . . . . . . . . . 40
3.2.3 Mixed quantum state entanglement . . . . . . . . . . 41
3.2.4 Monogamy of entanglement . . . . . . . . . . . . . . . 42

3.3 Quantum channels . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.1 Structure of quantum channels . . . . . . . . . . . . . 43
3.3.2 Compatibility of quantum channels . . . . . . . . . . 44

3.4 Quantum fidelity . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5 Graphical calculus . . . . . . . . . . . . . . . . . . . . . . . . . 45



CHAPTER 3. QUANTUM INFORMATION THEORY 36

This chapter provides a comprehensive overview of the mathematical foundations
of quantum mechanics in the context of quantum information theory, focusing on the
postulates of quantum mechanics and their inherent probabilistic nature.

In quantum information theory, the attention is mainly directed to quantum
systems with a finite number of degrees of freedom.

First, the formalism of pure quantum states is introduced, which is particularly
suitable for closed quantum systems. Then then formalism of mixed quantum states
is then introduced, in particular to describe open quantum systems that interact
with an environment that is not intended to be described.

References for the different postulates and the mathematical foundations of quan-
tum mechanics can be found in the textbooks [Wat18; NC02; AS17].

3.1 Postulates of quantum mechanics

Let H := Cd be a finite d-dimensional Hilbert complex vector space. The convex
set of unit trace, positive semi-definite d× d matrices, acting on H is denoted,

Dd :=
{
ρ ∈ Md

∣∣ Tr ρ = 1 and ρ ≥ 0
}
.

An element of Dd is called a density matrix, to highlight the fact that its eigenvalues
represent a probability distribution. The extremal points of Dd are the unit rank
projections

∣∣ψ
〉〈
ψ
∣∣, for some ψ ∈ H with ∥ψ∥ = 1.

Definition. A quantum system is represented by a finite d-dimensional Hilbert
complex vector space H.

Let H := Cd be a finite d-dimensional Hilbert complex vector space, the compu-
tational basis of the quantum system H is denoted:

∣∣0
〉
, . . . ,

∣∣d− 1
〉
.

Definition. A composite quantum system is represented by a tensor product
of Hilbert complex vector spaces H1 ⊗ · · · ⊗ Hn.

The computational basis of the n-fold composite quantum system H⊗n, with the
finite d-dimensional Hilbert complex vector space H := Cd, is the set:

{ ∣∣i1
〉
⊗ · · · ⊗

∣∣in
〉 ∣∣ i1, . . . , in ∈ {0, . . . , d− 1}

}
.

3.1.1 Pure states
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Definition. A pure quantum state on H is an extremal point of Dd.

A pure quantum state on H := C2 is a unit rank projection
∣∣ψ
〉〈
ψ
∣∣, for some

vector
∣∣ψ
〉
:= α ·

∣∣0
〉
+ β ·

∣∣1
〉

with α, β satisfying,

|α|2 + |β|2 = 1.

Remark. In the following the description of a pure quantum state as a unit rank
projection

∣∣ψ
〉〈
ψ
∣∣ or as a unit norm vector

∣∣ψ
〉

is used interchangeably. Note
that

∣∣ψ
〉〈
ψ
∣∣ is simply the orthogonal projection onto the complex line spanned

by
∣∣ψ
〉
.

Definition. The evolution of a pure quantum state ρ on H is governed by a
unitary matrix U on H, through the conjugation mapping

ρ 7−→ UρU∗.

The evolution of pure quantum states is a transitive action: for all pure quantum
states ρ and σ there exists a unitary matrix U such that ρ = UσU∗.

As a unit norm vector
∣∣ψ
〉
, the evolution a pure quantum state, through a unitary

matrix U , is given by
∣∣ψ
〉
7→ U

∣∣ψ
〉
.

Definition. The projective measure of a pure quantum state ρ on H is de-
scribed by a set of orthogonal projections {P1, . . . , Pn} on H, which sum to the
identity. The outcome of the measure is i ∈ {1, . . . , n} with probability,

Tr
[
PiρP

∗
i

]
,

and the resulting pure quantum state after the measure becomes,

PiρP
∗
i

Tr
[
PiρP ∗

i

] .

Let
∣∣ψ
〉
:= α ·

∣∣0
〉
+ β ·

∣∣1
〉

be a quantum pure state on H := C2. A projective
measure in the computational basis

∣∣0
〉
,
∣∣1
〉

is described by the two orthogonal pro-
jections

∣∣0
〉〈
0
∣∣ and

∣∣1
〉〈
1
∣∣, and yields outcome 0 with probability |α|2 and outcome 1

with probability |β|2.
Remark. In the context of a projective measure, due to the orthogonality prop-
erty of the projections {P1, . . . , Pn}, and the cyclic property of the trace, the
probability of the outcome i given a pure quantum state ρ :=

∣∣ψ
〉〈
ψ
∣∣ is just

Tr
[
Piρ
]
=
〈
ψ
∣∣Pi

∣∣ψ
〉
, and the resulting pure quantum state after the measure
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becomes,
PiρPi〈
ψ
∣∣Pi

∣∣ψ
〉 .

Let ρ := ρA ⊗ ρB be a pure quantum state on HA ⊗ HB, a composite quantum
system. The projective measure of ρ described by the set of orthogonal projections
{P1, . . . , Pn} on HA ⊗HB, yields outcome i ∈ {1, . . . , n} with probability

Tr
[
Piρ
]
= TrA

[
Pi TrB

[
IA ⊗ ρB

]
︸ ︷︷ ︸

Mi

ρA

]

= Tr
[
MiρA

]
,

for some positive semidefinite Mi on HA ⊗ HB, which sum to the identity. Such a
measure on part of a composite system is called a generalized measure.

3.1.2 Mixed states

Let ρ :=
∣∣ψ
〉〈
ψ
∣∣ be a pure quantum state on HA ⊗ HB, a composite quantum

system with HA := Cd and HB an unknown quantum system. The projective measure
of ρ described by the set of orthogonal projections {P1, . . . , Pn} on HA only, yields
outcome i ∈ {1, . . . , n} with probability

〈
ψ
∣∣ (Pi ⊗ IB)

∣∣ψ
〉
= TrA

[
Pi TrB

[
ρ
]

︸ ︷︷ ︸
σ

]

= Tr
[
Piσ
]
,

for some σ ∈ Dd, which is in general not a pure quantum state.

Definition. A mixed quantum state on H is an element of Dd.

Since the set of mixed quantum state Dd is a convex set, and since the extremal
point are the pure quantum states, a mixed quantum state is a convex combination
of pure quantum states, of the form,

k∑

i=1

pi ·
∣∣ψi

〉〈
ψi

∣∣ ,

with some positive real numbers pi satisfying
∑k

i=1 pi = 1, and
∣∣ψi

〉〈
ψi

∣∣ some unit
rank projections. From the spectral Theorem, a mixed quantum state on Dd is a
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convex sum of at most d terms. The most central element of Dd is the mixed quantum
state I := Id

d
called maximally mixed.

As a fundamental consequence, maximazing a convex function or minimizing a
concave function over the set Dd of mixed quantum states will lead to extremal values
of the function on a pure quantum state.

In the case H := C2, the mixed quantum states D2 can be written in a spherical
representation, called Bloch sphere,

D2 =

{
1

2
(I2 + rx · σx + ry · σy + rz · σz)

∣∣∣∣ r := (rx, ry, rz) ∈ R3 and ∥r∥ ≤ 1

}
,

where σx, σy and σz are the Pauli matrices defined by

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
.

The pure quantum states of D2 are the elements satisfying ∥r∥ = 1.

3.2 Quantum entanglement

The quantum entanglement is a fundamental concept in quantum information
theory that refers to the non-classical correlations that exist between two or more
quantum systems.

3.2.1 Schmidt decomposition

Recall the singular value decomposition (svd) for a matrix M ∈ Md acting
on Cd: there exists two orthonormal bases e1, . . . , ed and f1, . . . , fd for the vector
space Cd, and d non-negative real numbers s1, . . . , sd, such that,

M =
d∑

i=1

si
∣∣ei
〉〈
fi
∣∣ .

Using the isomorphism Hom(V,W ) ≃ V ⊗ W between two finite dimensional
complex vector spaces V and W , the singular value decomposition becomes the
Schmidt decomposition of vector on a bipartite tensor product V ⊗W .

Theorem (Schmidt decomposition [Sch07; Eve57]). Let ψ be a vector in a bi-
partite tensor product of d-dimensional Hilbert complex vector spaces H1 ⊗ H2.
Then there exists two orthonormal bases e1, . . . , ed and f1, . . . , fd for H1 and H2,



CHAPTER 3. QUANTUM INFORMATION THEORY 40

respectively, and d non-negative real numbers s1, . . . , sd called Schmidt coeffi-
cients, such that,

ψ =
d∑

i=1

si · ei ⊗ fi.

The number of nonzero Schmidt coefficients is called the Schmidt number.

Apart from the bipartite scenario, direct multipartite extension of the Schmidt
decomposition does not exist in general [Per95].

3.2.2 Pure quantum state entanglement

A bipartite pure quantum state
∣∣ψ
〉

on HA ⊗HB is said to be entangled if its
Schmidt number is strictly greater than 1, otherwise it is said to be separable and
can be written, ∣∣ψ

〉
=
∣∣ψ
〉
A
⊗
∣∣ψ
〉
B
,

for some
∣∣ψ
〉
A
∈ HA and

∣∣ψ
〉
B
∈ HB.

The Schmidt number of a bipartite pure quantum state gives a canonical quan-
titative measure of entanglement.

A bipartite pure quantum state ω :=
∣∣Ω
〉〈
Ω
∣∣, on the 2-fold composite quantum

system H ⊗ H, with H ≃ Cd, is called maximally entangled if it has, on the
computational basis, the form

∣∣Ω
〉
=

1√
d

d−1∑

i=0

∣∣ii
〉
.

The partial transpose of an unormalized maximally entangled pure quantum state
d · ω is the flip operator,

d · ωΓ =
d−1∑

i,j=0

∣∣ij
〉〈
ij
∣∣ ,

on the computational basis. On product vector x⊗ y, the flip operator acts through
d · ωΓ(x⊗ y) = y ⊗ x. However, since y ⊗ x− x⊗ y is a eigenvector for the negative
eigenvalue −1, the flip operator ωΓ is not a quantum state. The normalized flip
operator on Dd2 is denoted F := ωΓ

d
.

Theorem (PPT criterion [Per96; HHH01]). If ρ is a separable bipartite pure
quantum state on HA ⊗HB, then the partially transposed ρΓ is a quantum state.
The converse is true if and only if dimHA ×HB ≤ 6.
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In general, in the multipartite scenario H1 ⊗ · · · ⊗Hk, a pure quantum state
∣∣ψ
〉

is separable if it can be written as a product vector
∣∣ψ
〉
=
∣∣ψ1

〉
⊗ · · · ⊗

∣∣ψk

〉
,

and entangled otherwise.

Remark. As a unit rank projection
∣∣ψ
〉〈
ψ
∣∣, a separable pure quantum state on a

multipartite H1 ⊗ · · · ⊗ Hk can be written
∣∣ψ
〉〈
ψ
∣∣ =

∣∣ψ1

〉〈
ψ1

∣∣⊗ · · · ⊗
∣∣ψk

〉〈
ψk

∣∣ .

3.2.3 Mixed quantum state entanglement

A mixed quantum state is said to be separable if it can be written as a convex
combination of separable pure quantum states. Therefore the convex set of separable
quantum states on H1 ⊗ · · · ⊗ Hk is

Conv
{ ∣∣ψ1

〉〈
ψ1

∣∣⊗ · · · ⊗
∣∣ψk

〉〈
ψk

∣∣ : ψi ∈ Hi for all i ∈ {1, . . . , k}
}
,

with extremal points the separable pure quantum states.
An isotropic state is a convex combination of a maximally entangled and max-

imally mixed quantum states:

ρ = λ · ω + (1− λ)I,

with 0 ≤ λ ≤ 1 and ω, I ∈ Dd2 . If −1
d2−1

≤ λ ≤ 0, then ρ is still in Dd2 , and thus still
a mixed quantum state.

A Werner state is an affine combination of a normalized flip operator and
maximally mixed quantum states:

σ = λ · F + (1− λ)I,

with 1
1−d

≤ λ ≤ 1
1+d

and F, I ∈ Dd2 .
Any isotropic state ρ and Werner state σ satisfy the following commutation rela-

tions:
[ρ, Ū ⊗ U ] = 0 and [σ, U ⊗ U ] = 0,

for all unitary matrices U .

Theorem ([HH99]). Let ρ := λ ·ω+ (1− λ)I be an isotropic state on Dd2. Then
ρ is separable if and only if λ ≤ 1

d+1
.
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Theorem ([Wer89]). Let σ := λ · F+ (1− λ)I be a Werner state, on Dd2. Then
σ is separable if and only if λ ≥ 1

1−d2
.

In general, deciding whether a given quantum state is separable is known to be
NP-hard [Gur03].

3.2.4 Monogamy of entanglement

A bipartite quantum state ρ on HA⊗HB is said to be k-extendible, with respect
to HB if there exists a quantum state σ on HA⊗H⊗k

B such that for all i ∈ {1, . . . , k}:

ρ = Tr{B1,...,Bk}\{Bi}
[
σ
]
.

Theorem (Entanglement hierarchy [DPS04]). A bipartite quantum state ρ on
HA ⊗HB is separable if and only if it is k-extendible for all k ∈ N.

Let ρA,B,C be a tripartite quantum state on HA⊗HB⊗HC with HA ≃ HB ≃ HC ,
and such that the reduced quantum state on HA ⊗HB,

ρA,B := TrC [ρA,B,C ],

is maximally entangled, i.e. ρA,B = ω. From the spectral Theorem, the quantum
state ρA,B,C is a convex combination,

ρA,B,C =
k∑

i=1

pi ·
∣∣ψi

〉〈
ψi

∣∣ ,

for some orthonormal pure quantum states
∣∣ψi

〉
on HA⊗HB⊗HC . Then the reduced

quantum state ρA,B becomes

ρA,B =
k∑

i=1

pi · TrC
[ ∣∣ψi

〉〈
ψi

∣∣
]
.

But since ρA,B is a pure quantum state, i.e. ρA,B =
∣∣Ω
〉〈
Ω
∣∣ is an extremal point of the

convex set of density matrices, every TrC

[ ∣∣ψi

〉〈
ψi

∣∣
]

in the sum must necessarily be
equal to ρA,B. This implies that ρA,B,C = ρA,B⊗ρC , for some reduced quantum state
ρC on HC . Thus none of the reduced quantum states ρA,C and ρB,C can be maximally
entangled. This phenomenon is known as monogamy of entanglement.
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3.3 Quantum channels

Let Φ : Md → Md′ be a map such that Φ
(
Dd

)
⊆ Dd′ , i.e. mapping d-dimensional

quantum states to d′-dimensional quantum states. Under linearity assumption this
is equivalent to:

— Φ positive: X ≥ 0 =⇒ Φ(X) ≥ 0.
— Φ trace preserving: TrX = TrΦ(X).
The transpose of a matrix is a linear map that satisfies both positivity and trace

preserving properties. But when partially applied to a composite quantum system,
this can lead to non-quantum states, e.g. the partial transpose of a maximally
entangled pure quantum state is the flip operator F = ωΓ.

A linear map Φ : Md → Md′ is called completely positive if all the partial
applications of Φ on any positive semidefinite matrix results in another positive
semidefinite matrix, i.e. ∀D ∈ N,Md ⊗MD ∋ X ≥ 0 =⇒ (Φ⊗ idD)(X) ≥ 0.

Definition. The most general transformations of quantum states, called quan-
tum channels, are the Completely Positive Trace Preserving (cptp) linear
maps.

3.3.1 Structure of quantum channels

The Choi matrix of a linear map Φ : Md → Md′ is the matrix CΦ in Md×d′ ,
defined by,

CΦ := (idd ⊗Φ)

( d∑

i,j=1

∣∣ii
〉〈
jj
∣∣
)

= (idd ⊗Φ)(d · ω).

It is possible to retrieve the original linear map Φ from its associated Choi matrix
CΦ using the formula,

Φ(X) = Trd
[
CΦ(X

T ⊗ Id′)
]
.

Theorem 3.1 ([Wat18]). Let Φ : Md → Md′ be a linear map. The following
are equivalent:

— the map Φ is cptp;
— the Choi matrix CΦ is positive semidefinite and Trd′

[
CΦ

]
= Id;
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— there exist A1, . . . , Ak ∈ Md×d′ such that,

Φ(X) =
k∑

i=1

AiXA
∗
i and

k∑

i=1

A∗
iAi = Id;

— there exist D ∈ N and an isometry V : Cd → Cd′ ⊗ CD such that,

Φ(X) = TrD
[
V XV ∗].

3.3.2 Compatibility of quantum channels

Let Φ : Md → M⊗n
d′ be a quantum channel from 1 to n quantum states, the i-th

marginal of Φ, denoted Φi is defined by,

Φi(X) := Tr[n]\{i}
[
Φ(X)

]
.

A marginal of a quantum channel is also a quantum channel.
Let Φi : Md → Mdi be a family of k quantum channels. The quantum chan-

nel compatibility problem consists in determining whether there exists a global
quantum channel Ψ : Md → Md1 ⊗ · · · ⊗Mdk compatible with all the Φi, that is,

Ψi = Φi,

for all marginals Ψi.

Remark. Quantum channels can be incompatible with themselves.

3.4 Quantum fidelity

The quantum fidelity is a measure of the closeness between two quantum states
ρ and σ, defined as the function F on Dd ×Dd by,

F (ρ, σ) = Tr

[√√
σρ

√
σ

]2
.

Proposition 3.2 ([Wat18]). The quantum fidelity F between two quantum states
has the following properties:

— F (ρ, σ) = F (σ, ρ);
— F (ρ, σ) ∈ [0, 1];
— F (ρ, σ) = 1 ⇐⇒ ρ = σ;
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— F
(
ρ,
∣∣ψ
〉〈
ψ
∣∣
)
=
〈
ψ
∣∣ ρ
∣∣ψ
〉
= Tr

[
ρ
∣∣ψ
〉〈
ψ
∣∣
]
;

— F
(
UρU∗, UσU∗) = F (ρ, σ), for all unitary matrices U ;

— F
(
Φ(ρ),Φ(σ)

)
≥ F (ρ, σ), for all quantum channels Φ;

— F is jointly concave, i.e. for all λ ∈ [0, 1],

F
(
λ · ρ1+(1−λ)ρ2, λ ·σ1+(1−λ)σ2

)
≥ λ ·F (ρ1, σ1)+ (1−λ) ·F (ρ2, σ2).

3.5 Graphical calculus

The present Section introduces a graphical calculus for tensors, which is built
upon the graphical notation developed by Penrose [Pen71]. Recently, analogous cal-
culi have been formulated within the tensor network states framework and the frame-
work of categorical quantum information theory, which are elaborated in [WBC15;
BC17; CK17]. The graphical calculus introduced here is consistent with the tensor
representation of a diagram algebra, introduced in Section 2.2.

In this graphical notation, tensors are represented by boxes and wires,

T

More specifically, the wires are labeled by indices, such that a box represents the
value of the tensor at the given indices,

TTij =
i j

In particular, a vector is a box with only 1 wire pointing to the left, and labeled by
the index of the coordinate. A dual vector has its wire pointing to the right,

vvi =
i

v∗v̄i =
i

Note that these left and right directions are just a convention corresponding to the
usual right-to-left composition in linear algebra.
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The tensor diagrams can be combined in two ways. The tensor product com-
bines two diagrams vertically

A⊗B =
A

B

or horizontally, with the isomorphism Hom(V,W ) ≃ V ∗ ⊗ W between two finite
dimensional complex vector spaces V and W ,

uv∗ = u v∗

The operation of joining together two diagrams by one of their wire labeled with
the same index corresponds to multiplying the values of the two tensors at the given
indices,

uui · vi = v
i i

The tensor contraction combines two diagrams using the previous operation by
taking the sum over all common indices

A B

∑
i

In particular, this leads to the scalar product,

u
〈
u, v
〉
= v

the matrix product,

A BA ·B =
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and the matrix trace,

TTrT =

Scalars multiply diagrams and are depicted next to them. The following three special
tensors of Cd, important in quantum information theory, have wire-only diagrams,

Id =
∣∣Ω
〉
= 1√

d
· d =

Finally, the matrix transpose can be graphically depicted by swapping the input
and the output wires of a box depicting a matrix. The partial transpose permutes
just the wires of the corresponding spaces,

T Γ = T
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The present Section discusses the results of the papers “A geometrical
description of the universal 1 → 2 asymmetric quantum cloning region”
[NPR21], and “The asymmetric quantum cloning region” [NPR22], of
which I am a co-author.

The problem of quantum cloning has received considerable attention over the last
thirty years. This area of research began with the early investigations of universal
quantum cloners [BH96] and has since expanded to include various cloning scenar-
ios: symmetric [Wer98; KW99], asymmetric [Cer98; FFC05], qubits [GM97], qudits
[Cer00], universal [Bru+98; IAG06; Ibl+05], equatorial [Bru+00; DM03; DD04b],
economical [DD04a; DFC05], probabilistic [DG98; DG98], continuous quantum sys-
tems [Cer+04; Cer+05].

Of particular interest are two sets of papers dealing with the most general case
of asymmetric universal 1 → N quantum cloning problem. The first set of papers,
by Kay and collaborators, deals with the optimisation of this problem [KRK12;
Kay14; Kay16]. The second set of papers, by Ćwikliński, Horodecki, Mozrzymas,
and Studziński, uses techniques from group representation theory [ĆHS12; SHM13;
MHS14; Stu+14; MSH18].

In particular, Hashagen’s article on the asymmetric 1 → 2 quantum cloning
problem [Has17], should be read in conjunction with the Section 4.3. Indeed, the
quantum cloning problem is studied there using similar techniques: twirling of the
quantum channel, Choi matrix as an element the algebra of operator permutations,
decomposition this algebra into matrix algebras of size 2 × 2 and 1 × 1. The main
contribution of [NPR21] is the complete spectral analysis of the Choi matrix, which
allows a block diagonalization of the matrix and a characterisation of the figures of
merit as ellipses.

4.1 Quantum cloning problem

The problem known as the quantum cloning problem aims to identify a spe-
cific quantum channel, called the quantum cloning channel, denoted by Φ : Md →(
Md

)⊗N , which maps an input pure quantum state to an output mixed quantum
state on a N -fold composite quantum system, such that the output marginals of Φ
are as close as possible to the input. To achieve this, a direction vector denoted a
satisfying a ∈ [0, 1]N and

∑N
i=1 ai = 1, together with a subset Γ of the pure quantum

states, are introduced. The quantum cloning problem is defined as the optimisation
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problem given by,

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
,

where the expected value is taken with respect to the uniform measure on Γ.

Remark. The quantum cloning problem belongs to a more general class of quan-
tum marginal problems, which includes the quantum state marginal problem
[Haa+21], the quantum channel marginal problem [HLA22], and the quantum
measurement marginal problem [LN21].

The no-cloning theorem states that a perfect quantum cloning channel, i.e. a
quantum channel with marginals the identity quantum channels, cannot exist in gen-
eral. Indeed, a linearity argument shows that, if

∣∣0
〉
, . . . ,

∣∣d− 1
〉

is the computational
basis of Cd, and U ∈ Ud2 is a unitary matrix such that on this basis,

U
∣∣i
〉
⊗
∣∣v
〉
=
∣∣i
〉
⊗
∣∣i
〉
,

Then U is a perfect quantum cloning unitary for this basis, given an auxiliary pure

quantum state
∣∣v
〉
. But if

∣∣ψ
〉
:=

∣∣∣∣i〉+

∣∣∣∣j〉
√
2

for distinct i, j ∈ {0, . . . , d− 1}, then,

U
∣∣ψ
〉
⊗
∣∣v
〉
=

∣∣i
〉
⊗
∣∣i
〉
+
∣∣j
〉
⊗
∣∣j
〉

√
2

̸=
∣∣ψ
〉
⊗
∣∣ψ
〉
.

Many quantum cryptographic schemes rely on the existence of the no-cloning
theorem [BB84; BL20].

Theorem 4.1 (No-cloning theorem [WZ82; Die82]). For any subset Γ of the
pure quantum states, there is no quantum cloning channel Ψ : Md →

(
Md

)⊗N

such that for all pure quantum states ρ ∈ Γ and all marginals Ψi,

Ψi(ρ) = ρ,

unless Γ is a set of mutually orthogonal pure quantum states.

Remark. A perfect quantum cloning channel Ψ : Md →
(
Md

)⊗N has marginals
Φi of the form Φi = idd the identity quantum channels, and Choi matrices
CΦi

= d ·ω an unormalized maximally entangled quantum state. The no-cloning
Theorem 4.1 is a reformulation of the monogamy of the entanglement, and the
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fact that there is no quantum channel compatible with the identity quantum
channels.
A generalisation of the quantum cloning problem can be considered given a quan-

tum cloning channel Φ :
(
Md

)⊗M →
(
Md

)⊗N , which maps an input pure quantum
state as an identical product state on a M -fold composite quantum system, to an
output mixed quantum state on a N -fold composite quantum system,

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi

(
ρ⊗M

)
, ρ
)]
.

Even with M identical copies as input, the no-cloning theorem hold.

Theorem 4.2 (M → N no-cloning theorem [Wer98]). For any subset Γ of the
pure quantum states, there is no quantum cloning channel Φ :

(
Md

)⊗M →(
Md

)⊗N , with M < N , such that for all pure quantum states ρ ∈ Γ and all
marginals Ψi,

Φi

(
ρ⊗M

)
= ρ,

unless Γ is a set of mutually orthogonal pure quantum states.

It is important to note that the quantum cloning problem, the 1 → N no-cloning
Theorem 4.1 and M → N no-cloning Theorem 4.2 are states on pure states only.
When mixed states are considered, the problem becomes the quantum broadcast-
ing problem, and the equivalent no-broadcasting theorems do not hold in the same
generality. In particular for mixed enough states, it is possible to broadcast.

Theorem (Superbroacasting [DMP05]). For 0 < M < N large enough, there ex-
ists a quantum channel Φ :

(
M2

)⊗M →
(
M2

)⊗N such that for all 2-dimensional
mixed states ρ ∈ D2, where ρ = 1

2
(I2 + rx · σx + ry · σy + rz · σz) and with ∥r∥

small enough, the mixed state,

σ := Φi

(
ρ⊗M

)
,

commutes with ρ, for all marginals Φi. I.e. they are collinear in the spherical
representation:

D2 =

{
1

2
(I2 + rx · σx + ry · σy + rz · σz)

∣∣∣∣ r := (rx, ry, rz) ∈ R3 and ∥r∥ ≤ 1

}
.

Moreover, if σ = 1
2
(I2 + r′x · σx + r′y · σy + r′z · σz), then ∥r′∥ ≥ ∥r∥.
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From Proposition 3.2 and the joint concavity quantum fidelity, given two quantum
cloning channels Φ and Ψ from Md to

(
Md

)⊗N , then for all subset Γ of the pure
quantum states and for all 1 ≤ i ≤ N ,

E
ρ∈Γ

[
F

(
(Φ + Ψ)i(ρ)

2
, ρ

)]
≥

Eρ∈Γ
[
F
(
Φi(ρ), ρ

)]
+ Eρ∈Γ

[
F
(
Ψi(ρ), ρ

)]

2
.

Hence, in order to address the quantum cloning optimization problem, the approach
would be to identify the largest uniform sum of quantum cloning channels.

Let Γ be a subset of the pure quantum states, and G be a compact subgroup of
the unitary group Ud acting on Cd, such that for all ρ ∈ Γ and for all M ∈ G,

MρM∗ ∈ Γ.

The twirling of a quantum channel Φ : Md →
(
Md

)⊗N , with respect to Γ and G,
denoted Φ̃, is defined for all ρ ∈ Γ by

Φ̃(ρ) :=

∫

G

(
M∗)⊗N

(
Φ
(
MρM∗))M⊗N dM,

where the integral is taken with respect to the normalized Haar measure on the group
G. Then for all 1 ≤ i ≤ N ,

E
ρ∈Γ

[
F
(
Φ̃i(ρ), ρ

)]
≥ E

ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
.

The approach would be to consider the largest group G. In particular the partially
transposed Choi matrix CΓ

Φ̃
is in the commutant of G.

Proposition 4.3. Let Γ be a subset of the pure quantum states, let G be a
compact subgroup of Ud, and Φ : Md →

(
Md

)⊗N a quantum cloning channel. If
Φ̃ is the twirling of Φ with respect to Γ and G, then for all M ∈ G,

[
CΓ

Φ̃
,M⊗(N+1)

]
= 0.

Proof. Since G is a subgroup of Ud, for any M in G, the following two equalities
hold,

(
M̄ ⊗M

) ∣∣Ω
〉
=
∣∣Ω
〉

and
〈
Ω
∣∣ (MT ⊗M∗) =

〈
Ω
∣∣ .
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Then for any M ∈ G,

CΓ
Φ̃
=

((
idd ⊗Φ̃

)(
d ·
∣∣Ω
〉〈
Ω
∣∣ )
)Γ

=

((
idd ⊗Φ̃

)(
d
(
M̄ ⊗M

) ∣∣Ω
〉〈
Ω
∣∣ (MT ⊗M∗))

)Γ

.

From the definition of the twirling Φ̃, then for all M ∈ G and for all ρ ∈ Γ

Φ̃
(
MρM∗) =M⊗N

(
Φ̃(ρ)

)(
M∗)⊗N

.

Then the following commutation relation on the partially transposed Choi ma-
trix CΓ

Φ̃
holds for any M ∈ G,

CΓ
Φ̃
=

(
(
M̄ ⊗M⊗N

)((
idd ⊗Φ̃

)(
d ·
∣∣Ω
〉〈
Ω
∣∣ )
)(

MT ⊗
(
M∗)⊗N

))Γ

=
(
M ⊗M⊗N

)((
idd ⊗Φ̃

)(
d ·
∣∣Ω
〉〈
Ω
∣∣ )
)Γ(

M∗ ⊗
(
M∗)⊗N

)

=
(
M ⊗M⊗N

)
CΓ

Φ̃

(
M∗ ⊗

(
M∗)⊗N

)
.

That is
[
CΓ

Φ̃
,M⊗(N+1)

]
= 0. ■

Corollary 4.4. Let Γ be a subset of the pure quantum states, let G be a compact
subgroup of Ud, and Φ : Md →

(
Md

)⊗N a quantum cloning channel. If Φ̃ is the
twirling of Φ with respect to Γ and G, then for all M ∈ G and all i ∈ {1, . . . , N},

[
CΓ

Φ̃i
,M⊗2

]
= 0.

Remark. The importance of twirling a quantum channel is twofold: first, it al-
lows to improve the performance of the quantum channel with respect to the
optimization problem, and second, it allows to simplify the optimization prob-
lem through the induced symmetries. The study of optimization problems under
symmetries has been the subject of substantial work [FST22; GO22].
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4.1.1 Universal quantum cloning problem

When the subset Γ of the pure quantum states is the full set of pure quantum
states, it can choosen the subgroup G of Ud to be the full unitary group. The quan-
tum cloning problem becomes the universal quantum cloning problem Then
from Proposition 4.3, the partially transposed Choi matrix CΓ

Φ̃
of a twirled quantum

cloning channel Φ̃ commutes with all the unitary matrices U⊗(N+1), i.e. it is in the
commutant of the algebra

SpanC
{
U⊗(N+1)

∣∣ U ∈ Ud

}
.

From Theorem 2.3.2 and Theorem 2.3, the partially transposed Choi matrix CΓ
Φ̃

is in the algebra
SpanC

{
ψ(σ)

∣∣ σ ∈ SN+1

}
.

That is, it exists a family of complex numbers cσ indexed by the permutations of
SN+1 such that

CΦ̃ =
∑

σ∈SN+1

cσ · ψ(σ)Γ.

Therefore, the Choi matrix CΦ̃ is a sum of partially transposed tensor represen-
tation of the symmetric group SN+1. Hence, a sum of partially transposed tensor
representation of the symmetric group SN+1 is a Choi matrix of a quantum channel
if both the positivity and the trace conditions of Theorem 3.1 hold. These condi-
tions depend on the (N + 1)! coefficients, and in particular it does not depend on
the dimension of the quantum system. Recall from the Stirling’s formula that the
asymptotic growth of the factorial function is,

n! ∼
√
2πn

(n
e

)n
.

From Proposition 4.3, the partially transposed Choi matrix CΦ̃i
of each marginal

Φ̃i has the form

CΦ̃i
= αi · ψ

(
(1)(2)

)Γ
+ βi · ψ

(
(1 2)

)Γ

= αi · ψ
( )Γ

+ βi · ψ
( )Γ

= αi · ψ
( )

+ βi · ψ
( )

,
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for some complex numbers αi and βi. For all ρ ∈ Γ, the marginals Φ̃i on ρ are

Φ̃i(ρ) = Tr{0}
[
CΦ̃i

(
ρT ⊗ Id

)]

= αi · Tr{0}
[
ψ
(
(1)(2)

)Γ(
ρ⊗ Id

)]
+ βi · Tr{0}

[
ψ
(
(1 2)

)Γ(
ρ⊗ Id

)]

= αi · Id + βi · ρ,

and the fidelity F
(
Φ̃i(ρ), ρ

)
becomes,

F
(
Φ̃i(ρ), ρ

)
= Tr

[(
Φ̃i(ρ)

)
ρ
]

= Tr

[
CΦ̃i

((
ρT · ρ

)
⊗ Id

)]

= Tr
[
CΦ̃i

(
ρ⊗ Id

)]

= αi · Tr
[
ψ
(
(1)(2)

)Γ(
ρ⊗ Id

)]
+ βi · Tr

[
ψ
(
(1 2)

)Γ(
ρ⊗ Id

)]

= d · αi + βi.

4.1.2 Equatorial quantum cloning problem

Recall that in the case H := C2, the pure quantum states can be written,

1

2
(I2 + rx · σx + ry · σy + rz · σz),

with r := (rx, ry, rz) ∈ R3 and ∥r∥ = 1, and thus are isomorphic to the unit sphere
in R3. The equatorial pure quantum states are the pure quantum states located
on the x – y equator of this sphere, i.e. rz = 0. The equatorial pure quantum states
are of the form,

eiθ0
∣∣0
〉
+ eiθ1

∣∣1
〉

√
2

,

for some θ ∈ [0, 2π)2.

Remark. The 4 states used in the BB84 protocol [BB84] are all in the x – z
equator, and the two equators x – y and x – z are connected by a change of
basis.
When the subset Γ of the pure quantum states is the set of states of the form,

1√
d

d−1∑

k=0

eiθk
∣∣k
〉
,
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for some θ ∈ [0, 2π)d, the subgroup G of Ud can be chosen to be the group of
monomial matrices in [0, 2π). The quantum cloning problem becomes the equatorial
quantum cloning problem. Then from Proposition 4.3, the partially transposed
Choi matrix CΓ

Φ̃
of a twirled quantum cloning channel Φ̃ commutes with all the

diagonal unitary matrices U⊗(N+1) and all the tensor representation of permutations
ψ(σ)⊗(N+1), i.e. it is in the commutant of the algebra

SpanC
{
U⊗n · ϕ(σ)⊗n

∣∣ U ∈ diag. Ud and σ ∈ Sd

}
.

From Theorem 2.4, the partially transposed Choi matrix CΓ
Φ̃

is in the algebra

SpanC
{
ψ(p)

∣∣ p ∈ Un

}
.

That is, it exists a family of complex numbers cp indexed by the uniform block
permutations of UN+1 such that

CΦ̃ =
∑

p∈UN+1

cp · ψ(p)Γ.

From Proposition 4.3, the partially transposed Choi matrix CΦ̃i
of each marginal

Φ̃i has the form

CΦ̃i
= αi · ψ

(
1 3 | 2 4

)Γ
+ βi · ψ

(
1 4 | 2 3

)Γ
+ γi · ψ

(
1 2 3 4

)Γ

= αi · ψ
( )Γ

+ βi · ψ
( )Γ

+ γi · ψ
( )Γ

= αi · ψ
( )

+ βi · ψ
( )

+ γi · ψ
( )

,

for some complex numbers αi, βi and γi. For all ρ ∈ Γ, the marginals Φ̃i on ρ are

Φ̃i(ρ) = Tr{0}
[
CΦ̃i

(
ρT ⊗ Id

)]

= Tr{0}

[(
αi · ψ

(
1 3 | 2 4

)Γ
+ βi · ψ

(
1 4 | 2 3

)Γ
+ γi · ψ

(
1 2 3 4

)Γ)(
ρ⊗ Id

)]

= αi · Id + βi · ρ+ γi · diag(ρ11, . . . , ρdd)
= αi · Id + βi · ρ+ γi · Id,
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and the fidelity F
(
Φ̃i(ρ), ρ

)
becomes,

F
(
Φ̃i(ρ), ρ

)
= Tr

[(
Φ̃i(ρ)

)
ρ
]

= Tr

[
CΦ̃i

((
ρT · ρ

)
⊗ Id

)]

= Tr
[
CΦ̃i

(
ρ⊗ Id

)]

= Tr

[(
αi · ψ

(
1 3 | 2 4

)Γ
+ βi · ψ

(
1 4 | 2 3

)Γ
+ γi · ψ

(
1 2 3 4

)Γ)(
ρ⊗ Id

)]

= d · αi + βi + γi.

4.1.3 Average vs. worst fidelity

In Section 4.1.1 and Section 4.1.2, the marginals Φ̃i and Ψ̃i of a twirled quantum
cloning channel Φ̃ for the universal quantum cloning problem and a twirled quantum
cloning channel Ψ̃ for the equatorial quantum cloning problem, were shown to be,
on all ρ ∈ Γ, some linear combinations of the trace, identity maps. Using the trace
preserving property of quantum channels, the marginals becomes on all ρ ∈ Γ, some
affine combinations

Φ̃i(ρ) = p · ρ+ (1− p)
Id
d

and Ψ̃i(ρ) = q · ρ+ (1− q)
Id
d
,

for some p, q ∈ R, and with fidelities F
(
Φ̃i(ρ), ρ

)
and F

(
Ψ̃i(ρ), ρ

)
,

F
(
Φ̃i(ρ), ρ

)
= p+

1− p

d
and F

(
Ψ̃i(ρ), ρ

)
= q +

1− q

d
,

In particular, none of the fidelities depend on the quantum state. Hence both opti-
mization problems,

(average) sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]

(worst) sup
Φ cptp

N∑

i=1

ai · inf
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
,

are equal on universal and equatorial Γ’s. However, the expectation value will be
more convenient to manipulate, especially for to determine an upper bound.
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4.2 Upper bound

This section is dedicated to the determination of an upper bound for both the
universal and equatorial quantum cloning problems, given a direction vector a ∈
[0, 1]N . For all quantum cloning channels Φ : Md →

(
Md

)⊗N , and for all subset Γ
of the pure quantum states,

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
=

N∑

i=1

ai · E
ρ∈Γ

[
Tr
[(
Φi(ρ)

)
ρ
]]

=
N∑

i=1

ai · E
ρ∈Γ

[
Tr
[(
Φ(ρ)

)(
ρ(i) ⊗ I

⊗(N−1)
d

)]]

=
N∑

i=1

ai · E
ρ∈Γ

[
Tr
[
CΦ

(
ρT(0) ⊗ ρ(i) ⊗ I

⊗(N−1)
d

)]]

=
N∑

i=1

ai · Tr
[
CΦ

(
E
ρ∈Γ

[
ρT(0) ⊗ ρ(i)

]
⊗ I

⊗(N−1)
d

)]
.

Theorem 4.5. For any direction vector a ∈ [0, 1]N the universal quantum cloning
problem is upper bounded by

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
≤ λmax(Ra)

d+ 1
,

where λmax(Ra) is the largest eigenvalue of the matrix

Ra :=
N∑

i=1

ai ·
(
d2 · I(0,i) + d · ω(0,i)

)
⊗ I

⊗(N−1)
d ,

with quantum states I(0,i) and ω(0,i), respectively maximally mixed and maximally
entangled, between between the 0-th and i-th quantum systems.

Proof. Let ∨NCd be the symmetric subspace of
(
Cd
)⊗N defined by

∨NCd := SpanC
{
v⊗N

∣∣ v ∈ Cd
}
.

It is well known [Har13] that ∨NCd is an irreducible representation vector space
for the representation U 7→ U⊗N of the unitary group Ud. Since the pure quan-
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tum states Γ are generated by the unitary matrices, i.e. Γ ≃
{
UρU∗ ∣∣ U ∈ Ud

}

for any pure quantum state ρ, then

E
ρ∈Γ

[
ρT(0) ⊗ ρ(i)

]
=
(

E
ρ∈Γ

[
ρ(0) ⊗ ρ(i)

]])Γ

=

(∫

Γ

ρ⊗ ρ dρ

)Γ

=

(∫

Ud

U
∣∣0
〉〈
0
∣∣U∗ ⊗ U

∣∣0
〉〈
0
∣∣U∗ dU

)Γ

.

Note that the integral, before taking the partial transpose, commutes with all
the unitary matrices U⊗U and lives in End

(
∨2Cd

)
, by Schur’s Lemma it must

be a multiple of the identity in ∨2Cd. The identity of the bipartite symmetric
subspace is

ψ
(
(1)(2)

)
+ ψ

(
(1 2)

)

2
.

The unit trace condition, together with the partial transpose, give

E
ρ∈Γ

[
ρ⊗ ρ

]
=
ψ
(
(1)(2)

)Γ
+ ψ

(
(1 2)

)Γ

d(d+ 1)

=
d2 · I(0,1) + d · ω(0,1)

d(d+ 1)
.

Finally the universal quantum cloning problem becomes

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]

= sup
Φ cptp

N∑

i=1

ai · Tr
[
CΦ

(
E
ρ∈Γ

[
ρT(0) ⊗ ρ(i)

]
⊗ I

⊗(N−1)
d

)]

= sup
Φ cptp

Tr
[
CΦRa

)

d(d+ 1)
.

Then from the inequality Tr[CR] ≤ Tr[C] · λmax(R) that holds for any positive
semidefinite matrix C and symmetric matrix R, and the equality Tr

[
CΦ

]
= d



CHAPTER 4. QUANTUM CLONING 61

for any Choi matrix CΦ of a quantum channel Φ : Md → Md′ ,

sup
Φ cptp

Tr
[
CΦRa

]

d(d+ 1)
≤ sup

Φ cptp

Tr
[
CΦ

]

d(d+ 1)
λmax(Ra)

=
λmax(Ra)

d+ 1
.

■

Remark. The upper bound in Theorem 4.5 is a special case of the result of Jaromír
Fiurášek on the extremal equation for optimal completely-positive maps [Fiu01].

The spectrum of the matrix Ra has been considered in a recent series of papers
for the port-based teleportation protocol [Stu+17; Moz+18; Led22]. In particular,
in [Chr+21, Lemma 3.6], all the eigenvalues of the operator Rα, up to shift factor,
are given in the special case of a = 1

N
(1, . . . , 1).

Theorem 4.6. For any direction vector a ∈ [0, 1]N the equatorial quantum
cloning problem is upper bounded by

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
≤ λmax(Ra)

d
,

where λmax(Ra) is the largest eigenvalue of the matrix

Ra :=
N∑

i=1

ai ·
(
d2 · I(0,i) + d · ω(0,i) + d · X(0,i)

)
⊗ I⊗(N−1),

with quantum states I(0,i) and ω(0,i), respectively maximally mixed and maximally
entangled, between between the 0-th and i-th quantum systems, and quantum state
X(0,i) defined by

X :=
1

d

d−1∑

i=0

∣∣ii
〉〈
ii
∣∣ ,

between between the 0-th and i-th quantum systems.

Proof. Let
∣∣+
〉

be the pure quantum state defined by
∣∣+
〉
:= 1√

d

∑d−1
i=0

∣∣i
〉
, then

for any pure quantum state
∣∣ψ
〉
∈ Γ, i.e., of the form 1√

d

∑d−1
k=0 e

iθk
∣∣k
〉
, there
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exists a diagonal unitary matrix U in diag. Ud such that
∣∣ψ
〉
= U

∣∣+
〉
. Then

E
ρ∈Γ

[
ρT(0) ⊗ ρ(i)

]
=

∫

Γ

ρT ⊗ ρ dρ

=

∫

diag.
Ud

Ū
∣∣+
〉〈
+
∣∣UT ⊗ U

∣∣+
〉〈
+
∣∣U∗ dU.

Using integration over random diagonal unitary matrices [NS21],
∫

diag.
Ud

Ū
∣∣+
〉〈
+
∣∣UT ⊗ U

∣∣+
〉〈
+
∣∣U∗ dU =

d2 · I(0,1) + d · ω(0,1) + d · X(0,1)

d2
.

Which leads to the upper bound,

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
≤ λmax(Ra)

d
.

■

Remark. For both the upper bounds in Theorem 4.5 and Theorem 4.6, the iden-
tity terms in the matrices Ra only lead to a shift in the largest eigenvalues
λmax(Ra).

4.3 Universal 1 −→ 2 quantum cloning problem

This section is devoted to the universal 1 → 2 quantum cloning problem, in
the general case of quantum systems of arbitrary dimension [NPR21]. The prob-
lem is studied from the following perspective: given some target pair of fidelities
(f1, f2), does there exist a quantum cloning channel Φ from Md to

(
Md

)⊗2, such
that F

(
Φi(ρ), ρ

)
= fi for all pure quantum state ρ. As seen in Section 4.1.3, by

twirling the quantum cloning channel Φ, the marginals becomes for all pure quan-
tum states ρ,

Φ̃1(ρ) = p1 · ρ+ (1− p1)
Id
d

and Φ̃2(ρ) = p2 · ρ+ (1− p2)
Id
d
,
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for some p1, p2 ∈ R. Therefore, the following transformations rules for Φ̃ hold:

f1 = p1 +
(1− p1)

d
f2 = p2 +

(1− p2)

d

p1 =
df1 − 1

d− 1
p2 =

df2 − 1

d− 1

The main result is expressed as the following: the achievable fidelity region,
defined as

{
(f1, f2)

∣∣∣∣ ∃Φ : Md
cptp−−−→

(
Md

)⊗2 such that E
ρ∈Ud

[
F
(
Φi(ρ), ρ

)]
= fi

}
,

is a union of ellipses, with the optimal one coming from a restricted class of
quantum cloning channel (see Figure 1).

Theorem ([NPR21]). The achievable fidelity region for the universal 1 → 2
quantum cloning problem is the union of a family of ellipses indexed by λ ∈ (0, d],
given by

x2

a2λ
+

(y − cλ)
2

b2λ
≤ 1,

with aλ := λ√
d2−1

, bλ := λ
d2−1

and cλ := λd−2
d2−1

. The parameters x and y can be
expressed as,

{
x = d(f1−f2)

d−1

y = d(f1+f2)−2
d−1

or

{
x = p1 − p2

y = p1 + p2.

The optimal quantum cloning channels correspond to λ = d.

In Section 4.1.1, the Choi matrix CΦ̃ of a twirled quantum cloning channel Φ̃ from
Md to

(
Md

)⊗2, was shown to be a linear combination of the 6 partially transposed
tensor representations of the symmetric group S3:

CΦ̃ = c1 ·ψ
( )

+c2 ·ψ
( )

+c3 ·ψ
( )

+c4 ·ψ
( )

+c5 ·ψ
( )

+c6 ·ψ
( )

,

for complex numbers c1, . . . , c6 ∈ C. Such linear combination is the Choi matrix of a
quantum channel if both the positivity and the trace conditions of Theorem 3.1 are
satified.
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0 0.5 1

0
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p2

Achievable fidelity region [d = 2]

Figure 1 – The achievable fidelity region of the universal
1 → 2 quantum cloning problem is the union of a continuous
family of ellipses .

By taking the corresponding partial traces, the two marginals of Φ̃ becomes on
all pure quantum states ρ,

Φ̃1(ρ) = (dc2 + c5 + c6)︸ ︷︷ ︸
p1

ρ+ (d2c1 + dc3 + dc4)︸ ︷︷ ︸
1−p1

Id
d

Φ̃2(ρ) = (dc3 + c5 + c6)︸ ︷︷ ︸
p2

ρ+ (d2c1 + dc2 + dc4)︸ ︷︷ ︸
1−p2

Id
d
.

The partially transposed tensor representations ψ
( )

and ψ
( )

corresponding to
the two cycles (1 2 3) and (3 2 1) of S3 contribute, with coefficients c5 and c6, to both
the p1 and p2 of Φ̃1 and Φ̃2. Hewever, due to the no-cloning Theorem 4.1, a Choi
matrix composed only of the two cycles (1 2 3) and (3 2 1) of S3 cannot be the Choi
matrix of a quantum channel, since no linear combination,

α · ψ
( )

+ β · ψ
( )

is positive semidefinite. Hence, contributions from the other 4 partially transposed
tensor representations are needed to ensure the positivity of the Choi matrix CΦ̃.
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The trace condition implies that

d2c1 + d(c2 + c3 + c4) + c5 + c6 = 1.

In the following, the tensor representation function ψ is dropped, and instead
the partially transposed permutations are depicted using the graphical calculus from
Section 3.5. The focus now shifts to the problem of characterizing the positivity of
the Choi matrix CT̃ using the coefficients ci. To achieve this, let the vectors ui and
vi of be defined for all i ∈ {0, . . . , d− 1} by,

ui :=
√
d ·
∣∣Ω
〉
(0,1)

⊗
∣∣i
〉

and vi :=
√
d ·
∣∣Ω
〉
(0,2)

⊗
∣∣i
〉
,

depicted as
ui = i

and vi = i.

Then, the action of the partially transposed permutations on these vectors is given
by,

i
=

i i
= d ·

i i
= i

i
= i

i
= d · i

i
=

i
,

(4.1)

and,
i = i i =

i
i = d · i

i =
i

i = i i = d ·
i
.

(4.2)

The vectors ui + vi and ui − vi are eigenvectors of + and + . Since
they are all d-rank matrices, their complete (nonzero) spectrums is known:

Spec
(

+
)
=

{
(d+ 1) ×d
(d− 1) ×d

Spec
(

+
)
=

{
+(d+ 1) ×d
−(d− 1) ×d.

The other two partially transposed permutations and , are unitary matrices
and thus have full rank.

In the next two Sections the positivity of the Choid matrix CΦ̃ is characterize in
terms of the coefficients ci, first by restricting to the first 4, and then considering the
general case.
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4.3.1 Restricted quantum cloning channels

In this Section, the universal 1 → 2 quantum cloning problem will be solved
when the Choi matrix CΦ̃ is a linear combination of only 4 partially transposed
permutations of S3, that is,

CΦ̃ = c1 · + c2 · + c3 · + c4 · .

Since CT̃ must be positive semidefinite and in particular Hermitian, the following
must hold: c1, c2 ∈ R and c3 = c̄4. That is;

CΦ̃ = α · + β · + γ · + γ̄ · ,

such that the trace condition becomes d(α + β) + 2ℜ(γ) = 1. Using Eq. (4.1) and
Eq. (4.2), The 4 partially transposed permutations can be block diagonalized in the
basis of the 2d vectors ui and vi, i.e.,

( )
i
=

(ui vi
d 1 ui
0 0 vi

)

and,
( )

i
=

(
0 0
1 d

) ( )
i
=

(
0 0
d 1

) ( )
i
=

(
1 d
0 0

)

such that each partially transposed permutation operators is a direct sum of d such
blocks and d3 − 2d zero blocks, e.g.,

=

(
d 1
0 0

)⊕d

.

Then the block diagonal decomposition of CΦ̃ becomes

(
CΦ̃

)
i
=

(
dα + γ̄ α+ dγ̄
β + dγ dβ + γ

)
.

It is well known that a 2×2 hermitian matrixM is positive semidefinite if and only
if det(M) ≥ 0 and Tr[M ] ≥ 0. Then CΦ̃ is positive semi-definite if and only if each
of its 2 × 2 blocks, in its block diagonal decomposition, are is positive semidefinite.
That is

Tr
[(
CΦ̃

)
i

]
= d(α + β) + 2ℜ(γ) ≥ 0
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and
det
((
CΦ̃

)
i

)
= αβ − |γ|2 ≥ 0.

The first condition is always true since d(α + β) + 2ℜ(γ) = 1. Finally, the Choi
matrix CΦ̃ is the Choi matrix of a quantum channel, and thus a quantum cloning
channel, when both

d(α + β) + 2ℜ(γ) = 1 and αβ ≥ |γ|2.

The two marginals of Φ̃ becomes on all pure quantum states ρ,

Φ̃1(ρ) =
(
dα + 2ℜ(γ)

)
︸ ︷︷ ︸

p1

ρ+ dβ︸︷︷︸
1−p1

Id
d

Φ̃2(ρ) =
(
dβ + 2ℜ(γ)

)
︸ ︷︷ ︸

p2

ρ+ dα︸︷︷︸
1−p2

Id
d
.

Theorem. The achievable fidelity region for the restricted universal 1 → 2 quan-
tum cloning problem is the ellipse given by:

x2

a2
+

(y − c)2

b2
≤ 1,

with a := d√
d2−1

, b := d
d2−1

and c := d2−2
d2−1

. The parameters x and y can be expressed
as, {

x = d(f1−f2)
d−1

y = d(f1+f2)−2
d−1

or

{
x = p1 − p2

y = p1 + p2.

Equivalently, the achievable fidelity region for the restricted universal 1 → 2
quantum cloning problem is the set,

{
(p1, p2) ∈

[ −1

d2 − 1
, 1

] ∣∣∣∣∣
(1− p1)(1− p2)

d2
≥
(
p1 + p2 − 1

2

)2
}
.

Proof. A pair (p1, p2) ∈
[ −1
d2−1

, 1
]

is in the achievable fidelity region for the
restricted universal 1 → 2 quantum cloning problem if and only if there exists
coefficients α, β ∈ R and γ ∈ C satisfying both,

d(α + β) + 2ℜ(γ) = 1 and αβ ≥ |γ|2,
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with,

p1 = dα + 2ℜ(γ) p2 = dβ + 2ℜ(γ)
= 1− dβ = 1− dα.

Such a complex number γ exists if and only if,
(
1− d(α + β)

2

)2

≤ αβ.

Rewriting the this inequality in terms of p1 and p2 yields,

(1− p1)(1− p2)

d2
≥
(
p1 + p2 − 1

2

)2

.

■

0 0.5 1

0

0.5

1

0

0

p1

p2

Restricted Achievable fidelity region

d = 2
d = 3
d = 4

Figure 2 – The achievable fidelity region for the restricted uni-
versal 1 → 2 quantum cloning problem is an ellipse.
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4.3.2 General quantum cloning channels

In this Section, the general case of the universal 1 → 2 quantum cloning problem
will be solved when the Choi matrix CΦ̃ is a linear combination of all the 6 partially
transposed permutations of S3, that is,

CΦ̃ = α · + β · + γ · + γ̄ · + ε1 · + ε2 · .

The hermitian condition on CΦ̃ imposes that α, β, ε1, ε2 ∈ R, and the trace condition
reads d(α + β) + 2ℜ(γ) + d2ε1 + dε2 = 1. As in the previous Section, the action of
CΦ̃ decomposes on with respect to the the 2d vectors ui and vi.

Let V be the complex span of the 2d vectors ui and vi:

V := SpanC

{
i
, i

}
,

then V ⊂ Cd ⊗∨2Cd, and is invariant by the two partially transposed permutations
and that have both full rank. On V⊥, the spectrum of ε1 · + ε2 · is

Spec |V⊥

(
ε1 · + ε2 ·

)
=

{
ε1 + ε2 ×dd(d+1)

2
− 2d

ε1 − ε2 ×dd(d−1)
2

.

Then the complete block diagonal decomposition of CΦ̃ is made of 2 × 2 and 1 × 1
blocks. The 1× 1 blocks (ε1 + ε2) and (ε1 − ε2) are positive when ε1 ≥ |ε2|. On V
the block diagonalization of CΦ̃ becomes,

(
CΦ̃

)
i
=

(
dα + γ̄ + ε1 α + dγ̄ + ε2
β + dγ + ε2 dβ + γ + ε1

)
.

After the change of basis

i
7−→ 1√

2(d+ 1)

(
i
+ i

)

i 7−→ 1√
2(d− 1)

(
i
− i

)
,

the block diagonal decomposition becomes the Hermitian,

(
CΦ̃

)
i
=



(d+ 1)α+β+2·ℜ(γ)

2
+ ε1 + ε2

√
d2−1
2

(α− β)

√
d2−1
2

(α− β) (d+ 1)α+β−2·ℜ(γ)
2

+ ε1 − ε2


 .
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The two marginals of Φ̃ becomes on all pure quantum states ρ,

Φ̃1(ρ) =
(
dα + 2ℜ(γ)

)
︸ ︷︷ ︸

p1

ρ+ )dβ + d2ε1 + dε2)︸ ︷︷ ︸
1−p1

Id
d

Φ̃2(ρ) =
(
dβ + 2ℜ(γ)

)
︸ ︷︷ ︸

p2

ρ+ (dα + d2ε1 + dε2)︸ ︷︷ ︸
1−p2

Id
d
.

Theorem. The achievable fidelity region for the universal 1 → 2 quantum
cloning problem is the union of a family of ellipses indexed by λ ∈ (0, d], given
by

x2

a2λ
+

(y − cλ)
2

b2λ
≤ 1,

with aλ := λ√
d2−1

, bλ := λ
d2−1

and cλ := λd−2
d2−1

. The parameters x and y can be
expressed as,

{
x = d(f1−f2)

d−1

y = d(f1+f2)−2
d−1

or

{
x = p1 − p2

y = p1 + p2.

Proof. Setting x := p1 − p2 and y := p1 + p2, together with the relation
d(α + β) + 2ℜ(γ) + d2ε1 + dε2 = 1 yields,

(
CΦ̃

)
i
=




(d2−1)y+d(d−1)
(
(d2−2)ε1+dε2−1

)
+2

2d

√
d2−1
2d

x

√
d2−1
2d

x − (d2−1)y+d(d+1)
(
(d2−2)ε1+dε2−1

)
+2

2d


 .

Let λ := −d
(
(d2 − 2)ε1 + dε2 − 1

)
, then the block diagonal decomposition of

CΦ̃ reduces to

(
CT̃

)
i
=

1

2d



(d2 − 1)y − (d− 1)λ+ 2

√
d2 − 1x

√
d2 − 1x −

(
(d2 − 1)y − (d+ 1)λ+ 2

)


 .

In this way, the positivity of each of the 2× 2 blocks becomes

0 ≤ λ ≤ d and
x2

a2λ
+

(y − cλ)
2

b2λ
≤ 1,

with aλ := λ√
d2−1

, bλ := λ
d2−1

and cλ := λd−2
d2−1

. ■
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4.4 Universal 1 −→ N quantum cloning problem

This section covers the arbitrary universal 1 → N quantum cloning problem, in
the general case of quantum systems of any dimension [NPR22].

4.4.1 Partially transposed permutations

This section is devoted to the study of the partially transposed tensor represen-
tations ψ(σ)Γ of the symmetric group SN+1, that appear in the Choi matrix of the
twirled quantum cloning channels. In this section, the symmetric group SN+1 is the
group of permutations of the set {0, 1, . . . , N}, starting from 0.

Remark. In the Choi matrix of a twirled quantum cloning channel, the input ten-
sor corresponds to the set {0} of its partially transposed tensor representations,
and the ouput tensors correspond to the set {1, . . . , N}.
Let σ ∈ SN+1 such that 0 is a fixed point of σ, i.e. σ(0). Assume that ψ(σ)Γ

appears in the Choi matrix of a twirled quantum cloning channel, then σ does not
contribute to the performance of the quantum cloning channel. Indeed on all pure
quantul states ρ,

Tr{0}
[
ψ(σ)Γ

(
ρT ⊗ I⊗N

d

)]
= Tr

[
ρT
]
· ψ(σ̂) = ψ(σ̂),

where σ̂ is the permutation of the symmetric group SN on {1, . . . , N}, obtained from
σ by dropping {0}. Each marginals in thus a scalar multiple of the identity.

Let Σa,b be the subet of SN+1 be defined for all 1 ≤ a, b ≤ N by,

Σa,b :=
{
σ ∈ SN+1

∣∣ σ(0) = a and σ91(0) = b
}
.

This gives a partition of
{
σ ∈ SN+1

∣∣ σ(0) ̸= 0
}
=

⋃

1≤a,b≤N

Σa,b,

where each set Σa,b contains (N − 1)! permutations.
Note that for all 1 ≤ a, b ≤ N and for all σ ∈ Σa,b, there exists a unique σ̂ ∈ SN−1

such that the partially transposed tensor representation ψ(σ)Γ decomposes into,

ψ(σ)Γ = ψ
(
(1 a)

)
·
(
d · ω(0,1) ⊗ ψ(σ̂)

)
· ψ
(
(1 b)

)
, (4.3)

where
(
d ·ω(0,1)⊗ψ(σ̂)

)
is the partially transposes tensor representation of a permu-

tation in Σ1,1.
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Lemma 4.7. Let distinct 1 ≤ a, b, c ≤ N , then

Tr[N+1]\{0}

[ ∑

σ∈Σa,b

ψ(σ)Γ
]
=

1

d

∑

σ∈SN−1

Tr
[
ψ(σ)

]
· Id

Tr[N+1]\{0}

[ ∑

σ∈Σc,c

ψ(σ)Γ
]
=

∑

σ∈SN−1

Tr
[
ψ(σ)

]
· Id.

Proof. For the second equation, using the decomposition of Eq. (4.3),

Tr[N+1]\{0}

[ ∑

σ∈Σc,c

ψ(σ)Γ
]

= Tr[N+1]\{0}

[ ∑

σ̂∈SN−1

ψ
(
(1 c)

)
·
(
d · ω(0,1) ⊗ ψ(σ̂)

)
· ψ
(
(1 c)

)]

= Tr[N+1]\{0}

[ ∑

σ̂∈SN−1

d−1∑

i,j=0

ψ
(
(1 c)

)
·
( ∣∣ii

〉〈
jj
∣∣⊗ ψ(σ̂)

)
· ψ
(
(1 c)

)]

= Tr

[ ∑

σ̂∈SN−1

d−1∑

i,j=0

ψ
(
(0 (c− 1))

)
·
( ∣∣i
〉〈
j
∣∣⊗ ψ(σ̂)

)
· ψ
(
(0 (c− 1))

)]
·
∣∣i
〉〈
j
∣∣

=
∑

σ∈SN−1

Tr
[
ψ(σ)

]
· Id,

where ψ
(
(0 (c− 1))

)
is the tensor representations of the permutation (0 (c− 1)

on {0, . . . , (N − 1)}. For the first equation, since the partial transpose is a
linear operator,

Tr[N+1]\{0}

[ ∑

σ∈Σa,b

ψ(σ)Γ
]
=

(
Tr[N+1]\{0}

[ ∑

σ∈Σa,b

ψ(σ)

])Γ

.

For any σ ∈ SN+1, the partial trace of the tensor representation ψ(σ) is a
multiple of the identity, i.e.,

Tr[N+1]\{0}
[
ψ(σ)

]
= c · Id,

with c = 1
d
Tr
[
ψ(σ)

]
. Then

(
Tr[N+1]\{0}

[ ∑

σ∈Σa,b

ψ(σ)

])Γ

=
1

d
Tr

[ ∑

σ∈Σa,b

ψ(σ)

]
· Id.
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For a permutation σ ∈ SN+1, let #σ denotes the number of disjoint cycles of
σ. Then

Tr

[ ∑

σ∈Σa,b

ψ(σ)

]
=
∑

σ∈Σa,b

d#σ

=
∑

σ∈Σa,a

d#[σ◦(a b)].

Let distinct a, b ∈ {0, . . . , N} and a permutation σ ∈ SN+1 with its decompo-
sition into disjoint cycles σ = c1 ◦ · · · ◦ ck. If there exists i ∈ {1, . . . , k} such
that both a, b ∈ ci, then the permutation ci ◦ (a b) can be decomposed into
two disjoint cycles. Otherwise, if there exist distinct i, j ∈ {1, . . . , k} such that
a ∈ ci and b ∈ cj, then the permutation ci ◦ cj ◦ (a b) can be decomposed into
only one disjoint cycle. Finally

#
[
σ ◦ (a b)

]
=

{
#σ + 1 if ∃i ∈ {1, . . . , k} s.t. a, b ∈ ci

#σ − 1 otherwise
.

But when σ ∈ Σa,a and since b ̸= a, in the decomposition of σ into disjoint
cycles, a is in the cycle (0 a), and #

[
σ ◦ (a b)

]
= #σ − 1. That is

Tr

[ ∑

σ∈Σa,b

ψ(σ)

]
=

1

d
Tr

[ ∑

σ∈Σa,a

ψ(σ)

]
.

Using the first equation,

Tr[N+1]\{0}

[ ∑

σ∈Σa,b

ψ(σ)Γ
]
=

1

d

∑

σ∈SN−1

Tr
[
ψ(σ)

]
· Id.

■

The next lemma establishes the relationship between a Choi matrix of a partially
transposed tensor representation ψ(σ)Γ, and its corresponding quantum channel.

Lemma 4.8. Let some 1 ≤ a, b ≤ N and σ ∈ Σa,b, then there exist µ, ν ∈ SN

satisfying µ(0) = a− 1 and ν91(0) = b− 1, such that ψ(σ)Γ is the Choi matrix of
the linear map,

X 7→ ψ(µ) ·
(
X ⊗ I

⊗(N−1)
d

)
· ψ(ν).
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Proof. Using the decomposition of Eq. (4.3),

ψ(σ)Γ = ψ
(
(1 a)

)
·
(
d · ω(0,1) ⊗ ψ(σ̂)

)
· ψ
(
(1 b)

)
,

for some unique permutation σ̂ ∈ SN−1. Then,

Tr{0}
[
ψ(σ)Γ

(
XT ⊗ I⊗N

d

)]

= Tr{0}
[
ψ
(
(1 a)

)
·
(
d · ω(0,1) ⊗ ψ(σ̂)

)
· ψ
(
(1 b)

)(
XT ⊗ I⊗N

d

)]

= Tr{0}

[ d−1∑

i,j=0

ψ
(
(1 a)

)
·
( ∣∣ii

〉〈
jj
∣∣⊗ ψ(σ̂)

)
· ψ
(
(1 b)

)(
XT ⊗ I⊗N

d

)]

=
d−1∑

i,j=0

〈
i
∣∣X
∣∣j
〉
· ψ
(
(0 (a− 1))

)
·
( ∣∣i
〉〈
j
∣∣⊗ ψ(σ̂)

)
· ψ
(
(0 (b− 1))

)

= ψ
(
(0 (a− 1))

)
·
(
X ⊗ ψ(σ̂)

)
· ψ
(
(0 (b− 1))

)
.

Thus, by setting ψ(µ) := ψ
(
(0 (a−1))

)
and ψ(ν) :=

(
Id⊗ψ(σ̂)

)
·ψ
(
(0 (b−1))

)
,

the result holds. ■

Recall that the upper bound of the universal quantum cloning problem for a
direction vector a, from Section 4.2, is given as the largest eigenvalue of the the
matrix Ra defined by,

Ra :=
N∑

i=1

ai ·
(
d2 · I(0,i) + d · ω(0,i)

)
⊗ I

⊗(N−1)
d .

The eigenvectors of Ra are the same as those of the matrix Sa defined by,

Sa :=
N∑

i=1

ai ·
(
d · ω(0,i)

)
⊗ I⊗(N−1).

Lemma 4.9. [NPR22] The normalized largest eigenvectors of Sa are of the form

χ =
N∑

i=1

bi ·
(√

d ·
∣∣Ω
〉
(0,i)

)
⊗
∣∣v
〉
,

for some vector
∣∣v
〉

in the symmetric subspace ∨(N−1)Cd, and some positive real
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numbers bi satisfy the equation,

(d− 1)
N∑

i=1

b2i +

( N∑

i=1

bi

)2

= 1.

The largest eigenvalue becomes λmax =
∑N

i=1 ai

(
(d− 1)bi +

∑N
j=1 bj

)2
.

Remark. Note that the positive real numbers bi depend on the direction vector
a.

4.4.2 Optimal symmetric quantum cloning channels

The symmetric universal 1 → N quantum cloning problem is a special case of
the quantum cloning problem, where all the marginals Φi of the quantum cloning
channel are asked to be equal on all pure quantum states ρ, i.e.,

Φi(ρ) = p · ρ+ (1− p)
Id
d
,

where p does not depend on the choice of the marginal Φi.

Theorem ([KW99]). The optimal quantum cloning channel Φopt from Md to(
Md

)⊗N , for the symmetric universal 1 → N quantum cloning problem, is de-
fined on all pure quantum states ρ by

Φopt(ρ) :=
d

Tr
[
P+
SN

]P+
SN

(
ρ⊗ I

⊗(N−1)
d

)
P+
SN
,

where P+
SN

is the orthogonal projector onto the symmetric subspace ∨NCd, defined
by

P+
SN

:=
1

N !

∑

σ∈SN

ψ(σ).

Then each marginal
(
Φopt

)
i
is equal, on all pure quantum states ρ, to,

(
Φopt

)
i
(ρ) =

d+N

N(d+ 1)︸ ︷︷ ︸
popt

ρ+

(
1− d+N

N(d+ 1)

)

︸ ︷︷ ︸
1−popt

Id
d
.
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Figure 3 – The optimal fidelity for the symmetric universal
1 → N quantum cloning problem.

4.4.3 Optimal asymmetric quantum cloning channels

The asymmetric universal 1 → N quantum cloning problem is the general case
of the quantum cloning problem, where the marginals Φi of the quantum cloning
channel can be arbitrary.

In Section 4.3, the main technical difficulty was the positivity condition of the
Choi matrix of the quantum cloning channels. Let Φ : Md →

(
Md

)⊗N be is a linear
map defined by,

Φ(X) := A
(
X ⊗ I

⊗(N−1)
d

)
A∗,

for some matrix A ∈ MdN . Let Ψ : MdN → MdN be a linear map defined by
Ψ(X) := AXA∗, then,

Ψ
(
x⊗ I

⊗(N−1)
d

)
= Φ(X).

Through this conjugacy form Ψ and in particular Φ are both completely positive.

Theorem 4.10. Given a direction vector a, let χ =
∑N

i=1 bi ·
(√

d ·
∣∣Ω
〉
(0,i)

)
⊗
∣∣v
〉

be normalized largest eigenvectors of Sa. The optimal quantum cloning channel
Φa

opt from Md to
(
Md

)⊗N , for the asymmetric universal 1 → N quantum cloning
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problem in the direction a, is defined on all pure quantum states ρ by

Φa
opt(ρ) :=

dN(N + d− 1)

Tr
[
P+
SN

] P a
SN

(
ρ⊗ I

⊗(N−1)
d

)(
P a
SN

)∗
,

where,

P a
SN

:=
1

N !

∑

σ∈SN

bσ(0)+1 · ψ(σ).

Proof. The complete positivity is given by the conjugacy form of the quantum
channel Φa

opt.
For the trace preserving property, the Choi matrix CΦa

opt
of Φa

opt will be first
determined. For all pure quantum states ρ,

Φa
opt(ρ) =

dN(N + d− 1)

Tr
[
P+
SN

] P a
SN

(
ρ⊗ I

⊗(N−1)
d

)(
P a
SN

)∗

=
dN(N + d− 1)

(N !)2 · Tr
[
P+
SN

]
∑

σ,τ∈SN

(
bσ(0)+1 · bτ91(0)+1

)
· ψ(σ)

(
ρ⊗ I

⊗(N−1)
d

)
ψ(τ).

As a consequence of Lemma 4.8, for any 1 ≤ a, b ≤ N , the matrix

(N − 1)!
∑

σ∈Σa,b

ψ(σ)Γ,

is the Choi matrix of the linear map

X 7→
∑

µ,ν∈Σa,b

µ(0)=a−1
ν91(0)=b−1

ψ(µ) ·
(
X ⊗ I

⊗(N−1)
d

)
· ψ(ν).

This implies that the Choi matrix CΦa
opt

of Φa
opt is,

CΦa
opt

=
d(N + d− 1)

N ! · Tr
[
P+
SN

]
∑

1≤a,b≤N
σ∈Σa,b

babb · ψ(σ)Γ.

Finaly, using Lemma 4.7, the equation (d−1)
∑N

i=1 b
2
i +
(∑N

i=1 bi
)2

= 1 satisfied
by the positive real numbers bi, and the relation Tr

[
P+
SN−1

]
= N

N+d−1
Tr
[
P+
SN

]
,

the trace condition on the Choi matrix CΦa
opt

holds, i.e.,

Tr[N+1]\{0}
[
CΦa

opt

]
= Id.
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Hence Φa
opt is trace preserving, and thus a quantum channel.

It remains to prove that the optimal quantum cloning channel Φa
opt saturates

the upper bound,

N∑

i=1

ai · E
ρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

≤ λmax(Ra)

d+ 1
.

For all marginals (Φa
opt)i, the average fidelity Eρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

becomes,

E
ρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

= E
ρ∈Γ

[
Tr
[
CΦa

opt

(
ρT(0) ⊗ ρ(i) ⊗ I

⊗(N−1)
d

)]]

=
1

d(d+ 1)
Tr

[
CΦa

opt

((
d2 · I(0,i) + d · ω(0,i)

)
⊗ I

⊗(N−1)
d

)]

=
Tr
[
CΦa

opt

]
+ Tr

[
CΦa

opt

(
d · ω(0,i) ⊗ I

⊗(N−1)
d

)]

d(d+ 1)

=
d+ Tr

[
CΦa

opt

(
d · ω(0,i) ⊗ I

⊗(N−1)
d

)]

d(d+ 1)

Using the form of the Choi matrix CΦa
opt

,

CΦa
opt

(
d · ω(0,i) ⊗ I

⊗(N−1)
d

)
=
d(N + d− 1)

N ! · Tr
[
P+
SN

]
∑

1≤a,b≤N
σ∈Σa,b

babb ·
(
ψ(σ)Γ · ψ

(
(0 i)

)Γ)

=
d(N + d− 1)

N ! · Tr
[
P+
SN

]
∑

1≤a≤N
σ∈Σa,i

ba

(
(d− 1)bi +

∑

1≤b≤N

bb

)
ψ(σ)Γ.

Such that taking the trace yields, using Lemma 4.7,

Tr
[
CΦa

opt

(
d · ω(0,i) ⊗ I

⊗(N−1)
d

)]
= d

(
(d− 1)bi +

N∑

j=1

bj

)2

,

and finally the average fidelity becomes,

E
ρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

=
1 +

(
(d− 1)bi +

∑N
j=1 bj

)2

d+ 1
.
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But since

λmax(Sa) =
〈
χ
∣∣Sa

∣∣χ
〉
=

N∑

i=1

ai

(
(d− 1)bi +

N∑

j=1

bj

)2

,

then the equality
∑N

i=1 ai · Eρ∈Γ
[
F
(
(Φa

opt)i(ρ), ρ
)]

= λmax(Ra)
d+1

holds. ■

4.4.4 Optimal quantum cloning channel necessary condition

Let a be a direction vector and Φa
opt be the optimal quantum cloning channel for

the universal 1 → N quantum cloning problem in the direction a. For all marginals
(Φa

opt)i, the average fidelity fi := Eρ∈Γ
[
F
(
(Φa

opt)i(ρ), ρ
)]

is

fi =
1 +

(
(d− 1)bi +

∑N
j=1 bj

)2

d+ 1
.

Summing over all i yields,
N∑

i=1

√
(d+ 1)fi − 1 = (N + d− 1)

N∑

i=1

bi.

Using the equation (d − 1)
∑N

i=1 b
2
i +

(∑N
i=1 bi

)2
= 1 satisfied by the positive real

numbers bi,
N∑

i=1

(
(d+ 1)fi − 1

)
=

N∑

i=1

(
(d− 1)bi +

N∑

j=1

bj

)2

= (d− 1) + (N + d− 1)

( N∑

i=1

bi

)2

= (d− 1) +

(∑N
i=1

√
(d+ 1)fi − 1

)2

N + d− 1
.

Finally from the relation fi = pi +
1−pi
d

, the necessary condition for the pi’s of the
optimal quantum cloning channels becomes,

N + (d2 − 1)
N∑

i=1

pi = d(d− 1) +

(∑N
i=1

√
(d2 − 1)pi + 1

)2

N + d− 1
. (4.4)
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0 0.5 1

0

0.5

1

0

0

p1

p2

Necessary condition optimal quantum cloning channel

d = 2
d = 3
d = 4

Figure 4 – The necessary condition Eq. (4.4) of the optimal
quantum cloning channels for the universal 1 → 2 quantum
cloning problem.

4.4.5 The Q-norm

Let x ∈ RN , and define its Q-norm by

∥x∥Q :=
dλmax(Sx)− ∥x∥1

d2 − 1
,

where ∥x∥1 =
∑N

i=1 |xi| is the ℓ1 norm of the vector x and the matrix Sx ∈ MdN+1 is
given by,

Sx :=
N∑

i=1

|xi| ·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d .

Note that the Q-norm depends implicitly on a parameter d, and for non-negative
x ∈ RN , the matrix Sx coincides with that of Lemma 4.9.

Remark. Note that on its own λmax(Sx) defines a norm, but in general, except
for trivial examples, subtracting two norms don’t provide a new norm.

Proposition 4.11. For all N ≥ 1, the quantity ∥·∥Q is a norm on RN .
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Proof. The absolute homogeneity of ∥·∥Q comes from the fact that both
λmax(Sx) and ∥x∥1 are also absolutely homogeneous.

Let x ∈ RN such that ∥x∥Q = 0, then d · λmax(Sx) = ∥x∥1 = Tr[Sx]. In
particular all eigenvalues of Sx are equal to λmax(Sx), and hence

Sx = λmax(Sx) · I⊗(N+1)
d ,

with λmax(Sx) ≥ 0. Let distinct i, j = {0, . . . , d− 1} and
∣∣ψ
〉

defined by,
∣∣ψ
〉
=
∣∣ij · · · j︸ ︷︷ ︸

N times

〉
.

Then
〈
ψ
∣∣∣

N∑

i=1

|xi| ·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d

∣∣∣ψ
〉
= 0

〈
ψ
∣∣λmax(Sx) · I⊗(N+1)

d

∣∣ψ
〉
= λmax(Sx).

Finally λmax(Sx) = 0 implies x = 0, and ∥·∥Q is positive definite.
For the subadditivity of ∥·∥Q, it is sufficient to prove that for any x, y ∈ RN

such that ∥x∥Q ≤ 1 and ∥y∥Q ≤ 1, then ∥x+y
2
∥Q ≤ 1. It is possible to assert,

without loss of generality, that by multiplying the vectors by a scalar, the vector
x+ y is in RN

+ . Let x′ ∈ RN
+ be defined by

x′ :=

{[
x, x+y

2

]
∩ ∂RN

+ if
[
x, x+y

2

]
∩ ∂RN

+ ̸= ∅
x otherwise

and similarly for y′ ∈ RN
+ , where ∂RN

+ denote the boundary of RN
+ . Then

x+y
2

∈ [x′, y′], and there exists λ ∈ [0, 1] such that x+y
2

= λ · x′ + (1 − λ) · y′.
Then using,

λmax

( N∑

i=1

(
x′i + y′i

)
·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d

)

≤ λmax

( N∑

i=1

x′i ·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d

)
+ λmax

( N∑

i=1

y′i ·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d

)
,

and the absolute homogeneity of ∥·∥Q,
∥∥∥x+ y

2

∥∥∥
Q
≤ λ · ∥x′∥Q + (1− λ) · ∥y′∥Q ≤ max

(
∥x′∥Q, ∥y′∥Q

)
.



CHAPTER 4. QUANTUM CLONING 82

Now there exists tx ∈ [0, 1]N and ty ∈ [0, 1]N such that element-wise product
equations x′ = tx · x and y′ = ty · y hold. It remains to prove that, for all
t ∈ [0, 1]N and x ∈ RN

+ , the inequality ∥t · x∥Q ≤ ∥x∥Q hold. With this both
∥x′∥Q ≤ 1 and ∥y′∥Q ≤ 1, such that ∥x+y

2
∥Q ≤ 1.

Let x, y ∈ RN
+ such that xi ≤ yi for all i ∈ {1, . . . , N}, then ∥x∥Q ≤ ∥y∥Q.

Indeed, let χ =
∑N

i=1 bi ·
(√

d ·
∣∣Ω
〉
(0,i)

)
⊗
∣∣v
〉

be normalized largest eigenvectors
of Sx, from Lemma 4.9, then using that

∣∣v
〉
∈ ∨(N−1)Cd and than all the bi are

positive real numbers,
〈
χ
∣∣ (d · ω(0,i)

)
⊗ I

⊗(N−1)
d

∣∣χ
〉

=
N∑

k,j=1

(d2bkbl) ·
( 〈

Ω
∣∣
(0,i)

⊗
〈
v
∣∣ )(ω(0,i) ⊗ I

⊗(N−1)
d

)( ∣∣Ω
〉
(0,i)

⊗
∣∣v
〉 )

=

(
(d− 1)bi +

N∑

j=1

bk

)2

≥
( N∑

j=1

bk

)2

.

Now, using the equation (d − 1)
∑N

i=1 b
2
i +

(∑N
i=1 bi

)2
= 1 satisfied by the

positive real numbers bi,

1 =
〈
χ
∣∣χ
〉

= (d− 1)
N∑

i=1

b2i +

( N∑

i=1

bi

)2

≤ d

( N∑

i=1

bi

)2

.

this implies that
〈
χ
∣∣ (d · ω(0,i)

)
⊗ I

⊗(N−1)
d

∣∣χ
〉
≥ 1

d
. This way since xi ≤ yi for

all i ∈ {1, . . . , N}, then λmax(Sy) ≥
〈
χ
∣∣Sy

∣∣χ
〉

and,

λmax(Sy)− λmax(Sx)
〈
χ
∣∣Sy − Sx

∣∣χ
〉

=
N∑

i=1

(yi − xi) ·
〈
χ
∣∣ (d · ω(0,i)

)
⊗ I

⊗(N−1)
d

∣∣χ
〉
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≥
N∑

i=1

(yi − xi)
1

d
.

Then ∥y∥Q = λmax(Sy) −
1

d
∥y∥1 ≥ λmax(Sx) −

1

d
∥x∥1 = ∥x∥Q, which conclude

the proof since t · y = x for some t ∈ [0, 1]N . ■

With the help of the Q-norm, the upper bound from Theorem 4.5 can be re-
formulated as: for any direction vector a ∈ [0, 1]N the universal quantum cloning
problem is upper bounded by

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
≤ 1

d
∥a∥1 +

(
1− 1

d

)
∥a∥Q.

Let the dual Q-norm, be defined on y ∈ RN by,

∥y∥∗Q := sup
x∈RN

x ̸=0

〈
y, x
〉

∥x∥Q
.

−1 0 1

−1

0

1

0

0

Q-norm & dual Q-norm 1-dimensional unit spheres [d = 2]

Figure 5 – The 1-dimensional unit spheres of the Q-norm
and the dual Q-norm .
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4.4.6 Achievable fidelity region

In this Section, the characterization of the achievable fidelity region for the univer-
sal 1 → N quantum cloning problem will be given geometrically, as the non-negative
part of the unit ball of the dual Q-norm.

Let RN,d be the achievable fidelity region for the universal 1 → N quantum
cloning problem, that is,

RN,d :=

{
p ∈ [0, 1]N

∣∣∣∣ ∃Φ : Md
cptp−−−→

(
Md

)⊗N s.t. Φi(ρ) = pi · ρ+ (1− pi)
Id
d

}
.

Theorem 4.12. RN,d is the non-negative part of the unit ball of the dual Q-
norm, i.e. p ∈ [0, 1]N is in RN,d if and only if ∥p∥∗Q ≤ 1.

Proof. The following more general result will be first proved. Let X be a finite
dimensional real vector space and let X∗ denote its dual space. Let ∥·∥1 be a
norm on X, let ∥·∥2 be a norm on X∗, and define the dual norms as follows,

∥y∥∗1 := sup
x∈X
x ̸=0

〈
y, x
〉

∥x∥1
, ∀y ∈ X∗,

∥y∥∗2 := sup
x∈X∗
x̸=0

〈
y, x
〉

∥x∥2
, ∀y ∈ X.

Provided that both conditions,

∀x ∈ X, ∀y ∈ X∗,
〈
x, y
〉
≤ ∥x∥1∥y∥2 (4.5)

∀y ∈ X∗,∃x ∈ X,
〈
x, y
〉
= ∥x∥1∥y∥2, (4.6)

are satisfied, then ∀x ∈ X, ∥x∥1 = ∥x∥∗2. In particular the unit balls of ∥·∥1 and
∥·∥∗2 are equal. Indeed, from Eq. (4.5), then ∀x ∈ X,

∥x∥1 ≥ sup
y∈X∗

〈
x, y
〉

∥y∥2
= ∥x∥∗2,

and from Eq. (4.6), then ∀y ∈ X∗, ∃x ∈ X,

∥x∥1 =
〈
x, y
〉

∥y∥2
≤ sup

y∈X∗

〈
x, y
〉

∥y∥2
≤ ∥x∥∗2,



CHAPTER 4. QUANTUM CLONING 85

which conclude the proof of this first result.
Now to prove the theorem, define the norm ∥·∥R on x ∈ RN by,

∥x∥R := max
{
t > 0

∣∣ t · |x| ∈ RN,d

}
,

where t · |x| denote the vector of RN with coefficients t · |xi|. The norms ∥·∥R
and ∥·∥Q are as in the settings above. If both conditions Eq. (4.5) and Eq. (4.6),
i.e.

∀p ∈ RN , ∀a ∈ RN ,
〈
p, a
〉
≤ ∥p∥R∥a∥Q

∀a ∈ RN ,∃p ∈ RN ,
〈
p, a
〉
= ∥p∥R∥a∥Q,

are satisfied, then the theorem holds.
Let p ∈ RN,d and a quantum cloning channel Φp : Md →

(
Md

)⊗N such
that for all marginals (Φp)i and all pure quantum states ρ,

(Φp)i(ρ) = pi · ρ+ (1− pi)
Id
d
.

Then for all direction vectors a ∈ [0, 1]N ,

1

d
∥a∥1 +

(
1− 1

d

)
∥a∥Q ≥ sup

Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]

≥
N∑

i=1

ai · E
ρ∈Γ

[
F
(
(Φp)i(ρ), ρ

)]

=
1

d
∥a∥1 +

(
1− 1

d

) 〈
p, a
〉
.

This gives
〈
p, a
〉
≤ ∥a∥Q for all direction vectors a ∈ [0, 1]N . For arbitrary

a ∈ RN , note that
〈
p, a
〉
≤
〈
p, |a|

〉
≤ ∥ |a| ∥Q = ∥a∥Q,

showing that the condition Eq. (4.5) is satisfied, since ∥p∥R = 1.
Let some direction vector a ∈ [0, 1]N , then from Therem 4.10, there a quan-

tum cloning channel Φa
opt such that,

N∑

i=1

ai · E
ρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

=
1

d
∥a∥1 +

(
1− 1

d

)
∥a∥Q,
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with some p ∈ RN,d, such that,

N∑

i=1

ai · E
ρ∈Γ

[
F
(
(Φa

opt)i(ρ), ρ
)]

=
1

d
∥a∥1 +

(
1− 1

d

) 〈
p, a
〉
.

This shows that condition Eq. (4.6) is also satisfied. ■

From Therem 4.12, the achievable fidelity region RN,d is a convex set delimited
by a family of hyperplanes (see Figure 6):

〈
p, a
〉
= ∥a∥Q.

0 1

0

1

0

0

R2,2 is delimited by a family of hyperplanes

Figure 6 – R2,2 is a convex set delimited by a family of
hyperplanes

〈
p, a
〉
= ∥a∥Q.

Note that within the formulation of the quantum cloning problem, i.e.

sup
Φ cptp

N∑

i=1

ai · E
ρ∈Γ

[
F
(
Φi(ρ), ρ

)]
,

the optimal quantum cloning channels are twirled quantum channels, and thus their

marginals are of the form ρ 7→ pi · ρ + (1 − pi)
Id
d

, but the pi’s are not asked to be
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collinear with the ai’s. Instead they have to maximize,

N∑

i=1

ai ·
(
pi +

1− pi
d

)
.

The optimal quantum cloning channels from Therem 4.10, can indeed give pi’s in a
different direction than the ai’s, especially if the direction of the ai does not intersect
an extreme point of RN,d. As a consequence, the optimal quantum cloning channels
from Therem 4.10 do not fill the boundary of RN,d, since some points in this boundary
are not optimal with respect to the optimisation problem.

For example, from Therem 4.4.2,

max
{
p ∈ [0, 1]

∣∣ (p, p, 0) ∈ R3,2

}
=

2

3
,

that is the popt for the symmetric universal 1 → 2 quantum cloning problem is
2/3. However

(
2/3, 2/3, 0

)
∈ R3,2 is not optimal for the asymmetric universal 1 → 3

quantum cloning problem, given the direction vector a :=
(
1/2, 1/2, 0

)
. Indeed, the

the optimal quantum cloning channel in this direction, from Therem 4.10, gives(
2/3, 2/3, 1/9

)
∈ R3,2 (see Figure 7).

0 0.5 1

0

0.5

2/3

0

0

Flat region in the slice (p, p, q) of R3,2

Figure 7 – R3,2 is a convex set delimited by a family of hy-
perplanes, but some points may intersect more than 1 hyper-
planes. Here is a view of the slice (p, p, q) of R3,2, with a
flat region .
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In conclusion, as the previous example shows, given a p ∈ [0, 1]N , in order to
decide whether p is in the achievable fidelity region RN,d, it does not suffice to check
the necessary condition Eq. (4.4).
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The present Section, discusses the results of the paper “On extendibility
of quantum states” [Chr+23], of which I am a co-author.

In recent years, the problem of entanglement in many-body systems has received
particular attention in quantum physics and quantum information theory. This com-
plex but fundamental quantum phenomenon has been the subject of much work
because of its essential role in the description and understanding of quantum many-
body systems [WVI03; BV07; Ami+08; Tab+22].

5.1 Extendibility of quantum states on a graph

Let G be a graph with N vertices. A quantum state on the graph G is a quantum
state ρ on a N -fold composite quantum system, each associated to a vertex of G, i.e.

ρ ∈
(
Cd
)⊗N

.

Let e := (u, v) be an edge of the graph G, the reduced quantum state ρe is the
reduced quantum state on quantum systems u and v, i.e.

ρe := TrG\{u,v}
[
ρ
]
.

The complete graph on N vertices, denoted KN is the graph G where for all
distinct vertices u and v in G, the pair (u, v) is and edge of G, i.e. every pair of
distinct vertices is connected by a unique edge (see Figure 8a). The complete graph
KN has N(N−1)

2
edges.

The star graph on N vertices, denoted SN is the graph G with a distinct central
vertex v ∈ G such that the pair (u, v) is an edge of G for all other vertex u ∈ G, i.e.
it is the 1-depth tree of order N (see Figure 8b). The star graph SN has n− 1 edges.

From Section 3.2.4, a bipartite quantum state ρ is k-extendible if there exists
a quantum state σ on the star graph Sk+1 such that for all edges e, the reduced
quantum states on e is,

σe = ρ.

5.2 Quantum cloning: star-graph extendibility of
isotropic states

The quantum cloning problem can be seen as an extendibility problem, when
considering the Choi matrix of the quantum cloning channel. Indeed, a perfect
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(a) K5 (b) S6

Figure 8 – Complete graph on 5 vertices K5, and star graph
on 6 vertices S6.

1 → N quantum cloning channel Φ : Md →
(
Md

)⊗N would have a Choi matrix CΦ

living on a star graph SN+1 such that for all edges e, the reduced Choi matrix on e
is,

(CΦ)e = d · ω.
Because of the no-cloning Theorem 4.1, or alternatively the monogamy of the entan-
glement from Section 3.2.4, the normalized reduced Choi matrix on e is required to
be instead an isotropic state,

1

d
(CΦ)e = λe · ω + (1− λe)I,

where I is the maximally mixed state on Cd ⊗ Cd

The symmetric 1 → N quantum cloning problem can then be solved using a
semi-definite programming (sdp) optimization problem:

max
CΦ,p

p

s.t. (CΦ)e = d
(
p · ω + (1− p)I

)
, for all edges e

Tr[N+1]\{0}
[
CΦ

]
= Id, CΦ ≥ 0, p ∈ [0, 1].

Note that in the previous optimization problem, the conditions Tr[N+1]\{0}
[
CΦ

]
= Id

and p ∈ [0, 1] are superfluous, and the optimization problem reduces to,

max
CΦ,p

p

s.t. (CΦ)e = d
(
p · ω + (1− p)I

)
, for all edges e

CΦ ≥ 0.
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From Therem 4.4.2, this optimization problem has optimal solution:

popt :=
d+N

N(d+ 1)
.

5.3 KN-Extendibility of isotropic states

The optimization problem of Section 5.2, can be extended to the following quan-
tum state marginal problem. Given a complete graph KN , what is the largest
p ∈ [0, 1], such that there exists a quantum state ρ on KN , with all reduced quantum
state ρe = p · ω + (1 − p)I, for all edges e? This problem depends on the num-
ber of quantum systems N and their dimension d, and can be stated as the primal
semi-definite problem:

p(N, d) := max
ρ,p

p

s.t. ρe = p · ω + (1− p)I, for all edges e
ρ ≥ 0.

(5.1)

5.3.1 Lower bound

A perfect matching on a graph is a set of edges, such that every vertex is
contained in exactly one of those edges.

Proposition. There are (2N − 1)!! perfect matchings on K2N , and if e is an
edge on K2N , then there are (2N − 3)!! perfect matchings on K2N containing e.

Proof. Let an be the number of perfect matching on K2N ; clearly a1 = 1. Now
assume n > 1 and let v be a vertex in K2N . This vertex can be matched with
2N−1 other vertices, let u be such other vertex matched with v. Remove u and
v from K2N , the resulting graph K2N \ {u, v} is the complete graph K2(n−1).
Thus, by induction on N , the number of perfect matchings on K2N satisfies the
recursive relation:

aN = (2N − 1)aN−1 =⇒ aN = (2N − 1)!!.

Assume e = (u, v), thus the number of perfect matchings containing e is
the number of perfect matchings on K2N \ {u, v}, that is (2N − 3)!!. ■
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(a) K6 (b) K5

Figure 9 – Perfect matching for complete graphs KN , with
even N . For KN with odd N , some vertices are not matched

.

Remark. There is no perfect matching on KN for odd N (see Figure 9).

A lower bound on the optimisation problem Eq. (5.1) would be the following. For
even N , let E1, . . . , E(N−1)!! be all the perfect matchings on KN , and for each perfect
matching Ek, define the quantum state ρ(k) on KN by,

ρ(k) :=
⊗

e∈Ek

ωe.

For odd N , let v be vertex of KN , and let Ev,1, . . . , Ev,(N−2)!! be all the perfect
matchings on KN \ {v}, define the quantum state ρ(v,k) on KN by,

ρ(v,k) :=
⊗

e∈Ev,k

ωe ⊗ Iv.

That is a quantum state maximally entangled on the perfect matching edges, and
maximally mixed on the remaining vertex in the odd case. Let ρ be the quantum
state defined on KN , as a uniform combination of the previously constructed states,
by:

(N even) ρ :=
1

N − 1

∑

1≤k≤(N−1)!!

ρ(k)

(N odd) ρ :=
1

N

∑

v∈KN
1≤k≤(N−2)!!

ρ(v,k),
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where the corresponding normalization factors can be found using Proposition 5.3.1.
Then for all edges e in KN , the reduced quantum state ρe is

ρe =

{
1

N−1
ω + N−2

N−1
I N even

1
N
ω + N−1

N
I N odd.

The lower bound becomes

p(N, d) ≥
{

1
N−1

N even
1
N

N odd.

In particular, the lower bound is independent on the dimension d.

5.3.2 Symmetries

Since it is a complete graph, any permutation of the vertices of KN is a graph
isomorphism. Let ρ be a quantum state on KN such that for all edges e, the reduced
quantum state ρe is,

ρe = p · ω + (1− p)I.

Then ρ is invariant by vertex permutation, that is for all permutations σ ∈ SN , the
equality

ψ(σ) · ρ · ψ
(
σ91
)
= ρ,

holds.
Recall that a maximally entangled state ω is invariant by Ū ⊗ U , for all unitary

matrix U , i.e. (Ū ⊗ U) · ω = ω. On the star graph SN with central vertex v, a
quantum state ρ with reduced quantum states ρe = p · ω + (1 − p)I, for all edges e,
would be invariant under conjugation by Ū on v and U⊗(N−1) on SN \ {v}, i.e.

(
Ūv ⊗

(
U⊗(N−1)

)
SN\{v}

)
· ρ ·

(
UT
v ⊗

(
(U∗)⊗(N−1))

SN\{v}

)
= ρ.

But on the complete graph KN , no distinct vertex can be chosen, instead, using
the invariant on a maximally entangled state by O ⊗ O, for all orthogonal matrix
O ∈ Od, i.e. (O ⊗ O) · ω = ω, a quantum state ρ with reduced quantum states
ρe = p · ω + (1− p)I, for all edges e, is invariant under conjugation by O⊗N , that is,

O⊗N · ρ ·
(
OT
)⊗N

= ρ.



CHAPTER 5. EXTENDIBILITY 95

Hence, with respect to the optimisation problem Eq. (5.1), the two commutation
relations,

[
ρ, σ
]
= 0, ∀σ ∈ SN (5.2)[

ρ,O⊗N
]
= 0, ∀O ∈ Od. (5.3)

hold for all N and d.

5.3.3 Dual sdp

The Lagrangian [BBV04] associated with the semi-definite problem Eq. (5.1) is
defined as,

L
(
p, ρ, he, Z

)
= p+

∑

e edge

〈
he, ρe − p · ω + (1− p)I

〉
+
〈
Z, ρ

〉
.

The min-max principle states that,

max
ρ,p

min
he,Z

L
(
p, ρ, he, Z

)
≤ min

he,Z
max
ρ,p

L
(
p, ρ, he, Z

)
.

Then, the dual semi-definite problem of Eq. (5.1) is,

p∗(N, d) := max
he,Z

−
Tr
[ ∑
e edge

he ⊗ I
⊗(N−2)
d

]

dN

s.t.
∑

e edge

Tr
[
he · (ω − I)

]
= 1

Z +
∑

e edge

he ⊗ I
⊗(N−2)
d = 0, Z ≥ 0,

where for each edge e of KN , the matrix he ∈ Md2 is Hermitian, as well as the
matrix Z ∈ MdN . Recall that for any Hermitian matrix M the smallest λ ∈ R such
that λ · I ≥ M is equal to the largest eigenvalue of M . Then the dual optimization
problem can be simplified to,

p∗(N, d) = min
he

λmax

( ∑

e edge

he ⊗ I
⊗(N−2)
d

)

s.t.
∑

e edge

Tr
[
he · ω

]
= 1

Tr
[
he
]
= 0, for all edges e.
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From the commutation relation Eq. (5.3) applied to the dual optimization prob-
lem, define for all edge e, the twirled Hermitian matrix h̃e:

h̃e :=

∫

O

(
O ⊗O

)(
he
)(
OT ⊗OT

)
dO,

where the integral is taken with respect to the normalized Haar measure on the
orthogonal group Od. The constraints of the dual optimization problem are also
satisfied with h̃e, and since by convexity of λmax,

λmax

( ∑

e edge

he ⊗ I
⊗(N−2)
d

)
≥ λmax

( ∑

e edge

h̃e ⊗ I
⊗(N−2)
d

)
,

hence the dual optimization problem can be restricted to twirled h̃e.
The twirled h̃e commutes with all the orthogonal matrices O ⊗ O, i.e. they are

in the commutant of the algebra

SpanC
{
O ⊗O

∣∣O ∈ Od

}
.

From Theorem 2.3.3, the twirled h̃e is in the complex algebra spanned by the tensor
representation of the Brauer monoid:

SpanC
{
ψ(p)

∣∣ p ∈ B2

}
.

Hence, the twirled h̃e are a linear combination of the unormalized maximally mixed,
maximally entangled, and flip state:

h̃e = αe(d
2 · Ie) + βe(d · ωe) + γe(d · Fe),

subject to the constraint αe = −βe+γe
d

. The dual optimization problem simplifies to,

p∗(N, d) = min
βe,γe

λmax

( ∑

e edge

(
− βe + γe

d
(d2 · Ie) + βe(d · ωe) + γe(d · Fe)

)
⊗ I

⊗(N−2)
d

)

s.t. (d2 − 1)

( ∑

e edge

βe

)
+ (d− 1)

( ∑

e edge

γe

)
= d.

From the commutation relation Eq. (5.2), applied to the dual optimization prob-
lem, all the βe and γe must be equal. Writing β := βe and γ := γe for all edges e, the
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dual optimization problem simplifies further to

p∗(N, d) = min
β,γ

λmax

( ∑

e edge

(
− β + γ

d
(d2 · Ie) + β(d · ωe) + γ(d · Fe)

)
⊗ I

⊗(N−2)
d

)

s.t.
N(N − 1)

2

(
β(d2 − 1) + γ(d− 1)

)
= d.

Using the constraint N(N−1)
2

(
β(d2 − 1) + γ(d − 1)

)
= d to eliminate γ, let the

function f be defined by f(x) := λmax
(
H(x)

)
with

H(x) :=
∑

e edge

(( 2

N(N − 1)(1− d)
−x
)(

(d2·Ie)−d(d·Fe)
)
+x
(
(d·Fe)−(d·ω)

))
⊗I⊗(N−2)

d .

Then the dual optimization problem becomes finally the minimization,

p∗(N, d) = min
x
f(x).

Recall from Theorem 2.2, that under the action of the tensor representation of
the symmetric group algebra SN , the space of N -fold tensors over Cd decomposes as

(
Cd
)⊗N ≃

⊕

λ∈Irr(SN )

V ⊕mλ
λ ,

where Irr(SN) :=
{
λ ⊢ N

∣∣ λ′1 ≤ d
}
. Similarly, as a consequence of Theorem 2.3.3,

under the action of the tensor representation of the Brauer algebra BN(d), the space
of N -fold tensors over Cd decomposes as

(
Cd
)⊗N ≃

⊕

λ∈Irr(BN )

W⊕nλ
λ ,

where Irr(BN) :=
{
λ ⊢ N − 2k

∣∣ k ∈
{
0, . . . , ⌊N

2
⌋
}

and λ′1 + λ′2 ≤ d
}

[Wen88]. Both
decompositions are indexed by some Young diagram λ.

Given a irreducible representationWλ of the Brauer algebra BN(d), the restriction
of Wλ to the symmetric group algebra SN , as a subalgebra decompose into

Res
BN (d)
SN

(
Wλ

)
≃

⊕

µ∈Irr(SN )

V
⊕mλ,µ

λ .

The multiplicities have no known concise formula. Even the characterization of the
set Ω,

Ω :=
{
(λ, µ) ∈ Irr(BN)× Irr(SN)

∣∣mλ,µ ̸= 0
}
,
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is still unknown. However Okada [Oka16] characterizes it explicitly using an algo-
rithm, and gives the description of a subset Γ ⊆ Ω,

Γ :=
{
(λ, µ) ∈ Irr(BN)× Irr(SN)

∣∣ λ = (1m), r(µ) = m for some m ∈ {1, . . . , d}
}
,

where r(µ) is the number of rows with odd size in the Young diagram µ. Moreover
if
(
(1m), µ

)
∈ Ω then

(
(1m), µ

)
∈ Γ.

The content of a Young diagram λ, denoted c(λ), is the the sum of the entries
of the boxes of the Young tableau T , where the entry of the box in row i and column
j is given by j − i. For example if λ := (3, 3, 1), then

λ = T =

0 1 2

91 0 1

92

and the content of λ is c(λ) = 1.
The next lemmas describe how particular central elements of the symmetric group

SN and the Brauer monoid BN , act on their irreducible representations.

Lemma 5.1 ([DLS19]). Let Vλ be an irreducible representation of SN , with
λ ∈ Irr(SN), and define J an element of the symmetric group algebra SN , by

J :=
∑

1≤i,j≤N

(i j).

Then the restriction of J on Vλ is the multiple of the identity,

J |Vλ
= c(λ) · I.

Lemma 5.2 ([DLS19]). Let Wλ be an irreducible representation of BN , with
λ ∈ Irr(BN), and define J an element of the Brauer algebra BN(d), by

J :=
∑

1≤i,j≤N

(i j)− (i j)Γ,

where (i j)Γ denotes the partial transposition of the diagram (i j). Then the
restriction of J on Wλ is the multiple of the identity,

J |Wλ
=
(
c(λ)− k(d− 1)

)
· I.

Using Lemma 5.1, Lemma 5.2, the decomposition of the space of N -fold tensors
over Cd under the action of the tensor representation of the Brauer algebra BN(d),
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and the decomposition of the restriction of the irreducible representations of the
Brauer algebra BN(d) to the symmetric group algebra SN , the function f becomes,

f(x) = max
(λ,µ)∈Ω

1

d− 1

(
2d · c(µ)
N(N − 1)

− 1

)
+ x

(
c(λ) + d · c(µ)− k(d− 1)− N(N − 1)

2

)

︸ ︷︷ ︸
fλ,µ(x)

,

where fλ,µ(x) is an affine function. The dual optimization problem is then the mini-
mum value of the max over a set of affine functions, i.e.,

p∗(N, d) = min
x

max
(λ,µ)∈Ω

fλ,µ(x). (5.4)

Case d > N or either d or N is even

An upper bound for the dual optimization problem Eq. (5.4), can be found by
setting x = 2

N(N−1)(1−d)
. Then Eq. (5.4) becomes, since x < 0,

p∗(N, d) ≤ min
λ∈Irr(BN )

2

N(N − 1)(1− d)

(
c(λ)− k(d− 1)

)
.

Lemma 5.3. If d > N , or either d or N is even, then,

p∗(N, d) ≤
{

1
N

if N is odd
1

N−1
if N is even.

Proof. It is enough to prove that

min
λ∈Irr(BN )

c(λ)− k(d− 1) ≤





(1−d)(N−1)
2

if N is odd
(1−d)N

2
if N is even,

If d > N , the minimization can be restricted to only single-column partitions
λ :=

(
1(N−2k)

)
, for all k ∈ {0, . . . , ⌊N

2
⌋}, which is always possible when d > N .

Let |λ| := N − 2k, then

min
λ∈Irr(BN )

c(λ)− k(d− 1) ≤ min
k∈{0,...,⌊N

2
⌋}
c
(
1(N−2k)

)
− k(d− 1)

= min
k∈{0,...,⌊N

2
⌋}
−|λ|

(
|λ| − 1

)

2
− (d− 1)

N − |λ|
2
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=





(1−d)(N−1)
2

if N is odd
(1−d)N

2
if N is even.

Otherwise, if d is even, let k∗ = ⌈N
2
⌉ − d

2
. Then the single-column partition

λ :=
(
1(N−2(k+k∗))

)
satisfies λ′1 + λ′2 ≤ d for all k ∈ {0, . . . , ⌊N

2
⌋ − k∗}, and,

min
λ∈Irr(BN )

c(λ)− k(d− 1) ≤ min
k∈{0,...,⌊N

2
⌋−k∗}

c
(
1(N−2k)

)
− (k + k∗)(d− 1)

=





(1−d)(N−1)
2

if N is odd
(1−d)N

2
if N is even.

The same result holds if N is even. ■

Theorem 5.4. If d > N , or either d or N is even, then,

p∗(N, d) =

{
1
N

if N is odd
1

N−1
if N is even.

Proof. Using Section. 5.3.1 and Lemma. 5.3, the dual optimization problem is
lower and upper bounded by,

{
1
N

if N is odd
1

N−1
if N is even.

■

Case N ≥ d and both d and N are odd

Let x̃ := 2
N(N−1)(1−d)

, then the affine functions fλ,µ of Eq. (5.4) evaluated at the
negative coordinate x̃ become,

fλ,µ(x̃) =
1

d− 1

(
2d · c(µ)
N(N − 1)

− 1

)
+ x̃

(
c(λ) + d · c(µ)− k(d− 1)− N(N − 1)

2

)

=
1

n− 1
+ x̃ · h(λ),
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where h(λ) is defined by h(λ) := 1
2

∑λ1

i=0 λ
′
i(d− λ′i +2(i− 1)). At this coordinate the

affine functions fλ,µ do not depend on µ anymore. Let g be the function defined by,

g(λ) := fλ,µ
(
x̃
)
.

The offsets of the affine functions fλ,µ do not depend on λ either. Let a be the
function defined by,

a(µ) :=
1

d− 1

(
2d · c(µ)
N(N − 1)

− 1

)
.

If N ≥ d, k := ⌊N−d
2
/d⌋ and m := N−d

2
mod d, let the two partitions λ1, λ2 in

Irr(BN) and the three partitions µ1, µ2, µ3 in Irr(SN) be defined by 1,

λ1 :=
(
1d
)

µ1 :=
(
N
)

λ2 :=
(
1
)

µ2 :=
(
N − d+ 1, 1d−1

)

µ′
3 :=

(
d2k+1,m2

)
.

(5.5)

Lemma 5.5. If N ≥ d and both d and N are odd, then λ1, µ2 from Eq. (5.5)
satisfy

g(λ1)− a(µ2) =
2d+ 2−N

N − 1
.

In particular g(λ1) < a(µ2) if N ≥ 2d+ 3, and g(λ1) > a(µ2) if N ≤ 2d+ 1.

Proof. The content of µ2 is (N−d+1)(N−d)
2

− d(d−1)
2

. Also h(λ1) = 0, so g(λ1) =
1

N−1
. Then

g(λ1)− a(µ2) =
1

N − 1
− 1

d− 1

(
2d · c(µ2)

n(n− 1)
− 1

)

= −d(N − d+ 1)(N − d)− d(d− 1)

N(N − 1)(d− 1)
+

1

d− 1
+

1

N − 1

=
2d+ 2−N

N − 1
.

■

Lemma 5.6. If N ≥ d and both d and N are odd, then the partitions from

1. In the definition above, µ3 is given using the column notation µ′
3. Using the row notation it

becomes µ3 =
(
(2k + 3)m, (2k + 1)d−m

)
: m rows of size (2k + 3) and d−m rows of size (2k + 1).
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Eq. (5.5) satisfy (λi, µj) ∈ Γ, and the relations,

g(λ) < g(λ2) < g(λ1) and a(µ) < a(µ1),

for all λ ̸= λ1, λ2 in Irr(BN) and all µ ̸= µ1 in Irr(SN). Moreover for all(
λ1, µ

)
∈ Ω,

a(µ) ≤ a(µ2).

Proof. By definition of Γ, all (λi, µj) are in Γ.
Let λ in Irr(BN) then

g(λ) =
1

N − 1
+ x̃ · h(λ).

But since λ′1 ≤ d holds for all λ in Irr(BN), then h(λ) ≥ 0. In particular,
h(λ2) =

d−1
2

, and h(λ) = 0 iff λ = λ1. Assume there exists λ in Irr(BN) such
that

g(λ2) ≤ g(λ) ≤ g(λ1),

then necessarily the first term of h(λ) is either h(λ1) or h(λ2), since it minimized
for the columns (1) and (1d). But since all the terms in h(λ) are positive, then
either g(λ) = g(λ1) or g(λ) = g(λ2).

Because µ1 is the N -box Young diagram that maximizes the content func-
tion, then

a(µ) < a(µ1),

for all µ ̸= µ1 in Irr(SN).
Assume there exists µ such that

(
λ1, µ

)
∈ Ω and,

a(µ2) ≤ a(µ) ≤ a(µ1).

Since
(
(1d), µ

)
∈ Ω implies

(
(1d), µ

)
∈ Γ, then

(
λ1, µ

)
∈ Γ, and by definition

r(µ) = d. Thus necessarily c(µ2) ≤ c(µ), which implies that the first row of
µ2 is of size at most n− d + 1. But the content of a Young diagram is a non-
increasing function of the first row’s size, i.e. given two Young diagrams λ and
µ with the same number of boxes, if c(λ) ≤ c(µ) then λ1 ≤ µ1. Then µ2 and µ
share the same first row, and µ2 = µ. ■

Theorem 5.7. If N ≥ d and both d and N are odd, then,

p∗(N, d) = min

{
2d+ 1

2dN + 1
,

1

N − 1

}
.



CHAPTER 5. EXTENDIBILITY 103

Proof. Let λ1, λ2 and µ1, µ2, µ3 be the partitions from Eq. (5.5). Two cases are
considered in the proof, p∗(N, d) = g(λ1) when N ≥ 2d + 3, and p∗(N, d) lies
at intersection of the affine functions fλ2,µ1 and fλ1,µ2 , when N ≤ 2d + 1 (see
Figure 10).

Since

c(µ3) =
2k+1∑

i=1

(
− d(d− 1)

2
+ (i− 1)d

)
+

2k+3∑

i=2k+2

(
− m(m− 1)

2
+ (i− 1)m

)

=
d(2k + 1)(2k + 1− d)

2
+m(4k + 4−m),

and N − d = 2kd+ 2m with m ∈ {0, . . . , d− 1}, then

g(λ1)− a(µ3) =
1

N − 1
− 1

d− 1

(
2d · c(µ3)

N(N − 1)
− 1

)

=
N(d+N − 2)− 2d · c(µ3)

N(N − 1)(d− 1)

=
(d+ 2)(2m2 − 2dm−N + dN)

N(N − 1)(d− 1)

≥ (d+ 2)(−(d− 1)(d+ 1)/2 + d(d− 1))

N(N − 1)(d− 1)

=
(d+ 2)(d− 1)

2N(N − 1)
> 0,

where in the first inequality N ≥ d was used, and that the minimum of 2m2 −
2dm on the domain m ∈ {0, . . . , d− 1} is achieved for m = d−1

2
. Geometrically

this means that the point (0, a(µ3)) is always lower than (x̃, g(λ1)).
Suppose that N ≥ 2d+ 3, then the relation

g(λ1) < a(µ2),

holds by Lemma 5.5. Therefore p∗(N, d) ≥ g(λ1) since the optimal point should
be above the intersection of the affine functions fλ1,µ2 and fλ1,µ3 that is, above
g(λ1). But since g(λ) ≤ g(λ1) for all λ in Irr(BN) by Lemma 5.6, it must be
p∗(N, d) = g(λ1).

Suppose that N ≤ 2d+ 1, then the relation

a(µ) ≤ a(µ2),
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holds for all
(
λ1, µ

)
∈ Ω, by Lemma 5.6. Then p∗(N, d) lies above the affine

function fλ1,µ2 . But g(λ) ≤ g(λ1) for all λ in Irr(BN), by Lemma 5.6, then
p∗(N, d) must lies on the affine function fλ1,µ2 , at the intersection with another
affine function fλ,µ with g(λ) ≤ a(µ). Among all such affine functions there
are no functions with λ = λ1 due to Lemma 5.6. Because g(λ) ≤ g(λ2) for
all λ ̸= λ1 in Irr(BN) and a(µ) ≤ a(µ1) for all µ ∈ Irr(SN), by Lemma 5.6, it
must be that this function is fλ2,µ1 . Therefore p∗(N, d) lies at intersection of
the affine functions fλ2,µ1 and fλ1,µ2 . In order to find the intersection of fλ2,µ1

and fλ1,µ2 , the equation fλ2,µ1(x
∗) = fλ1,µ2(x

∗) must be solved, which gives
x∗ = 4d

(d−1)(N−1)(2dN+1)
and p∗(N, d) = 2d+1

2dN+1
.

In conclusion, when N ≥ 2d+3 then p∗(N, d) = 1
N−1

, and when N ≤ 2d+1

then p∗(N, d) = 2d+1
2dn+1

, which is equivalent to the statement of the theorem. ■

5.3.4 Optimal value

Using Theorem 5.4 and Theorem 5.7, the dual optimization problem Eq. (5.4)
has solution,

p∗(N, d) =

{
1

N+N mod 2−1
if d > N or either d or N is even

min
{

2d+1
2dN+1

, 1
N−1

}
if N ≥ d and both d and N are odd.

Hence p∗(N, d) is decreasing with respect to N , but it is not monotonic with respect
to d.

Slater’s condition for strong duality of sdp holds true in this case, from Sec-
tion. 5.3.1, hence both optimal values of the optimization problem Eq. (5.1) and the
dual optimization problem Eq. (5.4) are equal, i.e. p(N, d) = p∗(N, d). The first
values of p(N, d) are summarized in the following table (in the values of p(N, d)
for which the isotropic states ρe are separable):
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2 3 4 5 6 7 8 9
2 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

3 1 7/19 1/3 7/31 1/5 7/43 1/7 1/8

4 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

5 1 1/3 1/3 11/51 1/5 11/71 1/7 11/91

6 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

7 1 1/3 1/3 1/5 1/5 5/33 1/7 15/127

8 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

9 1 1/3 1/3 1/5 1/5 1/7 1/7 19/163

d N

In general, it is not known which quantum state ρ gives the optimal value p(N, d),
but using the commutation relation Eq. (5.3), it must be in the algebra,

SpanC
{
ψ(σ)

∣∣ σ ∈ BN

}
.

For example when N = 3 and d = 3 the optimal quantum state ρ for the optimi-
sation problem Eq. (5.1) is:

ρ =
1

57

[
+ + + + + + + +

+2
(

+ + − − −
)]
.
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x̃ 0

g(λ1)

f(x)

(a) N ≥ 2d+ 3

x̃ 0

f(x)

(b) N ≤ 2d+ 1

Figure 10 – The optimal value of the dual optimization problem lies at the
intersection of the set of affine functions fλ,µ(x). When N ≥ 2d+3 (Figure 10a,
with N = 9 and d = 3), then p∗(N, d) = g(λ1). When N ≤ 2d+1 (Figure 10b,
with N = 5 and d = 3), then p∗(N, d) lies at the intersection of fλ2,µ1 and
fλ1,µ2 . In the max over all affine functions, in the affine functions from the
set Γ, and in the affine functions from the set Ω \ Γ.
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This Appendix provides a comprehensive overview of the fundamental principles
of representation theory that are used throughout the present thesis. Its aim is
to focus primarily on the investigation of representations of finite groups, with a
specific emphasis on the symmetric group, and on those of infinite matrix groups,
with a specific emphasis on the unitary group.

The sections devoted to finite groups provide a complete set of proofs, while more
detailed treatments of the subject can be found in the books [FH13; Ser+77; Sag13;
Jam06]. Regarding matrix groups, only the principal results are presented, with
books [GW09; HH13; BT13; Bak03; Bum+04; Ada82; Sim96] serving as references
for the corresponding proofs. A thorough investigation of the representation theory
with a particular emphasis on its application in the domain of physics, may be found
in the books [Lan12; Boe+70; Zhe73; Ste95; Tun85].

An alternative approach to address the representations of the symmetric group,
which has been proposed by A. Okounkov and A. Vershik, can be found in [VO05;
CST10].

A.1 Finite groups

A.1.1 Representations of finite groups

Let G be a finite group, a representation of G is a pair (ρ, V ), where V is a
complex vector space with dimension d and ρ : G → GL(V ) is a group homomor-
phism, i.e. ρ(g · h) = ρ(g)ρ(h) holds for all g and h in G. Specifically, ρ satisfies
the condition ρ(1G) = I, where I is the identity matrix on V . As a corollary of this
property, it follows that ρ

(
g91
)
= ρ(g)91 for every g ∈ G.

Consider two representations (ρ, V ) and (σ,W ) of G, an intertwining map
between these representations is a linear map ϕ : V → W that satisfies ϕ ◦ ρ(g) =
σ(g) ◦ ϕ for all g ∈ G. If such a map is an isomorphism, then the representations
are said to be equivalent, and ρ(g) = ϕ91 ◦ σ(g) ◦ ϕ for all g ∈ G. The set of all
intertwining maps between (ρ, V ) and (σ,W ) is denoted HomG(V,W ), and forms a
complex vector space.

If (ρV , V ) is a representation of G, then the dual representation (ρV ∗ , V ∗) is
defined for all g ∈ G by

ρV ∗(g) := ρV
(
g91
)T
,

where ·T denotes the transpose.
The natural bilinear pairing

〈
·, ·
〉

between complex vector spaces V and V ∗ is
defined as

〈
f, x
〉
:= f(x) for all x ∈ V and f ∈ V ∗. Then, the dual representation
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(ρV ∗ , V ∗) preserves this natural bilinear pairing, specifically,
〈
ρV ∗(g)f, ρV (g)x

〉
=〈

f, x
〉

holds for any g ∈ G and for all x ∈ V and f ∈ V ∗.

Example. Consider a finite groupG of order n, and let (ρ, V ) be a representation
of G. Let g be an arbitrary element of G, and let A ∈ GL(V ) be the image of g
under ρ, i.e. ρ(g) = A. It follows that

An = I.

The characteristic polynomial Xn − 1 of A factors into n distinct eigenvalues,
which are the n-th roots of unity. As a result, it can be deduced that A is di-
agonalizable. Furthermore, if G is an abelian group, all of the matrices ρ(g) are
simultaneously diagonalizable. In Section A.1.2, the concept of block diagonal-
ization will be explored in the context of non-abelian groups.

Given a finite group G and a representation (ρ, V ) of G, the complex vector
space V is said to carry the representation ρ of G. For clarity, it is appropriate to
succinctly refer to the complex vector space V as a representation of G when no
ambiguity surrounding the mapping ρ exists. For any g ∈ G and v ∈ V , the action
of g on v can be denoted by g · v, as a compact alternative to the expression ρ(g)(v).

Remark. The representation of a finite group G is a mapping of the group onto a
set of matrices that operate on a complex vector space V . This mapping preserves
the underlying structure of the group, such that the group law of G is equivalent
to matrix multiplication on V . As a result, the study of representations of G can
be approached using the mathematical framework of linear algebra, rather than
through direct examination of the group itself.

A.1.2 Reducibility

Let V be a representation of a finite group G, and let W be a subspace of V . If
W is invariant under G, that is to say, for all g ∈ G and w ∈ W , the element g · w
belongs to W , then W is called a subrepresentation. If V possesses exactly two
distinct subrepresentations, namely the trivial zero subspace and V itself, then the
representation is said to be irreducible, otherwise the representation is considered
to be reducible.

Theorem A.1 (Maschke). Let V be a representation of a finite group G, and
suppose that W is a subrepresentation of V . Then, there exists a complementary
subrepresentation W⊥ of V , such that V is the direct sum of W and W⊥, i.e.
V = W ⊕W⊥.
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Proof. Let
〈
·, ·
〉

be any Hermitian inner product on the complex vector space
V . The G-invariant Hermitian inner product

〈
·, ·
〉
G

on V is defined by

〈
v, w

〉
G
:=

1

|G|
∑

g∈G

〈
g · v, g · w

〉
.

Then
〈
g · v, g · w

〉
G
=
〈
v, w

〉
G

holds for any g ∈ G.
Let W⊥ =

{
v ∈ V

∣∣ 〈v, w
〉
G
= 0 for all w ∈ W

}
be the orthogonal com-

plement of W with respect to the inner product
〈
·, ·
〉
G
. It follows that

V = W ⊕W⊥. Furthermore, for any g ∈ G and for all v ∈ W⊥ and w ∈ W ,
the G-invariance of

〈
·, ·
〉
G

implies
〈
g · v, w

〉
G
=
〈
v, g91 · w

〉
G
= 0,

as g91 · w ∈ W . Therefore g · v ∈ W⊥ for all v ∈ W⊥ and g ∈ G, and thus W⊥

is a subrepresentation. ■

In accordance with Maschke’s Theorem A.1, it can be established that if a finite
group G possesses a reducible representation, it must necessarily be decomposed
into the direct sum of at least two subrepresentations. These subrepresentations
may in turn be further decomposed into further direct sums, if they are themselves
reducible. This process of decomposition may be repeated until the representation
is fully decomposed into the direct sum of irreducible representations of G. This
result holds true for any finite group and is referred to as the concept of complete
reducibility of finite groups.

Remark. Maschke’s Theorem A.1 asserts that for any finite group G and its
representation (ρ, V ), the matrices ρ(g) for all g ∈ G are simultaneously block-
diagonalizable. Given the decomposition of the underlying complex vector space
V into V = W ⊕W⊥, where W is a subrepresentation of V , it follows that for
each g ∈ G, the matrix ρ(g) block-diagonalizes as

ρ(g) =

(
ρW (g) 0

0 ρW⊥(g)

)
.

Here, ρW (g) and ρW⊥(g) are the restrictions of ρ(g) onto W and W⊥, re-
spectively. This result highlights the crucial property of simultaneously block-
diagonalizability of matrices in representation theory.
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Maschke’s Theorem A.1 plays a crucial role in the field of representation theory
of finite groups. The theorem states that every representation of a finite group can
be decomposed into a direct sum of irreducible representations. This implies that to
comprehend any representation of a finite group, it is sufficient to have a complete
understanding of its irreducible representations. This result leads to the fundamental
question of determining the number of irreducible representations for a given finite
group, which is addressed in Section A.1.3.

Lemma A.2 (Schur). If V and W are two irreducible representations of a finite
group G, and ϕ ∈ HomG(V,W ) is a nonzero intertwining map, then ϕ is an
isomorphism.

Proof. Let v ∈ kerϕ, then for all g ∈ G, since ϕ is an intertwining map it
follows that

g · ϕ(v) = ϕ(g · v) = 0.

Thus kerϕ is a subrepresentation of V , and since V is irreducible and ϕ is
nonzero, necessarily kerϕ = {0}. Therefore ϕ is injective.

Conversely, let v ∈ V , then for all g ∈ G, since ϕ is an intertwining map it
follows that

g · ϕ(v) = ϕ(g · v) ∈ Imϕ.

Thus Imϕ is a subrepresentation of W , and since W is irreducible and ϕ is
nonzero, necessarily Imϕ = W . Hence ϕ is surjective. ■

Schur’s Lemma A.2 is a foundational principle in the field of representation theory.
It has two particularly noteworthy implications for a finite group G.

Firstly, if V is an irreducible representation of a G, and ϕ belongs to HomG(V ),
then ϕ is a homothety, meaning that ϕ is proportional to the identity matrix, with
a scalar factor λ ∈ C, i.e.

ϕ = λ · I.
Secondly, if V is a representation of G, there exists a unique decomposition of V

into a direct sum of non-equivalent irreducible representations, expressed as

V ≃ V ⊕n1
1 ⊕ · · · ⊕ V ⊕nk

k ,

where ni is referred to as the multiplicity of the irreducible representation Vi.

Remark. In the decomposition of complex vector space V as V ≃ V ⊕n1
1 ⊕ · · · ⊕

V ⊕nk
k , both the subspaces Vi and the multiplicities ni are unique. However, it

must be noted that the direct sum decomposition of each V ⊕ni
i into ni copies of
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Vi is not guaranteed to be unique in general.

For any finite group G, there is a unique, up to isomorphism, representation
referred to as the trivial representation, which is invariant under the action of all
elements of G. This representation is characterized by the property that all elements
of G act as the identity. Furthermore, this representation is one-dimensional, and
thus irreducible.

Let V be a representation of G. The invariant subspace of V with respect to G,
denoted as VG, can be defined as follows:

VG :=
{
v ∈ V

∣∣ g · v = v,∀g ∈ G
}
.

Then VG can be decomposed into a direct sum of irreducible representations. In par-
ticular, each summand of this direct sum is isomorphic to the trivial representation.

Proposition A.3. Let V be a representation of a finite group G. Consider the
map ϕ : V → V defined as follows: for any v ∈ V ,

ϕ(v) :=
1

|G|
∑

g∈G
g · v.

Then ϕ is a projector onto VG.

Proof. Let v ∈ VG, which implies that ϕ(v) = v according to the definition of
VG. As a result, VG ⊂ Imϕ. For any v ∈ V , the action of any element g ∈ G
on ϕ(v) results in g · ϕ(v) = ϕ(v), thus Imϕ ⊂ VG. Furthermore, for all v ∈ V ,

ϕ ◦ ϕ(v) = 1

|G|2
∑

g∈G

∑

g∈G
(g · h) · v

=
|G|
|G|2

∑

g∈G
g · v

= ϕ(v),

which implies that ϕ ◦ ϕ = ϕ. ■

A representation V of a finite group G is considered to be unitary if there exists
a Hermitian inner product

〈
·, ·
〉

defined on V such that the property of unitarity
is satisfied, that is, for all g ∈ G, it holds that

〈
g · u, g · v

〉
=
〈
u, v
〉
. Given any

Hermitian inner product
〈
·, ·
〉

in V , a new Hermitian inner product
〈
·, ·
〉
G

can be
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defined on V as follows:

〈
u, v
〉
G
:=

1

|G|
∑

g∈G

〈
g · u, g · v

〉
.

Then for all g ∈ G, it holds that
〈
g · u, g · v

〉
G
=
〈
u, v
〉
G
. This means that every

representation of a finite group can be considered to be unitary with respect to
〈
·, ·
〉
G
.

Example. Let S3 be the symmetric group over 3 elements, and V be the complex
vector space C3 with basis e1, e2 and e3. The natural representation of S3

associates each element σ in S3 with its permutation matrix Pσ. This matrix
represents the permutation of the 3 coordinates of V according to σ. Then the
invariant subspace VS3 is the one-dimensional subspace:

SpanC(1, 1, 1).

Let V be an irreducible representation of a finite group G, and consider any
nonzero vector v in V . It follows that v generates V under the action of G, that is,
G · v = V . Otherwise, if the orbit G · v were a proper subspace of V , then by the
definition of irreducibility, G · v would be an invariant subspace of V , contradicting
the assumption that V is irreducible.

A.1.3 Character theory

Let (ρ, V ) be a representation of a finite group G. The character of (ρ, V ) is the
map χV : G→ C defined on g ∈ G as follows:

χV (g) := Tr
[
ρ(g)

]
.

A class function on G is complex function f that remains constant on the conjugacy
classes of G, i.e. f

(
h · g · h91

)
= f(g), for all g, h ∈ G. The collection of all class

functions on G forms a complex vector space with dimension equal to the number of
conjugacy classes of G. Due to the cyclic property of the trace, the characters are
class functions. The concept of characters plays a central role in the representation
theory of finite groups. It provides a means of calculating important quantities, such
as the dimension of a representation. For instance, let V be a representation of G,
and let ϕ be the projector onto VG, defined in Proposition A.3, then χV (1G) = dimV
and χV (ϕ) = dimVG, where χV (ϕ) is defined linearly on each summand of ϕ.
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Proposition A.4. Consider two representations, (ρV , V ) and (ρW ,W ), of a
finite group G. Then

χV⊕W = χV + χW , χV⊗W = χV · χW , and χV ∗ = χ̄V ,

where ·̄ denotes the complex conjugate.

Proof. Let g be in G. By the properties of the trace,

χV⊕W (g) = Tr
[
ρV (g)

]
+ Tr

[
ρW (g)

]

χV⊗W (g) = Tr
[
ρV (g)

]
· Tr

[
ρW (g)

]
.

Then χV (g) = Tr
[
ρV (g)

]
is the sum of the eigenvalues of the diagonalizable

ρV (g). Furthermore, since the eigenvalues, λi, of ρV (g) are roots of unity, it
follows that the inverse of each eigenvalue is equal to its complex conjugate,
i.e. λ91i = λ̄i. Finally

χV ∗(g) = Tr
[
ρV
(
g91
)]

= χ̄V (g).

■

Corollary. Let (ρV , V ) be a representations of a finite group G, then χ̄V (g) =
χV

(
g91
)
, for all g ∈ G.

From the character of a tensor product and a dual space, the isomorphism
Hom(V,W ) ≃ V ∗ ⊗ W between two finite dimensional complex vector spaces V
and W , implies

χHom(V,W ) = χ̄V · χW .

Consider a finite group G and the set of class functions defined on it. Let the
Hermitian inner product

〈
·, ·
〉
G

on this set of class functions be defined as follows:
given two class functions f and g on G, then,

〈
f, g
〉
G
:=

1

|G|
∑

g∈G
f̄(g) · h(g).

Theorem A.5. Given a finite group G, the characters of its irreducible repre-
sentations serve as an orthonormal basis for the space of class functions of G,
with respect to the Hermitian inner product

〈
·, ·
〉
G
.



APPENDIX A. ELEMENTS OF REPRESENTATION THEORY 115

Proof. Let V and W be two irreducible representations of G. By Schur’s
Lemma A.2, the dimension of HomG(V,W ) is either 1 if V ≃ W and 0 other-
wise. But the dimension of HomG(V,W ) is also equal to the character of the
projector onto

(
V ∗ ⊗W

)
G
. That is

1

|G|
∑

g∈G
χ̄V (g) · χW (g) =

{
1 if V ≃ W

0 otherwise.

Thus the characters of the irreducible representations of G are orthonormal
with respect to the Hermtitan inner product

〈
·, ·
〉
G
.

Hence, the number of irreducible representations of G is finite, and in fact
smaller than the number of conjugacy classes of G. Let

(
ρVi
, Vi
)

denotes the
irreducible representations of G, and χVi

the corresponding characters. Define

V := SpanC
{
χVi

}
,

the span of these characters over the field of complex numbers.
Let W be the complex vector space of all functions from G to C. The basis

of this complex vector space are the elements δg, where g ∈ G, defined on all
h ∈ G by

δg(h) =

{
1 if g = h

0 otherwise.

Let g ∈ G and define the representation of G on W by (g · f)(h) = f(g91 · h),
for all f ∈ W and h ∈ G.

Let f ∈ V ⊥ be a class function in the orthogonal complement of V , for all
irreducible representations Vi of G, define the linear map ϕi : Vi → Vi by

ϕi :=
1

|G|
∑

g∈G
f̄(g) · ρVi

(g).

Let h ∈ G, then since f is a class function it holds that

ρVi

(
h91
)
· ϕi · ρVi

(h) =
1

|G|
∑

g∈G
f̄(g) · ρVi

(
h91 · g · h

)

=
1

|G|
∑

g∈G
f̄
(
h · g · h91

)
· ρVi

(g)

= ϕi,
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and in particular ϕi ∈ HomG(Vi). From Schur’s Lemma A.2 there exists λ ∈ C
such that ϕi = λ · I, with the equality Tr

[
ϕi

]
= λ · dimVi, that is

λ =
1

|G| · dimVi

∑

g∈G
f̄(g) · Tr

[
ρVi

(g)
]

=
1

|G| · dimVi

∑

g∈G
f̄(g) · χVi

(g)

=
1

dimVi

〈
f, χVi

〉
G
.

Thus λ = 0, since f ∈ V ⊥. In particular, from the decomposition into a direct
sum of irreducible representations W ≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k , it holds that

1

|G|
∑

g∈G
f̄(g) · (g · δ1G) =

1

|G|
∑

g∈G
f̄
(
g91
)
· δg

= 0.

But since
{
δg
∣∣ g ∈ G

}
forms a basis of W , necessarily f(g) = 0 for all g ∈ G.

Thus V ⊥ = {0}. ■

Corollary. Let V be a representation of a finite group G. The representation
V is irreducible if and only if

〈
χV , χV

〉
G
= 1. Otherwise, V decomposes into a

direct sum of irreducible representations V ≃ V ⊕n1
1 ⊕ · · · ⊕ V ⊕nk

k , with

〈
χV , χV

〉
G
=

k∑

i=1

n2
i and

〈
χVi

, χV

〉
G
= ni.

In light of Theorem A.5, it has been established that the cardinality of the set
of irreducible representations of a finite group is equal to the cardinality of the set
of conjugacy classes of this group. The orthogonality of characters of irreducible
representations of the finite group G serves as the foundation for constructing the
character table of G, which assigns to each irreducible representation of G a unique
collection of numbers, namely the characters of each conjugacy class of G. Addition-
ally, given a representation V of a finite group, with its decomposition into a direct
sum of irreducible representations V ≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k , the character χi can be

used to determine the multiplicity ni, i.e., the number of times a particular irreducible
representation Vi appears in the representation V .
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Despite Theorem A.5, in general for a finite group G, there is no known corre-
spondence between the conjugacy classes of G and the irreducible representations of
G. However, in Section A.1.4, this correspondence will be explicitly demonstrated
for the specific case of the symmetric group Sn.

Consider a finite group G. The group algebra of G, denoted by C[G], is the
complex vector space with the elements of G as its basis. The multiplication in
C[G] is defined as the group law of G on the basis. The regular representation
of G is obtained by considering C[G] as a representation, where for all g ∈ G and
x =

∑
h∈G ch · h an element of C[G], the action of g on x becomes,

g · x =
∑

h∈G
ch · (g · h) =

∑

h∈G
c(g91·h) · h.

Remark. In this formulation, the group G serves as both the complex vector
space of the representation as the group algebra, and the group homomorphism
through its group law.
Consider a finite group G. For any element g ∈ G, the action of g on G through

the group law results in a bijective mapping. It follows that the regular representation
of g has no fixed points except in the case where g is the identity element 1G of
G. Additionally, all elements of G in the regular representation are represented as
permutation matrices.

Proposition A.6. Let C[G] be the group algebra of a finite group G, and consider
C[G] ≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k , its decomposition into a direct sum of irreducible

representations Vi with multiplicities ni. Then for each irreducible representation
Vi, its multiplicity in C[G] is equal the dimension dimVi.

Proof. The character of g ∈ G for the regular representation is equal to the
cardinality of the set of fixed points of the action of g on G, thus

χC[G](g) =

{
|G| if g = 1G

0 otherwise.

Consider an irreducible representation Vi, which appears in the decomposition
of the group algebra C[G] as follows: C[G] ∼= V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k , then

ni =
〈
χVi

, χC[G]

〉
G

=
1

|G|
∑

g∈G
χ̄Vi

(g) · χC[G](g)
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=
1

|G| χ̄Vi
(1G) · χC[G](1G)

= dimVi.

■

Corollary. Consider the group algebra C[G] of a finite group G, and its decompo-
sition into a direct sum of irreducible representations C[G] ≃ V ⊕n1

1 ⊕· · ·⊕V ⊕nk
k .

Then, it follows that:
dimC[G] =

∑

i

dim(Vi)
2.

The decomposition of the group algebra C[G] of a finite group G, into a direct
sum of irreducible representations is a powerful tool for understanding the structure
of finite groups, and the equation

C[G] ≃ V ⊕ dimV1
1 ⊕ · · · ⊕ V ⊕ dimVk

k ,

provides important information about the size and multiplicity of irreducible repre-
sentations in the regular representation.

Theorem. Let C[G] denote the group algebra of a finite group G, and let C[G] ≃
V ⊕n1
1 ⊕ · · · ⊕ V ⊕nk

k be the decomposition of C[G] into a direct sum of irreducible
representations. For each irreducible representation W of G, there exists an index
i ∈ {1, . . . , k} such that W is equivalent to Vi.

Proof. Let U, V and W be three complex vector spaces of finite dimension, and
define the inclusion and projection maps

V
πv

⇆
ιV

V ⊕W
πW

⇄
ιW

W,

on all v ∈ V and w ∈ W by

πV : (v, w) 7−→ v ιV : v 7−→ v + 0

πW : (v, w) 7−→ w ιW : w 7−→ 0 + w.

Now let G be a finite group, and assume that U, V and W are representa-
tions of G. Using the previous inclusion and projection maps, the following
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isomorphisms holds:

Hom(U, V ⊕W ) ≃ Hom(U, V )⊕ Hom(U,W )

HomG(U, V ⊕W ) ≃ HomG(U, V )⊕ HomG(U,W ).

Then, in the decomposition of C[G] into a direct sum of irreducible repre-
sentations,

HomG

(
C[G],W

)
≃

k⊕

i=1

HomG(Vi,W )⊕ni .

In particular, the equality of dimensions

dimHomG

(
C[G],W

)
=

k⊕

i=1

ni · dimHomG(Vi,W ),

holds, and from the Schur’s Lemma A.2, dimHomG(Vi,W ) = 1 if and only if
Vi ≃ W , otherwise dimHomG(Vi,W ) = 0. It follows that the dimension of
HomG

(
C[G],W

)
is positive if and only if there exists an index i ∈ {1, . . . , k}

such that the irreducible representation W is equivalent to Vi.
Let f : HomG

(
C[G],W

)
→ W be the linear map defined on h in

HomG

(
C[G],W

)
by f(h) = h(1G), and let such h in HomG

(
C[G],W

)
satis-

fying f(h) = 0, then for all g ∈ G,

h(g) = h(g · e) = g · h(e) = 0,

thus f is injective. Let x ∈ W and consider the function h : G→ W defined on
g ∈ G by h(g) = g ·x, thus h can be extended linearly on C[G], and in particular
h ∈ HomG

(
C[G],W

)
, but since f(h) = x, then f is surjective. Therefore f is

an isomorphism and the equality of dimensions

dimHomG

(
C[G],W

)
= dimW,

holds. In particular dimHomG

(
C[G],W

)
is positive. ■

The group algebra C[G], of a finite group G, provides a unified way to study the
representations of G by encapsulating all the irreducible representations within its
structure.
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Example. As established in Theorem A.5, the number of irreducible represen-
tations of S3 is equal to the number of its conjugacy classes, in the present case
3. These three irreducible representations consist of the trivial representation,
the sign representation, and the standard representation. The sign rep-
resentation is the one-dimensional representation on which any σ ∈ S3 is sent
to sign(σ), where sign(σ) is the signature of the permutation σ. The standard
representation is the two-dimensional orthogonal complement of SpanC(1, 1, 1)
in the natural representation. Then

C
[
S3

]
≃ Vtrivial ⊕ Vsign ⊕ V 2

standard.

The character table of S3 is defined as the table with the irreducible represen-
tations of S3 as its rows, and the conjugacy classes of S3 as its columns. The
entries in the table are the character values for the corresponding irreducible
representations and conjugacy classes of S3. The conjugacy classes of S3 are{
1S3

}
,
{
(1 2), (1 3), (2 3)

}
and

{
(1 2 3), (3 2 1)

}
. The character table of S3 be-

comes:
S3

{
1S3

} {
(1 2), (1 3), (2 3)

} {
(1 2 3), (3 2 1)

}

χtrivial 1 1 1
χsign 1 −1 1

χstandard 2 0 −1

Note that as expected from Theorem A.5, the rows are orthogonal, with respect
to Hermitian inner product

〈
·, ·
〉
G
.

Similarly to Propositition A.3, given a finite group G, it is possible to define a
projector onto each direct sum of equivalent irreducible representations V ⊕ni

i that
appears in the decomposition of its group algebra, C[G], into a direct sum of ir-
reducible representations, C[G] ≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k . The direct sum of equiv-

alent irreducible representations V ⊕ni
i , in the decomposition of its group algebra

C[G] ≃ V ⊕n1
1 ⊕ · · · ⊕ V ⊕nk

k , are called the isotypic components.

Theorem A.7. Given a finite group G and its group algebra C[G] decomposed
into a direct sum of irreducible representations C[G] ≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k , for

each irreducible representation Vi, let the map ϕi, defined on C[G] by

ϕi :=
dimVi
|G|

∑

g∈G
χ̄Vi

(g) · g.

Then ϕi is a projector onto V ⊕ni
i .
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Proof. Let h ∈ G, then since χVi
is a class function it holds that

h91 · ϕi · h =
dimVi
|G|

∑

g∈G
χ̄Vi

(g) ·
(
h91 · g · h

)

=
dimVi
|G|

∑

g∈G
χ̄Vi

(
h · g · h91

)
· g

= ϕi,

and in particular ϕi ∈ HomG

(
C[G]

)
. Consider the decomposition of the group

algebra C[G] into a direct sum of irreducible representations C[G] ≃ V ⊕n1
1 ⊕

· · · ⊕ V ⊕nk
k , for all j ∈ {1, . . . , k}, from Schur’s Lemma A.2, the restriction of

ϕi to Vj is an homothety λ · I, with λ ∈ C, such that from Theorem A.5

λ =
dimVi

|G| · dimVj

∑

g∈G
χ̄Vi

(g) · χVj
(g)

=
dimVi
dimVj

〈
χVi

, χVj

〉
G

=

{
1 if Vi ≃ Vj

0 otherwise.

Thus, the restriction of ϕi to Vi is the identity if Vj is equivalent to Vi, and
the zero map otherwise. But, since Vj is a representation, for all g ∈ G, the
action of g on Vj is a subspace of Vj. That is, the map ϕi does not cause any
intertwining between the representations Vi.

As a consequence, ϕi is the identity on V ⊕ni
i and the zero map on V ⊕nj

j such
that i ̸= j, and thus ϕi is a projector. ■

A.1.4 Representations of Sn

The symmetric group, denoted as Sn, is the group of order n! consisting of
permutations of the set {1, . . . , n}, as illustrated in previous examples. The cyclic
notation convention is employed throughout this thesis. For instance, (1 2 3)(4 5)
indicates the permutation (

1 2 3 4 5

2 3 1 5 4

)
,
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of S5. According to Theorem A.5, the number of irreducible representations of a
finite group G is equal to the number of conjugacy classes in G. For the symmetric
group Sn, the conjugacy class of a permutation is uniquely determined by the length
of its decomposition into a product of disjoint cycles, which is referred to as the
cycle type of the permutation. The cycle type of a permutation can be described
by an integer partition of n, where each part represents the length of a cycle in the
permutation. For instance, the permutation (1 2 3)(4 5) in S5 has cycle type (3, 2).
It is worth noting that this justifies the use of cyclic notation in this thesis.

The notation λ ⊢ n is used to represent an ordered partition of the positive integer
n into l parts, denoted by λ = (λ1, . . . , λl). This partition is defined as a collection
of non-increasing positive integers that sum up to n, i.e.

λ1 ≥ · · · ≥ λl ≥ 1 and
l∑

i=1

λi = n.

A partition λ ⊢ n may be represented as a Young diagram, which is a collection
of n empty boxes arranged in left-justified rows such that the i-th row contains λi
boxes. This representation is illustrated in Example A.8. The conjugate of the
partition λ, denoted λ′, is the partition corresponding to transposing the Young
diagram representing λ. A Young tableau is a Young diagram where each box is
assigned an integer between 1 and n. A Young tableau is classified as standard if
the entries in each row and each column are strictly increasing, semistandard if the
entries in each row are weakly increasing and the entries in each column are strictly
increasing, and without repetitions if each entry appears exactly once. Notably,
standard Young tableaux are without repetitions. The canonical Young tableau
is a Young diagram that is filled with consecutive integers from left to right and top
to bottom.

Example A.8. Consider the permutation σ ∈ S9, expressed as a product of
disjoint cycles, arranged in non-increasing order, by (1 2 3 4)(5 6 7)(8)(9). The
cycle type of σ is the partition λ ⊢ 9 given by λ = (4, 3, 1, 1), where the i-th entry
of λ denotes the length of the i-th cycle in the disjoint cycle decomposition of
σ. Moreover, the partition λ can be represented using a Young diagram, which
consists of 4 rows with 4, 3, 1, and 1 boxes, respectively
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The conjugate of the partition λ, namely λ′ is represented using a Young diagram,
which consists of 4 rows with 4, 2, 2 and 1 boxes, respectively:

Two instances of Young tableaux that correspond to the partition λ are provided
as examples

1 2 3 4

2 3 4

3

4

and

1 2 3 4

3 4 4

4

5

The previous Young tableau presented on the left satisfies the standard definition,
whereas the one on the right solely complies with the semistandard definition,
primarily due to the weakly increasing gray box. Neither of them adheres to
the requirement of being without repetitions. For the partition λ, the canonical
Young tableau can be expressed as follows

1 2 3 4

5 6 7

8

9

It is both standard and thus without repetition.

Consider a partition λ ⊢ n and a Young tableau T without repetitions, on this
partition. An action of the symmetric group Sn on the Young tableau T is defined as
follows: given a permutation σ ∈ Sn, the action of σ on T is obtained by permuting
the boxes in T according to the permutation induced by the entries of the boxes. For
σ ∈ Sn, the action of σ on T is denoted by σ(T ).

A permutation σ in Sn is said to preserve each row of T if each box of a given
row is permuted by σ on that same row. Similarly, a permutation σ in Sn is said to
preserve each column of T if each box of a given column is permuted by σ on that
same column. Two subgroups of Sn can be defined as the sets of permutations that
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preserve the rows and columns of T , namely,

RT :=
{
σ ∈ Sn

∣∣ σ preserves each row of T
}

CT :=
{
σ ∈ Sn

∣∣ σ preserves each column of T
}
.

Consider two elements of the group algebra C
[
Sn

]
, the row and column symmetrizers

of a given Young tableau T , defined as follows:

rT :=
∑

σ∈RT

σ

cT :=
∑

σ∈CT

sign(σ) · σ.

The Young symmetrizer associated with a given Young tableau T is an element
sT of C

[
Sn

]
, defined as the product of the row and column symmetrizers of T , i.e.

sT := rT ·cT . It is worth noting that the row and column symmetrizers satisfy certain
properties under the action of the symmetric group Sn. Specifically, for any σ ∈ Sn,

σ · rT · σ91 = rσ(T ) and σ · cT · σ91 = cσ(T ).

As a consequence, it follows that σ · sT · σ91 = sσ(T ).

Example. Consider a partition λ ⊢ 3. When λ = (3). In the case where λ = (3),
the associated canonical Young tableau T is a single row with entries 1, 2, and 3

T = 1 2 3

As the identity permutation is the unique element of S3 that leaves each column
of T unchanged, the Young symmetrizer can be expressed as

sT = rT · cT
= rT

=
∑

σ∈S3

σ.

In the case where λ = (1, 1, 1), the associated canonical Young tableau T is a
single column with entries 1, 2, and 3

T =

1

2

3
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As the identity permutation is the unique element of S3 that leaves each row of
T unchanged, the Young symmetrizer can be expressed as

sT = rT · cT
= cT

=
∑

σ∈S3

sign(σ) · σ.

The two preceding Young symmetrizers correspond, to within a constant factor
of 1

6
, to the projectors onto the irreducible representations Vtrivial and Vsign in the

decomposition of C
[
S3

]
into a direct sum of irreducible representations:

C
[
S3

]
≃ Vtrivial ⊕ Vsign ⊕ V 2

standard,

as established by Theorem A.7.

In order to obtain a comprehensive collection of inequivalent irreducible represen-
tations of the symmetric group Sn, it is necessary to first establish several requisite
technical lemmas.

Lemma A.9. Let λ ⊢ n be a partition of n, let T be a Young tableau on λ
without repetitions, and let x ∈ C

[
Sn

]
. Then, there exists µ ∈ C such that the

following equation holds: sT · x · sT = µ · sT .

Proof. To begin, it will be proven that if an element y ∈ C
[
Sn

]
satisfies the

condition σ · y · τ = sign(τ) · y, for all permutations σ ∈ RT and τ ∈ CT , then
it follows that y = µ · sT , for some scalar µ ∈ C. Consider such an element
y :=

∑
π∈Sn

cπ ·π of the group algebra C
[
Sn

]
, then for all permutations σ ∈ RT

and τ ∈ CT ,

σ ·
( ∑

π∈Sn

cπ · π
)
· τ =

∑

π∈Sn

cπ · (σ · π · τ) = sign(τ) ·
∑

π∈Sn

cπ · π.

This implies that, c(σ·π·τ) = sign(τ) · cπ for all permutation π ∈ Sn. Then in
particular case if the identity permutation, c(σ·τ) = sign(τ) · c1Sn

, and
∑

σ∈RT
τ∈CT

c(σ·τ) · (σ · τ) = c1Sn
·
∑

σ∈RT
τ∈CT

sign(τ) · (σ · τ)

= c1Sn
· sT .
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Assuming that cπ = 0 when π ̸∈
{
(σ · τ)

∣∣ σ ∈ RT and τ ∈ CT

}
, and given

that RT ∩ CT =
{
1Sn

}
, it follows that y = c1Sn

· sT . Consider a permutation
π ̸∈

{
(σ · τ)

∣∣ σ ∈ RT and τ ∈ CT

}
, and suppose that there exist no distinct

i, j ∈ {1, . . . , n} such that i and j belong to the same row of T and the same
column of π(T ). Then, all entries in the first row of T must appear in distinct
columns of π(T ). Hence, there exist two permutations σ ∈ RT and τ ∈ Cπ(T )
such that the first row of σ(T ) and (τ · π)(T ) are identical. By iterating this
process on the remaining rows of T , it follows that there exist two permutations
σ ∈ RT and τ ∈ Cπ(T ) such that σ(T ) = (τ ·π)(T ). Consequently σ = τ ·π and
π ∈

{
(σ · τ)

∣∣ σ ∈ RT and τ ∈ CT

}
since Cπ(T ) = π · CT · π91. Therefore, there

exists a transposition (i j) ∈ RT ∩Cπ(T ), and in particular (i j) ∈ Cπ(T ). Hence,
(i j) = π · τ · π91 for some permutation τ ∈ CT , then equality

c1Sn
= (i j) · (i j) = (i j) · π · τ · π91,

holds, and finally π = (i j) ·π · τ . Now since (i j) ∈ RT and c(σ·π·τ) = sign(τ) · cπ
for all permutations σ ∈ RT , τ ∈ CT and π ∈ Sn, it holds that

cπ = c((i j)·π·τ)

= sign
(
(i j)

)
· cπ

= −cπ,

which implies that cπ = 0 when π ̸∈
{
(σ · τ)

∣∣ σ ∈ RT and τ ∈ CT

}
.

Let σ ∈ RT and τ ∈ CT , then, the following equations hold:

σ · rT = rT · σ = rT and τ · cT = cT · τ = sign(τ) · cT .

Additionally σ ·sT ·τ = sign(τ) ·sT . Furthermore, for y an element of the group
algebra C

[
Sn

]
, it follows that

σ · rT · y · cT · τ = sign(τ) · rT · y · cT .

It is inferred that there exists a µ ∈ C for which the equality rT · y · cT = µ · sT
holds. Furthermore, when y = cT · x · rT ,

sT · x · sT = rT · cT · x · rT · cT = µ · sT .

■
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Corollary. Given a partition λ ⊢ n, and an arbitrary Young tableau T on λ
without repetitions, the product of the corresponding Young symmetrizer sT is
nonzero, i.e. sT · sT ̸= 0.
Lemma A.10. Let λ ⊢ n and µ ⊢ n be two distinct partitions of n, let Tλ and
Tµ be two Young tableaux without repetitions on partitions λ and µ, respectively,
and let x ∈ C

[
Sn

]
. Then sTµ · x · sTλ

= 0.

Proof. It is possible to assert, without loss of generality, that by interchanging
λ and µ, there is a k ∈ {1, . . . , n} for which λk > µk holds, and for all i ∈
{1, . . . , k − 1}, the equalities λk = µk holds.

Suppose that there exists no pair of distinct indices i, j ∈ {1, . . . , n} such
that i and j occupy the same row in Tλ and the same column in Tµ. Under this
condition, it follows that every element within the first row of Tλ occupies a
unique column within Tµ. When k > 1, there exist two permutations σ ∈ RTλ

and τ ∈ CTµ such that σ(Tλ) and τ(Tµ) have identical first rows. By iteratively
applying this procedure to the first k − 1 rows of Tλ and Tµ, it follows that
there exist two permutations σ ∈ RTλ

and τ ∈ CTµ such that σ(Tλ) and τ(Tµ)
have the same first k − 1 rows.

The equality λk > 0 holds, otherwise λ = µ. Consequently, the k-th row of
σ(Tλ) contains λk entries, which appear in λk distinct columns of τ(Tµ), and are
located between the k-th and n-th rows of τ(Tµ). However, this arrangement
cannot occur since λk > µk. Therefore, there exists a transposition (i j) ∈
RTλ

∩ CTµ such that

(i j) · rTλ
= rTλ

and cTµ · (i j) = −cTµ .

Furthermore, since (i j) · (i j) is the identity element in the symmetric group
Sn, then

cTµ · rTλ
= cTµ · (i j) · (i j) · rTλ

= −cTµ · rTλ
,

which implies that cTµ · rTλ
= 0.

Let σ be an element of the symmetric group Sn. Then cTµ · σ · rTλ
· σ91 =

cTµ · rσ(Tλ) = 0, as the previous equality is independent of the entries of Tλ.
Thus, it follows that cTµ ·σ ·rTλ

= 0 for any permutation σ ∈ Sn. Consequently
for all x ∈ C

[
Sn

]
it follows that cTµ · x · rTλ

= 0 and also sTµ · x · sTλ
= 0. ■

Corollary. Given two distinct partitions λ ⊢ n and µ ⊢ n, and two arbitrary
Young tableaux without repetitions on partitions λ and µ, respectively, the product
of the corresponding Young symmetrizers sTµ and sTλ

is zero, i.e. sTµ · sTλ
= 0.
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Let λ ⊢ n be a partition of n, and let T be a Young tableau on λ without
repetitions. The operation of right multiplication by the Young symmetrizer sT
on the group algebra C

[
Sn

]
, i.e., C

[
Sn

]
· sT , defines a complex vector space that

constitutes a representation of the symmetric group Sn through its left action on
this space.

Lemma A.11. For any partition λ ⊢ n, and any Young tableau T on λ without
repetitions, the representation C

[
Sn

]
· sT is an irreducible representation of the

symmetric group Sn.

Proof. Consider two permutations σ ∈ RT and τ ∈ CT . Then, their product
σ ·τ is equal to the identity element 1Sn if and only if both σ and τ are equal to
1Sn . This equivalence is due to the fact that RT ∩ CT =

{
1Sn

}
. Consequently

sT ̸= 0 and C
[
Sn

]
· sT is nonzero.

Consider V as a subrepresentation of C
[
Sn

]
· sT , then using Lemma A.9,

for all x ∈ V there exists a scalar µ ∈ C such that sT · x = µ · sT . Thus

sT · V ⊂ C · sT .

Since C · sT has dimension one, the subspace sT · V is either equal to C · sT
or to the zero space {0}. In the former case, the inclusion C

[
Sn

]
· sT · V ⊆ V

follows, since V is a representation of the symmetric group Sn, and the equality
V = C

[
Sn

]
· sT holds. Similarly, in the latter case, since V is a representation

of the symmetric group Sn, the inclusion V · V ⊆ V holds. Moreover, as V
is a subrepresentation of C

[
Sn

]
· sT , i.e., V ⊆ C

[
Sn

]
· sT , it follows that the

product of C
[
Sn

]
· sT and V yields the trivial space {0}, and the product of

V with itself also yields {0}, namely C
[
Sn

]
· sT · V = {0} and V · V = {0}.

Consider an element x in the subrepresentation V , defined as x :=
∑

π∈Sn
cπ ·π.

The adjoint of x, denoted as x∗, is defined by

x∗ :=
∑

σ∈Sn

c̄σ · σ91.

Then both x∗ and x · x∗ belong to V . As V · V = {0} it follows that x · x∗ = 0.
Consequently, for all permutations σ ∈ Sn it holds that cσ ·x∗ = 0. In particular

ce · x∗ =
∑

σ∈Sn

c̄σ · σ = 0.

Therefore x = 0, and thus V = {0}. ■
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Lemma A.12. For every partition λ ⊢ n, every Young tableau T on λ without
repetitions, and every permutation σ in the symmetric group Sn, the represen-
tations C

[
Sn

]
· sT and C

[
Sn

]
· sσ(T ) are equivalent.

Proof. Consider the linear map ϕ from C
[
Sn

]
· sT to C

[
Sn

]
· sσ(T ). Given

x ∈ C
[
Sn

]
· sT , with x = y · sT for some y ∈ C

[
Sn

]
, then ϕ is defined on x by

ϕ(x) = x · σ91. Observe that

ϕ(x) = x · σ91

= y · sT · σ91

= y · σ91 · σ · sT · σ91

= y · σ91 · sσ(T ).

It follows that ϕ(x) belongs to C
[
Sn

]
· sσ(T ), and that ϕ is an isomorphism.

Consider a permutation τ ∈ Sn and x is an element of C
[
Sn

]
· sT . Then,

it follows that

ϕ ◦ (τ · x) = τ · x · σ91

= τ ◦ ϕ(x),

and hence ϕ satisfies the property of being intertwining. ■

Lemma A.13. Let λ ⊢ n and µ ⊢ n be two distinct partitions of n. Let Tλ and
Tµ be two Young tableaux without repetitions on partitions λ and µ, respectively.
Then, the two representations C

[
Sn

]
· sTλ

and C
[
Sn

]
· sTµ are inequivalent.

Proof. According to Lemma A.9, it follows that the left action of the Young
symmetrizer sTµ on C

[
Sn

]
· sTµ results in

sTµ · C
[
Sn

]
· sTµ = C · sTµ .

However, from Lemma A.10, the left action of the Young symmetrizer sTµ on
C
[
Sn

]
· sTλ

is zero, i.e.
sTµ · C

[
Sn

]
· sTλ

= 0.

As a consequence, two irreducible representations C
[
Sn

]
· sTλ

and C
[
Sn

]
· sTµ

are not isomorphic, hence not equivalent. ■

From Lemma A.12, for a given partition λ ⊢ n, the representations C
[
Sn

]
· sT

of the symmetric group Sn, are mutually equivalent across all Young tableaux T on
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λ without repetition, thereby solely dependent on λ, and consequently, it is possible
to designate any representation of this type as Vλ.

Theorem A.14. All irreducible representations of Sn can be expressed as Vλ for
some partition λ ⊢ n.

Proof. The irreducibility of the representation Vλ is guaranteed for any par-
tition λ ⊢ n, as stated in Lemma A.11. It follows from Lemma A.12 and
Lemma A.13 that the number of inequivalent irreducible representations Vλ for
some partitions λ ⊢ n is equivalent to the number of conjugacy classes of the
symmetric group Sn. This number, as stated in Theorem A.5, corresponds to
the number of irreducible representations of Sn. ■

The Proposition A.6 establishes that upon decomposing the group algebra C
[
Sn

]

into a direct sum of irreducible representations, namely C
[
Sn

]
≃ V ⊕n1

1 ⊕· · ·⊕V ⊕nk
k ,

the dimension of each irreducible representation Vi coincides with its multiplicity ni.
Theorem A.15. Consider a partition λ ⊢ n. Let Vλ be the corresponding irre-
ducible representation of a symmetric group Sn. The dimension of Vλ is equiv-
alent to the cardinality of the set of standard Young tableaux associated with λ.

Proof. Consider a partition λ ⊢ n and let f(λ) denote the number of stan-
dard Young tableaux associated with λ. The standard Young tableaux on this
partition can be ordered lexicographically based on their entries. Specifically,
let T1, T2, . . . , Tf(λ) be the standard Young tableaux on this partition, ordered
such that Ti < Tj if and only if the entries of Ti are smaller in lexicographic
order than those of Tj, from left to right and top to bottom. Note that the
first tableau in this order, denoted by T1, is the canonical Young tableau on
this partition.

Let i and j be arbitrary elements of
{
1, . . . , f(λ)

}
, with i < j. Further,

let k and l denote the first row and column, respectively, at which the two
standard Young tableaux Ti and Tj differ, proceeding from left to right and top
to bottom. Notably, k and l cannot be the first row or column, respectively,
since the Young tableaux are standard. Let a denote the entry of Ti located
in the k-th row and l-th column, and b denote the entry of Tj located in the
same position.Given that i < j and Ti and Tj are standard Young tableaux, it
follows that a < b. Let m and n denote the row and column, respectively, of
the entry a in Tj. By virtue of Tj being a standard Young tableau, it cannot
hold that m > k and n ≥ l, as the entries of Tj in rows greater than k and
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columns greater than l are strictly larger than b. Furthermore, it cannot be
the case that m < k, or that m = k and n < l, since Ti and Tj coincide on
these rows and columns. Lastly, it cannot hold that m = k and n > l, as Tj is
a standard Young tableau and a < b. Thus m > k and n < l hold necessarily.
Notably, the entries located on the k-th row and n-th column of both Ti and
Tj are equal and denoted by c. Consequently, the transposition (a c) belongs
to RTi

∩ CTj
, since a and c share the same k-th row of Ti and the same n-th

column of Tj. Then, the equations

(a c) · rTi
= rTi

and cTj
· (a c) = −cTj

,

hold. Moreover, as (a c) · (a c) yields the identity element in the symmetric
group Sn,

sTj
· sTi

= rTj
· cTj

· rTi
· cTi

= rTj
· cTj

· (a c) · (a c) · rTi
· cTi

= −sTj
· sTi

,

implying that sTj
· sTi

= 0.
From Lemma A.12, the irreducible representations C

[
Sn

]
· sTi

and C
[
Sn

]
·

sTj
are equivalent for all i, j ∈

{
1, . . . , f(λ)

}
. Let x1, x2, . . . , xf(λ) denote certain

elements of the group algebra C
[
Sn

]
, such that

f(λ)∑

i=1

xi · sTi
= 0.

By applying the result of Lemma A.9 and observing that T1 ≤ Ti for all
i ∈

{
1, . . . , f(λ)

}
, the existence of a nonzero µ ∈ C is established, such that∑f(λ)

i=1 xi · sTi
· sT1 = µ · x1 · sT1 , which further implies that x1 = 0. Right

multiplication on both sides of the equation with sTi
yields xi = 0 for all

i ∈
{
1, . . . , f(λ)

}
. Consequently, dimVλ ≥ f(λ).

Consider a Young diagram λ. Let µ be another Young diagram obtained by
either removing a single box from λ, denoted as µ = λ− 1, or adding a single
box to λ, denoted as µ = λ + 1. Then f(λ) can be expressed as the sum of
f(µ) for all possible Young diagrams µ obtained by removing a single box from
λ, i.e.

f(λ) =
∑

µ=λ−1

f(µ).
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The proof of the identity (n + 1)f(λ) =
∑

µ=λ+1 f(µ) shall be established
through induction on n. The base case n = 0 holds, as f

(
(0)
)
= f

(
(1)
)
. For

the inductive step, assume n > 0, it follows that

(n+ 1)f(λ) = n · f(λ) + f(λ)

= n
∑

µ=λ−1

f(µ) + f(λ)

=
∑

µ=λ−1

∑

ν=µ+1

f(ν) + f(λ),

wherein the second summand enumerates partitions ν ⊢ n. There exist two
distinct cases, namely ν = λ and ν ̸= λ. Consider the sets λ+ and λ−, defined
as follows:

λ+ =
{
µ
∣∣ µ = λ+ 1

}

λ− =
{
µ
∣∣ µ = λ− 1

}
.

It is worth noting that for each box within a given Young diagram that may
be extracted such that it does not alter its validity as a Young diagram, a box
can be added to the next row of the Young diagram. Furthermore, it is always
possible to add a box to the first row of the Young diagram. As a result, it
follows that λ+ = λ− + 1. The occurrence of the first case, where ν = λ, is
equal to the cardinality of the set λ−, namely |λ−|. Thus

∑

µ=λ−1

∑

ν=µ+1

f(ν) + f(λ) =
∑

µ=λ−1

∑

ν=µ+1
ν ̸=λ

f(ν) +
(
|λ−|+ 1

)
f(λ)

=
∑

µ=λ+1

∑

ν=µ−1
ν ̸=λ

f(ν) + |λ+| · f(λ)

=
∑

µ=λ+1

∑

ν=µ−1

f(ν)

=
∑

µ=λ+1

f(µ),

concluding the induction proof.
The formula

∑
λ⊢n f(λ)

2 = n! shall also be established through induction
on n. As the base case, it is observed that f

(
(0)
)
= 1, and hence the formula



APPENDIX A. ELEMENTS OF REPRESENTATION THEORY 133

is verified for n = 0. For the inductive step, suppose n > 0, then
∑

λ⊢n
f(λ)2 =

∑

λ⊢n

∑

µ=λ−1

f(λ)f(µ)

=
∑

λ⊢(n−1)

∑

µ=λ+1

f(λ)f(µ)

= n
∑

λ⊢(n−1)

f(λ)2

= n · (n− 1)!,

concluding the induction proof.
According to Proposition A.6 the following equation is satisfied:∑

λ⊢n dim(Vλ)
2 = n!. However, for all partitions λ ⊢ n, it is true that

dimVλ ≥ f(λ). Hence, dimVλ = f(λ). ■

Example. There exist three partitions of 3, which are denoted as (3), (2, 1) and
(1, 1, 1). Each partition has a corresponding Young diagram

(3) (2, 1) (1, 1, 1)

For the partitions (3) and (1, 1, 1), there exists only one standard Young tableau,
which corresponds to the canonical Young tableau

1 2 3 and
1

2

3

However the partition (2, 1) admits a pair of distinct standard Young tableaux,
denoted as follows

1 2

3
and

1 3

2
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From Theorem A.15, it follows that the irreducible representations V (3) and
V(1,1,1), of S3, have dimension 1, while V(2,1) has dimension 2, as expected.
The determination of the irreducible representations of S3 corresponding to the
canonical Young tableaux T(3), T(2,1), and T(1,1,1) necessitates an examination of
their respective Young symmetrizers sT(3)

, sT(1,1,1)
and sT(2,1)

. This examination is
conducted in conjunction with the construction of Vλ’s From Theorem A.14,

C
[
S3

]
· sT(3)

= C
[
S3

]
·
(
1S3 + (1 2) + (1 3) + (2 3) + (1 2 3) + (3 2 1)

)

C
[
S3

]
· sT(1,1,1)

= C
[
S3

]
·
(
1S3 − (1 2)− (1 3)− (2 3) + (1 2 3) + (3 2 1)

)

C
[
S3

]
· sT(2,1)

= C
[
S3

]
·
(
1S3 + (1 2)− (1 3) + (3 2 1)

)
.

The action of the symmetric group S3 on the irreducible representation C
[
Sn

]
·

sT(3)
yields a trivial action. It follows that V(3) is equivalent to Vtrivial, while the

irreducible representations V(1,1,1) and V(2,1) are necessarily equivalent to Vsign and
Vstandard, respectively.

Let C
[
Sn

]
≃ V ⊕n1

1 ⊕ · · · ⊕ V ⊕nk
k be the decomposition the group algebra C

[
Sn

]

of the symmetric group Sn into a direct sum of irreducible representations. By
Theorem A.7 the projectors onto the isotypic components V ⊕ni

i are given by

ϕi :=
dimVi
n!

∑

σ∈Sn

χ̄Vi
(σ) · σ.

Theorem. Let the group algebra C
[
Sn

]
of the symmetric group Sn and

its decomposition into a direct sum of irreducible representations C
[
Sn

]
≃⊕

λ⊢n V
⊕nλ
λ . For each partition λ ⊢ n, the map ϕλ defined on C

[
Sn

]
by

ϕλ :=
dimVλ
n!

∑

T

sT ,

where the sum is taken over all Young tableaux without repetitions on λ, is the
projector onto V ⊕nλ

λ .

Proof. Let σ ∈ Sn, then

σ91 ·
∑

T

sT · σ =
∑

T

sσ(T )·

=
∑

T

sT ,
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and in hence
∑

T sT ∈ HomSn

(
C
[
Sn

])
. Consider the decomposition of the

group algebra C
[
Sn

]
of the symmetric group Sn into a direct sum of irreducible

representations C
[
Sn

]
≃⊕λ⊢n V

⊕nλ
λ , for all µ ⊢ n partition of n, from Schur’s

Lemma A.2, the restriction of
∑

T sT to Vµ is an homothety λ · I, with λ ∈ C.
From Lemma A.10, if λ and µ are distinct, then for all x ∈ Vµ,

∑

T

sT · x = 0,

and thus the restriction of
∑

T sT to Vµ is the zero map. Let Tλ be any Young
tableau without repetitions on λ, then the coefficient of 1Sn in sTλ

is 1, since
RT ∩ CT =

{
1Sn

}
, and thus Tr

[∑
T sT

]
= n!. So the restriction of

∑
T sT to

Vλ is the homothety
n!

dimVλ
· I.

As a consequence, since
∑

T sT does not cause any intertwining between
the representations Vλ, the map ϕλ is the identity on V ⊕nλ

λ and the zero map
elsewhere, and thus is a projector. ■

In the previous section, the complex vector spaces associated with the irreducible
representations of the symmetric group Sn were discussed. However, the corre-
sponding matrices representing the permutation elements were not described. The
construction of such matrices is far from trivial, and in fact, there exist a variety of
constructions that may be employed based on the desired properties of the resulting
matrices, i.e. integer matrix components, rational matrix components, or orthogonal
matrices.

A.1.5 Restricted and induced representations

The present Section concerns the correlation existing between a finite group G
and a subgroup H. Can a representation of H be derived from a representation
of G or vice versa? Furthermore, if the original representation is irreducible, what
conclusions can be drawn concerning the derived representation?

Consider a representation (ρ, V ) of a finite group G, and let H be a subgroup
of G. Given an element h ∈ H, it is worth noting that H is a subgroup of G and
hence h ∈ G. Furthermore, as the representation ρ induces an action of G on V , it
follows that the action of ρ also restricts to only elements h ∈ H. The restricted
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representation of (ρ, V ) on the subgroup H is denoted
(
ResGH(ρ), V

)
and defined

on the element h ∈ H as follows:

ResGH(ρ)(h) := ρ(h).

In the case where (ρ, V ) is an irreducible representation of the group G, it is not
always the case that the complex vector space V manifests irreducibility as a repre-
sentation of a subgroup H. This can occur when the size of V becomes too large to
maintain irreducibility with respect to the smaller subgroup H.

If χ is the character of the representation (ρ, V ) of G, the restricted character
of the representation ResGH(ρ), denoted ResGH(χ), becomes ResGH(χ)(h) = χ(h), for
all h ∈ H.

Example. Let S4 be the group of all permutations of {1, 2, 3, 4}. From Sec-
tion A.1.4, the symmetric group S4 has 5 conjugacy classes, and consequently 5
irreducible representations, namely

V(4), V(3,1), V(2,2), V(2,1,1) and V(1,1,1,1).

Let D4 be the dihedral group of order 8, whose elements are the symmetries
of the square, generated by the π

4
counterclockwise rotation r and the vertical

reflection s:
D4 = ⟨r, s⟩ =

{
1D4 , r, r

2, r3, s, sr, sr2, sr3
}
.

It has 5 conjugacy classes, which are given by
{
1D4

}
,
{
r, r3

}
,
{
r2
}
,
{
sr, sr3

}
and

{
s, sr2

}
,

and as many irreducible representations: W1,W2,W3,W4 and W5. Then charac-
ter table of D4 can be expressed as follows

D4

{
1D4

} {
r, r3

} {
r2
} {

sr, sr3
} {

s, sr2
}

χW1 1 1 1 1 1
χW2 1 −1 1 −1 1
χW3 1 −1 1 1 −1
χW4 1 1 1 −1 −1
χW5 2 0 −2 0 0

As can be inferred from Theorem A.5, that the rows exhibit orthogonality with
respect to the Hermitian inner product

〈
·, ·
〉
D4

. By indexing the vertices of the
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square counterclockwise with 1, 2, 3 and 4, starting from upper left corner, i.e.

1

2 3

4

In particular the groupD4 can be made a subgroup of S4, where the 8 symmetries
of the square become,

(1)(2)(3)(4) identity
(1, 2, 3, 4) π

4
counterclockwise rotation

(1, 3)(2, 4) 2π
4

counterclockwise rotation
(4, 3, 2, 1) 3π

4
counterclockwise rotation

(1, 2)(3, 4) vertical reflection
(1, 4)(2, 3) horizontal reflection
(1, 3)(2)(4) main diagonal reflection
(2, 4)(1)(3) secondary diagonal reflection

In the general case, the restricted representations Res
S4

D4
(Vλ) of D4, for every

partition λ ⊢ 4, do not constitute irreducible representations. According to
Maschke’s Theorem A.1, these representations can be decomposed into a direct
sum of irreducible representations. Specifically,

Res
S4

D4

(
V(4)
)
≃ W1

Res
S4

D4

(
V(3,1)

)
≃ W3 ⊕W5

Res
S4

D4

(
V(2,2)

)
≃ W1 ⊕W2

Res
S4

D4

(
V(2,1,1)

)
≃ W4 ⊕W5

Res
S4

D4

(
V(1,1,1,1)

)
≃ W2.

The passage from a representation (ρ, V ) of a subgroup H of a finite group G to
the group G necessitates a more intricate approach. This arises due to the inability
of ρ to induce an action of G \H on V . Nevertheless, it is feasible to look at G/H,
the quotient group, comprising elements in the form of g · h with g ∈ G and h ·H,
where ρ(h) exhibits well-defined behavior.

Let V,W be two complex vector space of finite dimension. The complex tensor
product between V and W , namely V ⊗W , is a condensed notation for the explicit
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notation V ⊗C W . It is worth noting that for any v ∈ V and w ∈ W , the relation

(c · v)⊗ w = v ⊗ (c · w),
holds for all c ∈ C.

Given a subgroup H of a finite group G, suppose that (ρ, V ) is a representation
of H. In this case, it is possible to define the tensor product complex vector space
C[G]⊗C[H] V as follow: for all g ∈ C[G] and v ∈ V , the following relation,

(g · h)⊗ v = g ⊗ (h · v),
holds for all h ∈ H. The induced representation of (ρ, V ) on the group G is
denoted

(
IndG

H(ρ),C[G]⊗C[H] V
)

and defined on element g ∈ G by

IndG
H(ρ)(g)(x) := g · x,

for all x ∈ C[G]⊗C[H] V .
In order to gain a more comprehensive understanding of the operation of group G

on C[G]⊗C[H]V , consider a coset representation of G, i.e. G = g1 ·H⊎· · ·⊎gk ·H,
where ⊎ denotes the disjoint union, with gi ∈ G. For any element g ∈ G, there
exists i ∈ {1, . . . , k} and h ∈ H such that g = gi · h. Consequently, all elements
g ⊗ v ∈ C[G]⊗C[H] V satisfy

g ⊗ v = (gi · h)⊗ v = gi ⊗ (h · v).
Thus the action of the group G on the tensor product C[G] ⊗C[H] V is exclusively
defined for the elements gi ⊗ v ∈ C[G] ⊗C[H] V . Specifically, for all g ∈ G, the
representation IndG

H(ρ)(g) takes the form of a k × k block matrix that corresponds
to the coset representation G = g1 ·H ⊎ · · · ⊎ gk ·H. The action of an element g ∈ G
upon gi ⊗ v ∈ C[G]⊗C[H] V is given by

g · (gi ⊗ v) = (g · gi)⊗ v

= (gj · h)⊗ v = gj ⊗ (h · v),
where h is the element of H such that g · gi = gj · h in the coset representation
G = g1 ·H ⊎ · · · ⊎ gk ·H. In other words, h is defined as h := g91j · g · gi. Additionally,
it follows that h acts on a vector v ∈ V via the representation ρ

(
g91j ·g ·gi

)
(v). Finally,

IndG
H(ρ)(g) =




ρ
(
g911 · g · g1

)
ρ
(
g911 · g · g2) . . . ρ

(
g911 · g · gk

)

ρ
(
g921 · g · g1

)
ρ
(
g921 · g · g2) . . . ρ

(
g921 · g · gk

)

...
... . . . ...

ρ
(
g9k1 · g · g1

)
ρ
(
g9k1 · g · g2) . . . ρ

(
g9k1 · g · gk

)



.
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If χ is the character of the representation (ρ, V ) of H, the induced character
of the representation IndG

H(ρ), denoted IndG
H(χ) becomes, for all g ∈ G,

IndG
H(χ) = Tr

[
IndG

H(ρ)(g)
]
=

k∑

i=1

χ
(
g91i · g · gi

)
,

in the coset representation G = g1 ·H ⊎ · · · ⊎ gk ·H.

Example. Let Z/4Z be the cyclic group of order 4 generated by the element z.
Formally, Z/4Z is defined by Z/4Z :=

{
1Z/4Z, z, z

2, z3
}
. Let Z/2Z the subgroup

of Z/4Z of order 2 generated by z2, i.e. Z/2Z :=
{
1Z/2Z, z

2
}
. Consider the

one-dimensional irreducible representation (ρ,C) of Z/2Z, defined as follows:

ρ
(
1Z/4Z

)
= 1 and ρ

(
z2
)
= −1.

The induced representation Ind
Z/4Z
Z/2Z(ρ) of Z/4Z is defined on the tensor product

C[Z/4Z]⊗C[Z/2Z] C generated by the vectors

1Z/4Z ⊗ 1, z ⊗ 1, z2 ⊗ 1 and z2 ⊗ 1.

But by definition of this tensor product over the group algebra C[Z/2Z], the two
following relations hold:

z2 ⊗ 1 = 1Z/4Z ⊗
(
z2 · 1

)
= −1 ·

(
1Z/4Z ⊗ 1

)
,

and
z3 ⊗ 1 = z ⊗

(
z2 · 1

)
= −1 ·

(
z ⊗ 1

)
.

Thus C[Z/4Z] ⊗C[Z/2Z] C is a 2-dimensional complex vector space with basis
1Z/4Z ⊗ 1 and z ⊗ 1. The action of the elements of Z/4Z on the tensor product
C[Z/4Z]⊗C[Z/2Z] C, defined with respect to the generator z, is given by

Ind
Z/4Z
Z/2Z(ρ)(z) =

(
0 −1
1 0

)
.

Let C(G) denotes the complex vector space of class functions of a finite group
G, and C(H) denotes the complex vector space of class functions of a subgroup
H of G. There is an linear map ϕ : C(G) → C(H) given by restriction of class
functions. As linear map between Hermitian inner product complex vector spaces of
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finite dimension, there exists a unique adjoint map ϕ∗ : C(H) → C(G) satisfying
〈
ϕ∗(g), f

〉
G
=
〈
g, ϕ(f)

〉
H
,

for all f ∈ C(G) and g ∈ C(H).

Theorem A.16 (Frobenius reciprocity). Consider a finite group G and a sub-
group H of G. Let (ρ, V ) and (σ,W ) be representations of G and H, respectively.
Then 〈

IndG
H

(
χW

)
, χV

〉
G
=
〈
χW ,Res

G
H

(
χV

)〉
H
.

Proof. By definition of the Hermitian inner product of class functions on finite
groups, the properties of the characters of Proposition A.4, and the restricted
and induced characters in the coset representation G = g1 ·H ⊎ · · · ⊎ gk ·H,

〈
IndG

H

(
χW

)
, χV

〉
G
=

1

|G|
∑

g∈G
IndG

H

(
χ̄W

)
(g) · χV (g)

=
1

|G|
∑

g∈G

k∑

i=1

χ̄W

(
g91i · g · gi

)
· χV (g)

=
1

|G|
1

|H|
∑

g∈G

∑

h∈G
χ̄W

(
h91 · g · h

)
· χV (g)

=
1

|G|
1

|H|
∑

g∈G

∑

h∈G
χW

((
h91 · g · h

)91) · χV (g)

=
1

|G|
1

|H|
∑

g∈G

∑

h∈G
χW

(
h91 · g91 · h

)
· χV (g).

Through a variable substitution, and the explicit definition χW as the zero class
function on G \H,

1

|G|
1

|H|
∑

g∈G

∑

h∈G
χW

(
g91
)
· χV

(
h · g · h91

)
=

1

|G|
1

|H|
∑

g∈G

∑

h∈G
χW

(
g91
)
· χV (g)

=
1

|H|
∑

g∈G
χW

(
g91
)
· χV (g)

=
1

|H|
∑

g∈H
χW

(
g91
)
· χV (g)
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=
1

|H|
∑

g∈H
χ̄W (g) · ResGH

(
χV

)
(g)

=
〈
χW ,Res

G
H

(
χV

)〉
H
.

■

It is worth noting that the induced representation is not the inverse operation
of the restricted representation. However, they are regarded as adjoint in the sens
made precise by the Frobenius reciprocity Theorem A.16.

In the general case, the relationship between the irreducible representations of
a finite group G and those of its subgroups H is not established. Nevertheless, a
distinct circumstance emerges when H is a normal subgroup of G.

Proposition. Consider a finite group G and a normal subgroup H of G Let
(ρ, V ) be a representation of the quotient group G/N . Define a representation
(σ, V ) of G as follows: for all g ∈ G, let ḡ denote the representative of g in G/N ,
and define σ(g) := ρ(ḡ). Then σ is irreducible if and only if ρ is irreducible.

Proof. Let χ be the character of σ, then by definition of σ,

〈
χ, χ

〉
G
=

1

|G|
∑

g∈G
χ̄(g) · χ(g)

=
1

|G|
∑

ḡ∈G/N

∑

h∈H
χ̄
(
ḡ · h

)
· χ
(
ḡ · h

)

=
|H|
|G|

∑

ḡ∈G/N

χ̄
(
ḡ
)
· χ
(
ḡ
)

=
1

|G/N |
∑

ḡ∈G/N

χ̄
(
ḡ
)
· χ
(
ḡ
)
,

where the last equality is the Hermitian inner product of the character of ρ. ■
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A.2 Matrix groups

A.2.1 Representations of connected compact matrix groups

The preceding Sections were specifically devoted to the study of the represen-
tation theory of finite groups. Specifically, the concepts of complete reducibility
of group representations and the interplay between irreducible representations and
characters were thoroughly examined. Moving forward, this section aims to extend
the understanding of representation theory by examining the representations of infi-
nite matrix groups, which are closed subgroups of the group consisting of invertible
matrices.

A representation of a matrix group G is a pair (ρ, V ), where V is a complex vector
space with dimension d, and ρ : G → GL(V ) is a group continuous homomorphism.
The continuity of ρ is equivalent to each of the component maps g 7→

(
ρ(g)

)
i,j

being
continuous, with i, j ∈ {1, . . . , d}. If the component maps are rational functions of
the matrix components, then the representation (ρ, V ) is referred to as being ratio-
nal, while if the component maps are polynomial functions of the matrix components,
then the representation (ρ, V ) is referred to as being polynomial.

Theorem. The rational representations of a matrix group have component maps
polynomial in the matrix components and the inverse of the determinant.

When considering finite groups, the normalized summation 1
|G|
∑

g∈G is frequently
used as a means of averaging over the group. This technique is especially pertinent
in the context of reducibility, in Section A.1.2 and character theory, in Section A.1.3.

Generalising this practice to infinite matrix groups is not possible. However, for
certain matrix groups, namely the compact matrix group, it is possible to perform
an integration over a normalized Haar measure as

∫
G

dg.
Consider a compact matrix group G, and let L2(G) denote the Hilbert space of all

complex function on G, with finite 2-norm, for the Hermitian inner product defined
on any ϕ, ψ ∈ L2(G) by

〈
ϕ, ψ

〉
:=

∫

G

ϕ(g)ψ̄(g) dg.

In the case where G is a finite group equipped with the counting measure as
its Haar measure, an isomorphism between the Hilbert space L2(G) and the group
algebra C[G] is established via the map

f 7→
∑

g∈G
f(g) · g.
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The collection of results presented herein, alongside their corollaries, are com-
monly referred to as the Peter-Weyl Theorem.

Theorem A.17 (Peter-Weyl). Let G be a compact matrix group, then the fol-
lowing hold.

1. For any non-identity matrix g in G, there exists an irreducible represen-
tation of G which maps g to a non-identity matrix.

2. The matrix components of inequivalent irreducible representations of G,
scaled by a factor of the square root of the dimension of the corresponding
irreducible representation, constitute an orthonormal basis of the Hilbert
space L2(G).

3. The Hilbert space L2(G) is isomorphic to a Hilbert space direct sum of
irreducible representations of G, where the multiplicities correspond to the
dimensions of the corresponding irreducible representations.

Corollary. The compact matrix groups exhibit the properties of complete re-
ducibility and character orthogonality.
The third assertion of the Peter–Weyl’s Theorem A.17 constitutes the compact

matrix group analog of Proposition A.6.

Example. Let GL2 be the complex general linear group, consisting of in-
vertible matrices of degree 2, and which is locally compact but not compact,
resulting in a non-finite Haar measure. Let the representation

(
ρ,C2

)
of GL2

defined on g ∈ GL2 as follows:

ρ(g) :=

(
1 log | det g|
0 1

)
.

As this representation admits only one-dimensional invariant subspace, namely
SpanC(1, 0), the representation is not completely reducible. Indeed, if for all
g ∈ GL2, there exists λg ∈ C and (c1, c2) ∈ C2 such that g · (c1, c2) = λg · (c1, c2),
then it follows from

c1 + log
(
| det g|

)
· c2 = λg · c1
c2 = λg · c2,

that c2 = 0.

A torus T of a compact matrix group G is defined as a compact and connected
abelian subgroup of G. A torus of G is said to be maximal if there is no other torus
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of G that contains it as a proper subgroup.
Let S1 denotes the unit 1-sphere defined by S1 :=

{
eiθ
∣∣ θ ∈ [0, 2π)

}
on the

complex plane, and isomorphic to the unit circle on the real plane.

Theorem A.18. For all tori T , there exists some k ∈ N such that T is isomor-
phic to a direct product of k copies of the unit 1-sphere S1.

In what follows, a given element t in a torus T is implicitly expressed by means of
the isomorphism in Theorem A.18, whereby t is written as (z1, . . . , zk) with zi ∈ S1,
given k ∈ N, the number of direct products of copies of C∗ via the isomorphism.

Example. Let SO2n be the special orthogonal group, which consists of the
special orthogonal matrices of even degree 2n. An instance of SO2n’s maximal
tori is the subgroup T consisting of the matrices of the following structure




cos θ1 sin θ1 · · · 0 0
− sin θ1 cos θ1 · · · 0 0

...
... . . . ...

...
0 0 · · · cos θn sin θn
0 0 · · · − sin θn cos θn



,

where θi belongs to the interval [0, 2π). In other words, T is the set of all block-
diagonal matrices with 2 × 2 rotation matrix blocks. Each block is isomorphic
to an element of S1.

Let the automorphism of a compact matrix group G, given by the map h 7→
g91 · h · g for all h ∈ G. This automorphism induces a transformation on the set
of maximal tori of G through conjugation. More specifically, it maps a torus T to
g91 · T · g, which is itself a maximal torus of G.

Theorem A.19 (Eli Cartan). Let G be connected compact matrix group, then
the following hold.

1. Each element of G is an element of some maximal torus of G.
2. All maximal tori of G are conjugate to each other in G.

Corollary. Let T be a maximal torus of a connected compact matrix group G,
then

G =
⋃

g∈G
g91 · T · g.

Consider a connected compact matrix group G and let T be a maximal torus of
G. According to Eli Cartan’s Theorem A.19, for all g ∈ G and t ∈ T there exists
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h ∈ G such that g = u91 · t · u. Let (ρ, V ) be a representation of G, then

ρ(g) = ρ
(
u91
)
· ρ(t) · ρ(u),

which implies that ρ(g) and ρ(t) have the same spectrum.
Let NG(T ) denote the normalizer of T . The Weyl group of G with respect to

T is defined as the quotient of NG(T ) by T , denoted by W (T ) := NG(T )/T . The
Weyl group acts on T through conjugation, where for any w ∈ W (T ) and t ∈ T , the
action is given by w · t := w91 · t · w.

Proposition. Consider a connected and compact matrix group G and let T be
a maximal torus of G. The Weyl group W (T ) is a finite group. Furthermore,
two elements g, h ∈ T are conjugate in G if and only if there exists an element
w ∈ W (T ) satisfying w · g = h.

Corollary. Let G be a connected compact matrix group and let T be a maximal
torus of G. The space of continuous class functions on G is isomorphic to the
space of continuous complex functions on T which are invariant under the action
W (T ). Specifically every continuous complex functions on T which are invariant
under the action W (T ), extends uniquely to a continuous class functions on G.

Corollary (Weyl integration formula). Let T be a maximal torus of a connected
compact matrix group G, and let f be a continuous class function on G. Then
there exists a continuous real function h on T such that

∫

G

f(g) dg =

∫

T

f(t)h(t) dt.

Let G be a connected compact matrix group, with a maximal torus T . The
Weyl group W (T ) can be identified to the group of automorphisms of T that are
induced by inner automorphisms of G. Given any element g ∈ G, it holds that
NG

(
g91 ·T · g

)
= g91 ·NG(T ) · g. Consequently, the Weyl groups of G with respect to

distinct maximal tori of G are all isomorphic.

Example. Let Un be the unitary group of degree n. The group of diagonal
unitary matrices forms a maximal torus of Un, denoted by T . Any unitary matrix
can be decomposed into a diagonal form via conjugation by another unitary
matrix, so Un consists of diagonalizable matrices. The quotient of Un by the
conjugacy relation yields the conjugacy classes of diagonal matrices with diagonal
entries being roots of unity, which are the eigenvalues of the matrices. In other
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words, each conjugacy class is represented by a diagonal matrix of the form

diag
(
eiθ1 , . . . , eiθn

)
,

where θi is a real number in the interval [0, 2π). The spectrum of a matrix is
preserved under conjugation, but representatives of these conjugacy classes are
unique only up to a permutation of the diagonal components. The permutation
group acting here is precisely the Weyl group W (T ). In the case of Un, this is
the entire symmetric group Sn. Hence, then quotient of the unitary group Un

by the conjugacy relation is equal to the quotient of the maximal torus T by the
Weyl group W (T ).

Let G denote a compact and connected matrix group, and let T be a maximal
torus of G. Then, T is an abelian group. The irreducible representations of T are
one-dimensional. More specifically, they are continuous homomorphisms ρ : T → C∗,
that map each element z ∈

(
S1
)k of T , to a product of the form

ρ(z1, . . . , zk) =
k∏

i=1

zλi
i ,

for some λ in Zk, referred to as a weight. It follows that for each weight λ in Zk,
there exists an irreducible representation of T of this form.

Consider a representation (ρ, V ) of a group G, and let
(
ResGT (ρ), V

)
denote the

restricted representation of G on V with respect to the subgroup T . By the Pe-
ter–Weyl’s Theorem A.17, the restricted representation

(
ResGT (ρ), V

)
can be decom-

posed into a direct sum of one-dimensional irreducible representations of T . This
decomposition takes the form of

V ≃
⊕

λ∈Zk

V ⊕nλ
λ ,

where each Vλ is referred to as the weight space corresponding to the weight λ.

Example. Let SU2 be the special unitary group, which consists of the special
unitary matrices of degree 2. Consider a maximal torus of SU2, denoted by T ,
which is a subgroup of SU2 consisting of diagonal matrices of the form:

(
eiθ 0
0 e−iθ

)
,

where θ ∈ [0, 2π). Thus, T is isomorphic to S1. Let (ρ, V ) be a representation
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of SU2 of dimension d, and consider the restricted representation
(
ResSU2

T (ρ), V
)

and its decomposition into a direct sum of weight spaces:

V ≃
d⊕

i=1

Vi.

In this basis, the action of the restricted representation ResSU2
T (ρ) to an element

of the torus T is given by

ρ

(
eiθ 0
0 e−iθ

)
= diag

(
eiλ1θ, . . . , eiλdθ

)
,

for some weights λi ∈ Z.

Suppose G is a connected compact group of n × n matrices having a maximal
torus T , and consider the decomposition of Cn into a direct sum of weight spaces,
for the representation of T that maps each element t ∈ T to itself:

Cn ≃
⊕

λ∈Zk

V ⊕nλ
λ .

The Weyl group W (T ) acts on this decomposition by permuting the weights λ.

Example. Let SU3 be the special unitary group of degree 3. An instance of
SU3’s maximal tori is the subgroup T consisting of the diagonal matrices,



eiθ1 0 0
0 eiθ2 0
0 0 e−i(θ1+θ2)


 ,

where θ1 and θ2 belong to the interval [0, 2π). Therefore, T is isomorphic to S2,
via the map 


eiθ1 0 0
0 eiθ2 0
0 0 e−i(θ1+θ2)


 7−→

(
eiθ1 , eiθ2

)
.

Using this isomorphism, the action of each (z1, z2) ∈ S2, to the elements e1, e2
and e3 forming the standard basis of C3, is given by

(z1, z2) · e1 = z11 · z02
(z1, z2) · e2 = z01 · z12
(z1, z2) · e3 = z911 · z912 ,
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This action yields the 3 weights (1, 0), (0, 1) and (−1,−1), and their correspond-
ing weight spaces. The Weyl group W (T ), being isomorphic to the symmetric
group S3, acts on these weight spaces by permuting the weights via the above
action.

Concluding the section, a summary of the various matrix groups of degree n that
have been used, and their properties is presented, assuming that the degree n is
larger than 1:

Matrix group Topology

Complex general linear group not compact
GLn :=

{
g ∈Mn(C)

∣∣ det g ̸= 0
}

connected / not simply connected

Complex special linear group not compact
SLn :=

{
g ∈Mn(C)

∣∣ det g = 1
}

simply connected

Unitary group compact
Un :=

{
g ∈Mn(C)

∣∣ gg∗ = I
}

connected / not simply connected

Special unitary group compact
SUn :=

{
g ∈Mn(C)

∣∣ gg∗ = I and det g = 1
}

simply connected

Orthogonal group compact
On :=

{
g ∈Mn(R)

∣∣ ggT = I
}

not connected

Special orthogonal group compact
SOn :=

{
g ∈Mn(R)

∣∣ ggT = I and det g = 1
}

connected / not simply connected

With the inclusions On ⊆ Un ⊆ GLn and SOn ⊆ SUn ⊆ SLn.

A.2.2 Representations of Ud

The unitary group of degree d, denoted Ud, is the group of d × d unitary
matrices, i.e., matrices U with complex entries such that UU∗ = U∗U = I, where U∗

denotes the conjugate transpose of U .
An equivalent definition of the unitary group is as the matrix group that preserves

the standard Hermitian inner product
〈
·, ·
〉

defined on the complex vector space Cd.
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That is, for all vectors x, y ∈ Cd and for all U ∈ Ud, it holds that
〈
Ux, Uy

〉
=
〈
x, y
〉
.

Let T be the group of diagonal unitary matrices, a maximal torus of the unitary
group Ud. Let (ρ, V ) be a representation of Ud, and

(
ResUd

T (ρ), V
)

the restricted
representation of Ud on V with respect to the subgroup T , such that

V ≃
⊕

λ∈Zd

V ⊕nλ
λ ,

is the decomposition of V into a direct sum of one-dimensional irreducible represen-
tations of T , with some weights λ ∈ Zd. The maximal element in the set of these
weights, with respect to the lexicographic order, is denoted the highest weight.

Example. Let Ud be the unitary group of degree d, and let T be the group of
diagonal unitary matrices, an instance of Ud’s maximal tori. Let

(
ρ,Cd

)
be the

representation of Ud that maps each element U ∈ Ud to itself, i.e. ρ(U) = U
for all U ∈ Ud. Introduce the element diag

(
eiθ1 , . . . , eiθd

)
of T , and let e1, . . . , ed

constitute the standard basis of the vector space Cd. The relationship between
these elements is given by the equation:

diag
(
eiθ1 , . . . , eiθd

)
· ei = eiθi · ei.

The decomposition of Cd into a direct sum of one-dimensional irreducible repre-
sentations of T can be expressed as

V ≃
d⊕

i=1

Vi,

where the index i denotes the weight λ ∈ Zd, such that λi = 1 and λj = 0 for
every j ̸= i. Consequently, the highest weight is (1, 0, . . . , 0).

The unitary group Ud has a trivial irreducible representation of dimension 1,
which assigns the scalar value 1 to every unitary matrix U ∈ Ud. Additionally, there
exists a d-dimensional irreducible representation of Ud, wherein each unitary matrix
U ∈ Ud is mapped to itself. However, no irreducible representation of intermediate
dimension, i.e., between 1 and n, can be found. In order to discover new irreducible
representations, it is necessary to increase the dimension. One possible approach to
achieving this is to consider a complex tensor product space.
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Theorem A.20. For each weight λ ∈ Zd such that λ1 ≥ · · · ≥ λd, there exists a
unique irreducible representation Vλ of the unitary group Ud, with highest weight
λ. These are all inequivalent and they are all the irreducible representations of
Ud.

Consider the complex tensor product space
(
Cd
)⊗n. Define a representation of

the unitary group Ud on this space by

U 7→ U⊗n.

Additionally, define a representation of the symmetric group Sn on the this space by
permuting the tensor positions, and extend this action linearly to the group algebra
C
[
Sn

]
.

Example. Consider the complex tensor product space
(
Cd
)⊗3 Let v1, v2, v3 ∈ Cd

be arbitrary vectors, and σ ∈ Sn be arbitrary permutation, then

σ · (v1 ⊗ v2 ⊗ v3) = vσ91(1) ⊗ vσ91(2) ⊗ vσ91(3).

Define T as the canonical Young tableau corresponding to the partition (3) of 3.
The action of the Young symmetrizer sT on the complex tensor product space(
Cd
)⊗3 gives rise to a new complex tensor product space, sT ·

(
Cd
)⊗3, which is

referred to as the symmetric subspace of
(
Cd
)⊗3, and denoted by ∨3Cd. For

instance,

sT · (v1 ⊗ v2 ⊗ v3) =
∑

σ∈S3

σ · (v1 ⊗ v2 ⊗ v3)

= (v1 ⊗ v2 ⊗ v3) + (v2 ⊗ v1 ⊗ v3) + (v3 ⊗ v2 ⊗ v1)+

(v1 ⊗ v3 ⊗ v2) + (v3 ⊗ v1 ⊗ v2) + (v2 ⊗ v3 ⊗ v1).

The symmetric group S3 acts trivially on ∨3Cd, i.e. for all σ ∈ S3 and x ∈ ∨3Cd,
then σ·x = x. Let T be the canonical Young tableau associated with the partition
(1, 1, 1) of 3. The complex tensor product space sT ·

(
Cd
)⊗3, is referred to as the

antisymmetric subspace of
(
Cd
)⊗3, and denoted by ∧3Cd. For instance,

sT · (v1 ⊗ v2 ⊗ v3) =
∑

σ∈S3

σ · (v1 ⊗ v2 ⊗ v3)

= (v1 ⊗ v2 ⊗ v3)− (v2 ⊗ v1 ⊗ v3)− (v3 ⊗ v2 ⊗ v1)−
(v1 ⊗ v3 ⊗ v2) + (v3 ⊗ v1 ⊗ v2) + (v2 ⊗ v3 ⊗ v1).

The symmetric group S3 acts on ∧3Cd through multiplication by the signature,
i.e. for all σ ∈ S3 and x ∈ ∧3Cd, then σ · x = sign(σ) · x.
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Let Ud be the unitary group of degree d. Given a partition λ ⊢ n consisting of
l parts, it is possible to associate λ with a weight in Zd, provided that l ≤ d, by
appending d− l zeros to the right of the partition.

Theorem. Consider λ ⊢ n a partition of n with l parts. Let T a Young tableau
without repetitions on λ. Then, the complex tensor product space sT ·

(
Cd
)⊗n is the

zero space, if l > d, and an irreducible representation of Ud, for the representation
U 7→ U⊗n, with highest weight λ, if l ≤ d.

Corollary. All irreducible representations of the unitary group Un, highest
weights λ ∈ Nd, is equivalent to sT ·

(
Cd
)⊗n, with T a Young tableau without

repetitions on λ.

From Theorem A.20, for a given partition λ ⊢ n with at most d part, the ir-
reducible representations sT ·

(
Cd
)⊗n of the of the unitary group Ud, are mutually

equivalent across all Young tableaux without repetition T on λ, thereby solely de-
pendent on λ, and consequently, it is possible to designate any representation of this
type as V d

λ .

Theorem. Consider a partition λ ⊢ n with at most d parts. Let V d
λ be the

corresponding irreducible representation of the unitary group Ud. The dimension
of V d

λ is equivalent to the cardinality of the set of semistandard Young tableaux
associated with λ, with entries in {1, . . . , d}
Since the entries in each columns of a semistandard Young tableau are strictly

increasing, there is no semistandard Young tableau with entries in {1, . . . , d}, and
with more than d rows.

Example. Let U2 be the unitary group of degree 2. Consider λ the partition
(1, 1, 1) of 3, then the antisymmetric subspace V 3

λ ≃ ∧3C2 is the zero space.
Let λ be the partition (2, 1) of 3, then the irreducible representation V 2

λ of U2

has dimension 2, since the semistandard Young tableaux associated with λ, with
entries in {1, 2} are

1 1

2
and

1 2

2

For all k ∈ Z there is a 1-dimensional irreducible representation of Ud defined by
U 7→ (detU)k, and denoted detk This irreducible representation is rational for all
k ∈ Z and polynomial for k ∈ N.

Theorem. All irreducible representations of Ud with highest weight λ ∈ Zd are



APPENDIX A. ELEMENTS OF REPRESENTATION THEORY 152

equivalent to the representation

det9k · V d
µ ,

where µ ⊢ n is a partition of n with at most d parts, and k ∈ N is an integer
such that λi = µi − k.

The set of unitary matrices Ud is dense, with respect to the Zariski topology,
within the set of complex invertible matrices GLd.

Theorem. The irreducible rational representations of GLd are the same as the
irreducible representations of Ud.
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Cette annexe est dédiée à un résumé détaillé de la thèse, en français, conformé-
ment au code français de l’éducation article L121-3.

B.1 Introduction

La théorie de l’information quantique est un domaine interdisciplinaire qui com-
bine les principes de la mécanique quantique et de la théorie de l’information, reliant
ainsi la physique théorique, l’informatique et les mathématiques. L’objectif princi-
pal de ce domaine de recherche est de comprendre les propriétés quantiques des
systèmes physiques, afin de pouvoir les manipuler et les transmettre de manière
efficace. En tant que domaine de recherche en évolution rapide, la théorie de l’infor-
mation quantique a le potentiel de catalyser des avancées significatives en matière
de cryptographie, de calcul et de communication.

Un concept fondamental de la théorie de l’information quantique est l’intrication
quantique, qui fait référence aux corrélations qui existent entre deux ou plusieurs sys-
tèmes quantiques. Ces corrélations non-classiques permettent de réaliser des tâches
qui sont impossibles dans les systèmes classiques. L’intrication quantique est deve-
nue une ressource clé pour le traitement de l’information quantique, permettant des
opérations telles que la téléportation quantique, le codage superdense et la correction
d’erreurs quantiques.

Les canaux quantiques, un autre concept clé de la théorie de l’information quan-
tique, décrivent la transmission d’informations quantiques. Le développement de
techniques efficaces et fiables pour la transmission d’informations quantiques est
essentiel pour la réalisation de la communication quantique et de l’informatique
quantique. Les canaux de clonage quantiques, une catégorie spécifique de canaux
quantiques, font référence à la notion de clonage quantique, qui implique la création
de plusieurs copies identiques d’un état quantique inconnu. Bien que le clonage quan-
tique parfait soit impossible, pour un état quantique inconnu, en raison du théorème
de non-clonage, résultant de la linéarité de la mécanique quantique, la création de
copies approximatives reste réalisable.

En outre, il est important de souligner que la théorie de l’information quantique
étend la théorie de l’information classique en incluant les propriétés uniques de méca-
nique quantique. En effet, les systèmes quantiques peuvent être utilisés pour stocker
et manipuler de l’information classique.

Cette thèse vise à fournir une investigation exhaustive des problèmes de clonage
quantique, ainsi que des problèmes d’intrication quantique associés. L’analyse de
ces sujets est basée sur l’application des concepts de base de la théorie de la re-
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présentation, en particulier ceux associés au groupe symétrique. L’utilisation de ces
concepts permet l’unification de différents sujets et une compréhension plus étendue
des questions traitées.

Pour atteindre cet objectif, l’exploration initiale de cette thèse implique la notion
fondamentale de dualité Schur-Weyl, qui fournit un lien critique entre le groupe
symétrique et le groupe unitaire. Cette dualité permet une représentation et une
manipulation efficaces des systèmes quantiques, en faisant ainsi un outil précieux pour
la recherche en théorie de l’information quantique. De plus, différentes extensions de
la dualité Schur-Weyl, impliquant d’autres groupes et algèbres, sont étudiées dans
cette thèse.

Une application principale de la dualité Schur-Weyl qui reçoit une attention par-
ticulière est le clonage quantique, qui implique la création de plusieurs copies d’un
état quantique inconnu. Le cas 1 → 2 et le cas plus général 1 → N , où N copies
d’un état inconnu sont créées, sont étudiés dans cette thèse, fournissant de nouvelles
perspectives sur les contraintes imposées par le théorème de non-clonage.

L’investigation de cette thèse se poursuit ensuite avec un problème d’intrication
quantique plus général, en explorant sa relation avec la dualité Schur-Weyl et en
développant de nouvelles techniques pour analyser et résoudre le problème.

La contribution principale de cette thèse est l’application de la théorie de la repré-
sentation à des problèmes clés de la théorie de l’information quantique, en particulier
ceux liés aux limites du clonage quantique et à l’intrication quantique.

B.2 Théorie de l’information quantique

Soit H := Cd un espace de Hilbert complexe fini de dimension d, et Md l’espace
des matrices complexes d× d agissant sur H. Étant donné une matrice M ∈ Md, sa
transposée conjuguée M̄T est notée M∗. Le produit intérieur de Frobenius

〈
·, ·
〉

sur
Md est défini par, 〈

A,B
〉
:= Tr

[
A∗B

]
.

En utilisant la notation de Dirac, les vecteurs sont représentés par des kets, notés∣∣ψ
〉
, tandis que leurs duaux sont appelés bras, notés

〈
ψ
∣∣. Le produit intérieur sur H

devient simplement, 〈
ψ
∣∣ϕ
〉
∈ C,

et le produit extérieur, ∣∣ψ
〉〈
ϕ
∣∣ ∈ Md.

La base de calcul de H est définie par :
∣∣0
〉
, . . . ,

∣∣d− 1
〉
.
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Sur un produit tensoriel H1⊗· · ·⊗Hn, les notations M(i) et v(i) pour une matrice
M ∈ Mdi et un vecteur v ∈ Hi sont utilisées pour désigner la position de la matrice et
du vecteur sur l’espace tensoriel Hi. Étant donné une matrice M ∈ Md1⊗· · ·⊗Mdn ,
la transposée partielle MΓ désigne l’opération de transposition sur premier tenseur
H1, et la trace partielle Tri[M ] désigne l’opération de trace sur le tenseur Hi.

De plus, la notation [n] est utilisée pour désigner alternativement l’ensemble
{1, . . . , n} ou l’ensemble {0, 1, . . . , n}. Les deux utilisations sont non ambiguës dans
leur contexte.

L’ensemble des états quantiques sur le système quantique H est défini par
l’ensemble convexe :

Dd :=
{
ρ ∈ Md

∣∣ Tr ρ = 1 and ρ ≥ 0
}
.

Un point extrémal de Dd est appelé un état quantique pur, et est un projecteur de
rang 1 sur un vecteur

∣∣ψ
〉
∈ H. Un état quantique mixte est donc une combinaison

convexe d’états quantiques purs. L’état quantique le plus central de Dd est appelé
l’état maximalement mixte, et est I := Id

d
.

Un système quantique composé est un produit tensoriel de systèmes quan-
tiques H1⊗· · ·⊗Hn. Dans un système quantique composé biparti HA⊗HB, un état
quantique pur est un projecteur de rang 1 vers un vecteur

∣∣ψ
〉
(AB)

∈ HA ⊗HB. Si ce
vecteur

∣∣ψ
〉
(AB)

se décompose en

∣∣ψ
〉
(AB)

=
∣∣ψ
〉
A
⊗
∣∣ψ
〉
B
,

avec
∣∣ψ
〉
A

et
∣∣ψ
〉
B
, les états quantiques réduits sur HA et HB respectivement, alors

l’état quantique pur est dit séparable. Sinon l’état quantique pur est dit intriqué.
Un état quantique pur le plus intriqué sur H ⊗H est appelé état maximalement
intriqué, et est le projecteur de rang 1 ω :=

∣∣Ω
〉〈
Ω
∣∣. Sur la base de calcul de H, le

vecteur
∣∣Ω
〉

s’écrit
∣∣Ω
〉
:=

1√
d

d−1∑

i=0

∣∣ii
〉
.

Un état quantique ρ, combinaision convexe de l’état maximalement intriqué et
de l’état maximalement mixte, est appelé état isotropique :

ρ = λ · ω + (1− λ)I, λ ∈ [0, 1].

La transformation la plus générale d’un état quantique, pur ou mixte, est appelée
un canal quantique, et est définie comme une application linéaire complètement
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positive et préservant la trace, i.e. un canal quantique est une application linéaire
Φ : Md → Md′ telle que Tr

[
Φ(X)

]
= Tr

[
X
]

pour tous X ∈ Md, et si X ≥ 0 alors(
Φ⊗ idD

)
(X) ≥ 0 pour tous D ∈ N.

À toute application linéaire Φ : Md → Md′ est associé une matrice CΦ ∈ Md×d′

appelée matrice de Choi, et définie par

CΦ := (idd ⊗Φ)

( d∑

i,j=1

∣∣ii
〉〈
jj
∣∣
)

= (idd ⊗Φ)(d · ω).

Depuis la matrice de Choi CΦ, il est possible de retrouver l’application linéaire Φ
grâce à la formule :

Φ(X) = Trd
[
CΦ(X

T ⊗ Id′)
]
.

En particulier, l’application linéaire Φ est complètement positive si et seulement si
CΦ ≥ 0, et préserve la trace si et seulement si Trd′

[
CΦ

]
= Id.

La fidélité quantique est une mesure de proximité entre deux états quantiques
ρ pur, et σ quelconque. Elle est définie comme la fonction symétrique F de Dd ×Dd

vers [0, 1] par,
F (ρ, σ) := Tr

[
ρσ
]
,

avec la propriété : F (ρ, σ) = 1 ⇔ ρ = σ.

B.3 Problème de clonage quantique

Le problème connu sous le nom de problème de clonage quantique vise à
identifier un canal quantique Φ spécifique, appelé canal de clonage quantique,
qui transforme un état quantique pur d’entrée sur un système quantique H, vers un
état quantique mixte de sortie sur un système quantique composé H⊗N ; de sorte
que les marginales de sortie de Φ soient aussi proches que possible de l’état d’entrée.
Pour cela, un vecteur de direction noté a satisfaisant a ∈ [0, 1]N et

∑N i = 1ai =
1 est introduit. Le problème de clonage quantique est défini comme le problème
d’optimisation donné par,

sup
Φ canal

quantique

N∑

i=1

ai · E
ρ pur

[
F
(
Φi(ρ), ρ

)]
,

où la moyenne est prise par rapport à la mesure uniforme sur les états quantiques
purs.
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Il n’existe pas de canal quantique Φ : Md →
(
Md

)⊗N tel que pour toutes mar-
ginales Φi et pour tous états purs ρ

F
(
Φi(ρ), ρ

)
= 1,

i.e. Φi(ρ) = ρ. Cette impossibilité découle du caractère linéaire des canaux quan-
tiques, en effet en fixant une base

∣∣i
〉〈
j
∣∣ de Md, il est possible de définir le canal

quantique Φ par :
Φ
( ∣∣i
〉〈
j
∣∣ ) :=

∣∣i
〉〈
j
∣∣⊗2

.

Le canal quantique Φ copie parfaitement les états quantiques purs, projecteurs de
rang 1 sur les élements de la base

∣∣i
〉〈
j
∣∣, en deux copies. Mais tous les autres états

quantiques purs ne seront pas correctement copiés, e.g. soit l’état quantique pur
ρ :=

∣∣ψ
〉〈
ψ
∣∣ avec

∣∣ψ
〉
:= 1√

2

( ∣∣i
〉
+
∣∣j
〉 )

où i, j ∈ {0, . . . , d− 1}, alors

Φ(ρ) =
1

2

(
Φ
( ∣∣i
〉〈
i
∣∣ )+ Φ

( ∣∣i
〉〈
j
∣∣ )+ Φ

( ∣∣j
〉〈
i
∣∣ )+ Φ

( ∣∣j
〉〈
j
∣∣ )
)

̸=
∣∣ψ
〉〈
ψ
∣∣⊗2

.

Ce résultat est connu sous le nom du théorème de non clonage. Le problème de
clonage quantique consiste alors à trouver un canal quantique qui soit le meilleur
pour copier les états quantique pur selon une certaine direction.

Pour tous canaux de clonage quantiques Φ, en posant pour chaque marginal Φi,

fi := E
ρ pur

F
(
Φi(ρ), ρ

)
,

il est possible de trouver un canal quantique Ψ tel que pour tous états quantiques
purs ρ, et toutes marginales Ψi,

Ψi(ρ) = pi · ρ+ (1− pi)
Id
d
,

où pi ∈ [0, 1], et tel que pi et fi soient reliés par :

fi = pi +
(1− pi)

d
pi =

dfi − 1

d− 1
.

Ainsi le problème de clonage quantique peut être caractérisé par l’ensemble :

RN,d :=

{
p ∈ [0, 1]N

∣∣∣∣ ∃Φ : Md
canal−−−−−→

quantique

(
Md

)⊗N t.q. Φi(ρ) = pi · ρ+ (1− pi)
Id
d

}
.
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La première partie de cette thèse concerne l’article [NPR21] sur le problème
de clonage quantique 1 → 2. L’ensemble R2,d est l’union d’ellipses indexée par
λ ∈ [0, d] :

x2

a2λ
+

(y − cλ)
2

b2λ
≤ 1,

où aλ := λ√
d2−1

, bλ := λ
d2−1

et cλ := λd−2
d2−1

. Les paramètres x et y peuvent être exprimés
comme,

x = p1 − p2 y = p1 + p2.

Les canaux de clonage quantique optimaux Φ pour le problème de clonage quan-
tique correspondent à λ = d, et leurs matrices de Choi s’écrivent comme une combi-
naison linéaire complexe de 4 matrices A,B,C et D :

CΦ = a · A+ b ·B + c · C + d ·D,

tel que a, b ∈ R et,

c = d̄ d(a+ b) + 2ℜ(c) = 1 ab ≥ |c|2.

En général, un canal de clonage quantique Φ, pas nécessairement optimale, a une
matrice de Choi qui s’écrit comme une combinaison linéaire complexe de 6 matrices
A,B,C,D,E et F :

CΦ = a · A+ b ·B + c · C + d ·D + e · E + f · F.

Ces 6 matrices correspondent à des opérateurs de permutation des tenseurs de H⊗3,
transposée partiellement sur le premier tenseur. Ainsi,

• AΓ est la transposition du premier et deuxième tenseur,
• BΓ est la transposition du premier et troisième tenseur,
• CΓ est le cycle décroissant des trois tenseurs,
• DΓ est le cycle croissant des trois tenseurs,
• EΓ est l’identité,
• F Γ est la transposition du deuxième et troisième tenseur.

La deuxième partie de cette thèse concerne l’article [NPR22] sur le problème de
clonage quantique 1 → N . Le problème de clonage quantique peut être simplifié en
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utilisant,
N∑

i=1

ai · E
ρ pur

[
F
(
Φi(ρ), ρ

)]

=
N∑

i=1

ai · E
ρ pur

[
Tr
[(
Φi(ρ)

)
ρ
]]

=
N∑

i=1

ai · E
ρ pur

[
Tr
[(
Φ(ρ)

)(
ρ(i) ⊗ I

⊗(N−1)
d

)]]

=
N∑

i=1

ai · E
ρ pur

[
Tr
[
CΦ

(
ρT(0) ⊗ ρ(i) ⊗ I

⊗(N−1)
d

)]]

=
N∑

i=1

ai · Tr
[
CΦ

(
E

ρ pur

[
ρT(0) ⊗ ρ(i)

]
⊗ I

⊗(N−1)
d

)]

=
1

d(d+ 1)

N∑

i=1

ai · Tr
[
CΦ

((
d2 · I(0,i) + d · ω(0,i)

)
⊗ I

⊗(N−1)
d

)]

=
1

d(d+ 1)
Tr

[
CΦ

( N∑

i=1

ai ·
(
d2 · I(0,i) + d · ω(0,i)

)
⊗ I

⊗(N−1)
d

︸ ︷︷ ︸
Ra

)]
.

Ce qui donne la borne supérieur sur le problème de clonage quantique dans la direc-
tion a :

sup
Φ canal

quantique

N∑

i=1

ai · E
ρ pur

[
F
(
Φi(ρ), ρ

)]
≤ λmax(Ra)

d+ 1
,

où λmax(Ra) est la plus grande valeur propre de Ra.
Cette borne est atteinte pour toutes direction a par le canal de clonage quantique

Φa
opt défini par,

Φa
opt(ρ) := Pa

(
ρ⊗ I

⊗(N−1)
d

)
P ∗
a ∀ρ pur,

où Pa est donné comme une combinaison linéaire positive des opérateurs de permu-
tation des tenseurs de H⊗N .

L’ensemble RN,d est la partie positive de la boule unité dual d’une norme
définie sur x ∈ RN par,

∥x∥ :=
dλmax(Sx)− ∥x∥1

d2 − 1
,
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où Sx :=
∑N

i=1 |xi| ·
(
d · ω(0,i)

)
⊗ I

⊗(N−1)
d .

B.4 Problème d’intrication quantique multiparti

Le problème de clonage quantique consiste à trouver un canal quantique Φ tel
que pour tous états quantiques purs ρ, et toutes marginales Φi,

Ψi(ρ) = pi · ρ+ (1− pi)
Id
d
,

avec des pi aussi grand que possible. La matrice de Choi des marginales de Φ est
alors proportionnelle à un état isotropique, i.e.

CΨi
= d
(
pi · ω + (1− pi)I

)
.

Sous forme de matrice de Choi, le problème de clonage quantique consiste à trouver,
à normalisation près, un état quantique ρ ∈ H⊗(N+1) le plus maximalement intriqué,
entre un tenseur (l’entrée), et tous les autres (la sortie). Si tous les pi sont égaux, le
problème de clonage quantique 1 → N devient un problème d’optimisation semi-
définie positive :

max
ρ,p

p

s.t. ρ0,i = d
(
p · ω + (1− p)I

)
, ∀i ∈ {1, . . . , N}

CΦ ≥ 0,

où ρ0,i designe l’état quantique réduit Tr[N ]\{0,i}
[
ρ
]
.

La troisème partie de cette thèse concerne l’article [Chr+23] sur variante de ce
problème qui consiste consiste à trouver un état quantique ρ ∈ H⊗N le plus maximale-
ment intriqué entre chaque paire de tenseur. Ce problème d’optimisation semi-définie
positive s’écrit :

p(N, d) := max
ρ,p

p

s.t. ρi,j = d
(
p · ω + (1− p)I

)
, ∀i ̸= j ∈ {1, . . . , N}

CΦ ≥ 0,

La solution de ce problème dépend à la fois de N et de d, ainsi que de la parité de
N et de d, et s’éxprime par l’équation,

p(N, d) =

{
1

N+N mod 2−1
si d > N ou soit d soit N est pair

min
{

2d+1
2dN+1

, 1
N−1

}
si N ≥ d et à la fois d et N sont impair.
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Les premières valeurs de p(N, d) sont résumées dans le tableau suivant (en les
valeurs de p(N, d) pour lesquelles les états isotropiques ρi,j sont séparables) :

2 3 4 5 6 7 8 9
2 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

3 1 7/19 1/3 7/31 1/5 7/43 1/7 1/8

4 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

5 1 1/3 1/3 11/51 1/5 11/71 1/7 11/91

6 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

7 1 1/3 1/3 1/5 1/5 5/33 1/7 15/127

8 1 1/3 1/3 1/5 1/5 1/7 1/7 1/9

9 1 1/3 1/3 1/5 1/5 1/7 1/7 19/163

d N
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Résumé :

Cette thèse étudie le clonage quantique et des problèmes relatifs d’intrication
quantique en utilisant les concepts fondamentaux de la théorie des représentations,
en particulier ceux associés au groupe symétrique. La recherche explore la dualité de
Schur-Weyl et ses extensions, qui permettent une représentation et une manipulation
efficaces des systèmes quantiques, constituant un outil précieux pour la théorie de
l’information quantique.

Une application principale de la dualité de Schur-Weyl est le problème du clonage
quantique, qui est étudié à la fois pour les cas 1 → 2 et pour les cas plus généraux 1 →
N, apportant de nouvelles perspectives sur les contraintes imposées par le théorème
du non-clonage. L’étude s’étend ensuite à un problème d’intrication quantique plus
général sur un graphe complet.

La thèse est organisée en chapitres sur la dualité de Schur-Weyl, les fondations
mathématiques de la mécanique quantique, les problèmes de clonage quantique et
les problèmes d’intrication quantique, avec une annexe fournissant un aperçu de la
théorie des représentations.

Abstract:

This thesis investigates quantum cloning and related quantum entanglement
problems using core concepts of representation theory, in particular those associ-
ated with the symmetric group. The research explores Schur-Weyl duality and its
extensions, which allow efficient representation and manipulation of quantum sys-
tems, serving as a valuable tool for quantum information theory.

A primary application of Schur-Weyl duality is the quantum cloning problem,
which is studied for both the 1 → 2 and the more general 1 → N cases, providing new
insights into the constraints imposed by the no-cloning theorem. The investigation
extends to a more general quantum entanglement problem on a complete graph.

The thesis is organized into chapters on Schur-Weyl duality, mathematical foun-
dations of quantum mechanics, quantum cloning problems, and quantum entangle-
ment problems, with an appendix providing an overview of representation theory.


