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Abstract 
 

The advent of radiotracers binding to misfolded proteins, such as amyloid and neurofibrillary 

tangles (tau), has ushered in a new era of PET imaging for neurodegenerative diseases, bringing 

new requirements for image quantification and processing. In particular, imaging of tau 

pathology, especially in early disease stages, is fueling a need for improved PET quantification 

to allow for accurate imaging of more focal tracer uptake patterns and small brain structures, 

such as the entorhinal cortex. However, this task is usually affected by the poor spatial 

resolution inherent to PET imaging, noise, and the partial volume effect. To address these 

issues, this thesis explores different methods for improving quantification, such as super-

resolution (SR) and non-negative matrix factorization (NMF). 

Super-resolution (SR) is a methodology that seeks to improve image resolution by exploiting 

the increased spatial sampling information obtained from multiple acquisitions of the same 

target with accurately known sub-resolution shifts. The first contribution of this work aims to 

study, develop and evaluate an SR estimation framework for brain positron emission 

tomography (PET), taking advantage of a high-resolution infra-red tracking camera to measure 

shifts precisely and continuously. Moving phantoms and non-human primate (NHP) 

experiments were performed on a GE Discovery MI PET/CT scanner (GE Healthcare) using 

an NDI Polaris Vega (Northern Digital Inc), an external optical motion tracking device. To 

enable SR, a robust temporal and spatial calibration of the two devices was developed, as well 

as a list-mode Ordered Subset Expectation Maximization (OSEM) PET reconstruction 

algorithm, incorporating the high-resolution tracking data from the Polaris Vega to correct 

motion for a measured line of responses (LORs) on an event-by-event basis. For both phantoms 

and NHP studies, the SR reconstruction method yielded PET images with visibly increased 

spatial resolution compared to standard static acquisitions, allowing improved visualization of 

small structures.  Quantitative analysis in terms of SSIM, CNR, and line profiles was conducted 

and validated our observations. The results demonstrate that SR can be achieved in brain PET 

by measuring target motion in real-time using a high-resolution infrared tracking camera. 

The second objective of this thesis was to explore the use of non-negative matrix factorization 

(NMF) in dynamic PET imaging, specifically in relation to the [18F]MK6240 Tau PET tracer. 

This tracer has potential clinical limitations, such as off-target binding in dynamic imaging. 

NMF is a method that can overcome these limitations by accurately separating tau-specific, 
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non-specific, and off-target signals in the acquired data. In this thesis, the theoretical 

foundations of NMF are discussed, and its practical applications in dynamic PET imaging are 

examined. To demonstrate the effectiveness of NMF, simulations were applied to a numerical 

phantom and real dynamic PET images acquired from cognitively normal subjects. The results 

of the NMF analysis are presented and discussed, highlighting the potential of this method to 

improve the quantification and interpretation of dynamic PET imaging data in the context of 

tau pathology. 

This thesis also presents and evaluates other optimization techniques, namely, motion 

correction, point spread function modeling, anatomical prior regularization, and projectors 

implementations, for a better noise control and partial volume effect correction.  
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Introduction Générale en 

Français 
 

L'avènement des radiotraceurs se liant aux protéines mal repliées, comme l'amyloïde et les 

enchevêtrements neurofibrillaires de la protéine tau dans le cerveau, a instauré une 

nouvelle ère de l'imagerie par tomographie par émission de positons (TEP) pour les 

maladies neurodégénératives, apportant de nouvelles exigences pour la quantification et 

le traitement des images. L'imagerie de la pathologie liée à la protéine tau, surtout aux 

premiers stades de la maladie, alimente le besoin d'une amélioration de la quantification 

TEP pour permettre une imagerie précise de l'absorption de traceurs plus focalisés et de 

petites structures cérébrales, comme le cortex entorhinal.  

La TEP est une technique d'imagerie largement utilisée qui a transformé le domaine des 

maladies neurodégénératives. La TEP offre une sensibilité et une spécificité élevées dans 

la détection de l'activité métabolique ou moléculaire de cibles spécifiques, telles que les 

protéines, ce qui en fait un outil indispensable pour la recherche et le diagnostic clinique. 

Cependant, elle présente certaines limites en matière de résolution spatiale, de bruit et 

d'effet de volume partiel, qui peuvent compromettre sa précision et limiter son application 

dans certains cas. 

La résolution spatiale de la TEP est généralement de l'ordre de 3 à 5 mm, ce qui est 

relativement faible par rapport à d'autres techniques d'imagerie telles que l'imagerie par 

résonance magnétique (IRM) et la tomodensitométrie (TDM). Cette faible résolution peut 

entraîner un flou et une perte d'information, en particulier dans les petites structures 

cérébrales comme le cortex entorhinal, une zone cruciale dans la maladie d'Alzheimer. De 

plus, l'effet de volume partiel, qui se produit, entre autres, lorsqu'un voxel contient un 

mélange de différents types de tissus, peut conduire à une surestimation ou une sous-

estimation de l'absorption du traceur, en fonction de la nature du mélange.  

Pour pallier ces limites, cette thèse explore plusieurs méthodes pour améliorer la 

quantification TEP, à savoir la super-résolution (SR) et la factorisation de matrice non 

négative (NMF). La SR est une technique qui vise à augmenter la résolution spatiale des 

images TEP au-delà des limites physiques du scanner, en combinant plusieurs images de 
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basse résolution en une image à haute résolution. Cette approche a montré des résultats 

prometteurs pour améliorer la visualisation de petites structures et la précision de la 

quantification. NMF est une autre méthode qui décompose les images TEP en un ensemble 

de fonctions de base représentant différents modèles d'absorption de traceurs. Cette 

approche peut séparer diverses sources de bruit et d'effet de volume partiel dus à la liaison 

hors cible et améliorer la précision de la quantification. 

Avant de nous pencher sur les contributions spécifiques de cette thèse, il est essentiel de 

fournir un contexte de fond sur l'imagerie TEP, son application en ce qui concerne les 

enchevêtrements neurofibrillaires de protéines tau, et les défis auxquels fait face l'imagerie 

TEP dans le contexte des maladies neurodégénératives. Ainsi une introduction 

approfondie de l'imagerie TEP est donnée dans le Chapitre 1 et le Chapitre 2. 

Un résumé de l’histoire en imagerie TEP est donné, et les principes généraux de l'imagerie 

TEP sont discutés dans le Chapitre 1. Nous exposons des aspects sur la physique de 

l'imagerie TEP, l'acquisition des données, la reconstruction d'image, les corrections des 

données, et les différents types de scanners, tels que les scanners TEP-CT et TEP-IRM. 

De plus, le chapitre explore des applications cliniques de l'imagerie TEP, avec une 

attention particulière portée sur la protéine tau hyperphosphorylée, une caractéristique 

forte de la maladie d'Alzheimer, et le potentiel de l'imagerie TEP pour visualiser la 

pathologie liée à la protéine tau. La maladie d'Alzheimer est la maladie neurodégénérative 

la plus courante dans le monde, et l’accumulation de la protéine tau hyperphosphorylée 

dans le cerveau est un élément crucial du processus de la maladie.  Nous examinons les 

signes cliniques, le diagnostic, la pathologie, et l'importance de l'imagerie TEP tau en ce 

qui concerne la maladie d'Alzheimer. Le chapitre discute également des différents traceurs 

TEP de la protéine tau disponibles et des limites de ces traceurs dans le contexte de 

l'imagerie de la pathologie tau. 

Le Chapitre 2 de la thèse explore les défis de l'imagerie TEP, en particulier dans le contexte 

des maladies neurodégénératives. Ce chapitre discute de la définition, de la source et de 

l'impact de problèmes tels que l’intrinsèque médiocre résolution spatiale, l'effet de volume 

partiel, le bruit dans l'imagerie TEP, et les artefacts de mouvement et examine les 

méthodes actuelles pour relever ces défis, comme la modélisation de la résolution, la 

correction du volume partiel, et les méthodes de correction du mouvement.  
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En fournissant ce contexte de fond et en exposant les défis qui persistent en imagerie TEP, 

cette thèse prépare le terrain pour les contributions, qui visent à relever certains des défis 

auxquels fait face l'imagerie TEP et à explorer de nouvelles méthodes pour améliorer la 

précision et la résolution de l'imagerie TEP dans le contexte des maladies 

neurodégénératives. 

Ainsi, le Chapitre 3 se concentre sur l'intégration d'une caméra de suivi en temps réel pour 

la correction du mouvement dans l'imagerie TEP. Les artefacts de mouvement peuvent 

avoir un impact significatif sur la qualité et la précision des images TEP, en particulier 

dans le contexte des maladies neurodégénératives, où les patients peuvent avoir du mal à 

rester immobiles pendant le long processus d'imagerie. Ce chapitre présente une solution 

robuste à ce problème, avec le développement d'un système d'intégration de caméra de 

suivi en temps réel qui peut mesurer et corriger précisément le mouvement. Le système 

utilise une caméra haute résolution et une interface basée sur des horodatages pour 

synchroniser les données de suivi du mouvement avec les données TEP. Des acquisitions 

et des reconstructions de fantômes en mouvement ont été réalisées, démontrant l'efficacité 

de l'interface de communication entre la caméra de suivi et différents scanners. 

Le Chapitre 4 de la thèse présente un état de l’art sur les méthodes de super-résolution en 

traitement d'image, puis, plus particulièrement en imagerie TEP. Une preuve de concept 

de super-résolution en TEP/IRM est ensuite présentée, avec une application pour 

l'imagerie cérébrale. La méthode développé tire parti d'image IRM haute résolution pour 

mesurer précisément les décalages entre différentes acquisitions TEP de l’objet. Bien que 

cette preuve de concept démontre la faisabilité de la SR en TEP/IRM, il reste néanmoins 

encore de nombreux défis à surmonter afin qu'elle puisse être utilisée en pratique clinique. 

À cet égard, le Chapitre 5 de la thèse introduit la première contribution principale en 

approfondissant le concept de super-résolution dans un contexte, cette fois, cliniquement 

pertinent. Ce chapitre se concentre sur le développement d'une méthode pour la super -

résolution en imagerie cérébrale TEP, en tirant parti de la précision de suivi 

submillimétrique de la caméra de suivi infrarouge présentée dans le Chapitre 3. Il offre 

une description détaillée de l'architecture du système, y compris l'étalonnage spatial et 

l'intégration du suivi du mouvement avec la reconstruction TEP dans une configuration 

TEP/CT. Des expériences sur des fantômes en mouvement et sur des primates non humains 

qui ont été réalisées sont présentées. Les résultats montrent que la méthode de 
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reconstruction SR produit des images TEP avec une résolution spatiale visiblement 

améliorée par rapport aux acquisitions statiques standard, permettant une meilleure 

visualisation de petites structures. Ainsi, ce chapitre présente une nouvelle approche 

prometteuse de l'imagerie TEP qui pourrait aider à améliorer la précision et la résolution 

de l'imagerie TEP en pratique clinique. 

En plus de la SR, le Chapitre 6 de la thèse donne des détails supplémentaires et explore 

d'autres techniques d'optimisation pour la quantification TEP, la modélisation de la 

fonction d'étalement du point (PSF), les projecteurs, et la méthode par noyau (« kernel 

method »). La modélisation de la PSF est une approche puissante pour tenir compte de 

l'effet de flou inhérent aux images TEP en raison de la résolution spatiale limitée. Les 

projecteurs sont responsables de la mise en correspondance de l'espace objet vers l'espace 

de projection et sont essentiels pour une reconstruction précise de l'image TEP. Ce chapitre 

compare différents projecteurs, dont le projecteur Siddon à rayon unique, le Siddon à 

rayons multiples, et le projecteur dit « distance-driven », et évalue leur impact sur la 

reconstruction de l'image TEP. La méthode par noyau est également discutée. Cette 

méthode de reconstruction fournit un moyen efficace d'incorporer un apriori anatomique 

dans le processus de reconstruction. 

La deuxième contribution principale de ce travail est explorée dans le Chapitre 7, où est 

abordée la question de la liaison hors cible en imagerie TEP. La liaison hors cible des 

traceurs est un problème, même avec les traceurs tau les plus prometteurs et les plus 

récents, tels que le [18F]MK-6240. Cette liaison hors cible se produit dans les régions 

adjacentes, principalement extra-cérébrales, et peut entraver considérablement l'utilité 

clinique et de recherche du [18F]MK-6240. Pour résoudre ce problème, nous proposons 

d'utiliser la factorisation de matrice non négative pour désenchevêtrer la contribution de 

différents signaux, y compris les composants hors cible, au signal TEP du [18F]MK-6240. 

Cette technique peut automatiquement cibler et éliminer le signal hors cible des images 

TEP, améliorant ainsi la précision de la quantification du signal spécifique. L'efficacité de 

la NMF est démontrée par une simulation et de véritables images TEP dynamiques 

acquises auprès de sujets normaux sur le plan cognitif et pathologiques. Les résultats 

montrent que la NMF peut séparer les signaux hors cible du tau des autres sources de 

signal dans les données dynamiques, améliorant ainsi la précision de la quantification du 

tau. Cette approche pourrait fournir de nouvelles perspectives sur la pathologie sous-
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jacente des maladies neurodégénératives, permettant un diagnostic plus précis et plus 

précoce. 

Enfin, le Chapitre 8 conclut la thèse et donne des perspectives. 
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General Introduction 
 

The advent of radiotracers binding to misfolded proteins, such as amyloid and neurofibrillary 

tangles (tau), has ushered in a new era of positron emission tomography (PET) imaging for 

neurodegenerative diseases, bringing new requirements for image quantification and 

processing. Imaging of tau pathology, especially in early disease stages, is fueling a need for 

improved PET quantification to allow for accurate imaging of more focal tracer uptake patterns 

and small brain structures, such as the entorhinal cortex.  

PET is a widely used imaging technique that has transformed the field of neurodegenerative 

diseases. PET offers high sensitivity and specificity in the detection of metabolic or molecular 

activity of specific targets, such as proteins, making it an indispensable tool for both research 

and clinical diagnosis. However, PET has some limitations regarding spatial resolution, noise, 

and partial volume effect, which can compromise its accuracy and limit its application in some 

cases. 

PET spatial resolution is typically in the range of 3-5 mm, which is relatively low compared to 

other imaging techniques such as magnetic resonance imaging (MRI) and computed 

tomography (CT). This low resolution can result in blurring and loss of information, especially 

in small brain structures such as the entorhinal cortex, a critical area in Alzheimer's disease. 

Moreover, the partial volume effect, which occurs when a voxel contains a mixture of different 

tissue types, can lead to overestimation or underestimation of tracer uptake, depending on the 

nature of the mixture. 

To overcome these limitations, this thesis explores several methods to improve PET 

quantification, namely super-resolution (SR) and non-negative matrix factorization (NMF). SR 

is a technique that aims to increase the spatial resolution of PET images beyond the physical 

limitations of the scanner, by combining multiple low-resolution images into a high-resolution 

image. This approach has shown promising results in enhancing the visualization of small 

structures and improving quantification accuracy. NMF is another method that decomposes 

PET images into a set of basis functions representing different tracer uptake patterns. This 

approach can separate various sources of noise and partial volume effect due to off-target 

binding and improve quantification accuracy.  
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Before delving into the specific contributions of this thesis, it is essential to provide some 

background context on PET imaging, its application regarding tau protein neurofibrillary 

tangles, and the challenges facing PET imaging in the context of neurodegenerative diseases. 

Hence, the foundation of this thesis lies in the introduction to PET imaging, which is provided 

in Chapter 1 and Chapter 2.  

A historical account of PET imaging is offered, and the general principles of PET imaging are 

discussed in Chapter 1. We delve into the physics of PET imaging, data acquisition, image 

reconstruction, data corrections, and different types of scanners, such as PET-CT and PET-MR 

scanners. Furthermore, the chapter explores the clinical applications of PET imaging, with a 

particular focus on hyperphosphorylated tau protein, a hallmark feature of Alzheimer's Disease, 

and the potential of PET imaging to visualize tau pathology. Alzheimer's Disease is the most 

common neurodegenerative disease worldwide, and tau pathology is a critical element of the 

disease process. We examine the clinical signs, diagnosis, pathology, and importance of tau 

PET imaging regarding Alzheimer's Disease. The chapter also discusses the different tau 

protein PET tracers available and the limitations of these tracers in the context of imaging tau 

pathology.  

Chapter 2 of the thesis explores the challenges of PET imaging, particularly in the context of 

neurodegenerative diseases. This chapter discusses the definition, source, and impact of issues 

such as poor spatial resolution, the partial volume effect, noise in PET imaging, and motion 

artifacts and examines current methods for addressing these challenges, such as resolution 

modeling, partial volume correction, and motion correction methods. 

By providing this background context and challenges in PET imaging, this thesis sets the stage 

for its contributions, which aim to address some of the challenges facing PET imaging and 

explore new methods for improving the accuracy and resolution of PET imaging in the context 

of neurodegenerative diseases. 

Hence, Chapter 3 of this thesis focuses on integrating a real-time tracking camera for motion 

correction in PET imaging. Motion artifacts can significantly impact the quality and accuracy 

of PET images, especially in the context of neurodegenerative diseases, where patients may 

have difficulty remaining still during the imaging process. This chapter presents a robust 

solution to this problem, with the development of a real-time tracking camera integration 

system that can accurately measure and correct motion. The system uses a high-resolution 

camera and a timestamp-based bridge to synchronize the motion-tracking data with the PET 
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data. Moving phantom acquisitions and reconstructions were performed, demonstrating the 

effectiveness of the communication interface between the tracking camera and different 

scanners.  

Chapter 4 of the thesis presents a literature review on super-resolution methods in image 

processing, followed by a review of super-resolution in PET. A proof of principle for super-

resolution in PET/MR is then presented, with a framework for brain PET imaging developed 

that takes advantage of a high-resolution MR to measure shifts precisely. While the proof of 

principle demonstrates the feasibility of SR in PET/MR, there are still many challenges to 

overcome before it can be used in clinical practice.  

In that regard, Chapter 5 of the thesis introduces the first main contribution by expanding on 

the concept of super-resolution in a more clinically relevant setting. This chapter focuses on 

the development of a method for super-resolution in brain PET imaging, taking advantage of 

the sub-millimeter tracking accuracy of the infra-red tracking camera presented in Chapter 3. 

It offers a detailed description of the system’s architecture, including the spatial calibration and 

integration of the motion tracking with the PET reconstruction in a PET/CT setup. Moving 

phantom and non-human primate (NHP) experiments were performed. The results demonstrate 

that the SR reconstruction method yields PET images with visibly increased spatial resolution 

compared to standard static acquisitions, allowing improved visualization of small structures. 

This chapter presents a promising new approach to PET imaging that could help improve the 

accuracy and resolution of PET imaging in clinical practice.  

In addition to SR, Chapter 6 of the thesis gives additional details and explores other 

optimization techniques for PET quantification, point spread function (PSF) modeling, 

projectors, and the kernel method. PSF modeling is a powerful approach to account for the 

blurring effect inherent in PET images due to the limited spatial resolution. Projectors are 

responsible for mapping the object space to the projection space and are critical for accurate 

PET image reconstruction. This chapter compares different projectors, including the single-ray 

Siddon, multi-ray Siddon, and distance-driven projector, and evaluates their impact on PET 

image reconstruction. The kernel method is also discussed, which provides an efficient way of 

incorporating anatomical information to improve PET quantification. This chapter presents an 

overview of different optimization techniques and their impact on PET quantification and 

imaging independently of super-resolution. 
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The second main contribution of this work is explored in Chapter 7, where the issue of off-

target binding in PET imaging is addressed. Off-target tracer binding is a problem even with 

the most promising and widely used tau tracers, such as [18F]MK-6240. Off-target binding 

occurs in adjacent regions, mostly extra-cerebral, and can significantly hinder the clinical and 

research utility of [18F]MK-6240. To address this issue, we propose using non-negative matrix 

factorization to disentangle the contribution of different signals, including the off-target 

components, to the [18F]MK-6240 PET signal. This technique can automatically target and 

remove the off-target signal from the PET images, improving the accuracy of specific signal 

quantification. The effectiveness of NMF is demonstrated through a simulation and real 

dynamic PET images acquired from cognitively normal and pathological subjects. The results 

show that NMF can separate tau off-target signals from other sources of signal in the dynamic 

data, improving the accuracy of tau quantification. This approach could provide new insights 

into the underlying pathology of neurodegenerative diseases, enabling a more precise and 

earlier diagnosis. 

Finally, Chapter 8 concludes the thesis and gives future perspectives. 
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Chapter 1  
 

Introduction to PET and its 

clinical applications  
 

 

This chapter presents the general principles associated with Positron Emission Tomography 

(PET). After a short history of this imaging technique in Section 1.1, the main physical 

phenomena related to PET detection are described in Section 1.2. In that same section, we 

present the different formats representing the raw PET data and the different image 

reconstruction techniques. We present the different types of data corrections and how we can 

include them in a reconstruction scheme. In Section 1.3, we present different types of PET 

scanners.  Finally, in Section 1.4, we provide an overview of some clinical applications in 

neurology with particular attention to Alzheimer's Disease (AD), including its clinical signs, 

risk factors, and methods of diagnosis. 

1.1 Historic of PET Imaging 
PET is a type of medical imaging that reveals how the body's organs, tissues, and cells function. 

It differs from anatomical medical imaging methods like radiography, ultrasound, computed 

tomography, and standard magnetic resonance imaging, which provide information about the 

structure and appearance of the body's organs and tissues. PET scans can be combined with 

these other methods to provide a more complete understanding of the body's functions and 

structures. 

It was in the 1950s that the idea of using short-lived positron emitters for physiological studies 

was born. The first research-oriented tomographic instruments appeared during the 1950s when 

the feasibility of a PET scan using two detectors was shown (Sweet, 1951). In 1953, Brownell 

and Sweet from Massachusetts General Hospital (MGH) published a comprehensive report on 

using coincidence detection to localize brain tumors (Brownell, 1953).  In the 1970s, one of 

the prototypes of a PET system appeared, developed by Michel Matthew Ter-Pogossian, 

Edward J. Hoffman and Michael Phelps at the University of Washington (Saint Louis) (Ter-
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Pogossian et al., 1975). The first in vivo images followed quickly (Phelps et al., 1975), marking 

the arrival of PET imaging in the clinical world. 

However, the quality of the images obtained remained mediocre, given the low computing 

power and the lack of development of efficient image reconstruction algorithms. The 

instrumental and algorithmic improvements of the 1980s led to the appearance of the first 

whole-body PET system (Dahlbom et al., 1992). In the 1990s and at the start of the 2000s, the 

first PET systems coupled with a CT scanner (PET-CT) appeared, making it possible to obtain 

anatomical information at the same time as metabolic information (Townsend, 2008). The 

2010s saw the arrival on the market of the first PET systems coupled with MRI imaging (PET-

MRI) (Judenhofer et al., 2008).  

Today, this diagnostic tool is increasingly used and studied, with the appearance of specific 

architectures, such as specialized brain PET scanners (van Velden et al., 2009), total body PET 

scanner (Badawi et al., 2019) or ultra-high resolution PET scanners (Lecomte et al., 2022), 

allowing more and more accurate diagnostics. 

1.2 General principles of PET imaging  
PET allows imaging of the spatiotemporal distribution of a radiotracer administered to the 

patient. The radiotracer is composed of a biologically relevant compound, the probe, to which 

a specific radionuclide (a positron-emitter) is attached. PET scanners detect pairs of gamma 

rays produced from electron-positron annihilation by coincidence radionuclides. The 

radiotracer allows the binding of a compound in the organism at a specific target. It is adapted 

to a particular biological process studied (for instance, glucose consumption by cancerous 

cells).  

PET is a quantitative medical imaging technique because it can measure the localized amount 

of radioactivity in absolute units (Bq/mL) with reasonable accuracy and spatial resolution. The 

quantitative capabilities of PET even go beyond the mere measurement of radiotracer 

concentration in the body. Indeed, dynamic PET imaging can be used to study the kinetics of 

radiotracer in the body and to measure specific biological properties of the tissue, such as the 

perfusion (in milliliters of blood per minute per gram) of tissue or the glucose metabolic rates 

(in mol per minutes per gram) of tissue. 

1.2.1 The physics of PET imaging 

Radioisotopes injected into the subject are positron emitters: 𝛽 +. Following the disintegration 

of the radioisotope, the 𝛽 + annihilates with an electron after a short course in the tissues 

(called positron range), thus giving rise to two photons of the same energy, 511 keV, emitted 

simultaneously, at opposite and almost identical directions.  
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The detection of these two photons is carried out by a set of detectors arranged in rings within 

which the patient, animal, or phantom is positioned. These rings are made up of thousands of 

crystals and are coupled to processing units allowing for the processing of the signal before it 

is sent to a computer for storing the data and reconstruction. A detected projection (also referred 

to as an event or coincidence) on a pair of crystals is called a line of response (LOR) (Figure 

1.1 in orange).  

During the acquisition, the camera records many of those projections, or events, detected for 

each pair of crystals, as well as specific physical parameters (the arrival time of the two 

photons, their energy, etc.).  

All these projections constitute the measured "raw" signal. The number of coincidences 

detected in each LOR of the PET scanner is an estimator of the 1-D projection of the 

radiotracer’s distribution along that line. 

 

Figure 1.1 After injecting a specific tracer, radioactive decay within the patient causes a 

photon pair to be emitted, forming a line of response (in orange) which, when detected by the 

scanner, is processed as an event by a processing unit. 

PET imaging relies on positron emission. These are emitted by atoms in an unstable state, not 

found in nature. They are usually produced artificially by cyclotrons or generators. These 

radioisotopes are partly characterized by their half-life time 𝑇1/2, which corresponds to the time 

after which half of the radioisotopes of a sample have disintegrated. To be used in the context 

of nuclear medicine, a positron emitter must meet certain physical constraints. Indeed, its half-

life duration 𝑇1/2 must be long enough to transport the radiopharmaceutical from the cyclotron 

to the hospital, its administration and then the observation time of the physiological 

phenomenon of interest. At the same time, this duration must also be relatively short in order 

to avoid prolonged irradiation to patients and healthcare personnel. It is also necessary to 

consider the additional radiation potentially emitted by the isotope: it is preferable to choose 
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isotopes whose branching ratio (i.e., probability of emission) of the positrons is as high as 

possible. Finally, the energy of the positrons must be as low as possible in order to minimize 

their path before annihilation. Table 1.1 summarizes the characteristics of the main isotopes 

used in PET.  

 

Table 1.1 Imaging of different physiological processes using different PET tracers. 

Isotope Radiotracer Function 

𝑭 
𝟏𝟖  [ 𝐹 

18 ] − 𝐹𝐷𝐺 Glucose uptake in heart, lungs, brain, and tumors 

[ 𝐹 
18 ] − 𝐹𝑀𝐼𝑆𝑂 Tissue hypoxia 

[ 𝐹 
18 ] − 𝐹𝐿𝑇 

 

DNA replication for tumor cell proliferation 

[ 𝐹 
18 ] − 𝐴𝑉 − 1451 Tau accumulation in the brain 

𝑪 
𝟏𝟏  [ 𝐶 

11 ] − 𝐶ℎ𝑜𝑙𝑖𝑛𝑒 Membrane biosynthesis for tumor cell proliferation 

[ 𝐶 
11 ] − 𝑃𝐼𝐵 β-amyloid plaques in the brain 

𝑵 
𝟏𝟑  [ 𝑁 

13 ] − 𝑁𝐻3 Myocardial perfusion 

𝑶 
𝟏𝟓  𝐻2[ 𝑂 

15 ] Myocardial and cerebral perfusion 

 

Radionuclide decay: positron emission 

A positron-emitting radioisotope 𝑋𝑍
𝐴  is an isotope rendered unstable by an excess of protons. 

During the decay process, a proton p in the nucleus is converted into a neutron n. A positron 

𝛽 + and an electron neutrino 𝑣𝑒  are then emitted to balance the process: 

𝑋𝑍
𝐴 →  𝑌𝑍−1

𝐴 +  𝛽+ + 𝑣𝑒                                                    (1. 1) 

The 𝛽 + emission is not mono-energetic: we observe a continuous energy spectrum of 

positrons resulting from a random distribution of energy between the positron and the neutrino 

considered. The highest probabilities then correspond to the fairest energy sharing. The 

positron is thus emitted with an excess of kinetic energy which allows it to move in the 

surrounding medium. 

Positron annihilation  

The positron then travels a short distance through the body while slowing down before it stops 

and annihilates with an electron. This process releases two gamma rays with an energy of 511 

keV each. These gamma rays travel in nearly opposite directions, but they are not perfectly 

collinear, forming an angle that is slightly different from 180 degrees. This deviation from 
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collinearity can limit the spatial resolution of PET imaging, as it affects the ability to 

reconstruct the location of the annihilation event from the path of the gamma rays. In addition, 

the distance traveled by the positron before it annihilates (called the positron range) introduces 

uncertainty about the actual location of the tracer in the body, as the image reflects the location 

of the annihilation event rather than the location of the radioactive decay. For example, the 

positron range of the 18F tracer is estimated to be between 0.6 mm and 2.4 mm in water, and 

the angle between the annihilation photons ranges from 179.75° to 180.25° (Bailey, 2005) 

(Figure 1.2). 

 

Figure 1.2 Diagram representing the different stages of decay to the generation of γ-511 keV 

photons: 1) decay and path of the positron until it meets an electron in the middle; 2) positron-

electron annihilation and creation of γ-511 keV photons. 

Radiation-matter interactions 

As the emitted photons travel through the matter, they undergo three significative types of 

interactions: 

Photoelectric effect  

This effect corresponds to a total transfer of energy from the γ-511 keV photon to an electron 

in a deep atomic layer strongly bound to the atom. The photon completely disappears, and the 

lost kinetic energy is entirely transferred to the electron which is then ejected from the atom. 

The energy of the incident γ photon 𝐸𝛾 = ℎ𝑣 (with h the Planck's constant and 𝑣 the frequency) 

totally transferred to the electron contributes in part to countering the binding energy 𝐸𝑏  of this 

electron, and the excess is recovered in the form of kinetic energy (Figure 1.3). 
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Figure 1.3 Diagram representing the principle of the photoelectric effect and the associated 

emissions. 

Compton diffusion  

Compton scattering is an incoherent (or inelastic) process, which means that the incident γ-511 

keV photon loses energy. During this process, a γ photon interacts with an electron weakly 

bound to its nucleus (electron of the outer electronic shells) by giving it part of its initial energy 

𝐸𝛾. This electron is torn from the procession by carrying an energy 𝐸𝑒 , and a scattered photon 

is created with an energy 𝐸𝑐  (Figure 1.4 Diagram representing the principle of Compton 

scattering.). 

 

Figure 1.4 Diagram representing the principle of Compton scattering. 

Rayleigh diffusion  

Rayleigh scattering is a coherent (elastic) process, which means that the incident γ photon is 

deflected without loss of energy. This effect concerns low-energy photons which pass close 

to electrons strongly bound to the atom (Figure 1.5). In this case, the electron is not ejected 

from the procession, and the energy transfers to the atom are negligible. This process is rare 

and can usually be ignored in PET imaging (but not in CT imaging).   
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Figure 1.5 Diagram representing the principle of Rayleigh scattering. 

As a result, the photons detected by the PET scanner may display a different energy and 

direction from what is expected after annihilation. These are known as scattered events. 

The attenuation of annihilation photons in the object medium is the main degradation factor of 

the reconstructed image and is the result of those photon-matter interactions. We will study this 

effect in more detail in Section 1.2.4 of this chapter. 

Detection chain 

The function of a PET system is to detect γ-511 keV photons that have left the object medium. 

The material used at the input of the detection chain must therefore have a strong propensity to 

stop γ photons with an energy of approximately 511 keV. It is preferable that the 

µPhotoelectric/µCompton ratio is also as high as possible because the photoelectric effect 

corresponds to a complete local energy deposit, while Compton scattering can lead to multiple 

interactions with nearby detection elements, resulting in difficulties in localizing the 

interaction. Indeed, the photoelectric effect corresponds to a complete local energy deposition, 

while Compton scattering can generate multiple interactions with neighboring detection 

elements, leading to difficulties in locating the interaction. The other elements of the chain 

serve to amplify and localize as precisely as possible the place and the energy of interaction. 

Figure 1.6 illustrates all the elements that make up a conventional detection chain used in PET 

and that contribute to the optimization of detection. 
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Figure 1.6 Diagram representing a cross-section of the main elements making up the 

detection chain of a standard PET camera. 

Detection crystals: scintillator 

The first step in the detection chain is therefore the interaction of the γ-511 keV photons with 

the scintillators (right panel of Figure 1.6). These scintillators have small dimensions and have 

the function of converting high-energy incident photons into light photons. The wavelengths 

of these light photons are compatible with the operation of photo multiplier tubes, other 

elements of the detection chain. The light emission is isotropic and directly proportional to the 

amount of energy deposited by incident γ-511 keV photons (Knoll, 2010). The shape of a 

crystal is most often parallelepiped with a square-sectioned entry face and small dimensions 

(of the order of 1 to 5 mm) compared to its length (greater than 10 mm). These geometric 

characteristics aim to optimize the detection sensitivity while preserving a good spatial 

resolution. 

Scintillators are mainly characterized by their density 𝜌 (directly linked to the stopping power 

of incident γ-511 keV photons), their conversion efficiency 𝜂 of γ-511 keV photons into light 

photons, the time 𝜏 necessary for the emission of light photons after the energy deposition of 

γ-511 keV photons, the wavelength range of the emitted light and the transparency of the 

scintillating crystal. 

 

Light guide 

After interactions within the scintillating crystals, the light signal must be transported to the 

photomultiplier tubes (PMTs), the next step in the detection chain. An optical guide with a 
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refractive index closes to that of the crystals is interposed between them and the PMT 

concerned. The dimensions of this guide are carefully chosen to be adapted to the shape of the 

PMT input interface. 

Photomultiplier tubes 

A photomultiplier tube is a device for detecting photons that comes in the form of an electron 

tube. Under the action of light, electrons are torn from a metal by photoelectric effect at a 

photocathode, the weak electric current thus generated is amplified by a series of dynodes using 

the phenomenon of secondary emission to obtain a significant gain. 

Detection electronics  

The analog signal at the output of the PMT is recovered by an electronic module and undergoes 

various processing steps before being stored for use. A first selection is applied in order to 

eliminate incident photons with low energy. This makes it possible to remove the photons 

coming from surrounding radiation and the annihilation photons having strongly diffused and 

therefore with energies much lower than 511 keV. Following the energy discrimination, the 

remaining analog signal is converted into a digital signal, in order to be stored and processed. 

A calculation of the energy and position of the incident photon follows. Finally comes the 

coincidence of events. 

The first step consists in applying a new energy window with a low threshold and a high 

threshold to eliminate the maximum of scattered photons and high energy photons. The high 

threshold also makes it possible to eliminate "pile-up" effects during which several photons 

deposit energy almost simultaneously in the same block of crystals, leading to a detection 

greater than 511 keV. Each of the γ-photons thus discriminated is called a single event. The 

temporal coincidence then consists in matching the detected γ-photons. When a photon (1st 

single event) is recorded by the system, a time window of a few nanoseconds is opened. If a 

photon is detected in this time interval (2nd simple event), it is the second photon linked to the 

annihilation, and a coincidence is thus recorded within the LOR associated with the pair of 

involved crystals. Some PET systems have sufficient temporal resolutions to estimate the 

location of the annihilation site on the LOR as a probabilistic function of the detection time 

difference between the two photons. Systems with this technology are called time-of-flight 

PET (Mullani et al., 1980). However, the localization remains imprecise and does not currently 

make it possible to avoid an image reconstruction step. 

1.2.2 Data acquisition  

When collecting the projections during an acquisition, the data can be stored in two different 

formats. 
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Sinogram 

The standard way of storing and structuring the PET data is the sinogram. Sinograms are multi-

dimensional arrays in which a given data bin is specific to a LOR and each data bin contains 

the number of coincidence events detected in that LOR. Each data entry in a sinogram is a 1-

D projection, i.e., an estimator of the line integral of the radiotracer’s distribution along that 

LOR. 

The sinogram data format corresponds to a histogram of the orientations and distance from the 

center of the scanner of the different LORs (Figure 1.7). 

 

 

Figure 1.7 The sinogram data format corresponds to a histogram of the orientations and 

distance from the center of the scanner of the different LORs. 

As the events are represented as a histogram in a fixed-sized 3D array, this allows for the 

computation of PET images without regard to the number of recorded events, but the 

disadvantage is that it does not retain physical information about individual detected events, 

including energy and time of arrival. 

Listmode data 

In list-mode data acquisition for PET imaging, coincidences are recorded and stored 

sequentially in the order in which they occur, without grouping them together. This results in 

a list-mode file with a variable size that grows with the number of detected coincidences. The 

temporal information of the detected events is hence available which crucial in certain 

applications, such as when the structures being imaged are in motion. This allows the data to 



31 

 

be synchronized with the position of the moving organs. For example, in cardiac imaging, the 

motion of the heart can be tracked using the temporal information of the detected events. 

Additionally, list-mode data allows for the reconstruction of images with a temporal dimension, 

which can be useful for dynamic imaging applications. 

1.2.3 Image reconstruction  

As previously mentioned, the number of coincidences detected in each LOR of a PET scanner 

can be used as an estimator of the one-dimensional projection of the radiotracer's distribution 

along that particular line. The goal of an image reconstruction algorithm is to estimate the 

radiotracer's spatial distribution in the FOV from these multiple 1-D projections. 

The process of reconstructing an image from PET data falls within the mathematical category 

of inverse problem solving, where we attempt to determine a regularly sampled (voxel) 

representation of the object that was scanned by inverting the data acquisition process. The 

mathematical description of inverting projection data to create an image was formulated by J. 

Radon in 1917 and is known as a Radon transform (translated from German in Radon, 1986). 

Analytical reconstruction 

The 2D Radon transform can be defined as follows: consider a continuous function of two 

variables 𝑓 on ℝ2; it is typically a density defined in the plane (𝑋, 𝑌). Consider a line L in this 

plane and a vector  𝑣 = (𝑥, 𝑦). The Radon transform of this line is the integral along the line: 

𝑅𝑓[𝐿] =  ∫ 𝑓(𝑥, 𝑦) |𝑑𝑣|
 

𝐿

                                                    (1. 2) 

Hence, we have:  

𝑅𝑓[𝐿] =  ∫ 𝑓(𝑥, 𝑦)√𝑑𝑥2𝑑𝑦2
 

𝐿

                                              (1. 3) 

The line L can be characterized by polar parameters (𝑢, 𝜃) where 𝑢 is the distance of the line 

from the origin of the reference frame and 𝜃 is the angle that the line's perpendicular makes 

with the 𝑋-axis. The coordinates (𝑥, 𝑦) of the points on this line verify the equation: 

 

𝑢 = 𝑥. cos(𝜃) + 𝑦. sin(𝜃) ∀ 𝑢 ∈ ℝ2, 𝜃 ∈ [0, 𝜋]                               (1. 4) 

 

According to this definition, L can be parametrized with respect to arc length 𝑣: 

 

{
𝑥(𝑣) = 𝑣. sin(𝜃) + 𝑢. cos(𝜃)

𝑦(𝑣) = −𝑣. cos(𝜃) + 𝑢. sin(𝜃)
                                             (1. 5) 
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Thus, the line integral can be written in terms of the parametric equations (1.5), and we have:  

𝑅[𝑓](𝑢, 𝜃) = ∫ 𝑓((𝑣. sin(𝜃) + 𝑢. cos(𝜃)), (𝑣. sin(𝜃) + 𝑢. cos(𝜃)))
+∞

−∞

𝑑𝑣            (1. 6) 

If 𝑝(𝑢, 𝜃) are 1D projections for all directions, then we have 𝑅[𝑓](𝑢, 𝜃) = 𝑝(𝑢, 𝜃). The 

tomographic reconstruction problem then consists in inverting the Radon transform to obtain 

the activity distribution 𝑓 at each point (𝑥, 𝑦) from the set of measurements 𝑝(𝑢, 𝜃), for u in 

ℝ2 and 𝜃 in [0, 𝜋]: 

𝑓(𝑥, 𝑦) =  𝑅−1 [𝑝](𝑥, 𝑦)                                                (1. 7) 

The process of inverting the Radon transform is an ill-posed inverse problem, meaning that we 

have measurements and must determine the source of those measurements. This type of 

problem is considered ill-posed because the solution (the original image) does not always exit, 

can be non-unique or does not depend continuously on the data (the projections), meaning that 

a small difference in the projections can lead to significantly different reconstructed images 

(Bertero and Boccacci, 1998). 

It is theoretically only possible to exactly invert the Radon transform for an infinite number of 

projections, as it is defined for continuous functions. However, in PET imaging, the number of 

LORs is finite, meaning that the projections are sampled, and the solution is not unique. 

Additionally, the acquired projections are inherently noisy and do not contain precise 

information about the distribution of the radiotracer, leading to an inexact reconstruction of the 

activity. 

There are thus two basic approaches to tackle the reconstruction of images: the first which 

directly exploits the measurements of the projections 𝑝(𝑢, 𝜃) by seeking to analytically invert 

the Radon transform, and the second which considers the problem in its iterative form. These 

two approaches are discussed below. 

Filtered back-projection 

Reconstruction can be achieved by tracing each LOR corresponding to a list-mode event 

through that image and incrementing each voxel through which it passes. This process is called 

backprojection. This corresponds to simply estimating the activity distribution 𝑓(𝑥, 𝑦), by back 

projecting the projections 𝑝(𝑢, 𝜃) onto all the angles 𝜃. Such a reconstruction suffers from 

severe artifacts such as blurring which can be corrected for, in Fourier space, by using an 

appropriate filter. Theoretically, the "ramp" filter aims at decreasing low frequencies causing 

blur in the final image, but it is not practical to use in practice, and a more practical filter such 

as the Ram-Lak filter, the Shepp-Logan filter, the cosine filter or the Hamming filter is often 

used instead. A reconstruction of this form is called filtered backprojection (FBP) (Basu and 
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Bresler, 2000). FBP is an analytical reconstruction, meaning that it solves the inverse problem 

directly, in a single step. FBP is a very quick reconstruction, but it assumes certain ideal 

characteristics of data acquisition and can suffer from artefacts in some cases.  

Iterative reconstruction 

Iterative reconstruction techniques offer improvements over analytical reconstruction methods 

because they allow for a more accurate modeling of the system geometry and can take into 

account the specific noise structure of the projection data. Essentially, the goal of an iterative 

reconstruction algorithm is to iteratively apply corrections to an initial, arbitrary radiotracer 

distribution to make it as close as possible to the measured data. While this iterative process 

can result in a potentially more accurate estimate than analytical reconstruction techniques, it 

also requires more computational resources. However, advances in computation speed and the 

development of faster algorithms (such as OSEM, described in 1.2.3) have helped to alleviate 

the computational burden of iterative methods, making them the standard for clinical use. 

Data, image, and system modeling 

Most statistical iterative reconstruction algorithms in PET are based on the maximum 

likelihood (ML) estimation technique. Typically, a statistical model is chosen to model the 

measured dataset and the ML estimation provides estimates of the model parameters.  

The PET data can be represented by a column-vector 𝒚 ∈ ℝ𝐼  of size 𝐼 containing the measured 

coincidences events in each LOR 𝑖. For each LOR, it is assumed that the PET scanner measures 

one realization of the random variable 𝑦𝑖, where 𝑦𝑖  is the number of coincidences detected 

along LOR 𝑖 ∈ [1 … 𝐼]. In most statistical iterative PET reconstruction algorithms, each 

element 𝑦𝑖 of 𝒚 follows a Poisson distribution parameterized by its mean 𝑦̅𝑖.  

We can represent a discretized PET image by a column vector 𝝆 ∈ ℝ𝐽  of size 𝐽 ∈ ℕ which 

contains the radiotracer concentration 𝜌𝑗 in each voxel 𝑗 ∈ [1, … , 𝐽]. 

Then, the forward PET model relates the expected PET data 𝒚̅ to the image 𝝆 and is formulated 

as:  

𝒚̅ = 𝐏𝝆                                                                   (1. 8) 

where 𝐏 is a matrix of size 𝐼 × 𝐽 called the “system matrix” which relates the image to the data 

and thus models the PET coincidence detection process. Each individual elements 𝑝𝑖,𝑗 of the 

system matrix is the probability of a positron emission occurring in voxel 𝑗 to be detected in 

LOR 𝑖. The simplest approach consists in approximating each probability 𝑝𝑖,𝑗 by the portion of 

the line joining the center of the surfaces of the two crystals (LOR 𝑖) going through pixel 

(Figure 1.8). This is often referred to as the “geometric” probability or geometric component 
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of the system matrix. The crystal center of mass or another point at any depth inside the crystal 

can be used rather than the crystal surface centers. More advanced and accurate models can be 

used to compute the system matrix elements, as we will see later in this thesis. Also, since this 

matrix has huge dimensions (𝐼 × 𝐽 elements) the system matrix is not stored, in practice, but 

computed on-the-fly during the reconstruction process. 

 

Figure 1.8 Illustration of a single geometric element of the system matrix. 

Hence, the likelihood function can be written as: 

Pr(𝒚|𝝆) = ∏ 𝑒−(𝐏𝝆)𝑖

𝐼

𝑖=1

(𝐏𝝆)𝑖
𝑦𝑖

𝑦𝑖!
                                        (1. 9) 

Consequently, one can rewrite the ML estimation problem as:  

𝝆𝑀𝐿 = 𝑎𝑟𝑔𝑚𝑎𝑥𝝆 Pr(𝒚|𝝆)                                            (1. 10) 

Iterative reconstruction algorithms based on the ML estimation method thus consist in 

estimating the image which maximizes the data likelihood function Pr(𝒚|𝝆). The likelihood 

function can be seen as a cost function that needs to be optimized to reach the image maximum 

likelihood estimate. Maximum likelihood estimators are advantageous because they offer 

unbiased, minimum variance estimates as the number of measurements increases towards 

infinity. This means that, as the number of measurements or projections becomes large, the 

expected value of the image estimate approaches the true image. 
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Maximum Likelihood Expectation Maximization algorithm 

The Maximum Likelihood Expectation Maximization (MLEM) algorithm has been proposed 

by Dempster and colleagues (Dempster et al., 1977) and used in PET for the first time by Shepp 

and Vardi (Shepp and Vardi, 1982). The cost function used in the MLEM algorithm is based 

on the logarithm of the likelihood function: 

ln[Pr(𝒚|𝝆)] = ln [∏ 𝑒−(𝐏𝝆)𝑖

𝐼

𝑖=1

(𝐏𝝆)𝑖
𝑦𝑖

𝑦𝑖!
]                               (1. 11) 

 

 ln[Pr(𝒚|𝝆)] =  ∑[−(𝑃𝝆)𝑖 + 𝑦𝑖ln ((𝑷𝝆)𝑖 − ln (𝑦𝑖!))]                (1. 12)

𝐼

𝑖=1

 

To find the maximum of this function, the partial derivatives with respect to each unknown 𝜌𝑗 

must be equal to 0: 

𝜕 ln[Pr(𝒚|𝝆)]

𝜕𝜌𝑗
=  ∑[−𝑝𝑖,𝑗 + 𝑦𝑖

𝑝𝑖,𝑗

(𝑃𝝆)𝑖
]

𝐼

𝑖=1

= 0, 𝑗 = 1 … 𝐽                        (1. 13) 

 

    
1

∑ 𝑝𝑖,𝑗
𝐼
𝑖=1

∑ 𝑝𝑖,𝑗

𝑦𝑖

(𝑃𝝆)𝑖

𝐼

𝑖=1
= 1                                            (1. 14) 

 

    𝜌𝑗 =
𝜌𝑗

∑ 𝑝𝑖,𝑗
𝐼
𝑖=1

∑ 𝑝𝑖,𝑗

𝑦𝑖

(𝑃𝝆)𝑖

𝐼

𝑖=1
                                          (1. 15) 

Replacing 𝜌𝑗 by a series of image estimates 𝜌̂ 𝑗
𝑖𝑡  at each iteration 𝑖𝑡, the iterative MLEM 

algorithm is given by:  

𝜌̂ 𝑗
𝑖𝑡+1 =  

𝜌̂ 𝑗
𝑖𝑡

∑ 𝑝𝑖,𝑗
𝐼
𝑖=1

∑ 𝑝𝑖,𝑗

𝑦𝑖

∑ 𝑝𝑖,𝑗𝜌̂𝑗
𝑖𝑡𝐽

𝑗=1

𝐼

𝑖=1

                                   (1. 16) 

Equation (1.16) indicates that if the initial estimate is strictly positive, all subsequent image 

estimates will also be positive. Moreover, Shepp and Vardi (Shepp and Vardi, 1982) have 

proven the convergence of this algorithm towards an image estimate in the maximum 

likelihood sense, when the number of iterations approaches infinity.  

Note that the first denominator in Equation (1.16) corresponds to the sum of all the LORs 

contributions in voxel 𝑗. An image of all these values will represent the spatial distribution of 

the probabilities of an annihilation originating in voxel being detected in any LOR of the PET 

camera. This image is called the sensitivity image.  
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The forward-projection operation of the image estimate along LOR 𝑖 noted 𝐹𝑃(𝝆)𝑖 is 

represented by the right-most denominator of Equation (1.16). Replacing 𝜌𝑗 by a series of 

image estimates 𝜌̂ 𝑗
𝑖𝑡

 at each iteration it, the iterative MLEM algorithm is given by: 

𝐹𝑃(𝝆)𝑖 = ∑ 𝑝𝑖,𝑗𝜌𝑗  

𝐽

𝑗=1

= (𝐏𝝆)𝑖                                      (1. 17) 

 The back-projection operation evaluated in voxel 𝑗, noted 𝐵𝑃𝑗 is given by: 

𝐵𝑃𝑗 =  ∑ 𝑝𝑖,𝑗𝑦𝑖

𝐼

𝑖=1

= (𝐏𝑻𝒚)𝑗                                        (1. 18) 

MLEM can schematically (Figure 1.9) be summarized as follow: The MLEM algorithm 

consists in carrying out a first series of operations of projection of the matrix elements on the 

image voxels, in comparing these projection values obtained with the measured projections and 

then in calculating the back-projection operations. Then the whole is divided by the so-called 

sensitivity term. The sensitivity term 𝑆𝑗 = ∑ 𝑝𝑖,𝑗
𝐼
𝑖=1  associated with each image voxel 

represents the probability that a decay taking place in voxel j will be detected, whatever the 

associated LOR 𝑖. 

Finally, the result associated with all these successive operations, called the correction term, is 

applied to the estimate of the image 𝝆̂  
𝑖𝑡

 at the previous iteration 𝑖𝑡 to obtain the estimate of the 

image 𝝆̂  
𝑖𝑡+1

at the current iteration it+1, for the set of voxels. 

 

Figure 1.9 The different steps of the iterative process of the MLEM algorithm, in the image 

space and in the projection space (here represented by a sinogram). 
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The initial image, which must not contain zero elements, is generally chosen as a unit matrix. 

It is also possible to initialize MLEM from an image reconstructed with a faster algorithm, such 

as FBP, which will give as initial image an estimate closer to the real distribution. In this case, 

only the convergence speed of MLEM is modified. 

The MLEM algorithm has the following properties: 

▪ the total number of events returned at each iteration is kept, 

▪ the algorithm converges slowly, especially for cold regions, 

▪ the likelihood maximization criterion introduces noise into the images. The variance of 

the estimated image increases as the algorithm approaches the solution. 

Ordered Subsets Expectation Maximization algorithm 

The Ordered Subsets Expectation Maximization (OSEM) algorithm has been introduced by 

Hudson and Larkin (Hudson and Larkin, 1994) in order to accelerate the convergence of the 

reconstruction and make statistical iterative reconstruction methods more practical to routine 

applications. The cost function to maximize in OSEM is the same as the one used for MLEM 

in Equation (1.16) but introduces sub-steps in the computation of one iteration of MLEM. To 

do so, the projection data are decomposed into a number of subsets, each containing a certain 

portion of LORs. Subsets generally group together the LORs according to their azimuthal 

angle. 

The basic principle behind this sub-division of the data space is that each subset should contain 

information covering all parts of the image to reconstruct. The OSEM algorithm iterative 

reconstruction loop is then given by: 

𝜌̂ 𝑗
𝑖𝑡,𝑠+1 =  

𝜌̂ 𝑗
𝑖𝑡,𝑠

∑ 𝑝𝑖,𝑗𝑖∈𝑠
∑ 𝑝𝑖,𝑗

𝑦𝑖

∑ 𝑝𝑖,𝑗𝜌̂𝑗
𝑖𝑡,𝑠𝐽

𝑗=1𝑖∈𝑠

    𝑖𝑓 𝑠 ∈ [0, (𝑁𝑠 − 1)[    (1. 19) 

𝜌̂ 𝑗
𝑠+1,1 =  

𝜌̂ 𝑗
𝑖𝑡,𝑠

∑ 𝑝𝑖,𝑗𝑖∈𝑠
∑ 𝑝𝑖,𝑗

𝑦𝑖

∑ 𝑝𝑖,𝑗𝜌̂𝑗
𝑖𝑡,𝑠𝐽

𝑗=1

 

𝑖∈𝑠

    𝑖𝑓 𝑠 = (𝑁𝑠 − 1)          (1. 20) 

with 𝑠 the considered subset among the 𝑁𝑠 defined subsets. This algorithm assumes that all 

separately reconstructed subsets lead to close solutions. The MLEM algorithm is first applied 

only to the LORs of the first subset. The next subset is then used to update the estimate, and so 

on until the next iteration. A complete OSEM iteration is defined by applying MLEM to all 

sets.  
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Unlike MLEM, it is impossible to prove that this algorithm converges. However, if the 

definition of the subsets as well as their number are rigorously chosen, it leads to a solution 

close to that obtained by MLEM and all the more quickly as there are 𝑁𝑠 subsets. In this case, 

the OSEM solution after Ni iterations exploiting 𝑁𝑠 subsets is very close to the MLEM solution 

after 𝑁𝑖× 𝑁𝑠 iterations. Also note that for a single subset, OSEM is strictly equivalent to 

MLEM. 

List-mode reconstruction 

The MLEM and OSEM algorithms can be also used to directly reconstruct list-mode data 

without rebinning the data into a sinogram. 

Noting the measured list-mode data as 𝒚 = (𝑖1, … , 𝑖𝑀)𝑇, where 𝑖𝑚 is the LOR in which event 

has been detected and 𝑀 is the total number of coincidence events detected during the 

acquisition, the list-mode MLEM algorithm iterative reconstruction loop is given by: 

𝜌̂ 𝑗
𝑖𝑡+1 =  

𝜌̂ 𝑗
𝑖𝑡

∑ 𝑝
𝑖,𝑗

𝐼
𝑖=1

∑ 𝑝𝑖𝑚
 𝑗

1

∑ 𝑝
𝑖𝑚

 ,𝑗
𝜌̂𝑗

𝑖𝑡𝐽
𝑗=1

𝑀

𝑚=1

                                   (1. 21) 

We can note that the iterative loop given by Equation (1.21) is very similar to the one given for 

the sinogram format in Equation (1.16), except that the main summation is now looping over 

the number of coincidences in the list-mode file rather than the LORs or sinogram bins. In 

particular, the forward-projection and sensitivity map calculation steps are similar to both list-

mode and sinogram formats. The list-mode based MLEM algorithm is exactly equivalent to 

the reconstruction of a non-compressed sinogram containing the events stored in the list-mode 

file. For the list-mode format, the subsets used for the OSEM algorithm are defined as temporal 

subdivisions of the acquired data (Reader et al., 1998): for a data acquisition time 𝑇, the subset 

𝑠 contains the coincidences that have been stored between the times (𝑠 − 1)𝑇/𝑆 and 𝑠𝑇/𝑆 

where 𝑆 is the total number of subsets. 

1.2.4 Data corrections 

This part exposes the classic methods of correction of specific physical effects degrading the 

reconstructed image among those previously described, and compatible with statistical 

reconstruction algorithms. Indeed, the too simplistic modeling of the system matrix does not 

make it possible to directly restore with precision the distribution of activity 𝝆. Corrections 

before, during, or after reconstruction are therefore necessary for better quantification. 
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Normalization  

To correct the non-uniform response of detection crystals in a PET detection system when 

subjected to a uniform photon flux, the most effective solution is to irradiate all the crystals 

uniformly. This can be achieved by using a uniform radioactive cylinder in the center of the 

field of view or by using a planar radioactive source parallel to the system axis and 

perpendicular to its radius and rotating it. This process, known as blank acquisition, is typically 

performed for several hours to record a large number of coincidences and decrease the 

statistical variance of detection. For each LOR 𝑖, the number of coincidences detected 𝑦𝑖 at the 

end of the acquisition is recorded, and the average number of coincidences per LOR 𝑦̅ is 

determined from all the measurements. As each LOR should detect the same number of 

coincidences, defined here by 𝒚̅, a multiplicative correction factor 𝑁(𝑦𝑖) = 𝒚̅/𝑦𝑖 is calculated 

for all the LORs. 

The normalization factors can be applied directly to the measurements (before reconstruction). 

We have: 𝑦𝑖
∗ = 𝑦𝑖 × 𝑁(𝑦𝑖), with 𝑦𝑖

∗ the corrected projection 𝑖. The MLEM algorithm is then 

applied on 𝑦𝑖
∗  and not on 𝑦𝑖. 

However, changing the 𝑦𝑖 measured data destroys their Poissonian nature. We then prefer to 

weight the effect of normalization on the sensitivity factor (Michel et al., 1998) and apply the 

MLEM algorithm on the raw data 𝑦𝑖 in order to preserve as much as possible the statistical 

properties of the data. 

Randoms correction 

Random events, usually called randoms, can add noise to the data and lead to an overestimation 

of activity if not accounted for. The number of random coincidences in a given line of response 

(LOR) is closely related to the rate of true events detected by each detector forming the LOR. 

These random coincidences occur through two independent processes involving the emission 

and propagation of two photons. The average rate of randoms increases with the square of the 

activity in the field of view (FOV). As a result, the errors caused by randoms increase more 

quickly than the activity. There are two main methods for correcting for randoms: the singles-

based method and the delayed coincidence window method. 

The singles-based method involves measuring the average rate of singles in each detector 

during the acquisition. The integral of the randoms rate over the total acquisition time allows 

for the estimation of a randoms sinogram. However, this method does not consider defects in 

the coincidence detection chain, such as dead times and multiple coincidence processing, and 

may therefore overestimate the number of randoms. 
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The delayed coincidence window technique is a hardware-based method that directly measures 

the random coincidences in each LOR. It uses a coincidence window that is delayed by a time 

significantly longer than the usual coincidence timing window so that any coincidences 

acquired in the delayed window are necessarily randoms. Since the occurrence of random 

coincidences is stationary in time (assuming that the activity distribution in the FOV is 

stationary), these intentionally created random coincidences provide an unbiased estimate of 

the true distribution of randoms. The main advantage of this method over the singles-based 

technique is that the estimated distribution does take into account the defects in the coincidence 

detection and processing chain in the same way as true coincidences do. 

Attenuation correction 

The attenuation of annihilation photons in the object medium is considered to be the main 

degradation factor of the reconstructed image (Montandon and Zaidi, 2005). The attenuation 

effect results in a loss of sensitivity that is all the greater, the deeper the source is. The impact 

of this non-uniform information loss depends largely on the object’s size to be imaged. One or 

both 511-keV photons may be absorbed or scattered in the patient’s body by photoelectric or 

Campton scattering effects before even reaching the detectors. Attenuation correction consists 

of accounting for this phenomenon by calculating the probabilities of photons absorption inside 

the object. 

 

 

Figure 1.10 Diagram representing the phenomenon of attenuation in a uniform medium.  

Consider an object of uniform density (for example, water) as in Figure 1.10. The first 

annihilation photon travels the distance 𝑑1 in the object before leaving it, then it is detected. 
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Similarly, the second annihilation photon travels the distance 𝑑2. The absorption of γ-511 keV 

photons follows an exponential law and can be expressed as: 

𝐼(𝑥) = 𝐼(0) exp (− ∫ 𝜇

𝑥

0

(511𝑘𝑒𝑉, 𝑥)𝑑𝑥)                               (1. 22) 

with µ(511𝑘𝑒𝑉, 𝑥) (𝑐𝑚−1) the linear attenuation coefficient of the medium at 511 keV, 𝐼(𝑥) 

the intensity of the photon flux leaving the object and 𝐼(0) the initial intensity from the source. 

The detection probability of each annihilation photon is proportional to the transmission 

probability 𝐼(𝑥)/𝐼(0) . We thus find, for each of the two photons, the following probabilities 

𝑃1 and 𝑃2: 

𝑃1 = exp(−𝜇 × 𝑑1) , 𝑃2 = exp(−𝜇 × 𝑑2)                          (1. 23) 

The total probability of detection 𝑃 of the LOR is therefore given by the relationship: 

 

𝑃 =  𝑃1 × 𝑃2 = exp(−𝜇 × 𝐷)                                        (1. 24) 

with D = d1 + d2. 

It is important to note that the probability of detection does not depend on the specific location 

of the annihilation along the LOR, but only on the length of the LOR. This remains true in any 

medium, including heterogeneous ones, as long as the appropriate linear attenuation 

coefficients are used. This property allows for the correction of attenuation effects without any 

prior knowledge of the radioactive source distribution, as only the density map of the medium 

is needed. Attenuation correction factors (ACFs) are typically obtained using a transmission 

scan with a rotating source and a CT scanner for standalone PET and PET-CT systems, 

respectively. Many PET scanners are now combined with a CT scanner. The CT image 

provides a measure of the linear attenuation coefficients of tissues, so the sinogram of ACFs 

can be derived by forward projecting the CT image along the LORs of the PET scanner. 

However, the CT measurements are taken over a range of energies from 40 to 140 keV, so a 

conversion to the 511 keV energy used in PET is necessary. This conversion is usually 

performed using an approximate bilinear transformation based on the attenuation of water and 

cortical bone at the CT and PET energies (Burger et al., 2002). 

Scatter correction 

The scattering of annihilation photons within the object medium can lead to the detection of 

scattered coincidences, which is mainly due to Compton scattering. This process causes a 

change in direction and a decrease in energy of the scattered photon. While some photons lose 

enough energy to be discriminated against by the detection chain, most are recorded due to the 
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mediocre energy resolutions of current PET systems (between 10% and 20%). The proportion 

of detected scattered coincidences in clinical 3D PET is estimated to exceed 50% of the total 

number of coincidences. In the reconstructed images, this effect results in reduced contrasts 

and spatial resolution, increased noise, and detections outside the field of view. This effect is 

one of the most challenging to correct in PET because there is no theoretical formulation of its 

distribution without prior knowledge of the activity localization. 

The main approaches to scatter correction are the multiple energy window technique, and 

model-based analytical scatter simulation, such as the single scatter simulation technique (SSS) 

(Watson et al., 1996). 

Incorporation of data corrections in the reconstruction 

The degrading effects described in the previous section can be divided into multiplicative 

effects and additive effects (Kadrmas, 2004). Multiplicative effects, such as detector sensitivity 

and attenuation, generally cause a scaling or sensitivity change for each LOR. Additive effects, 

including random and scattered coincidences, introduce low-spatial-frequency (i.e., relatively 

uniform) backgrounds on top of the useful signal. One approach to compensate for these effects 

in PET data is to pre-correct the raw data (i.e., the detected number of coincidences in each 

LOR) and then perform an iterative reconstruction of the pre-corrected data. For example, 

estimates of the random and scattered coincidence distributions can be subtracted from the 

sinogram of prompt coincidences. The resulting sinogram can then be multiplied by the 

normalization coefficients (NC) and attenuation correction factors and reconstructed. 

However, as mentioned in Section 1.2.4, the application of these pre-correction steps destroys 

the Poisson nature of the data. Since maximum likelihood reconstruction methods require that 

the PET data being reconstructed have exact Poisson statistics, the MLEM reconstruction of 

such pre-corrected data converges towards a biased solution. A more accurate solution is to 

incorporate the corrections into the iterative reconstruction process rather than applying them 

as pre-corrections. This preserves the Poisson statistical distribution of the raw PET data and 

allows for more precise modeling of the data formation process by incorporating corrective 

terms into the system matrix and forward PET model. Additive effects are modeled in the 

description of prompt coincidences, while multiplicative effects are directly modeled in the 

PET system matrix. 

Hereinafter, we denote by 𝑇𝑖, 𝑆𝑖 and 𝑅𝑖 the number of true, random and scattered coincidences 

detected in LOR 𝑖, respectively. One can express the measured PET raw data 𝑦𝑖 as: 
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𝑦𝑖 =  𝑇𝑖 + 𝑆𝑖 + 𝑅𝑖                                                         (1. 25) 

We can write:  

 

𝑦𝑖̅ =  𝑇𝑖̅ + 𝑆𝑖̅ + 𝑅𝑖̅ = (𝑷𝝆)𝑖 + 𝑆𝑖̅ + 𝑅𝑖̅                                      (1. 26) 

 

where 𝑇𝑖, 𝑆𝑖 and 𝑅𝑖 are independent Poisson variables. 

Corrections for multiplicative effects are incorporated inside the PET system matrix according 

to the following basic factorization (Qi et al., 1998):  

𝑷 = 𝑵𝑨𝑮                                                          (1. 27) 

where 𝑵 ∈ ℝ𝐼×𝐼 is a diagonal matrix containing the NCs of each LOR, is a diagonal matrix 

containing the ACFs of each LOR and is a matrix whose elements are the geometric probability 

that a coincidence detected in LOR has been emitted in a voxel in the object. The corresponding 

log-likelihood-function is similar to the one given in Equation (1.12) and expressed as: 

ln[Pr(𝒚|𝝆)] =  ∑[−(𝑷𝝆)𝑖 + 𝑆𝑖̅ + 𝑅𝑖̅ + 𝑦𝑖ln ((𝑷𝝆)𝑖 + 𝑆𝑖̅ + 𝑅𝑖̅ − ln (𝑦𝑖!))]

𝐼

𝑖=1

      (1. 28) 

Using expectation maximization, we get the MLEM /OSEM iterative algorithm:  

𝜌̂ 𝑗
𝑖𝑡+1 =  

𝜌̂ 𝑗
𝑖𝑡

∑ 𝑝𝑖,𝑗
𝐼
𝑖=1

∑ 𝑝𝑖,𝑗

𝑦𝑖

∑ 𝑝𝑖,𝑗𝜌̂𝑗
𝑖𝑡𝐽

𝑗=1 + 𝑆𝑖̅ + 𝑅𝑖̅

𝐼

𝑖=1

                               (1. 29) 

We will discuss later in this manuscript additional corrections that we can include in this 

formulation, such as point spread function and motion. 

  

1.3 Different implementations of PET scanners 

1.3.1 Combined PET-Computed Tomography  

Standalone PET imaging lacks information about the anatomical location of the measured 

physiological processes, which limits its diagnostic usefulness (Shreve, 2000). In many cases, 

accurate anatomical information is essential for localizing the PET signal within the body. As 

a result, it is now widely accepted that PET should be combined with an anatomical imaging 

modality, such as CT, to maximize its potential. 

To enable the "hardware fusion" of PET and CT data, Townsend and colleagues proposed 

combining PET and CT scanners in a single machine in the early 1990s (Townsend et al., 

1993). The integration of PET and CT in one system is relatively simple technically. Most 

commercial PET-CT scanners consist of mostly unmodified standalone PET and CT scanners 

mounted in a common gantry and with a single patient bed (Figure 1.11). The bed can shuttle 



44 

 

between the two gantries, and the CT and PET exams are performed sequentially. Spatially 

registered CT and PET data are obtained under the assumption that the patient does not move 

between the two acquisitions. In addition to the clinical value, CT images can be used to 

generate the 511-keV photon linear attenuation correction factors, eliminating the need for 

time-consuming PET transmission scans (Kinahan et al., 1998) and improving patient 

throughput. 

 

Figure 1.11  Design of a sequential PET-CT scanner. CT is positioned in front of the PET. 

The bed moves back and forth between the two modalities. 

1.3.2 Simultaneous PET-MR 

Simultaneous PET-MR scanners, first developed in the early 2010s, allow for the simultaneous 

use of PET and MR scans (Figure 1.12), unlike PET/CT scanners which use the modalities 

sequentially (Hammer et al., 1994). However, integrating PET and MRI is more challenging 

than integrating PET and CT in PET-CT scanners due to the interference between the two 

systems (Bai et al., 2013). There are several advantages to using PET-MR scanners, including 

the ability to provide higher soft tissue contrast with MRI, the ability to provide additional 

functional information through techniques like perfusion and diffusion MRI, and the absence 

of ionizing radiation in MRI (Ouyang et al., 2013a). This makes PET-MR scanners especially 

useful for pediatric patients and reduces total radiation exposure. The Lorentz force from the 

main magnetic field of an MRI scanner can also reduce the positron range in PET-MR scanners, 

which can improve the quality of the PET data (Hammer et al., 1994). The simultaneous 

acquisition of PET and MRI data in PET-MR scanners also allows for better registration of the 

two datasets in both spatial and temporal domains, which can further improve PET image 

quality (Bai et al., 2013). 
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Figure 1.12 Design of a combined PET-MR scanner. MR and PET are concentric. Scanned 

objects are intrinsically registered. 

1.3.3 SAVANT scanner 

The Gordon Center for Medical Imaging (Boston, USA), where this PhD thesis has been held 

and Sherbrook University (Sherbrook, Canada) are developing the Scanner Approaching in 

Vivo Autoradiographic Neuro Tomography (SAVANT), which is based on the LabPET-II's 

technology platform (Gaudin et al., 2021a) and is expected to have a volumetric resolution of 

under 2 µl (Lecomte et al., 2022), a significant improvement over the HRRT's resolution. 

The SAVANT (Figure 1.13) relies on the LabPET II technology platform having demonstrated 

unprecedented sub-mm resolution for imaging small and mid-sized animals. The basic detector 

elements consist of 4×8 arrays of 1.12×1.12×15 mm 3 phoswich LGSO scintillators read out 

by monolithic 4×8 APD arrays, assembled into 128-channel modules with a 2.5D architecture 

for thermal management and parallel signal processing by two 64-channel custom integrated 

circuits. Model based or machine learning classifiers are used to discriminate digitized signals 

from the phoswich detectors for DOI measurement. Slow (>44 ns) and Fast (<32 ns) decay 

LGSO crystals of 6.5 mm (top) and 8.5 mm (bottom) were selected as an optimal tradeoff 

between off-center spatial resolution and balanced coincidence detection efficiency between 

layers. The SAVANT uses 4032 of these detector arrays for a total of 258,048 crystals on a 39-

cm diameter by 23.5-cm long cylinder with 144 rings of 896 phoswich pixelated detectors, 

defining an imaging field of view up to a diameter of 30 cm. Ethernet-based singles data 

transfer to the acquisition computer was implemented along with software coincidence 

processing to sort out list-mode events in real-time. To achieve the highest possible resolution 

in vivo, a list-mode based PET reconstruction platform supporting physiological triggers and 

data measured from a real-time infra-red tracking camera for event-by-event motion 

compensation is being developed for the SAVANT during this PhD. 
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Figure 1.13 Top: Details of the SAVANT detection module showing the basic components. 

Eighteen modules are mounted in front-end cassettes transmitting data through a gigabit 

ethernet network. Bottom: SAVANT scanner during assembly (left), GATE simulation of FDG 

uptake based on the BigBrain atlas, and the first image of resolution phantom with a single 

ring prototype (right). 

1.4 Clinical application in neuroimaging and Alzheimer’s Disease  
The multitude of radiotracers and their different functions illustrated in Table 1.1 explains how 

prevalent PET imaging in patient diagnosis and management is.  

In that regard, PET imaging is commonly used for brain pathologies, including cancer and 

dementia. [18F]-FDG is widely used in brain cancer, and other tracers such as [18F]-FMISO, 

[15O]-H2, and [18F]-FLT have also been used to assess hypoxia, perfusion, and proliferation, 

respectively (Bruehlmeier et al., 2004). In the case of gliomas, [18F]-FDG PET imaging 

findings have been linked to the tumor grade and survival rates (Padma et al., 2003). In 

epilepsy, PET imaging can be used to localize the seizure focus, which is essential for surgical 

therapy (Hwang et al., 2001). [18F]-FDG PET is also a biomarker for neuronal degeneration in 

dementia (McKhann et al., 2011), and its spatial distribution can enable early diagnosis and the 

distinction between different subtypes of dementia (Shivamurthy et al., 2015). In the following 

subsections, we focus on neurodegenerative brain disease, with particular attention given to 

Alzheimer’s Disease (AD). 
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1.4.1 Introduction to Alzheimer’s Disease 
AD is a neurodegenerative disorder characterized by a gradual decline in cognitive function, 

including memory, language, and problem-solving abilities. It is the most common form of 

dementia, accounting for 60-80% of all cases. 

AD’s clinical signs can be considered a continuum (Figure 1.14, Sperling et al., 2011) and 

typically develop slowly over several years. They may initially be noticed as mild memory 

problems or difficulty with language. As the disease progresses, symptoms can become more 

severe, significantly impairing daily functioning. 

 

Figure 1.14 The continuum of Alzheimer Disease. (Sperling et al., 2011) 

The exact cause of AD is not fully understood, but several risk factors have been identified. 

These include increasing age, genetics, and lifestyle factors such as a lack of physical activity 

and poor diet (Drachman, 2006). 

Clinical signs and diagnostic 

The symptoms of AD typically develop slowly over many years and can vary from person to 

person. Some common symptoms include memory loss, cognitive decline (Christie et al., 

2013), changes in behavior and personality (Tsuno and Homma, 2009), language problems, 

and disorientation (Yesavage et al., 1993). 

These symptoms can lead to significant impairments in daily functioning and can affect a 

person's ability to live independently. As the disease progresses, people with AD may require 

increasing levels of care. Improving this pathology diagnosis at earlier stages would be of great 

importance in order to provide the appropriate treatment options.  

The diagnosis of AD typically involves a combination of cognitive and neuropsychological 

testing (Nasreddine et al., 2005; Tombaugh and McIntyre, 1992), brain imaging, and biomarker 

analysis. 
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Cognitive and neuropsychological tests are used to assess a person's cognitive function and 

determine if there are any areas of decline. These tests may include assessments of memory, 

language, attention, problem-solving, and other cognitive abilities. 

Brain imaging techniques, such as MRI or PET, can be used to diagnose and manage AD.  

Overall, the diagnosis of AD is typically based on a combination of these methods and may 

also involve a thorough medical history and examination, as well as input from family members 

or other caregivers. 

Pathology 

The underlying pathology of AD is characterized by the formation of beta-amyloid plaques 

(Klunk et al., 2004) and tau tangles (Mishra et al., 2017) in the brain (Figure 1.15). 

Beta-amyloid plaques are clumps of a protein called beta-amyloid that build up between nerve 

cells in the brain. These plaques are thought to interfere with the normal functioning of neurons 

and can lead to their death. 

On the other hand, Tau tangles or neurofibrillary tau tangles (NFTs) are twisted fibers of 

another protein called tau that forms inside nerve cells. These tangles are thought to disrupt the 

transport of nutrients and other essential molecules within the cell, leading to its death. 

 

Figure 1.15 Schematic of Amyloid plaques and Neurofibrillary Tau tangles inside the brain. 

(Saint Aubert, 2017). 
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The formation of these plaques and tangles is thought to be a key factor in the development of 

the symptoms of Alzheimer's disease, such as memory loss and cognitive decline. The extent 

and distribution of these changes in the brain can also provide insights into the progression of 

the disease and the effectiveness of potential treatments. Their temporal-spatial progression is 

used to define stages of the disease, known as Braak stages (Figure 1.16) (Braak and Braak, 

1991). 

The locus coeruleus and trans entorhinal cortex are particularly susceptible to being damaged 

by NFTs and are the first brain structures affected by the presence of these tangles (Braak stage 

I). As the disease progresses, NFTs can spread from the locus coeruleus and trans entorhinal 

cortex to the entorhinal cortex. The entorhinal cortex is a brain region that plays a crucial role 

in memory and spatial navigation. (Braak stage II). These stages often occur during a long 

preclinical period in which an individual may not yet exhibit any disease symptoms. The 

presence of NFTs in the entorhinal cortex after the age of 75 may be similar to normal brain 

aging. Braak stage III is characterized by the presence of NFTs in the hippocampus, a brain 

region that plays a crucial role in learning and memory. In Braak stage IV, the NFTs extend 

from the hippocampus to the temporal cortex and limbic regions and all associative cortical 

regions. These stages correspond to the beginning of AD, as the presence of NFTs in these 

brain regions is associated with the development of symptoms such as memory loss and 

cognitive decline. Finally, stages V and VI correspond to a major impairment of the isocortex 

affecting the entire cortex. The primary, visual, and motor cortical regions are among the last 

brain regions affected by the disease (Jucker and Walker, 2011). The spreading of Tau may 

occur via trans-synaptic propagation through anatomically connected synapses, glial cells as 

oligodendrocytes, and microglia (Wang et al., 2017). 

 

Figure 1.16 Spatiotemporal evolution of the Tau lesions according to Braak. (Jucker and 

Walker, 2011) 
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1.4.2 PET imaging of tau protein 

PET can be used to visualize tau protein in the brain. As previously seen in this chapter, PET 

imaging works by injecting a radioactive tracer into the bloodstream, which then binds to the 

tau protein in the brain. The tracer emits positrons, which are detected by the PET scanner and 

used to create detailed images of tau distribution in the brain. 

PET imaging is a valuable tool for studying AD, allowing researchers and clinicians to 

visualize tau protein in the brain. This can provide valuable insights into the progression of the 

disease and the effectiveness of potential treatments. By tracking the accumulation of tau 

protein in the brain over time and evaluating the impact of different interventions on tau levels, 

PET imaging can help researchers and clinicians understand more about the underlying causes 

of AD and how it can be treated. In addition, PET imaging of tau protein is increasingly being 

used in clinical practice to help diagnose and monitor AD, providing additional information 

that can help distinguish it from other forms of dementia and track its progression over time. 

Importance of tau PET imaging in AD research 

Tau PET imaging is essential for research on AD for several reasons. First, tau PET imaging 

(example in Figure 1.17) can provide insights into the progression of the disease by allowing 

researchers to track the accumulation of tau protein in the brain over time. This can help to 

better understand the underlying pathology of the disease and to identify potential biomarkers 

that can be used to monitor the disease progression and response to treatment. Moreover, there 

is evidence that current treatments, although symptomatic, are more effective in the early stages 

of the disease (Farlow, 2000). 

 

Figure 1.17 Example of PET image overlayed on MR showing the deposition of Tau protein 

on an AD-positive patient. 
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Secondly, tau PET imaging can be used to evaluate the effectiveness of potential treatments 

for AD. By measuring changes in tau levels in the brain after treatment, researchers can 

determine whether a particular intervention is able to slow or halt the accumulation of tau 

protein. This can provide valuable information on the potential benefits of different treatments 

and can help to guide future research and clinical practice. 

Finally, tau PET imaging can also help to improve the diagnosis and monitoring of Alzheimer's 

disease in clinical practice. By providing detailed information on tau distribution in the brain, 

tau PET imaging can help to differentiate Alzheimer's disease from other forms of dementia 

and can provide valuable information on the progression of the disease over time. 

Overall, the ability of tau PET imaging to provide insight into the progression of Alzheimer's 

disease and to evaluate the effectiveness of potential treatments makes it an essential tool for 

research in this field. It can provide valuable insight into the disease's underlying pathology 

and can help improve diagnosis and treatment. 

Tau protein PET tracers 

A good candidate radiotracer for PET imaging of tau protein needs to satisfy the following 

requirements (Villemagne et al., 2015):  

▪ high selectivity for tau over 𝛽-amyloid and high binding affinity since tau tangles, 

▪ coexist with amyloid plaques in lower concentrations, 

▪ ability to cross the blood-brain barrier, 

▪ possibility to be labeled with isotopes with long half-lives, 

▪ low binding in brain areas that do not contain tau protein. 

Several different types of PET tracers are currently being used or developed for the 

visualization of tau protein in the brain, including [ 𝐹 
18 ]-FDDNP, which binds to both 𝛽-

amyloid and tau tangles (Smid et al., 2013), [18F]-THK5351 that selectively binds to paired 

helical filaments tau and exhibits low uptake in the to the white matter (Harada et al., 2016), 

or [ 𝐹 
18 ]-T807 which presents higher selectivity for PHF-tau over 𝛽-amyloid (Xia et al., 2013). 

Overall, the choice of PET tracer for tau imaging will depend on the specific research question 

and the desired information type. The tracers can provide valuable information on tau in the 

brain, but each has its own strengths and limitations. 
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In this manuscript, we will work specifically (in Chapter 7) on a non-FDA approved tracer 

known as [ 𝐹 
18 ]MK-6240. It is a second-generation tau tracer under study that is currently 

considered one of the most promising in terms of the stated requirements (Guehl et al., 2019).  

Limitation of Tau PET tracers 

Tau PET tracers are expected to detect small changes in the accumulation of neurofibrillary 

tangles (NFTs) at the early stages of AD, which could help evaluate the effectiveness of 

potential anti-tau therapies or for statistical and longitudinal analyses. However, current tau 

radiotracers, including both first- and second-generation tracers, have limitations with regard 

to off-target binding (example in Figure 1.18). For instance, quinolone derivatives, such as 

[ 𝐹 
18 ]-THK5351, can bind to monoamine oxidase B (MAO-B), which can lead to confusion in 

interpreting the [ 𝐹 
18 ]-THK5351 signal in relation to NFTs and may compromise the usefulness 

of this tracer as a tau marker. Additionally, even the most widely used and promising tau tracers 

have some level of off-target signal, which can arise from structures near key brain regions. 

This off-target signal can spill into these regions due to the limited spatial resolution of PET 

scans, potentially limiting the clinical and research utility of these tracers. 

[ 𝐹 
18 ]-T807 (also known as [ 𝐹 

18 ]-AV-1451 or [ 𝐹 
18 ]-flortaucipir), a first-generation tau tracer 

that has been extensively validated, has been shown to have off-target binding in the basal 

ganglia, choroid plexus, and neuromelanin-containing cells including the substantia nigra 

(Johnson et al., 2016; Lemoine et al., 2018; Marquié et al., 2017). The binding in the choroid 

plexus may hinder the accurate quantification of NFTs in the entorhinal cortex and 

hippocampus, which are involved relatively early in the AD process. [ 𝐹 
18 ]MK-6240, also has 

limitations with regards to off-target binding. We will give more details and a potential solution 

for this problem in Chapter 7. 

 

Figure 1.18 Example of [18F]MK-6240 off-target binding to meninges and sinuses. 
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1.5 Conclusion 
In this first introductory chapter, we have presented the general principles associated with 

Positron Emission Tomography. We discussed the history of this imaging technique in Section 

1.1, then delved into the main physical phenomena related to PET detection in Section 1.2. We 

have also presented the different formats representing the raw PET data and the various image 

reconstruction techniques, as well as the different types of data corrections and how they can 

be included in a reconstruction scheme. Additionally, we have discussed different 

implementations of PET scanners in Section 1.3. In Section 1.4, we have provided an overview 

of AD and its clinical signs, risk factors, and methods of diagnosis. We have discussed the 

symptoms of AD, including memory loss, cognitive decline, and changes in behavior, as well 

as the underlying pathology of AD. Additionally, we have examined the use of PET imaging 

to visualize hyperphosphorylated tangle of tau protein in the brain and its importance in 

research on AD. We have also explored the different types of PET tracers used to visualize tau 

protein in the brain and their limitations.  

This chapter serves as a foundation for the contributions presented in Chapter 3 to Chapter 7, 

where we applied many of the concepts introduced to achieve improved quantification in brain 

PET imaging (list-mode reconstruction using an OSEM algorithm, data corrections, the use of 

PET/CT or PET/MR scanners, improved quantification for neuroimaging, etc.). Specifically, 

we attempted to improve the accuracy of brain PET imaging by implementing newer 

techniques such as motion correction, super-resolution, and non-negative matrix factorization. 

These chapters will demonstrate how some of the concepts discussed here can be used to help 

overcome the challenges of PET quantification (discussed in Chapter 2) and improve the 

diagnostic capabilities of this imaging modality for brain imaging and specifically for AD.  

First, in the next chapter, we will focus on the challenges of PET quantification. 
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Chapter 2  
 

Challenges of PET 

quantification 

 
We have seen in Chapter 1 that PET is a medical imaging modality that allows for the non-

invasive measurement of physiological and biochemical processes in vivo. We have outlined 

some of the main challenges and limitations, namely attenuation, normalization, scatter, and 

random correction. Accurate quantification of PET images is critical for correctly interpreting 

and analyzing the data, especially for studying neurochemistry and neurodegenerative 

proteinopathy discussed in Chapter 1, Section 1.4. 

However, PET quantification is challenged by other factors that can affect the accuracy and 

precision of the measurements. In this chapter, we focus on the challenges, which include 

spatial resolution in Section 2.1, partial volume effect in Section 2.2, noise in Section 2.3, and 

motion in Section 2.4. Resolution refers to the ability of the imaging system to distinguish 

between two closely spaced objects or features. Partial volume effect occurs when structures 

are partially obscured by other structures or tissues due to the limited resolution or other effects, 

leading to underestimation or overestimation of tracer uptake. Noise in clinical PET images 

depends on various factors, such as the amount of radioactivity administered to the patient, the 

efficiency of the detection system, and the data acquisition and reconstruction techniques used. 

Finally, the patient’s motion can introduce blur and artifact into the images, leading to errors 

in quantification, making PET image interpretation more challenging. 

We will review the challenges and discuss their source, impact, and current approaches for 

addressing them.  
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2.1 Resolution 

2.1.1 Definition 
The spatial resolution of a PET system can be referred to as the smallest distance at which it is 

possible to distinguish two point sources on a reconstructed image. It describes the degradation 

of the signal acquired by the various physical limitations outlined in Chapter 1 Section 1.2.1 of 

this manuscript, as well as by the geometric limitations of the PET scanner. 

The main limitation of PET imaging is its relatively mediocre spatial resolution compared to 

other medical imaging modalities. While X-ray imaging (CT) or magnetic resonance imaging 

(MRI) can achieve sub-millimeter resolutions, PET imaging typically struggles to achieve 

resolution below four to three millimeters with current technology. This low spatial resolution 

is due to a combination of several factors, the most important of which are the size of the 

scintillating crystals and the geometry of the blocks.  

2.1.2 Source 

Although some of the effects responsible for degrading spatial resolution cannot be exactly 

described by a Gaussian function, it is generally considered that their impacts are added in 

quadrature. Thus, the intrinsic radial spatial resolution at a distance 𝑟 from the center of the 

FOV is estimated by a Gaussian function called the point spread function (PSF) (Figure 2.1) 

or, more generally, the system response function. 

 

Figure 2.1  Illustration of the deleterious effects of the PSF on PET image accuracy. A) Source 

of uniform activity of intensity 100 (A.U.) in a non-radioactive background produces, B) a 

measured image in which part of the signal is spread outside the true object, and the maximal 

activity of the object is under-estimated to 85 A.U. Adapted from (Soret et al., 2007). 
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An empiric formula proposed by Moses and Derenzo states that the imaging spatial resolution 

in terms of full width at half maximum (FWMH) of a scanner system can be given by (Moses, 

1993):  

𝐹𝑊𝑀𝐻 (𝑚𝑚) ≈  𝑎√(
𝑑

2
)

2

+ (0.0044𝑅)2 + 𝑠2 + 𝑏2 +
(12.5𝑟)2

𝑟2 + 𝑅2
            (2. 1) 

with, 

a: constant factor 

𝑑: the crystal width (in mm), 

R: is the radius of the detection rings (including photon noncollinearity in mm), 

𝑠: the effective source size (including positron range in mm), 

𝑏: the block effects (block size in mm), 

r: distance to the center of the field of view (in mm). 

 

 

Figure 2.2 Diagram describing the elements that affect the resolution of a PET system at the 

ring and detector level. 

The constant factor 𝑎, which varies from 1 to 1.3, is due to the image reconstruction algorithm. 

The factor 0.0044, expressed in radians, corresponds to the angular fluctuation between two 

emitted gamma rays. The crystal width is the main resolution limiting factor in most PET 

scanners. Decreasing crystal size is hence a way of improving resolution; however, with 

today’s manufacturing process, this can be substantially expensive, and inter-crystal 

penetration can become an issue. On the other hand, most PET systems are designed for 
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general-purpose applications, and they cannot provide the required resolution for some specific 

region-of-interest (ROI) imaging (Li et al., 2014).  

2.1.3 Impact 

The limited resolution of a PET imaging device causes two types of errors in quantifying the 

activity distribution: underestimation of the tracer concentration in structures of size 

comparable to the spatial resolution and overflow of an area of activity into another 

(“spillover”). Several methods can partially correct these effects; however, it is important to 

note that the finite spatial resolution of a PET imaging device is a fundamental technological 

limit that cannot be completely compensated for by post-processing methods. 

2.1.4 Improving resolution 

Methods for improving resolution in PET can be divided into two subgroups based on whether 

they are applied to the reconstructed image or integrated into the reconstruction. Methods 

applied to reconstructed images are simply deconvolution methods. In fact, the reconstructed 

image 𝜌 is not the original object 𝑓, but its convolution with the spatial impulse response ℎ of 

the detector (Soret et al., 2007): 

𝜌(𝑥, 𝑦, 𝑧) = (ℎ ∗ 𝑓)(𝑥, 𝑦, 𝑧)                                            (2. 2)                                           

In reality, the impulse response of the PET imaging device is not spatially invariant, and the 

reconstructed image is discrete. Therefore, Equation (3.2) can be written as: 

𝜌 = 𝐻𝑓                                                                (2. 3)                                                             

The direct inversion of Equation (2.3) is rarely used in practice because the resulting problem 

is ill-conditioned and therefore increases noise in the final image. To improve the conditioning 

of the problem, we can assume that the PET image is composed of K homogeneous 

compartments. This assumption reduces the dimension of the matrix H in Equation (2.3) and 

improves its conditioning. The compartments can be determined by segmenting a PET image 

or an anatomical image (MRI or CT). A major limitation of this approach is that it assumes that 

the PET image is homogeneous by region, which is not the case in reality and can make the 

identification of compartments difficult in practice (Rousset et al., 1998). Another 

deconvolution strategy is to regularize the iterative inversion of Equation (2.3). Several 

iterative methods have been proposed using different regularizations (Boussion et al., 2006).  

It is also possible to integrate resolution improvement into the reconstruction process. The 

projection matrix of iterative reconstruction algorithms is designed to model everything that 
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happens to a photon, from its emission to its detection. It is therefore possible to incorporate, 

for example, the average free path of the positron before annihilation with an electron, the finite 

resolution of the detector (Panin et al., 2006), or the point spread function. In Chapter 4 and 

Chapter 5, we will explore a more advanced technique known as super-resolution. A literature 

review is presented in Chapter 4. 

2.2 Partial volume effect 

2.2.1 Definition 

In PET imaging, partial volume effect (PVE) refers to the phenomenon whereby the measured 

activity concentration in a voxel is not solely from a single tissue type or region but rather is a 

combination of activity from multiple tissue types or regions. This can lead to an 

underestimation of the true activity concentration in the voxel and can affect the accuracy and 

precision of the PET image. 

2.2.2 Source 

More precisely and as explained by (Soret et al., 2007), the term “partial-volume effect” refers 

to two distinct phenomena that make intensity values in images differ from what they ideally 

should be. The first is the 3D image blurring introduced by the finite spatial resolution of the 

imaging system, which can result in spillover between regions and cause the image of a small 

source to appear larger and dimmer. The second phenomenon referred to as the “tissue fraction 

effect,” is due to image sampling. The radiotracer distribution is sampled on a voxel grid, 

resulting in most voxels including different types of tissues and a signal intensity that is the 

mean of the underlying tissues. 

 

Figure 2.3 Influence of image sampling on PVE. Pixels on the edge of the source include both 

source and background tissues. A part of the signal emanating from the source is outside the 

actual object and therefore is described as spilling out. Adapted from (Soret et al., 2007). 

Ideally, compensation for PVE should consider both the finite resolution effect and the tissue 

fraction effect. This phenomenon is why PVE is a concern in both emission tomography, which 
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has poor spatial resolution compared to other imaging modalities, and high-resolution imaging, 

such as MRI or CT. Note that even if the imaging system had an infinite spatial resolution, 

there would still be some PVE due to image sampling. Mathematically speaking, the finite 

resolution effect is described by a 3D convolution operation, where the image is formed by the 

convolution of the actual source with the 3D point spread function of the imaging system. This 

specific source of PVE will be covered in Chapter 6. 

In summary, there are several sources of PVE in PET imaging: 

▪ Spatial resolution: The finite size of the PET detectors limits the ability to accurately 

localize the origin of the emitted gamma rays, leading to PVE, 

▪ Anatomical structures: The presence of anatomic structures with different activity 

concentrations nearby can contribute to PVE. For example, the boundary between two 

tissues with varying levels of activity can lead to PVE. 

Overall, PVE can be a significant source of error in PET imaging and can affect the accuracy 

and precision of the images. It is essential to carefully consider the sources of PVE and take 

steps to minimize their impact when interpreting PET images. 

2.2.3 Impact of PVE 

Partial volume effect can significantly affect the quality and accuracy of images. PVE spreads 

out the signal from small, hot lesions embedded in a colder background, making the lesion 

appear larger but less aggressive than it actually is. This is particularly problematic when using 

PET for radiotherapy treatment planning, as the contours of the lesion on the PET image may 

include more than the metabolically active part of the tumor due to the limited spatial resolution 

of PET images. PVE can also cause difficulty in accurately assessing the viability of necrotic 

tissue in tumors, as activity from outside the tumor can spill into the tumor, leading to an 

overestimation of viable tissue. PVE does not cause any signal loss but displaces the signal in 

the image. In the absence of background activity, PVE does not affect the total activity in the 

tumor as long as a large enough region is drawn around the tumor to capture the total activity 

accurately. The quest for higher-resolution PET systems remains important to more accurately 

determine the metabolically active part of tumors and improve treatment planning. 

2.2.4 PVE Correction 

Various methods are being researched to correct for PVE, including the recovery coefficient 

(RC) method (Krempser et al., 2013), the geometric transfer matrix (GTM) method (Rousset 

et al., 1998), deconvolution (Golla et al., 2017), the multiresolution method (Boussion et al., 
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2006), the fitting method (Santago and Gage, 1995), and the maximum a posteriori approach 

(Baete et al., 2004).  

The RC method involves multiplying the measured uptake value in an ROI by a correction 

factor. In contrast, the GTM method consists in dividing the image into compartments and 

calculating the proportions of the signal emanating from each compartment and detected in the 

other compartments. Deconvolution is a method that involves an iterative process where the 

image that would be obtained if the true image was known is compared with the actual image 

acquired. The difference is used to update an estimate of the PVE-corrected image. The 

multiresolution method involves extracting and transforming details from a high-resolution 

image and incorporating them into a low-resolution PET image. The fitting method involves 

modeling a tumor as a sphere with uniform uptake and estimating the model’s unknown 

parameters by minimizing an objective function. The maximum a posteriori approach involves 

incorporating previously determined anatomic information into the reconstruction process and 

allowing noise suppression in specific compartments with anatomically based smoothing.  

Other methods will be exposed as part of the contribution of the Ph.D. work in Chapter 4, 

Chapter 5,Chapter 6, and Chapter 7.   

2.3 Noise in PET imaging  

2.3.1 Source 
There are other sources of errors that are more difficult to correct and represent limitations to 

the use of PET imaging. On the one hand, PET images are very noisy. Noise comes from two 

distinct sources. The first is directly related to the statistical nature of the observed 

phenomenon, that is, the radioactive disintegrations of the marker associated with the molecule 

injected into the patient. The noise level due to this source depends on the amount of injected 

activity (Figure 2.4). 

 

Figure 2.4 OSEM image showing the effect of the number of counts considered for the 

reconstruction. A) is the ideal noise-free object, B) is the high count displaying a lower amount 

of noise, and C) is the low count reconstruction displaying a higher amount of noise.   
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The second source of noise is the iterative reconstruction of the image. The noise found in the 

images after reconstruction depends heavily on the reconstruction algorithm used. Each 

reconstruction introduces noise and artifacts specific to its operating mode. Although 

reconstruction algorithms have benefited from many improvements over the years, 

unregularized approaches still produce imperfect images with variable properties, often noisy 

and affected by artifacts related to the approach used. Iterative algorithms that produce the best 

results are also subject to noise, usually proportional to the number of iterations.  

In addition to the intrinsic resolution allowed by the PET device, the size of the voxels used to 

reconstruct the image significantly impacts its final quality. The smaller the voxels, the better 

the objects are represented, but the fewer the LOR passing through each voxel. In practice, 

reducing the size of the voxels results in an increase in noise in the image.  

A compromise must therefore be found between the ratio between the size of the voxels and 

the imaged object and the quality of the image. In clinical routine, the size of the voxels is 

generally between 2- and 5 mm.  

Other sources of noise can include random coincidences, scattered photons, and electronic 

noise.  

2.3.2 Impact 

Noise in PET imaging can significantly impact the overall quality of the images produced and 

can affect the accuracy of the measurements obtained from those images. High noise levels can 

make it difficult to distinguish small or subtle changes in tissue activity, which can lead to false 

positive or false negative results. Additionally, noise can make detecting small lesions or 

tumors difficult, leading to delayed or missed diagnoses. Furthermore, high noise levels can 

increase the radiation dose required to achieve a given image quality, increasing the risk of 

radiation-induced cancer and other adverse effects. Noise can also impact the ability to perform 

quantitative analysis, such as measuring the binding potential of a tracer in a specific region of 

interest. 

2.4 Motion 
Movement during a PET acquisition is another source of resolution degradation. During a PET 

scan the data is accumulated over some time, depending on the study, a single brain scan can 

last up to an hour. Any substantial motion of the subject during the scan will result in motion 

blur in the final reconstructed image. It is a common practice to physically restrain the head to 

minimize the possible motion of the patient. Nonetheless, even with a head restraint, some 
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patients struggle to remain motionless through the scan (for instance in pediatric or psychiatric 

imaging) (Daou, 2008). 

In this section, we first discuss the source and deleterious consequences of physiologic motion 

in PET and PET-CT applications. We then present the different methods that have been 

proposed in the literature to alleviate the impact of motion in these applications.  

2.4.1 Source and Impact 

Physiologic motion, such as respiratory, cardiac movement, or any rigid body motion can have 

a negative impact on the quality of PET and PET-CT images, particularly in areas such as the 

heart, thorax, abdomen and head where the movements can be substantial. This motion can 

cause blurring of the signal, leading to an underestimation of the local tracer uptake and an 

overestimation of the volume of the organ or lesion being imaged (Liu et al., 2009) (see an 

example in Figure 2.5). In addition, motion can create inconsistencies between the emission and 

attenuation data in PET-CT studies, resulting in image artifacts and degrading the quantitative 

accuracy of the images (Gould et al., 2007). These issues can be particularly problematic in 

neurology, oncologic and cardiac imaging, where an accurate assessment of tracer uptake and 

lesion size is critical.  

 

Figure 2.5 Effect of extreme continuous motion degrading the image resolution on a Hoffman brain 

phantom. 

To address these issues, various methods have been proposed in the literature to alleviate the 

impact of motion on PET and PET-CT images. These methods include respiratory gating, 

external surrogates, internal surrogates, and image-based motion correction. 

2.4.2 Motion Correction 

The gating method is a common approach to compensate for motion in PET, but it can result 

in an increased noise level due to the reduced number of events in each phase and is only useful 

for pseudo periodic types of movement. To overcome the limitations of gating, various PET 
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motion correction methods have been developed, which involve two steps: estimating the 

motion vector field and correcting for motion through the application of the vector field to 

gated images or modeling it in motion-compensated PET image reconstruction. PET motion 

correction methods can hence be divided into three categories based on how the motion field 

is estimated: PET-based, MR-based, or external tracker-based. 

2.4.3 Gating 

There are two types of gating: prospective and retrospective. In prospective gating, data 

acquisition is restricted to certain points in the motion cycle, such as the end of exhalation in 

respiratory gating or the end of diastole in cardiac gating. In retrospective gating, data is 

collected throughout the entire acquisition and is sorted and reconstructed based on the gating 

signal after the acquisition. Retrospective gating is preferred for motion correction because it 

allows for all available data to be used to improve image quality. Cardiac gating uses the 

electrical activity of the heart as the gating signal, and respiratory gating uses sensors placed 

on the patient's chest or abdomen to measure the motion of the rib cage or belly during 

respiration (Figure 2.6).  

 

Figure 2.6 Illustration of the concept of EKG-based cardiac gating with an example of 6 

cardiac gates (Ph.1 … Ph.6). Cardiac gating is achieved by grouping data detected in the same 

cardiac gate but acquired in different cardiac cycles. 

To determine the movement of voxels between different gates in a gated PET data acquisition, 

a motion field must be calculated. This is typically done using image registration, a process 

that finds a point-to-point correspondence between two images by identifying a spatial 

transformation that links their coordinate systems. The resulting motion field describes the 
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movement of voxels between the gates and a reference point. Image registration is typically 

formulated as an optimization problem, minimizing a cost function that measures the 

discrepancy between the two images being registered. The cost function is typically composed 

of an image matching criterion and a regularization criterion. There are two main types of 

image registration methods: non-parametric, local methods such as optical flow, and 

parametric, global methods that use a global transformation model defined by a small number 

of parameters. Both of these methods have been widely used in the PET literature for motion 

correction. 

However, gating results in increased noise levels due to the reduced number of events in each 

motion phase. To address the limitations of the gating method, many PET motion correction 

methods have been developed, which consist of two consecutive steps: motion vector field 

estimation, and motion correction by either applying the estimated motion vector fields to the 

gated images or modeling it within motion-compensated PET image reconstruction (Rahmim 

et al., 2013). 

Depending on how the motion field is estimated, PET motion correction methods can be 

divided into two major subcategories: PET-based methods and Magnetic Resonance (MR)-

based methods. 

PET based 

In the PET-based motion correction methods, the measured emission data are first assigned to 

specific motion phases based on surrogate signals (Jin et al., 2013), e.g., EKG, respiratory 

bellow, etc. (Roger R Fulton et al., 2002; Montgomery et al., 2006; Yu et al., 2016), or the 

PET-data themselves (Kesner et al., 2009; Lu et al., 2019; Sun et al., 2019), e.g., center of 

mass, time-of-flight information, frame-by-frame images, etc. Motion vector fields are then 

estimated by registering the reconstructed image of each phase to a reference phase (Dawood 

et al., 2008). However, the accuracy of the motion vector fields estimated by the PET-based 

methods is limited by low signal-to-noise ratio (SNR), especially in the case of dual gating, 

and the overall lack of anatomical structural information of PET images (Ouyang et al., 2013b; 

Petibon et al., 2019).  

MR based 

The increasing availability of hybrid PET/MR systems provides a unique opportunity for 

mitigating effects of motion in PET using MR-based motion correction. Because of its 

excellent soft-tissue contrast, high spatial resolution, and high SNR, MR provides more 

accurate estimation of motion vector fields than the PET-based methods. MR-based PET 
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motion correction methods have been successfully applied to compensate respiratory and 

cardiac motion in various applications involving both static and dynamic PET imaging (Catana, 

2015; Gillman et al., 2017; Huang et al., 2014; Petibon et al., 2019, 2013).  

One major limitation of the MR-based motion correction methods is that the conventional 

Fourier-based MR imaging method could not resolve cardiac or respiratory motion in real time 

due to its slow imaging speed. The binning-based MR imaging methods (Feng et al., 2016; 

Grimm et al., 2015; Munoz et al., 2018; Rank et al., 2016; Robson et al., 2018) are often used 

to address this issue, where MR k-space data are grouped into different motion phases based 

on surrogate signals (e.g., EKG), navigator signals, or k-space data alone, and images of each 

motion phase are then reconstructed for the estimation of motion vector fields. However, the 

binning-based MR imaging methods suffer from three noticeable limitations. First, they 

assume pseudo periodic motion, which does not hold well in the case of arrhythmia and 

irregular respiratory motion. Secondly, they rely on either surrogated signals or navigator 

signals acquired along a single direction to assign k-space data to specific motion phases, which 

cannot reliably capture voluntary body motion. Thirdly, their performance is limited by the 

inherent trade-off between the number of motion phases (and thus the accuracy of motion field 

measurement) and data acquisition time.  

In Chapter 4, we demonstrate how we were able to correct motion and to improve resolution 

from multiple shifts of a phantom during a PET scan using MR in a PET/MR setup. 

External tracking devices 

Since standard motion correction techniques, which typically rely on registration of 

reconstructed PET images, have limited temporal resolution and often fail to correct the effects 

of rapid or continuous head motion, an alternative approach is to use external optical tracking 

systems, which provide motion information with excellent temporal and spatial resolution. 

Those features are essential in the context of brain studies which was the main application of 

this PhD work. 

There have been various approaches to tracking head motion using external devices in PET 

imaging. Some early methods used transducers (Green et al., 1994) or miniature lamps attached 

to the patient's head (Goldstein et al., 1997), which were tracked by external radio devices or 

optical cameras, respectively. Other methods used mechanical arms (R.R. Fulton et al., 2002a) 

or infrared cameras to track reflective markers attached to the head. More recently systems 

using infrared cameras to track reflective markers, have been widely implemented (Lopresti et 
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al., 1999). Other systems use visible spectrum stereo-optical cameras to track small markers 

attached to the head and have been successful in accurately resolving the motion of small 

subjects. These systems typically rely on the assumption that the motion of the markers 

accurately represents the motion of the brain. In general, this assumption is justified. 

To make proper use of the tracking information for motion correction of PET, the signal must 

be spatially and temporally aligned to the PET acquisition system. However, newer optical 

tracking devices do not necessarily provide an external trigger input or output signal, like 

previous-generation models did. For example, the Polaris Vega (NDI), that we used for our 

studies, offers overall desirable performance, but only provides a network interface, and 

therefore needs an alternative integration scheme that should be adaptable to any similar 

device. Robust methods for the temporal and spatial alignment of a high-performance optical 

motion tracking system (Polaris Vega, NDI) with a state-of-the-art clinical PET/CT scanner 

(GE Discovery MI) to perform motion correction for brain PET studies will be presented in the 

next chapter.  

2.5  Conclusion and Research Objectives 
This chapter concludes the introductory part of this manuscript. We discussed the challenges 

of PET quantification, including resolution, motion, partial volume effect, and noise. We have 

defined these challenges, discussed their source and impact on the accuracy of PET imaging, 

and reviewed the correction methods that are currently used to address them. We highlighted 

the importance of addressing these challenges in order to improve the diagnostic capabilities 

of PET imaging.  

Through the course of this PhD, we have aimed to address these challenges and improve the 

accuracy of PET quantification through the implementation of various techniques and 

methodologies. Specifically, in Chapter 3, we will present a motion correction method that 

integrates an optical tracking device, and in Chapter 4 and Chapter 5, we will demonstrate the 

implementation of super-resolution techniques in PET/MR and brain PET imaging using a real-

time motion capture system. In Chapter 7 we will explore a technique called non-negative 

matrix factorization to disentangle specific, non-specific, and off target signal of [ 𝐹 
18 ]MK-

6240 in Tau dynamic sequences.  
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Chapter 3  
 

Motion correction: integration 

of a real-time tracking camera 

 
This chapter introduces the prerequisite steps to achieve motion correction and, ultimately, 

super-resolution. We explained in Chapter 2 how head motion degrades the spatial resolution 

and quantitative accuracy of brain PET images. While a subject’s head can be mechanically 

restrained to minimize movement, most brain studies exhibit motion artifacts in practice. 

Standard motion correction techniques, which typically rely on the registration of reconstructed 

PET images, have limited temporal resolution and often fail to correct the effects of rapid or 

continuous head motion. An alternative approach, presented in Section 3.1, is to use external 

optical tracking systems, which provide motion information with excellent temporal and spatial 

resolution. To properly use such information for motion correction of PET, the tracking signal 

must be spatially and temporally aligned to the PET acquisition system. However, newer 

optical tracking devices don’t necessarily provide an external trigger input or output signal, as 

previous-generation models could have. In Section 3.2, we describe the architecture of the 

hardware interface that we built for the communication and temporal alignment of a high-

performance optical motion tracking system (Polaris Vega, NDI) with a state-of-the-art clinical 

PET/CT scanner (GE Discovery MI) and on the SAVANT scanner that we described in Chapter 

1, to perform motion correction for brain PET studies. Section 3.3 describes how the measured 

external motion information is used in a list mode MLEM reconstruction framework to correct 

PET lines of response for motion directly. We performed experiments with moving point 

sources, a Derenzo resolution phantom, and a Hoffman brain phantom to assess the motion 

correction performance we present and discuss in Sections 3.4 and 3.5. In all experiments, the 

developed approach produced PET images exhibiting fewer motion artifacts than non-

corrected ones, with quality approaching that of the static reference images. 
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3.1 Introduction 
The High-Resolution Research Tomograph (HRRT), developed 20 years ago by CTI/Siemens, 

remains the standard-bearer for performance in brain PET with ~16 µL volumetric resolution, 

but better performance is required to push cutting edge neurological degenerative disease 

studies (Carson and Kuo, 2019). We are building the Scanner Approaching in Vivo 

Autoradiographic Neuro Tomography (SAVANT) (Figure 3.1). Based on the LabPET-II 

technology platform (Gaudin et al., 2015), it is expected to achieve under 2 µL volumetric 

resolution (Gaudin et al., 2019), nearly one order of magnitude better than the HRRT. 

Technical information on the SAVANT scanner’s architecture is given in Section 1.3.3 of 

Chapter 1. 

 

Figure 3.1 SolidWorks model of the SAVANT scanner geometry. 

The very high resolution of the SAVANT will unavoidably be smeared by involuntary motion 

from the patient during the measurement, therefore requiring correcting data for those 

displacements as accurately as possible. Head motion tracking can be performed using infrared 

markers (R.R. Fulton et al., 2002a), or using PET data driven methods (Lu et al., 2019). 

However, given the unprecedented resolution of this scanner, it is important to begin with a 

well understood reference methodology for motion correction, and motion tracker-based 

correction schemes have been recognized as excellent baseline references for rigid-motion 

scenarios like brain imaging.  

We chose to integrate a motion tracker from the NDI Polaris family, which has shown very 

reliable performance in the past (R.R. Fulton et al., 2002a), (Jin et al., 2014). However, more 

recent models with improved accuracy often no longer offer an output synchronization trigger 
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port. Many models now only provide an Ethernet port, but with support for network 

synchronized Precise Timing Protocol (PTP, IEEE-1588 standard). This, on the other hand, 

presents an opportunity to directly merge the motion data with the PET data using the PTP 

timestamps and enable real-time corrections to the list mode data, and thus real-time, event-

by-event motion-corrected image reconstruction. The overall synchronization design also 

applies to any other type of Ethernet-enabled peripheral to be integrated into the SAVANT or 

other timestamp-based scanners. Lastly, it is highly desirable to also support a so-called legacy 

mode to easily share the motion capture camera among PET systems available in an institution. 

In the next parts, we describe the firmware and software architecture bridging the PET Data 

Acquisition System (DAQ) with a PTP enabled network-based motion capture camera. The 

architecture is structured to support both the SAVANT’s fully timestamp based DAQ, as well 

as a legacy mode for compatibility with other scanners by using their gating input ports. 

Experimental results are presented for each bridge type using two different scanners to 

demonstrate its effectiveness and portability.  

3.2 Architecture Description 

3.2.1 Camera selection 

With an anticipated volumetric spatial resolution for the SAVANT scanner that is better than 

2 µL, the NDI Polaris Vega motion capture camera (MCC) was selected. It is a device approved 

for medical environments with 0.12 mm, or 0.022 µL FWHM volumetric accuracy, that locates 

infrared reflective beads fixed on a rigid frame. The NDI Polaris Vega is controlled through a 

gigabit Ethernet port (instead of USB as in older models), simplifying its hardware connection 

interface to any remote client over a local area network, including embedded systems. The 

MCC provides complete 6 degrees of freedom (6DoF) information (position and rotation 

quaternion) in the standard operation mode, with selectable frame rates of 20, 30 and 60 Hz. 

The exposure time ranges between 400 and 1200 microseconds, with default at 800 

microseconds. The internal image capture trigger is derived from an onboard clock, which also 

provides the timestamps attached to the 6DoF and local ancillary subsystems. The onboard 

clock is PTP compliant (IEEE-1588) and includes hardware-assisted PTP synchronization 

support for optimal results. 

3.2.2 SAVANT DAQ Overview 

The SAVANT DAQ is a modified version of the one used in the LabPET-II preclinical systems 

(Njejimana et al., 2016, 2013). Time synchronization is enabled by the distribution of a high 

precision 100 MHz reference clock incrementing a reference counter (Arpin et al., 2011). Every 
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module in the system (front-end ASICs and FPGAs) has a copy of this counter, synchronized 

on a slow-period “sync” signal distributed side-by-side with the reference clock (Figure 3.2, 

right side). 

Instead of using customized or vendor-defined multigigabit protocols, the detector boards for 

the SAVANT push out the detected single events through standard gigabit Ethernet 

connections. Two Ethernet switches act as data concentrators and transfer the raw data to the 

software coincidence engine through their respective 10 Gbps uplink ports, sufficient to 

support the maximum event rate of the system. The coincidence engine then proceeds to extract 

coincidences from the flow in real time (Figure 3.2, upper-left side). Other types of ancillary 

data such as gating inputs, temperature sensors and per-channel count rates are then inserted in 

the list mode data, time-aligned with coincidences with their respective attached timestamps 

obtained from a copy of the system counter. 

 

Figure 3.2 Overview of the DAQ for the SAVANT system. The motion capture camera is 

integrated through a timestamp synchronizing bridge (green). 

3.2.3 Timestamp-based bridge 

The SAVANT DAQ’s building block is the Zynq-7000 System on Chip (SoC), which includes 

an ARM processor and FPGA fabric. The MCC host board acting as the timestamp bridge 

(Figure 3.2, in green) has two Ethernet ports: one connected to the SAVANT DAQ Ethernet 

switch, while the other is connected to the MCC for control, data collection and PTP 
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synchronization. Hardware PTP support in the embedded Ethernet core has been disabled by 

Xilinx due to known issues in the processor-side hardware (Cherukupally, 2017). However, 

this high precision mode is still possible in the Zynq-7000 using a logic core for serial Ethernet 

interfaces (i.e., with a SFP module). Without an SFP module interface, the alternative is to fall 

back to software PTP alignment (without hardware assistance), with increased but acceptable 

time alignment jitter, that is, smaller than the MCC’s exposure time. 

To run the SAVANT DAQ counter and PTP time in lockstep, a PTP-compliant timer is 

implemented in the programmable logic fabric using the open-source ha1588 module and 

paced with the DAQ’s 100 MHz reference clock (Figure 3.3). A register is configured to 

simultaneously capture the DAQ counter and PTP-compliant timer on request, providing the 

exact relationship between the two and enabling a cycle-accurate substitution of the PTP time 

for the DAQ timestamp.  

 

Figure 3.3 Embedded system implementation for the timestamp bridge. Blue boxes are fixed 

processor system components, and orange blocks are in the programmable logic fabric. The 

PET system counter and PTP/ha1588 modules run in lockstep and can be latched together in 

order to remap the PTP timestamps to scanner timestamps. 

Software 

The embedded processor inside the Zynq-7000 SoC runs a Debian variant of Linux using a 

kernel provided by Xilinx. It therefore has access to almost every mainstream Linux software 

component, such as the GCC compiler toolchain and system services including linuxptp. This 

service is configured here to act as a PTP Master node. The MCC thus has its internal PTP 

counter continuously synchronized with the PET scanner. The ha1588 VHDL module is made 

visible to the Linux OS through an open-source device driver. In cases where the hardware-
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assisted PTP synchronization is enabled (requiring the SFP module for Zynq-7000), the driver 

provides seamless integration with the linuxptp program. Without the SFP support, the linuxptp 

source code needs to be slightly modified to fetch the lockstep PTP-compliant time hosted in 

the FPGA fabric instead of the Linux kernel time.  

The second software component is a custom application whose role is to control the MCC, 

recover the motion capture frames, substitute their PTP timestamp and then send the packet to 

the main DAQ. NDI provides the full source code for a C/C++ API and control library for their 

devices, on top of which the application was prepared. Its tasks cover configuring the MCC, 

requesting start and stop of motion capture, converting the PTP timestamp to scanner 

timestamp by accessing the VHDL registers (Figure 3.3), formatting the data in a PET list mode 

packet and sending them to the main DAQ system (Figure 3.2). The application also monitors 

error codes issued by the MCC, such as the PTP synchronization status and visibility of the 

motion tracking tool. This ensures that these error flags are available in the list mode file to 

clearly indicate data portions that have potentially unusable motion information. 

Legacy bridge 

The legacy variant sends electrical pulses to indicate to the PET scanner when a frame is 

captured by the MCC (Figure 3.4), where the pulse must be aligned with the MCC’s capture 

time. To determine when to generate pulses, after the MCC starts capturing motion frames, a 

monitoring thread picks up the PTP timestamp from initial 6DoF frames. Since the embedded 

system and the MCC share a synchronized PTP time counter, the embedded system can then 

use its own local clock and the configured motion capture period to determine when to send 

pulses for the upcoming capture times. Pulses are sent through a general-purpose input/output 

(GPIO) interface, connected to one of the PET scanner’s gating input ports (Figure 3.4). 
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Figure 3.4 Legacy-mode connection scheme with available PET gating input. 

To align the list mode gating flags with the MCC 6DoF data, the operator requests the injection 

of a burst of pulses shortly after the start of the PET acquisition sequence, creating a signature 

early in the PET list mode data. By having the software log the pulse times and marking the 

signature insertion time as such (Figure 3.5), it becomes possible to find the signature in both 

files, and then use the pulse times to match the 6DoF data with a corresponding gating flag. 

The signature can also be inserted at user chosen times, for example between bed positions. 

 

Figure 3.5 Legacy bridge using Raspberry Pi. Synchronization between motion data and list 

mode PET data (either coincidence or single events) uses a gating input port to insert either a 

short sequence (start signature) or single triggers aligned with position capture. 

Correspondence between the motion data and list mode data is then determined post-

acquisition. 
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Although software-based pulse generation does not nearly have the same precision as FPGA 

fabric timing, in this case the MCC’s (NDI Polaris Vega) exposure time ranges between 400 

and 1200 µs. A high priority software thread is therefore sufficiently precise to align the pulses 

with the exposure window, even accounting for some jitter caused by delays in the standard, 

non-real-time Linux operating system. In that case, any embedded system with general purpose 

input/output (GPIO) connectors can host the synchronization interface, such as a Raspberry PI. 

Understanding this, the software can be programmed to support various embedded platforms 

and select the appropriate GPIO library and configuration. 

3.3 Integration of the Polaris  

3.3.1 PTP synchronization measurements 

The synchronization stability between the MCC and embedded Linux was evaluated using the 

value reported by the MCC’s internal PTP offset register. Stability is compared using 

hardware-assisted PTP (PC network card), using the hybrid timestamp bridge firmware design 

(Section 3.2.3), and using software-only synchronization (Raspberry Pi3 and Pi4). Offset data 

was recorded every second for 3 minutes while the MCC was transmitting motion data. The 

minimum and maximum offset values were noted providing the total offset range (max – min). 

The standard deviation was also calculated to indicate variation during an acquisition.  

3.3.2 Test system for timestamp-based bridge 

Because a full SAVANT detector ring is not yet available, initial integration tests were 

conducted using a LabPET-II mouse scanner, offering 0.78 mm FWHM spatial resolution 

(Gaudin et al., 2021b). Both PET systems share the same front-end electronics and 

synchronization scheme, allowing this substitution for system integration tests and validation 

with phantoms. The timestamp-based bridge host board was connected to the mouse scanner 

system clock and synchronization signal through an available expansion connector, and motion 

data merged using available time markers in the list mode file. Two imaging targets were used: 

a 0.4 mm 22Na point source and an ultra-micro hot spot resolution phantom with 0.75, 1.0, 1.35, 

1.7, 2.0, and 2.4 mm hollow channels filled with 18F solution.    

3.3.3 Test system for legacy bridge 

The legacy variant was tested using a Raspberry Pi4, which also serves to demonstrate the 

architecture’s portability. The MCC was connected to the Pi’s main gigabit Ethernet port, while 

a USB-Ethernet dongle provided the connection with a control computer. The Pi’s embedded 

Linux OS runs the standard linuxptp program and the MCC client application. Pulses were 

generated through the Pi’s GPIO port and connected through a level shifter buffer circuit to the 
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gating port of the GE Discovery MI PET/CT scanner. This scanner provides a 4.3 mm FWHM 

spatial resolution in the center of the field of view (Pan et al., 2019). Two imaging targets were 

used: a 6.0 mm 22Na point source and a Hoffman brain phantom filled with 185 MBq 18F 

activity.  

3.3.4 Motion tracking and motion generation 

The NDI Polaris Vega acts as MCC. It was shipped with a pre-calibrated marker tool which 

holds four reflective infrared beads. The tool can then be attached to a rigid body (i.e., the 

phantom) and thus reports its displacements with six degrees of freedom. For consistent results 

across different measurements, reflective stickers can be affixed to the PET scanner’s frame, 

in which case the relative position between the marker tool and the scanner can be obtained 

instead of a position relative to the MCC. The motion capture and reconstruction coordinates 

grids thus become consistent throughout different imaging sessions even if the MCC is moved. 

This was done on the GE Discovery MI with NDI providing software tools, but not on the 

LabPET-II as the MCC will not be repeatedly used with this system. Manual grid alignment 

was chosen instead for the tests on the preclinical system.  

A limitation for this test on the LabPET-II is the very small bore opening, smaller than the 

smallest supported tracking tool configuration. Free motion is therefore not mechanically 

feasible. Instead, a motorized stage induced a 1 cm linear, cyclic and continuous motion on the 

scanner’s bed, to which was affixed the marker tool outside the bore. The bed, phantom and 

tracking tool behave as one rigid body. 

Bore size is not an issue with the GE Discovery MI, so the marker tool was affixed directly on 

the Hoffman phantom. The phantom was then rolled back and forth on an inclined plank by a 

motorized piston, providing continuous translation and rotation displacements. Furthermore, 

the plank was positioned diagonally from the scanner central axis to create blurring across the 

field of view. For the point source, a motorized stage was placed on the bed, with the marker 

tool affixed to the stage. Here, it provided a 4 cm linear, cyclic and continuous motion.  

3.3.5 Moving phantom acquisitions and reconstructions 

In all cases, the point sources and phantoms were first measured without motion to obtain a 

static reference. A second acquisition was then immediately acquired with induced motion. 

Static and motion corrected images are obtained with GCRecon, an in-house, image 

reconstruction engine with an event-by-event motion correction module. However, the used 

version implemented simple single-ray Siddon projection (Siddon, 1985).  
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While the engine is sufficient to match the spatial resolution reached by the GE system, the 

projectors implemented so far with motion correction cannot resolve the finest hot spots of the 

mouse scanner. To show that the issue is due to the engine in development rather than the 

detectors or motion correction, the static data set were reconstructed with the LabPET-II’s 

default closed-source engine (same as in (Gaudin et al., 2021b)). In this case the reconstruction 

parameters were set to 4 and 16 OSEM iterations with 8 subsets, 0.3 × 0.3 × 0.3 mm pixels and 

all corrections enabled (normalization, attenuation, randoms and scatter). 

With the LabPET-II mouse scanner, 3.1 million prompts were acquired from the small point 

source and reconstructed from 4 OSEM iterations with 8 subsets using GCRecon. For the 

resolution phantom case, 100 million prompts were obtained from the resolution phantom filled 

with 18F and reconstructed from 4 OSEM iterations with 8 subsets. No corrections were applied 

to static and motion image reconstructions (no normalization, attenuation, randoms or scatter 

corrections). Images were reconstructed with 0.3 × 0.3 × 0.3 mm pixels. 

With the GE Discovery MI clinical scanner, a first test acquired 4 million prompts from the 

larger point source and reconstructed with 20 MLEM iterations. For the second test case, the 

Hoffman brain phantom was filled with 18F from which a total of about 1.2 billion prompts 

were acquired and reconstructed from 3 OSEM iterations with 12 subsets. Normalization, 

attenuation, randoms and scatter corrections were applied to static and motion image 

reconstructions. Images were reconstructed with 2.0 × 2.0 × 2.8 mm pixels. 

For motion corrected reconstruction, the motion data obtained from the tracker was used to 

transform the endpoints of measured lines-of-response (LORs) on an event-by-event basis at 

the corresponding MCC frequency rate (60 Hz). A list-mode OSEM reconstruction algorithm 

modified from (Rahmim et al., 2004) was implemented using the formulation (1.29) introduced 

in Chapter 1F:  

𝜌̂ 𝑗
𝑖𝑡+1 =  

𝜌̂ 𝑗
𝑖𝑡

𝑆𝑗̃

∑ 𝑃𝑖𝑚
′ 𝑗

1 𝐼𝑖𝑚
′⁄

∑ 𝑃𝑖𝑚
′ 𝑘𝜌̂𝑘

𝑖𝑡𝐽
𝑘=1  +  𝑆𝑖𝑚 + 𝑅𝑖𝑚 

 

𝑀

𝑚=1

                    (3. 1) 

where 𝜌̂ 𝑗
𝑖𝑡

 is the image value at voxel 𝑗 and iteration 𝑖𝑡, M is the total number of events in the 

list-mode file, 𝑃𝑖𝑗 is an element of the system matrix accounting for the geometric probability 

that an event generated in voxel j is detected along a LOR 𝑖, 𝑖𝑚 is the LOR 𝑖 associated with 

list-mode event m, with 𝑖𝑚
′  being the LOR after motion correction (MC), 𝐼𝑖𝑚

′  is the in vivo 

attenuation correction factor for LOR 𝑖𝑚
′ , 𝑆𝑖𝑚 and 𝑅𝑖𝑚 account the scatter and random 
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contributions, and 𝑆𝑗̃ is the time-averaged sensitivity image (Rahmim et al., 2004) that accounts 

for LOR normalization factors and hardware attenuation. 

3.4 Results 

3.4.1 PTP synchronization range and stability 
The NDI Polaris Vega MCC showed very stable time alignment when controlled through 

hardware assisted PTP master node, with a range of less than 50 ns (Table 3.1). Hybrid PTP 

synchronization from the timestamp bridge also showed very good performance with less than 

3.5 µs min-max range. The Raspberry Pi3 gave less stable results with a min-max range of 

90.5 µs and drifted twice beyond a 50 µs offset over a 3-minute period. This is likely due to 

delays induced by an onboard gigabit Ethernet chip which uses USB2 to link with the 

processor, causing less deterministic behavior in the PTP handshake protocol. Tests executed 

on the Pi4, which has a true gigabit Ethernet link with the processor, were better with a min-

max range of 4.2 µs, supporting this hypothesis. Except for the Pi3, the offset travel/swing is 

at or below 1/100th of the MCC’s minimal exposure time (3.2.1), thus providing suitable 

synchronization for both the timestamp-based and legacy pulse bridges.  

Table 3.1 - PTP offset measurement results 

 Min (ns) Max 

(ns) 

SD (ns) 

HW/PTP -23 19 7.6 

TS Bridge -1,098 2,428 495.6 

SW/Pi3 -45,427 55,154 11,119.0 

SW/Pi4 -2,214 2,015 687.8 

3.4.2 Motion correction with point sources 
Point source experiments in both scanners show good motion recovery for the induced linear 

movement. For the LabPET-II, without source size and annihilation photon non-collinearity 

correction and without physical modeling of the transition matrix, the motion-induced point 

source line profile obtains 1.62 mm FWHM, compared with 1.32 mm FWHM for the 

motionless condition (Figure 3.6). Similarly, with the GE Discovery MI, the motion 

compensated image reconstruction obtained 6.8 mm compared with 6.7 mm for the motionless 

data set (Figure 3.7).  
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Figure 3.6 Point source reconstruction on the LabPET-II system with motion capture 

synchronized using the real-time timestamp-based bridge. Top row, left to right: no MC, MC, 

static reference. Bottom row: associated line profiles passing through the point source 

reconstructions. 

 

Figure 3.7 Point source reconstructions on the GE Discovery MI PET/CT system, with motion 

capture synchronized using the legacy mode on the Raspberry Pi4. Top row, left to right: no 

MC, MC, static reference. Bottom row: associated line profiles passing through the point 

source reconstructions. 

3.4.3 Motion correction with phantoms 

The resolution phantom static data was first reconstructed using a closed-source commercial 

engine optimized for the LabPET-II, showing in Figure 3.8 features on par with previously 

reported results (Gaudin et al., 2021b). 

The same static data set was reconstructed with the event-by-event engine and compared with 

the motion-induced acquisition without and with motion correction. The motion-corrected 

image demonstrates recovery on par with the point source, where the 1.7 mm resolution spots 

are resolved nearly as well as with the static data set (Figure 3.9). While the reconstruction 
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engine does not reach the full potential of the LabPET-II, it does demonstrate correct 

integration between the system and the MCC. 

 

Figure 3.8 Resolution phantoms reconstructed with the default LabPET-II engine. Left: 4 

OSEM iterations and 8 subsets; Right 16 OSEM iterations with 8 subsets. 

 

 

Figure 3.9 Images from the LabPET-II system reconstructed with the in-house OSEM engine 

GCRecon. The static data is the same as in Figure 3.8, but different coordinates space. Top 

row, left to right: no MC, MC, static reference. Bottom row: associated line profiles passing 

through the point source reconstructions. 

Similarly, with the GE Discovery MI, the motion-induced Hoffman brain phantom is 

unblurred, with some differences with the static image in the line profile but still providing 

significant recovery from motion blurring (Figure 3.10).  
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Figure 3.10 Hoffman phantom reconstructions on the GE Discovery MI PET/CT system, with 

motion capture synchronized using the legacy mode on the Raspberry Pi4. Top row, left to 

right: no MC, MC, static reference. Bottom row: corresponding line profiles. 

3.5 Discussion 
Unlike early head motion tracking schemes (R.R. Fulton et al., 2002b), the approach here does 

not need to wait post-acquisition to merge the two data streams thanks to the PTP timestamps 

now available from the MCC and translated by the bridge into PET timestamps. The 

coincidence engine can now directly insert and align the motion data with PET coincidence 

data in (Figure 3.2). This enables support for real-time, motion-corrected, event-by-event 

image reconstruction, which could prove quite useful with short-lived radiolabeled tracers for 

cognitive brain studies in the SAVANT system, allowing the operator to monitor if the 

measurement was successful and administer an additional dose if not. 

The point source on the GE Discovery MI shows excellent motion recovery, in good part thanks 

to the alignment of the motion capture and PET coordinates grids. This alignment is not 

possible with the LabPET-II because the procedure requires placing a marker tool at several 

different positions inside the bore, and the marker does not fit even for a single position. It is 

then difficult to avoid slight blurring resulting from manually aligned coordinates grids, as seen 

along and perpendicular to the point source’s line profile (Figure 3.6, center). This blurring 

then also similarly affects the resolution phantom images, making the spots smaller than 

1.7 mm difficult to distinguish. Once assembled, the SAVANT will have a large enough bore 
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to complete the alignment procedure, and blurring caused by grid misalignment will be 

significantly reduced or completely removed. This step will also be critical when testing super-

resolution reconstruction on the SAVANT.  

It is also important to note that the event-by-event motion corrected image reconstruction 

engine does not implement corrections like scatter, randoms and attenuation for the LabPET-

II. It also uses the much simpler single-ray Siddon projector. Because of this, the smaller 

hotspots are not resolved unlike with the dedicated engine. Full corrections and a better 

projector are being prepared for the SAVANT system.  

Lastly, while PET single events require better time alignment than provided by software or 

hardware based PTP, PTP is accurate enough to time-align the motion data. In addition to the 

MCC, the timestamp bridge is also suitable for other scanner peripherals such as blood counters 

(Convert et al., 2022) or ECG monitors. The bridge avoids the need for device-specific 

customized cabling and connectors, requiring only a network interface, a major trend in modern 

radiation instrumentation. 

3.6 Conclusion 
This work detailed how a network-synchronized motion tracking camera (MCC) approved for 

medical environments was integrated and synchronized with a timestamp-based PET data 

acquisition system. Even when using lower accuracy software synchronization on an embedded 

processor, the offset range is less than a few microseconds, well within the MCC’s exposure 

time window. The data stream from the MCC is then seamlessly merged into the PET list-mode 

data, enabling real-time motion corrected, event-by-event image reconstruction for rigid 

bodies. The system also supports a legacy mode, allowing the MCC to be used on other PET 

systems with available gating input connections. Integration tests were successfully conducted 

with both timestamp based and legacy PET DAQ systems, and motion corrected images nearly 

match the phantom motionless reference images.  

Once the full SAVANT system is available or on the GE DMI scanner, future experiments will 

focus on validating the overall motion correction scheme with volunteers instead of phantoms. 

Furthermore, it will be possible to attempt super-resolution reconstruction (Chemli et al., 

2021), which could further increase the reconstructed resolution of the GE PET/CT or the 

SAVANT, ultimately providing a brain dedicated PET scanner with unmatched very high 

spatial resolution. The following contribution regarding super-resolution were achieved on our 
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GE Discovery scanner and used with the legacy mode using the cardiac gating input connection 

of the scanner.  

In the next chapter, we present a literature review as well as a proof of concept for super-

resolution in brain PET imaging using a PET/MR. 
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Chapter 4  
 

Super-resolution principles 

and a PET/MR proof of 

concept 
 

This chapter presents the principles and techniques of super-resolution (SR) in image 

processing and in PET imaging as well as a proof concept in PET/MR. In Section 4.1, we recall 

some of the challenges of PET imaging and emphasize the need for improved resolution. In 

Section 4.2, we explore how super-resolution methods aim to generate a high-resolution image 

from one or multiple low-resolution images by combining the partial non-redundant 

information contained in the low-resolution images. Different methods are presented in Section 

4.3, where we discuss the state-of-the-art of super-resolution in image processing and PET 

imaging. In the context of PET imaging, Section 4.4 presents a proof of principle for using 

super-resolution techniques in a PET/MR setup to improve the spatial resolution of PET 

images. The proposed method involves using the OSEM algorithm to maximize the log-

likelihood function and iteratively estimate the high-resolution PET image from sinograms 

obtained from multiple scans. The method was tested on a Hoffman brain phantom, resulting 

in improved spatial resolution and better correspondence with high-resolution MRI images 

compared to standard OSEM. These results, presented and discussed in Section 4.4.3, 

demonstrate the usefulness of super-resolution techniques in PET/MR imaging to potentially 

improve the accuracy and reliability of PET images for diagnosis and treatment planning. 

4.1 Introduction 
For the last several decades, PET neuroimaging has provided unique insights into the brain 

function, including quantitative measurements of cerebral glucose metabolism and blood flow 

as well as numerous receptors, transporters, and enzymes (Gunn et al., 2015). In Chapter 1, we 

saw that more recently, the advent of radiotracers binding to misfolded proteins such as 

amyloid and hyperphosphorylated neurofibrillary tangles (tau), has ushered in a new era in 
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PET imaging of neurodegenerative diseases, accompanied by new requirements in terms of 

image quantification and processing. In particular, imaging of tau pathology, especially in early 

disease stages, is fueling a need for improved PET spatial resolution (Lecomte et al., 2022) to 

allow for accurate imaging of more focal tracer uptake patterns and small brain structures (e.g., 

entorhinal cortex) (Schöll et al., 2016). 

In Chapter 2, we established that the effective spatial resolution of PET images is limited by 

several factors. One relates to the physical effects of positron emission and annihilation, such 

as the positron range and photon non-collinearity. The other pertains to limitations of hardware 

and instrumentation, including block effects and the width of the crystals, the latter being by 

far the main resolution-limiting factor in clinical PET scanners (Li et al., 2014). Another critical 

effect limiting PET resolution is the subject’s movement during the acquisition. Indeed, a brain 

scan typically extends several minutes up to hours for some dynamic acquisitions. Any 

substantial head motion during the scan will introduce blurring in the final reconstructed image. 

The PET spatial resolution could be enhanced by improving detector designs (e.g., reducing 

crystal size) and electronics; however, these modifications would incur additional costs and 

would be challenging to implement in existing PET scanners. In this chapter, we show that it 

is possible to enhance the spatial resolution of brain PET images using SR.  

4.2 Principle of super-resolution  
Super-resolution methods use a single or multiple acquisition of low-resolution (LR) images 

to generate one high-resolution (HR) image. The basic idea is to combine the partial non-

redundant information contained in several LR images to generate the HR image (Figure 4.1). 

The partial non-redundant information contained in these LR images is generally introduced 

by subpixel shifts therebetween.  

 

Figure 4.1 Illustration of SR principle. From multiple shifted captures of the same scene, SR 

techniques allow reconstructing a high-resolution image with finer details. 
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These subpixel offsets can occur due to uncontrolled or controlled movement between the 

imaging system and the object. SR construction reverses this shifting process by aligning the 

LR observations to subpixel accuracy and by combining them into an HR image grid (Figure 

4.2). 

 

Figure 4.2 The basic idea of SR reconstruction in the image space: In the imaging process, the 

sensor captures several LR frames downsampled from the HR scene with subpixel shifts 

between each other. We obtain an image with an improved spatial resolution by fusing the 

information within all three poses. 

To understand the SR problem, we must define an image observation model that relates the 

original HR image to the different 𝑘 (𝑘 ∈ ℕ) observed LR images. Schematized in Figure 4.3, 

It can be modeled as follows: a low-resolution observation LR of the original image HR is 

obtained by applying an operator L modeling the motion (the geometrical transformation), a 

blur operator B (modeled by the Point Spread Function) and a down sampling operator D. 

 

Figure 4.3 Image observation model: the expected HR image undergoes a shift (L), a 

blurring effect (B), and a down-sampling operation (D). 

From this image observation model, we can draw the forward model, which can be written as:           
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𝒍𝑘 = 𝑫𝑩𝑳𝑘𝝆                                                               (4. 1) 

where lk and Lk denote, respectively, the 𝑘th LR image shifted by the corresponding 𝑘th 

geometrical transformation L, and 𝝆 denotes the HR image. 

SR usually seeks to invert this forward model, which is a hard inverse problem in the sense that 

it is ill-posed. A problem is said to be well-posed or well-conditioned, in the sense of 

Hadamard, if it satisfies the following three conditions: 

▪ there exists a solution, 

▪ the solution is unique, 

▪ it depends continuously on the data.  

A problem is said to be ill-posed if at least one of these three conditions is not met. In general, 

super-resolution problems are ill-posed. They can violate any of the above three conditions. 

The non-existence of a solution can result from noise in the data. If the imaging operator is not 

injective, or if there is not a sufficient amount of data, there may be multiple solutions. 

Additionally, since super-resolution aims to recover information lost during the imaging 

process, it is intuitive that the solution will likely not be unique. Finally, depending on the 

characteristics of the imaging system, the solution to the super-resolution problem may be very 

sensitive to data perturbations and thus violates the last condition of Hadamard. 

In the next section, a brief state of the art is presented where authors have attempted to use SR 

for different applications based on this forward model as well as other formulations. 

4.3 Literature review  

4.3.1 General SR methods in image processing 
Several super-resolution approaches have been applied in signal and image related fields. We 

can separate them into four main categories:  

▪ Super-resolution in the frequency domain 

Tsai and Huang (Huang and Tsai, 1984) were the first to explore solutions to the problem of 

super-resolution. These methods aim at finding a continuous, band-limited image from several 

sampled and translated versions of this image based on the shift and aliasing properties of the 

continuous and discrete Fourier transforms. 

▪  Interpolation-restoration techniques 
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Interpolation-restoration techniques are spatial approaches that achieve super-resolution by 

registering different LR images to a common position (Ur & Gross, 1992). An image is then 

obtained in non-uniformly spaced samples. These samples are then resampled on a finer grid 

than the initial one. A method of image restoration (deconvolution for example) is then applied 

to the resampled image to reduce the effects of blur and noise (Elad & Feuer, 1997). 

▪  Iterative methods 

The idea introduced by Peleg in (Peleg, Keren, & Schweitzer, 1987) consists of a back-

projection method using the reconstruction constraint as a regularizer. The idea is to start from 

an estimate 𝑿𝟎 of the sought image, to compute the corresponding observation 𝑳𝟎, and finally 

to project the error 𝑳𝟎 − 𝑳 in a high-resolution space to update the current estimate. These 

operations are repeated until a convergence criterion is reached. The result often depends on 

the initialization.  

Another idea is to estimate a HR image 𝝆 using the observations of the low-resolution images 

𝒍 as well as the projection operator 𝑷 knowledge (𝑷 = 𝑫𝑩𝑴). Using the forward model, an 

HR image can be obtained from the LR images by inverting Equation (4.1). As mentioned 

above, this is an ill-posed problem, (there is no uniqueness of the super-resolution result), but 

we can obtain satisfactory results by establishing an iterative scheme for the resolution of this 

inverse problem. 

▪ Deep learning-based methods: 

With the rapid development of deep learning techniques in recent years, deep learning-based 

SR models have been actively explored and often achieve state-of-the-art performances on 

various benchmarks of SR. A variety of deep learning methods have been applied to tackle SR 

tasks, ranging from the early Convolutional Neural Networks (CNN) based method (e.g., 

SRCNN (Dong, Loy, He, & Tang, 2014)) to recent promising SR approaches using Generative 

Adversarial Nets (GAN) (e.g., SRGAN (Ledig, et al., 2017)). 

4.3.2 Super-resolution in PET 

Different methods have been proposed over the years to achieve SR in PET imaging. Dagher 

and Thompson’s work consisted in physically moving the scanner detector rings by a 

precession or “wobbling” movement, leading to oversampled projections (Dagher and 

Thompson, 1985). Wernick and Chen showed that further resolution enhancement can be 

obtained by applying the same super-resolution approach, utilizing detector motion, to directly 
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improve the quality of the projection matrix before tomographic reconstruction (Wernick and 

Chen, 1992). In their work, a filtered backprojection using the super-sampled projection matrix 

was applied on the data yielding substantially improved images in contrast and SNR. Later, 

instead of moving the detectors, Kennedy et al. created multiple low-resolution frames by 

shifting and rotating the scanned object. For precise control of the motion, they used a special 

motorized apparatus comprised of a translational stage and a micrometer. They showed an 

increase in both resolution and contrast on a clinical scanner (Kennedy et al., 2006). Instead of 

reconstructing the separately constructed HR sinograms or applying SR to already 

reconstructed low-resolution images, more recent work integrated the SR estimation directly 

into the iterative process of the Maximum Likelihood Expectation Maximization (MLEM) 

image estimation. In (Li et al., 2014) the authors present a super-sampling data acquisition 

model based on the physical processes of PET acquisition including, the forward model, 

blurring, downsampling, and motion as its building blocks. Based on their model, they used 

and extended MLEM algorithms to reconstruct images directly from oversampled data sets 

leading to improved resolution, contrast, and signal to noise ratio (SNR). In (Verhaeghe and 

Reader, 2010), a SR PET data framework was introduced to generalize the image 

reconstruction process in the presence of any type of acquisition motion. The authors studied 

and exploited wobble or random motion to increase resolution. However, they discretized 

motion, underexploiting the benefits of continuous motion. With the recent advances in 

machine learning, PET super-resolution using deep learning has emerged in recent years. Song 

et al. (Song et al., 2020) used a convolutional neural network to achieve super-resolution on a 

single acquisition without making use of object motion. Instead, they incorporated high 

resolution (HR) anatomical information based on magnetic resonance (MR) imaging as well as 

spatial location information to model the spatially varying blur inherent to PET images, 

inducing visually finer structural details. 

It is important to note that, for any of the previous methods, image registration is critical for 

the success of SR reconstruction, where complementary spatial samplings of the HR image are 

fused. Image registration is a fundamental image processing problem that is ill-posed. The 

problem is harder in the SR setting, where the observations are low-resolution images with 

heavy aliasing artifacts. The performance of image-based registration algorithms degrades as 

the resolution of the observations goes down.  

In this chapter and the next one, we expose how we achieved SR in two different setups.  We 

started our studies with proof of concept, using a PET/MR machine where the registration was 



91 

 

achieved using simultaneously acquired MR images in a step and shoot fashion. Then, a 

clinically practical method was studied where the registration was achieved using a high-

resolution optical tracking device integrated in a PET/CT setup. 

4.4 A proof of principle in PET/MR 
As a proof of principle, we developed and evaluated a sinogram SR PET reconstruction 

algorithm for PET/MR, modeling all the physics of projection data formation and taking 

advantage of simultaneously acquired high-resolution MRI scans to precisely measure the 

object shifts. We used a sinogram reconstruction approach because the object shifts were 

acquired at five fixed positions, hence the time information of arrival of the projections was 

not required.  

4.4.1 Method 

The forward model for the SR reconstruction method was defined according to: 

[
𝐲1

⋮
𝐲𝐾

]  ~ Poisson {[

∆𝑡1𝑵𝑨1𝐏𝑫𝐻→𝐿𝐁𝑃𝑆𝐹𝑳𝑟𝑒𝑓→1

⋮
∆𝑡𝐾𝑵𝑨𝐾𝑷𝑫𝐻→𝐿𝑩𝑃𝑆𝐹𝑳𝑟𝑒𝑓→K

] × 𝝆𝐻𝑅̂  
}                         (4. 2) 

where 𝒚𝑘 contains the sinogram measured in position 𝑘, 𝝆𝐻𝑅̂  
is the unknown HR PET image 

we want to estimate, 𝑳𝒓𝒆𝒇→𝑘 is an MR-based interpolation operator that transforms an image 

from the reference position to the position corresponding to scan 𝑘, 𝑩𝑷𝑺𝑭  models point spread 

function (PSF) blurring effects in the image domain, 𝑫𝑯→𝑳 is an image down-sampling 

operator, 𝑷 is the forward-projection operator, 𝑨𝑘 models attenuation effects for scan 𝑘, 

𝐍 contains the detector sensitivity coefficients, and ∆𝑡𝑘 represent the scan fraction time for 

each scan 𝑘. Hence, the SR reconstruction method treats the sinogram data of a particular scan 

as a blurred, low-resolution, Poisson-distributed projection of an unknown HR 3-D PET image 

shifted to a known position. The Ordered Subset Expectation Maximization algorithm (OSEM) 

was used to maximize the corresponding log-likelihood function. 𝜌HR was iteratively estimated 

from sinograms [
𝐲1

⋮
𝐲K

] using: 

𝝆𝑯𝑹̂  
𝑖𝑡+1 =  

𝝆𝐻𝑅̂  
𝑖𝑡

𝑺 

[∑ 𝑳𝑟𝑒𝑓→𝑘
𝑇 𝑩𝑃𝑆𝐹

𝑇 𝑫𝐻→𝐿
𝑇 𝑷𝑇  𝒚𝑘

𝑷𝑫𝐻→𝐿𝑩𝑃𝑆𝐹𝑳𝑟𝑒𝑓→𝑘𝝆𝐻𝑅̂  
𝑖𝑡

𝐾

𝑘=1

]         (4. 3) 

with S being the sensitivity image that includes the attenuation and sensitivity of the scanner 

detectors: 
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  𝑺 =  ∑ [∆𝑡𝑘𝑳𝑟𝑒𝑓→𝑘
𝑇 𝑩𝑃𝑆𝐹

𝑇 𝑫𝐻→𝐿
𝑇 𝑷𝑇𝑨𝑘

𝑇𝑵𝑇𝟏𝑰]                        𝐾
𝑘=1 (4. 4) 

Scatter and random events contributions were ignored for this study. 

4.4.2 Experiment 

A Hoffman phantom filled with 2mCi 18F was scanned on a whole-body integrated PET/MR 

scanner (Biograph mMR, Siemens). A total of five 5-min PET list mode acquisitions were 

performed, each corresponding to a different phantom position and orientation (Figure 4.4). To 

measure the precise phantom location for each scan, a high-resolution MRI volume was 

simultaneously acquired using a Gradient-Recalled Echo sequence (TE = 2.48ms, TR = 6ms, 

flip angle = 20°, in-plane pixel size = 1×1mm2, slice thickness = 1mm). A reference MR image 

was selected, and all other four MR images were rigidly co-registered to the reference to 

estimate the spatial shift parameters for each scan. The HR PET image that we seek to estimate 

depicts the object in the reference position and is estimated iteratively using sinogram data 

from all five scans.  

 

Figure 4.4 Superposition of the five different PET and MR simultaneous scans. 

The SR reconstruction algorithm was implemented using Equation (4.3), by modeling the 

estimated MR-derived shift parameters, image down-sampling, point spread function (PSF) 

blurring, forward-projection, and detector sensitivity coefficients inside the PET system 

matrix. PET images were reconstructed with three different methods:  

▪ standard OSEM algorithm applied to the reference scan data (2x2x2mm3 voxel grid),  
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▪ standard OSEM algorithm with PSF (OSEM-PSF) modeling applied to the reference 

scan (2x2x2mm3),  

▪ proposed SR algorithm applied to data from all five scans (1x1x1mm3).  

Each method used the same number of coincidence events to form the final images. Iteration 

numbers were chosen to match noise levels across methods (the noise was defined as the 

variance inside a region where the activity is relatively uniform). Line profiles were drawn 

across a small region of the brain phantom in order to observe potential details improvement 

for the SR. 

4.4.3 Results and discussion 

The proposed SR reconstruction method yielded PET images with visibly improved spatial 

resolution as compared to both OSEM and OSEM-PSF reconstruction (Figure 4.5).  

 

Figure 4.5 Results of the Hoffman brain phantom study. Top row: same PET slice 

reconstructed with A) corresponding MRI slice, B) standard OSEM, and C) proposed SR 

method. Bottom row: Line profiles for the corresponding data. 

By visual inspection, it is clear that PET images reconstructed with the proposed SR algorithm 

have higher spatial resolution than those obtained with standard PSF-OSEM, enabling 
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improved characterization of small cortical and subcortical brain phantom structures. Line 

profiles confirmed the increase in spatial resolution for the SR image as well as improved 

correspondence with high-resolution MRI as compared to the conventional methods. We can 

observe higher peaks and deeper valleys for the line profile measured in our prosed SR method, 

while the line profile measured in the standard reconstruction method present a lessened 

dynamic between the peaks and valleys. This was true for most of the line profiles we measured 

in small regions of the phantom. 

4.5 Discussion and Conclusion 
The goal of super-resolution in PET imaging is to improve the spatial resolution of the images, 

i.e., to make the images appear more detailed. This is particularly important for small 

structures, such as tumors, which can be difficult to detect with the lower resolution images 

produced by traditional PET scanners. Authors have attempted to apply SR in PET imaging 

through methods such as physically moving the scanner, leading to oversampled projections. 

Other approaches applied SR to the projection matrix before tomographic reconstruction, and 

more recently, authors have integrated SR estimation directly into the iterative process of the 

MLEM image estimation, keeping the Poisson nature of the data. In that context we conducted 

a proof of concept that sought to apply SR in a PET/MR setup. This study indicated that super-

resolution PET reconstruction using simultaneously acquired HR MRI data for shift estimation 

is a promising way of improving PET image quality and resolution in PET/MR scanners.  

However, to the best of our knowledge, this method and all the mentioned methods in the 

literature review still rely on having multiple fixed positions of the scanned object or a “step 

and shoot” fashion, or end up discretizing and binning continuous movement (Verhaeghe and 

Reader, 2010). In addition, as mentioned by the authors in (Song et al., 2020), the main 

limitation of CNN-based SR method is the intrinsic dependance on supervised learning and 

therefore, the requirement of paired low resolution and high-resolution PET images for 

training. Hence, those SR implementations remain clinically not convenient for brain imaging, 

especially for animal studies or human patients. In fact, a patient would have to stay still in 

multiple positions for an extended period of time, which can be in many cases impracticable. 

What we want to achieve is allowing subjects to move freely during the acquisition, and take 

advantage of the head movement to achieve SR. In Chapter 5, we propose a method for that, 

using the Polaris optical tracking device presented in Chapter 3. The device uses near-infrared 

light to track 3D positions of passive markers in real time at a sub-millimeter precision, making 

it suitable for SR applications. 
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Chapter 5  
 

Super-resolution in brain 

positron emission tomography 

using a real-time motion 

capture system 

 
This chapter presents a super-resolution framework for improving the resolution of brain PET 

images, which here is potentially applicable in a real clinical setting. We introduce in Section 

5.1 the importance of resolution in clinical brain PET imaging and recall some SR principles. 

The framework takes advantage of a high-resolution infra-red tracking camera, introduced in 

Chapter 3, to continuously and accurately measure sub-resolution shifts of an object during a 

PET acquisition. In Section 5.2, we explore how the tracking camera is integrated with the GE 

PET/CT scanner through our custom-built interface that was studied in Chapter 3. The SR 

framework was evaluated through experiments on both a moving phantom and a non-human 

primate using 18F-labeled tracers. The results are shown in Section 5.3 and discussed in 

Section 5.4. The SR method was found to improve the visualization of small brain structures 

and achieved better noise control compared to static reconstructions with the same voxel size.  

5.1 Introduction 
In Chapter 4 we provided a literature review, a formalization of the problem of super-resolution 

and a proof of concept in a non-clinical PET/MR setup. In Figure 4.2, we illustrated how we 

could achieve SR in that setup by combining the partial non-redundant information contained 

in multiple low-resolution images. Ultimately, SR was achieved by accurately correcting the 

motion in the image space. 
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As it is still an open problem to find a way to achieve SR in an actual clinical setup using 

commercial scanners and in scenarios where a patient can be subject to small uncontrolled 

movements, in this work, we undertook a different approach where we explored the potential 

of using real-time motion correction to obtain non-redundant information, by moving the 

scanned object inside the field of view of the scanner in a continuous manner, and by directly 

correcting the position/orientation of the line of responses at a sub-voxel accuracy to a common 

reference (Figure 5.1) during reconstruction. Fundamentally, the SR is achieved directly into 

the projection space in this setup. 

 

Figure 5.1 Principle of super-resolution in brain PET directly in the projection domain. The 

object is sampled in different positions due to motion. To achieve SR, motion transformations 

measured by a high-resolution optical tracking are applied to the acquired LORs during image 

reconstruction to estimate a higher resolution PET image in a common oversampled reference 

grid. 

Hence, the purpose of this work is to show that SR can be achieved with the state-of-the-art 

high-resolution optical tracking device (presented in Chapter 3) that is used to measure 

continuously, in real-time, the undesired random head movement with a very high spatial and 
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temporal accuracy during a PET acquisition, achieving SR using a commercial clinical scanner. 

The main contributions are the robust temporal synchronization, the accurate spatial calibration 

between the optical tracking device and a PET/CT scanner and the use of real time motion 

information into a list-mode based reconstruction scheme. 

5.2 Super-resolution in a PET/CT setup using the Polaris tracker  

5.2.1  Overview 

Our objective is to harness the usually undesired head motion that typically degrades PET 

spatial resolution to actually enhance it using SR. To accomplish that, we need to measure the 

unpredictable and potentially continuous head motion occurring during a PET scan with high 

spatial and temporal resolution. 

Standard motion tracking techniques, which typically rely on registration of reconstructed PET 

images, have limited temporal and spatial resolution, and often fail in presence of rapid or 

continuous head motion. An alternative approach is to use external optical tracking systems 

(Rahmim et al., 2007), which usually provide motion information with excellent temporal and 

spatial resolution.  

5.2.2  High-resolution motion tracking device 

Several 3D external motion tracking systems have been employed for motion correction of 

brain PET (Picard and Thompson, 1997),  (Roger R Fulton et al., 2002). Here, we use the 

Polaris Vega, a tracking system manufactured by Northern Digital Inc. (NDI, Canada) that we 

introduced in Chapter 3. We recall that the Polaris Vega is a device approved for medical 

environments that tracks a “tool” or “target” where spherical reflective markers are mounted 

in a specific geometry recognized by the tracker. It can track a target with 0.12 mm volumetric 

accuracy. The motion capture frame rate can be selected from 20, 30, to 60 Hz. Temporal 

synchronization with external devices is only supported through the IEEE 1588 PTP (Precise 

time Protocol) standard. However, the GE Discovery MI that we used for our experiments 

cannot directly be interfaced in this manner, thus requiring an alternate method to align the 

system with the PET scanner’s clock. Accurate spatial calibration of both devices is required 

as one must relate the tracker and scanner coordinate frames.  

5.2.3  Temporal synchronization, spatial calibration between the Polaris 

Vega and the PET/CT scanner and integration of the motion in PET 

reconstruction 

There are three key steps to achieve our SR: the first is to temporally synchronize Polaris Vega 

and the GE PET/CT scanner. The second step is to perform an accurate spatial calibration 
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between the apparatuses. The last step consists in integrating the motion information from the 

Vega into a list-mode event-by-event based motion-compensated PET reconstruction 

framework to achieve SR. Those steps are explained in the following sections.  

All the important elements of the system (scanner, tracker, target, communication interface…) 

and their relations are presented in Figure 5.2. 

We tested and validated the developed method with three different experiments: one using a 

mini hot spot phantom (Data Spectrum) for validation, another using a brain Hoffman phantom, 

and an in vivo study with a non-human primate. 

 

Figure 5.2 Integration scheme of a high-resolution optical tracking device in a PET/CT 

setup. 

Temporal Synchronization  

Chapter 3 presented extensively a hardware and a software approach to temporally align the 

two systems. We chose the software approach with the GE DMI scanner for its portability and 

to allow the relatively easy implementation of potential future updates and improvements. At 

the time of our experiments, to achieve the temporal alignment between the tracking device 

and the PET scanner, the Raspberry Pi4 (Rpi) platform (Figure 5.2) was used as a host to 
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control PTP synchronization and to generate pulses to be injected into the scanner’s gating 

signal input and incorporated into the PET listmode data stream (Figure 5.3). The PTP is a 

protocol used to synchronize clocks throughout a computer network. It achieves 

synchronization accuracy in the sub-microsecond range on a local area network, making it 

suitable for measurement and control systems (Eidson, 2006). Thanks to this tool, no specific 

time delay correction implementation is needed (Spangler-Bickell et al., 2016). The Raspberry 

Pi4 first achieves synchronization with the Vega by providing a PTP master reference. Since 

the Vega provides a PTP timestamp with every frame, the Raspberry Pi4 can then determine 

when to generate a pulse synchronized with motion frame capture.  

After the PET acquisition starts, a pattern of pulses is sent to the gating interface to define the 

starting frame time and position. In addition, pulses are sent periodically to the list mode data 

stream to ensure that no time drift occurs between the PET system and the PTP master counter 

(Figure 5.3). 

 

Figure 5.3 Temporal synchronization between the Polaris Vega and the PET/CT scanner. A) 

Camera frame timestamps are sent in the RPi. B) Aligned RPi timestamps are generated and 

sent to the listmode data stream, and a reference frame is defined by a specific pattern of pulses. 

C) PET events are aligned with the camera stamps post-acquisition. 

Spatial calibration 

Since the PET and Polaris Vega coordinate systems are not intrinsically aligned, a 

transformation matrix must be determined to convert the recorded motion tracking data from 

the Polaris Vega into the PET coordinates. A standard solution is to use a radioactive point 

source that is rigidly placed on the origin of a tracked target, and simultaneously scan and 

measure them at various positions within the PET scanner’s and tracker's fields of view. It is 

then possible to determine a suitable transformation between the coordinate systems by finding 
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the relationship between the two sets of coordinates (Roger R Fulton et al., 2002). However, 

such an approach could potentially limit resolution recovery gain of SR since the accuracy of 

the spatial calibration matrix would be close to that of the intrinsic PET resolution. For SR, the 

accuracy of the spatial calibration should be higher than the intrinsic PET resolution. Here, 

rather than relying on PET point sources, we determined the calibration matrix using the CT, 

which shares the same image space as the PET component but has a much higher spatial 

resolution.   

The spatial alignment transformation between the Polaris Vega and the scanner coordinate 

spaces is determined by six paired measurements of high-resolution CT scans (0.7×0.7×0.6 

mm3) and Polaris tracking of individual reflective markers. The markers positions are chosen 

regularly spaced across the field of view of the CT. In the Polaris camera space, the different 

positions of the center of a marker (which is a sphere) are directly given by the camera. The 

corresponding positions of the markers in the CT space are manually spotted in the acquired 

3D volumes. A matrix 𝑴𝒄 representing the 3-D rigid transformation between the two 

coordinate systems (PET scanner and Polaris camera coordinate frames) is found by measuring 

the position of the same set of points in both spaces simultaneously. Using the two sets of 

corresponding 3-D point data, the optimal solution for 𝑴𝒄 in terms of least square optimization 

is found using singular value decomposition (SVD) on the covariance matrix built from the 

sets of points (Arun et al., 1987). Using high-resolution CT rather than multiple tracked PET 

point sources ensures that the accuracy of the measured transformations is greater than the PET 

intrinsic spatial resolution, which is required to achieved super-resolution.  

To apply the spatial alignment in subsequent experiments in which the relative position of the 

Polaris and scanner may have changed, we use a reference target built with marker rigidly 

affixed to the gantry (Figure 4). The camera simultaneously tracks the position of the mobile 

target and the reference target relative to the Polaris reference frame. This allows positioning 

the camera anywhere for each experiment without having to recalibrate the system. 

The global transformation matrix L allowing to express the position of the tracked marker from 

the reference camera space to the PET image space, is given by: 

𝑳 =  𝑴𝒄 𝑴𝑹𝒆𝒇𝑻 𝑴𝑻
′ −𝟏 𝑴𝒄

−𝟏                                           (𝟔. 𝟏) 

where 𝑴𝒄 is the aforementioned calibration matrix relating the PET image space and Polaris 

Vega coordinate space, 𝑴𝑹𝒆𝒇𝑻 is the reference rigid transformation matrix that represents the 
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position where all the other positions are registered to, and 𝑴𝑻
′  is the current rigid 

transformation matrix given by the Polaris Vega at each time point.  

Using this set of transformations with our calibration method, we can relate the coordinates of 

the tracked target from the camera space to the PET image space with high accuracy (example 

in Figure 5.4).  

 

 

Figure 5.4 Examples of motion transformations measured by the Polaris Vega camera in the 

PET image space for a phantom experiment with continuous movement. Rx, Ry and Rz are the 

rotation angles and Tx, Ty, Tz are the translations of the tracked target in the image space 

spanned by x, y, and z axis.  

List-mode based Ordered Subset Expectation Maximization (OSEM) motion corrected 

reconstruction for SR  

For a given scan, the motion data obtained by the Polaris is used to transform the endpoints of 

measured LORs to a common reference frame on an event-by-event basis at the corresponding 

time. Let 𝑳𝒕  model the effect of motion at time frame 𝑡 (i.e., rigid-body transformation from 
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the reference frame to 𝑡) in the LOR space and 𝑖𝑚 represent LOR 𝑖 ∈ [1 … 𝐼] associated with 

list-mode event m detected during frame t; thus we have 𝑖𝑚
′  = 𝑳𝒕

−𝟏(𝑖𝑚) where 𝑖𝑚
′  denotes the 

transformed LOR for event m after motion correction. To achieve SR, a list-mode OSEM 

reconstruction algorithm with LOR-by-LOR motion compensation was implemented using the 

formulation in (Spangler-Bickell et al., 2019). Derived from a classic list-mode, this formula 

integrates motion information directly into the system matrix 𝑷: 

𝜌̂𝑆𝑅 𝑗
𝑙+1 =  

𝜌̂𝑆𝑅 𝑗
𝑙

𝑆𝑗̃

∑ 𝑃𝑖𝑚
′ ,𝑗

1/𝐼𝑖𝑚
′

∑ 𝑃𝑖𝑚
′ ,𝑘   𝜌̂𝑆𝑅 𝑘

𝑙𝐽
𝑘=1 +

𝑆𝑖𝑚
+ 𝑅𝑖𝑚

𝑎𝑖𝑚
𝑁𝑖𝑚

               (5. 1)

𝑀

𝑚=1

 

where 𝜌̂𝑆𝑅 𝑗
𝑖𝑡

 is the SR image value at voxel 𝑗 ∈ [1 … 𝐽] and iteration 𝑙 in the reference frame, 

𝑀 is the total number of events in the list-mode file, 𝐼𝑖𝑚
′ is the attenuation correction factor for 

attenuating material undergoing motion (e.g., head) for the transformed LOR im
′ , 𝑆𝑖𝑚

and 

𝑅𝑖𝑚
are respectively the estimated scatter and random contributions, 𝑎𝑖𝑚

is the combined 

moving (e.g., head) and non-moving (e.g., scanner bed) attenuation correction factor for 

uncorrected LOR 𝑖𝑚
 , 𝑁𝑖𝑚

is the detector sensitivity for LOR 𝑖𝑚
 .  

𝑃𝑖,𝑗 is an element of the PET system matrix defined as:  

𝑃𝑖,𝑗 =  ∑ 𝐵𝑝𝑟𝑜𝑗𝑖,𝑙
 ∑ 𝐺𝑙,𝑘 

  𝐵𝑖𝑚𝑔𝑘,𝑗
  

𝐽

𝑘=1

𝐼

𝑙=1

                                 (5. 2) 

where 𝐺𝑖,𝑗  accounts for the geometric probability that an event generated in voxel 𝑗 is detected 

along LOR 𝑖; 𝐵𝑖𝑚𝑔𝑘,𝑗
  and 𝐵𝑝𝑟𝑜𝑗𝑖,𝑙

  are elements of PSF kernel matrices in the image space and 

in the projection space, respectively. The kernel values for each component were given by the 

scanner manufacturer. PSF effects are accounted for in two steps during reconstruction: the 

spatially invariant 3D Gaussian smoothing kernel 𝑩𝒊𝒎𝒈 
 is first applied to the image at each 

update and then LORs are spread in the projection step according to the spatially varying PSF 

kernel 𝑩𝒑𝒓𝒐𝒋 
 , and vice-versa during back-projection. The image-space component models the 

positron range and allows using slightly narrower PSF kernels in the projection space, which 

speeds up the projection and back-projection operations during each update. Integrating 

smoothing also makes the reconstruction more robust to slight high-frequency artifacts that 

might appear during the iterations (Deller et al., 2021). We develop the principles of PSF in 

PET imaging in Chapter 6. 
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In motion-corrected super-resolution reconstruction, the sensitivity image 𝑆𝑗̃ is a crucial 

component that needs to be accurately calculated to avoid artifacts and improve image quality. 

Due to patient or object motion, in vivo attenuation correction factors (ACFs) move while 

normalization factors and ex vivo ACFs do not, requiring these factors to be handled separately. 

To ensure accuracy and avoid artifacts, a time-averaged sensitivity image is created, including 

PSF modeling and a multi-ray Siddon approach (Moehrs et al., 2008). These techniques, 

discussed in Chapter 6, help to minimize the common one-ray Siddon (Siddon, 1985) high 

frequency artefacts in the sensitivity image and produce higher quality, especially in the 

presence of motion where any mismatch between the current estimate 𝜌̂𝑆𝑅 𝑗
𝑖𝑡

 and 𝑆𝑗̃ is 

detrimental.  Hence 𝑆𝑗̃ is the time-averaged sensitivity image value at voxel 𝑗 that accounts for 

LOR normalization factors and hardware attenuation. It is defined as (and adapted from 

Spangler-Bickell et al., 2019):  

𝑆𝑗̃ =
1

𝑇
∑  

𝑇 

𝑡=1

∑ 𝑳𝑡,𝑗→𝑗′

𝐽

𝑗=1

∑ 𝑃𝑖𝑗𝐻𝑖𝑁𝑖  

𝐼

𝑖=1

                                  (5. 3) 

where 𝑇 is the total number of motion frames and 𝐻𝑖 
 is the attenuation correction factor for 

non-moving components for LOR 𝑖. 

𝑳𝒕 being measured at a very high resolution, we can increase spatial sampling by providing 

complementary information which can be exploited by the OSEM algorithm to reconstruct a 

PET image on a finer voxel grid. 

5.2.4  Phantom and non-human primate experiments 

Two phantoms, a Mini Hot Spot and a Hoffman, respectively filled with 74 MBq and 111 MBq 

of 18F, were scanned for 15 min in list-mode on the PET/CT scanner while undergoing 

continuous rotation/translation movements introduced by a QUASAR system (Modus QA) (see 

the Hoffman experiment setup in Figure 5.5). Similarly, an anesthetized male rhesus monkey 

administered with 407 MBq 18F-FDG was scanned for 15-min (60 min after tracer injection) 

in list-mode with continuous and random head motion induced manually. This experiment 

complied with the ARRIVE guidelines and was carried out in accordance with the National 

Institutes of Health guide for the care and use of Laboratory animals (NIH Publications No. 

8023, revised 1978). 
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Figure 5.5 Experimental setup used for the Hoffman phantom experiment showing the 

placement of Polaris Vega relative to the GE DMI scanner, the Hoffman phantom on which is 

attached the tracked markers, the Quasar phantom, and the reference markers. 

For all the scans, motion was tracked at all times using the Polaris and reflective markers rigidly 

attached to the targets (see Figure 4 for the Hoffman phantom study). For the NHP, markers 

were rigidly attached to the skull using an adhesive bandage. For each study, reference static 

PET acquisitions were also performed without inducing movement. List-mode data were 

reconstructed with three different methods: (A) OSEM algorithm with PSF modeling applied 

to the static reference scan data (2 mm voxel size), (B) OSEM with PSF modeling applied to 

the static scan on smaller voxel size (0.8 mm for the mini hot spot and 1 mm for the Hoffman), 

(C) proposed SR algorithm applied to the moving scan with 0.8 or 1 mm voxel size. The 

iteration numbers were chosen to match image noise levels for all methods. 

5.2.5  Evaluation of image quality 

We evaluate the quality of the super-resolved PET images via two conventional measures in 

image processing, namely the Contrast-to-Noise Ratio (CNR) and the Structural Similarity 

Index (SSIM) (Wang et al., 2004). The CNR gives a contrast index between different regions 

in the brain relative to the noise level. Here, it was computed as:  

𝐶𝑁𝑅 =
μTarget  - μBackground  

𝜎Background
                                                (5. 4) 

μTarget  is the mean value in gray matter, μBackground is the mean value in the background, and 

𝜎Background is the standard deviation in background, modeling the noise level. 

The SSIM evaluates the structural similarity between two images (e.g., ground truth or 

reference image vs. estimated image). It combines three terms: luminance, contrast features, as 

well as an image correlation term. For both the mini hot spot and Hoffman phantoms, CT 

provides high-resolution reference images for SSIM calculation. Hence, it was computed as: 
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SSIM(PET,CT) = 
(2μPETμCT+C1)(2σPETCT+C2)

(μ2
PET+μ2

CT+C1)(σ
2

PET+σ2
CT+C2)

                         (5. 5) 

where μCT is the mean CT value in the ROI, μPET is the mean PET value in the ROI, σCT is the 

standard deviation of CT values in the ROI, σPET is the standard deviation of PET values the 

ROI, σPETCT is the cross-covariance for PET and CT in the ROI and C1 and C2 are regularization 

constants that helps avoiding instability for image regions where the local mean or standard 

deviation is close to zero. 

The SSIM was only calculated for the two phantoms which had a CT reference available. The 

regions of interest were randomly selected across multiple slices on windows centered in 

regions where structures are small, while the CNR was calculated by selecting multiple regions 

with activity and a unique background region (Figure 5.6).  

 

Figure 5.6 Illustration of ROIs selection for SSIM and CNR calculation in the Mini Hot Spot 

phantom. Left: Examples of randomly selected ROIs in a window drawn around the 2.4mm 

rods in the reference CT image. Right: Selection of ROIs for CNR calculation. The dashed blue 

square shows the background ROI.  

Line profiles were used to further quantitively assess resolution recovery from the SR method. 

Those were drawn across small structures, typically at the limit of the scanner resolution 

capabilities. 

 

Background  

ROI 

Activity 

ROIs 
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5.3 Results 

5.3.1  Phantom studies 

Mini Hot Spot Phantom 

The mini hot spots phantom was moved with a range of approximately ±20◦ and ±40 mm, with 

motion along all 6 degrees of freedom (see sample in Figure 5.4). The data set consisted of 

about 1 billion events spanning 15 min for both the static and moving acquisitions. Figure 5.7 

shows the results of the listmode based reconstructions of the static data for the standard 

2×2×2.8 mm3 voxel size as well as in 0.8×0.8×2.8 mm3 voxel size (that we refer to as static 

2mm and static 0.8mm, respectively). The data from the moving acquisition were reconstructed 

with voxel a size of 0.8×0.8×2.8 mm3 to generate SR images (referred to as SR 0.8mm). Figure 

5.7 also shows the aligned CT with a voxel size of 0.7×0.7×0.625 mm3 as the reference. 

 

 

Figure 5.7 Results of the Mini Hot Spot phantom study. Top row: same PET slice reconstructed 

with A) static OSEM-PSF with 2mm voxels, B) static OSEM-PSF with 0.8 mm voxels, C) 

proposed SR method with 0.8 mm voxels, and D) corresponding CT slice (note that the CT 

image can be treated as a high-resolution reference image for the experiment). Bottom row: 

Corresponding line profiles for the different methods.  
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The line profiles passing through 3.2 and 2.4 mm rods across all these reconstructions are 

shown in the bottom panel of Figure 5.7. Note that the reference frame for SR reconstruction 

was that of the static data. Therefore, the SR reconstruction is well aligned with the static 

reconstruction without needing additional image registration. Hence, for clinical studies, the 

PET data can be corrected to the reference frame of the attenuation map to ensure that these 

are well aligned. 

As shown visually and by the line profile in Figure 5.7, the 3.2 mm rods of the static and SR 

reconstructions are all resolved correctly. This is expected as the intrinsic resolution of the 

scanner allows resolving structures of this size. However, the 2.4 mm rods cannot be resolved 

in both static reconstructions, whereas they can clearly be visualized with the SR 

reconstruction, indicating an improvement in spatial resolution.  

Hoffman Phantom 

Similar results were obtained using the Hoffman brain phantom, which was moved in a similar 

manner as the mini hot spot phantom albeit with more movement amplitude along the axial 

direction of the scanner.  

The reconstructed list-mode data for each method and a line profile passing through small 

structures of the brain across all these reconstructions are shown in Figure 5.8. 
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Figure 5.8 Result of the Hoffman phantom study. Top panel: same PET slice reconstructed 

with A) static OSEM-PSF with 2mm voxels, B) static OSEM-PSF with 1mm voxels, C) proposed 

SR method with 1mm voxels, and D) corresponding CT slice (the CT image can be considered 

as a high-resolution reference). Bottom panel: corresponding line profiles. 

The proposed SR reconstruction method yielded PET images with visibly improved spatial 

resolution compared to standard and static reconstructions with the same 1×1×1 mm3 voxel 

size (here referred to as static or SR 1mm), allowing for a better characterization of small 

cortical and subcortical brain phantom structures (see Figure 5.8). Line profiles confirmed the 
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improvement in spatial resolution for the SR image as well as an improved correspondence 

with high-resolution CT as compared to the conventional methods.  

5.3.2  In vivo study  

The rhesus monkey administered with 11 mCi 18F-FDG was sedated and scanned for 15-min 

in list-mode without motion, followed by a 15 min acquisition with continuous head motion 

induced manually. The same reconstruction parameters as in the Hoffman Phantom experiment 

were used with a voxel size of 1x1x1mm for SR. 

 

Figure 5.9 Results of the 18F-FDG NHP in vivo study. Same PET slice reconstructed with A) 

static OSEM with 2 mm voxels, B) static OSEM with 1 mm voxels, C) proposed SR method with 

1 mm voxels, and D) corresponding MR slice. 

Figure 5.9 shows a sagittal slice through the brain for the NHP study. Specific brain regions, 

such as the frontal lobe, can be better resolved after SR. 

5.3.3  Quantitative analysis 

A quantitative analysis in terms of SSIM and CNR is presented in Figure 5.10 and Figure 5.12 

for the three experiments.  
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Figure 5.10 SSIM results for the Mini Hot Spots Phantom (dotted red) and the Hoffman 

Phantom (dashed blue). The bar plot shows the mean SSIM as described in Figure 6. Error 

bars representing the standard deviation are also plotted. 

The results are in agreement with what was observed visually and with the line profiles shown 

in Figure 5.7 and Figure 5.8. Standard 2mm and 1mm (or 0.8mm) static reconstructions exhibit 

lower SSIM than SR images, which showed a higher percentage of structural similarity in the 

order of 15-20 % due to the oversampling introduced by the precisely corrected movement. We 

demonstrate for the Mini Hot Spots phantom that this quantitative analysis at different 

iterations yielded similar results in Figure 5.11. Although not shown here, the results were 

similar with the Hoffman Phantom.  

 

Figure 5.11 SSIM results across OSEM iterations for the mini hotspot phantom. SR always 

presents a higher similarity with the CT. 
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Figure 5.12 CNR results for the Mini Hot Spots Phantom (dotted red), the Hoffman Phantom 

(dashed blue), and the NHP (plain gray). 

Similarly, CNR results are in accordance with what was observed. Standard and 1mm (or 

0.8mm) static reconstructions exhibit higher CNR in the order of 50% of increase due to the 

improved contrast recovery in small structures.   

5.4 Discussion  
This work shows that one can estimate PET images with a resolution that outperforms the 

intrinsic scanner resolution by harnessing, counter-intuitively perhaps, the usually undesired 

target motion, if measured at a higher resolution than the scanner’s intrinsic resolution. In other 

words, it is possible to not only compensate for the deleterious effects of motion on PET image 

quality, but to also leverage the increased sampling information associated with moving targets 

to enhance the effective PET resolution based on super-resolution principles.  

Although SR has been investigated in PET before, to the best of our knowledge, this is the first 

study showing that it can be achieved with an external optical tracking device that is used to 

continuously measure head movement with a very high spatial and temporal precision during 

the listmode PET acquisition. The Polaris Vega tracking camera can indeed measure rigid-

body transformations at a sampling rate of 60Hz (~16.6 ms/frame) and with a much higher 

accuracy than the spatial resolution of the GE Discovery MI PET/CT scanner (0.12mm vs. ~4 

mm). Here, we exploited the measured subpixel motion in a listmode reconstruction framework 

with event-by-event repositioning which handles any type of movement in the 3D space, 

including unintentional motion, to achieve super-resolution. 
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An important step of the reconstruction is the generation of the sensitivity image. There are 

two main approaches to calculating the motion averaged sensitivity image (Rahmim et al., 

2008). One approach consists in applying motion correction to the projection space followed 

by backprojection of all LORs, repeating this process for all poses ((Rahmim et al., 2008), 

Equation 16). Another strategy consists in performing only one backprojection and applying 

motion correction in the image space for all poses ((Rahmim et al., 2008), Equation 10). The 

first method can handle the attenuation correction properly but can be computationally 

expensive and very slow as the frame rate we are dealing with is very high (60Hz). The second 

method is much faster but requires that the attenuation of the moving object is calculated during 

forward projection in the iteration process. Moreover, it requires segmenting the moving object 

from the static parts (scanner bed, static body etc.) in the attenuation map. Our results showed 

that the second approach, which was the one we used, works rather well. However, another 

disadvantage of this method is that by moving and averaging the sensitivity image, high 

frequency artifacts (in the form of Moiré patterns) gets propagated when a single ray Siddon 

projector (Siddon, 1985) is used for projection/backprojection and when the predefined voxel 

size is smaller than the scanner detector size. Using a multi-ray Siddon projector (Moehrs et 

al., 2008) allowed to overcome this issue. The use of PSF modeling in the image space also 

contributed to alleviate most of the high frequency artifacts. However, multi ray Siddon 

algorithm is very computationally expensive, scaling with the number of rays used for each 

LOR. An alternative projector using a distance driven approach (Manjeshwar et al., 2006) is 

being studied to improve reconstruction time (details are given in Chapter 6).  

As previously described, we calibrated our system (Polaris tracker and PET/CT scanner) using 

paired position measurements in both respective spaces. Using CT image for spatial calibration 

offers arguably more accurate results than PET-based methods that use markers attached to a 

radioactive point source (Roger R Fulton et al., 2002) (super-resolution would be difficult to 

achieve with such methods since the movement would be tracked at a resolution close to that 

of the PET scanner). However, determining the position of the center of a marker using CT 

images can be challenging. Instead of comparing absolute positions of the object in the scanner 

and Polaris coordinate frames, we can compare the relative motion between two static positions 

in both spaces. This relative motion in the two systems is independent of any offset between 

the object position in the CT and Polaris coordinate frames. The advantage of this method is 

that it requires no careful measurement of the center of the marker sphere in the CT space, and, 

since a complex phantom can be measured, the relative position matrices for the CT data can 
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be determined to a greater precision than the absolute position of the points in the former 

method. 

During all our experiments, the movements applied to the phantoms were mostly back and 

forth (translation and rotation). Hence, there was a predominant motion direction for each SR 

acquisition used in this work. It is possible that the applied motion patterns were not optimal 

to achieve oversampling and that the non-homogeneous nature of the movement implies a non-

homogeneous resolution recovery. For instance, if the object is only rotating around a specific 

axis, the points belonging to that axis will not undergo motion and therefore will not benefit 

from the improvement offered by oversampling.  

In a clinical context, the type and magnitude of motion can vary depending on the targeted 

population and disease. From our recent study (Tiss et al., 2022) on the impact of motion 

correction on longitudinal [18F]MK-6240 tau clinical brain scans, we found that 95% of the 

cohort of 65 subjects (55 Cognitively Normal, 7 with Mild Cognitive Impairment, and 3 with 

Alzheimer's Disease) exhibited motion with an average displacement of 0.66mm in X, 1.04mm 

in Y, and 0.83mm in Z axis. While this motion is within the accuracy range of the tracking 

setup, it's at the lower bound of 0.7mm, which is the limit imposed by the spatial calibration 

used in the study. To ensure isotropic enhancement of spatial resolution, it may be useful to 

impose motion on a patient's head, for example, with a motorized massage pillow that provides 

continuous pseudo-random motion. Combined with the movement of the bed, this could 

provide sampling in all three directions. 

To investigate the optimal motion patterns and amplitudes required for super-resolution, we 

conducted a simulation study using a high-resolution 2D phantom image consisting of nine hot 

spots of 2.4mm in size. Six specific patterns of motion, including linear, circular, a combination 

of linear and circular (similar to that which was applied to our phantom experiments), 

Brownian-like, spiral, and random back and forth, were applied to the object on a hundred 

frames. The resulting list-mode data were then reconstructed using our super-resolution method 

and compared to a static reference. The mean peak-to-valley ratios (MPVR) of line profiles 

were calculated to quantify the benefits of super-resolution compared to the static reference. 

Our results showed that linear motion provided the highest super-resolution improvement, with 

a peak MPVR of 10 compared to an average of 3.5 for the static reference. Brownian-like 

motion, spiral motion and the combination of linear and circular motion also yielded significant 
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super-resolution benefits, while circular motion and random back and forth motion resulted in 

less improvements. 

 

Figure 13 Illustration of the six patterns shapes we defined and plots of corresponding graphs 

displaying the measured resolution in terms of MPVR as a function of the amplitude step. The 

displayed patterns were obtained by applying the motion on a single point to have a sense of 

the path taken by the digital phantom for a given amplitude step. The MPVR were calculated 

on line profiles drawn on the reconstructed SR (red MPVR) and static reference images (blue 

MPVR). The dashed lines indicate one standard deviation around the mean reference MPVR. 

These simulations showed that the specific motion amplitude required for optimal super-

resolution benefits depends on the type of motion pattern used, but any type of pattern will lead 

to an increase in resolution as long as the amplitude is sufficient. We believe that any of these 

patterns or their combination will result in an increase in resolution in a clinical setup. 

However, these quantitative results depend on several parameters that we chose to fix for this 

study and may not be generalizable to other scenarios. Overall, our findings provide valuable 

insights into the optimal motion patterns and amplitudes required for super-resolution, which 

can guide future clinical studies in this area. Further details on the evaluation measure are 

provided in the Appendix. 

It is possible to further improve super-resolved PET images quality by guiding the 

reconstruction using anatomical prior information (in a Bayesian sense). Such a regularization, 

allowing for better noise control, could be important in SR as noise is exacerbated with smaller 
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voxel size. Moreover, OSEM algorithm generally cannot be run to full convergence because 

the noise in the image grows with each iteration (Mettivier et al., 2011). To compensate for 

this, the algorithm is generally stopped after a determined number of iterations, resulting in an 

under-converged image. To address the effects of convergence and provide a more accurate 

PET quantitation, a regularized reconstruction iterative algorithm will be studied in Chapter 6, 

incorporating prior knowledge about the image into the reconstruction to better control noise 

propagation during SR reconstruction. This prior knowledge can be incorporated as segmented 

anatomical information from MR or CT images. 

While we only tested this super-resolution technique in preclinical studies, we are currently 

working on extending it to human subjects. It is essential that no relative movement occurs 

between the markers and the head as those would decrease motion tracking accuracy and thus 

the performance of SR. Moreover, the attachment device must be comfortable for long scans 

and must have minimal impact on CT and PET attenuation. Hence, we are working on 

developing a solution to rigidly attach markers to a subject’s head, consisting of a pair of 

swimming goggles to which a 3-D printed rod has been mounted to bring the Polaris markers 

to the top the head.  

One of the end goals of this work is to provide a methodology that will enable the detection of 

very early neurofibrillary tangles (NFTs) in regions. One of them is the locus coeruleus (LC), 

a small structure where tau pathology appears first in Alzheimer’s Disease, decades before 

symptoms. New data suggest that the LC is one of the earliest sites of tau pathology in AD and 

the initiator in the transmission of NFT during the progression of AD; however, its elongated 

shape and ultra-small dimensions, ~6-22 mm3 (Theofilas et al., 2017), pose a significant 

challenge for PET even with state-of-the-art scanners. Super-resolution may allow improved 

imaging of the LC.  

5.5 Conclusion 
In both phantom and animal studies, we demonstrated that super-resolution can be achieved in 

brain PET by precisely measuring head movement in real-time using a high-resolution infrared 

tracking camera. We built a robust and accurate spatial and temporal calibration interface 

between a clinical scanner and the tracker to attain this. For both phantoms and NHP studies, 

the developed SR reconstruction method yielded PET images with visibly improved spatial 

resolution as compared to static acquisitions, allowing for improved visualization of small 

cortical and subcortical brain phantom structures. Improved PET resolution might allow for 
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earlier and more accurate diagnoses of neurological disorders such as Alzheimer’s Disease. It 

may also enable more accurate estimation of image-based input functions to quantify dynamic 

brain PET studies. 

In the next chapter, we detail some optimization in terms of resolution and PVE that were 

addressed during the Ph.D. We explain in more detail and extend the study of PSF modeling 

that we used in this chapter and the previous one. We also explore other techniques to improve 

PET image quality through different projector implementations and the inclusion of anatomical 

priors into the reconstruction. 
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Chapter 6  
 

Optimizations for PVE and 

noise: PSF, Projectors and 

Kernel Method 

 
In this chapter, we explore different types of optimizations that were implemented or studied. 

These optimizations aim to improve image quality, regardless of super-resolution. First, we 

study and evaluate the impact of the point spread function (PSF) modeling. The PSF, which 

was briefly introduced in Chapter 2 and Chapter 5, represents the impulse response or the 

imaging system’s response to a point source in the context. Its modeling is fundamental in PET 

because its incorporation in an iterative reconstruction scheme can alleviate some of the 

inherent partial volume effects. We then discuss projectors, which are at the core of estimating 

the system matrix. The importance of different projectors, such as Siddon, multi-ray Siddon, 

and Distance Driven, and their effects and performance on image reconstruction are explored. 

Finally, we discuss how anatomical prior information can be incorporated into kernel-based 

reconstruction methods. Including prior information in PET reconstruction, whether a 

mathematical model or structural information, can help control the noise behavior by 

introducing a priori information. Such a prior plays the role of a smoothness constraint that 

penalizes the roughness of the image estimate and then reduces the noise level. Here we explore 

the kernel method, which models PET image intensity in each pixel as a function of a set of 

features obtained from prior information. 

6.1 PSF Modeling 

The point spread function describes the response of an imaging system to a point source. In 

PET imaging, accurately modeling the physical measurement process to account for the point 

spread function can improve the subsequent resolution of the reconstruction by alleviating 
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some of the effects of the detector response function, the non-collinearity of the photon pair, 

and the positron range. 

The PSF models are usually based on theoretical derivation, analytical approximation, 

computer simulation, or experimental measurements. In PET, several methods have been 

developed for estimating and modeling PSF in the projection space or image space. These 

methods can be broadly classified into three categories: analytical approaches (Rahmim et al., 

2008; Selivanov et al., 2000; Strul et al., 2003), Monte Carlo simulations (Alessio et al., 2006), 

and physical measurements using point or line sources (Alessio et al., 2010; Cloquet et al., 

2010; Panin et al., 2006; Sureau et al., 2008).  

The PSF can be corrected directly in the image space, in the projection space, or in a hybrid 

fashion, i.e., both in the image and projections space.  

6.1.1 In the image space  

Incorporating the PSF in the image space involves using a pre-defined or estimated PSF to 

directly model the degradation of the image due to the system's response to the point source. 

This can be done by convolving the estimated or measured PSF with the reconstructed image 

in order to account for the spread of the emitted radiation as it passes through the system. This 

is the method we used for our SR reconstructions in Chapter 4. One advantage of this approach 

is that it is relatively simple and can be easily implemented. However, it does not consider the 

spatially varying nature of the PSF, which can lead to suboptimal results in some cases (Deller 

et al., 2021).  

The PSF in the image space is a function that describes how a voxel is blurred into other voxels 

in the field of view (FOV). In theory, it would be necessary to measure the PSF at every voxel 

in the FOV to understand the blurring effects fully, but this is a very time-consuming and 

complex task. As a result, the PSF is usually measured at a limited number of locations in the 

FOV, and the characteristics of the PSF at other locations are estimated using interpolation or 

extrapolation based on the symmetry of the FOV. The PSF at a given location can then be 

estimated by reconstructing point source data using an algorithm that does not model PSF-

related effects and then by fitting the reconstructed data to an analytical function. Some studies 

have used shift-invariant Gaussian kernels to model the PSF based on a single measurement at 

the center of the FOV (Reader et al., 2003). However, this method had limited success for 

scanners with depth-of-interaction measurement capabilities. More accurate approaches, out of 
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the scope of this manuscript, take into account the anisotropic, asymmetric, and potentially 

non-Gaussian characteristics of a PSF kernel. 

6.1.2 In the projection space 

Incorporating the PSF in the projection space involves using the PSF to directly model the 

degradation of the projection data due to the system's response to the point source. This can be 

done by convolving the estimated or measured PSF with the projection data before it is used in 

the reconstruction process. This approach allows for the spatially varying nature of the PSF 

(Figure 6.1) to be taken into account, which can lead to more accurate reconstruction results 

(Deller et al., 2021). However, it is generally more computationally complex than incorporating 

the PSF in the image space, and in practice, it is not feasible to measure the PSF for each LOR. 

 

Figure 6.1 Visualization of the contributions of the voxels to typical LORs with varying 

distances to the isocenter. Magnified partial LORs are shown on the right. Adapted from (Cui 

et al., 2011). 

During an MLEM/OSEM reconstruction, to account for the spatially variable nature of the 

PSF, we can apply it in the projection space by spreading the LORs only along their radial 

neighbors. Hence, for a treated LOR, we determined its radial neighbors, which number is 

given by the width of a kernel corresponding to that LOR. Then, we weighted the projected or 

back-projected values of the neighboring LORs according to that kernel’s values.   

More precisely, the forward projection model introduced in Chapter 1 in (1.7) by 𝐹𝑃(𝝆)𝑖 =

 ∑ 𝑝𝑖,𝑗𝜌𝑗  
𝐽
𝑗=1 becomes: 

𝐹𝑃(𝝆)𝑖 = ∑ ∑ 𝑝𝑖𝑘,𝑗. 𝜌𝑗 . 𝐵𝑝𝑟𝑜𝑗𝑖[𝑘]                                                (6. 1) 

𝐽

𝑗=1

𝐾

𝑘=1
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where, 𝑗 = (1, . . . , 𝐽) is an image voxel, 𝐽 is the total number of voxels, 𝐾 is the size of a discrete 

PSF kernel 𝐵𝑝𝑟𝑜𝑗𝑖 defined for a radial bin of LOR 𝑖 and 𝑖𝑘 is the radial neighbor of LOR 𝑖 

indexed by 𝑘. 

Since we only consider the radial neighboring LORs for a specific event, the PSF is not fully 

characterized for each LOR. However, this approximation yielded sufficient improvement for 

a reasonable increase in computation time (each LOR being projected and back-projected 

multiple times according to the width 𝐾 of a PSF kernel given for a radial position).  

The kernel values we used for our reconstruction were based on experimental measurements 

of a sodium point source, which the constructor scanned at different radial positions. 

6.1.3 Hybrid approach 

A hybrid approach incorporating the PSF into the reconstruction process in PET imaging 

involves combining the techniques of incorporating the PSF in both the image space and the 

projection space. 

This approach first incorporates the PSF into the projection space, as described above. The 

modified projection data are then used to reconstruct an initial estimate of the image, which is 

then convolved with the PSF in the image space to obtain a final estimate of the image. This 

hybrid approach can potentially combine the benefits of both image space and projection space 

incorporation of the PSF, while mitigating some of the limitations of each approach. 

This is the method we used for our SR reconstructions in Chapter 5. In our MLEM/OSEM 

formulation 𝑝𝑖,𝑗 is an element of the PET system matrix defined as:  

𝑝𝑖,𝑗 =  ∑ 𝐵𝑝𝑟𝑜𝑗𝑖,𝑙
 ∑ 𝑔𝑙,𝑘 

  𝐵𝑖𝑚𝑔𝑘,𝑗
  

𝐽

𝑘=1

𝐼

𝑙=1

                                     (6. 2) 

where 𝑔𝑖,𝑗   accounts for the geometric probability that an event generated in voxel 𝑗 is detected 

along LOR 𝑖; 𝐵𝑖𝑚𝑔𝑘,𝑗
  and 𝐵𝑝𝑟𝑜𝑗𝑖,𝑙

  are elements of PSF kernel matrices in the image space and 

in the projection space, respectively. PSF effects are accounted for in two steps during 

reconstruction: the spatially invariant 3D Gaussian smoothing kernel 𝑩𝒊𝒎𝒈 
 is first applied to 

the image at each update and then LORs are spread in the projection step according to the 

spatially varying PSF kernel 𝑩𝒑𝒓𝒐𝒋 
 , and vice-versa during back-projection. 

We found that using a hybrid approach in our super-resolution reconstruction has several 

benefits. Firstly, the image-space component models the positron range (in soft tissues) and 
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allows for the use of slightly narrower PSF kernels in the projection space, which speeds up 

projection and back-projection operations during each update. Secondly, integrating image 

smoothing makes the reconstruction more robust to high-frequency artifacts that might appear 

during the iterative process. This is especially important when computing the sensitivity image, 

as high-frequency artifacts can be propagated and not compensated for during maximum 

likelihood expectation maximization (MLEM) reconstruction. Smaller voxel sizes in SR 

reconstructions can lead to more artifacts, but using a PSF model in the sensitivity image can 

help smooth these artifacts and improve the overall quality of the reconstruction. 

Figure 6.2 shows the difference between reconstruction with and without PSF modeling for 

standard, 1mm, and SR reconstructions for the Hoffman phantom. 
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Figure 6.2 Hoffman phantom reconstruction at 1mm, 2mm, and SR A) without PSF, B) with 

the hybrid implementation of the PSF modeling. 

Similarly, Figure 6.3 displays in vivo data with and without PSF modeling.  
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Figure 6.3 Nonhuman primate reconstruction at 1mm, 2mm, and SR A) without PSF, B) with 

the hybrid implementation of the PSF modeling. 

We note increased resolution for both the Hoffman and NHP experiment and better noise 

control thanks to the PSF modeling. We can visually see improvement in details and contrast 

in small regions of the brains over the reconstructions that do not include the PSF modeling. 

We could also appreciate fewer artifacts thanks to the PSF smoothing effects. To give a 

quantitative idea of the impact of the PSF modeling, the contrast to noise ratio (CNR, defined 
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in 5.2.5) for the Hoffman phantom with and without PSF. The reconstruction with the PSF 

modeling led to a CNR of 20.62, while the reconstruction without the PSF modeling led to a 

CNR of 15.91. 

6.2 Projectors 
The projectors are essential to an iterative image reconstruction algorithm; it is the function 

linking an event, i.e., the record of two coincident photons by two detectors, and the activation 

(i.e., value) of the voxels of the image. As the projector function is called for each list-mode 

event twice per iteration (forward and backward projections), it must be both computationally 

effective and accurate for the voxel’s activation. Unlike the Siddon projector (Siddon, 1985), 

which uses a ray-based approach, the distance-driven projector (Manjeshwar et al., 2006) uses 

a boundary-based approach, computing the boundaries of the "TOR" (tube of response) and 

activating the voxels within it. 

6.2.1 Single-ray Siddon 

A projector often used in practice is the Siddon Ray-Tracing algorithm, published for the first 

time in 1985 (Siddon, 1985). It models an event by a single line joining the centers of the two 

detectors. Instead of computing the intersection of the line of response with the voxels, which 

scales in 𝑁3 (the total number of voxels in the image), with 𝑁 the number of voxels in a given 

axis, the Siddon projector computes the intersection of the LOR with the three sets of 

orthogonal planes defining the grid, which scales in 3𝑁 (the number of orthogonal planes). 

 

Figure 6.4 Siddon 1 ray - calculated points (left) and resulting voxels activation (right). 

On the left side of Figure 6.4, the black crosses are the calculated intersections between the 

LOR (yellow) and the planes. The voxel activation is the length of the LOR inside the voxel. 
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The minimum value is when the segment has a null length, and the maximum value is when 

the segment is one of the big diagonals of the voxel (the longest segment that can fit inside a 

cube/rectangle). However, we can see on the right of Figure 6.4 that the Siddon projector only 

activates the voxels at the center line of the “Tube of Response” or TOR, leaving the outer 

voxels inactivated.  

6.2.2 Multi-ray Siddon 

Instead of just one line of response, we can use more lines inside the TOR to activate more 

voxels, allowing for better sampling. This becomes necessary when the voxel size gets smaller 

(relative to the scanner detector size). Instead of a single line, multiple lines joining random 

points located on the face of a detector are used (Moehrs et al., 2008). In Figure 6.5, we can 

see four simulated lines and the resulting activation. We can see a substantial improvement 

when it comes to the activation of the voxels inside the TOR. 

 

Figure 6.5 Siddon 4 rays - 4 rays used for computation (left) and resulting voxels activation 

(right). 

In our SR experiments, the results were noticeable, and we found that using a multi-ray or TOR 

approach was necessary because of the voxel size we used. There are multiple ways of 

implementing multi-ray Siddon, depending on how we want the rays to be distributed.   

Figure 6.6 displays the results of a point source experiment conducted on the GE DMI system, 

which was reconstructed using four different methods: A) using a single ray Siddon with a 

2mm voxel size, B) using a single ray Siddon at a nonstandard voxel size of 1mm, C) using 13 

rays Siddon at 2mm voxel size, and D) using 13 rays Siddon at 1mm voxel size. The decrease 
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in voxel size in B) leads to the appearance of gap artifacts, which was expected since a single 

ray Siddon lacks sufficient voxel sampling. This issue is resolved using multiple rays, as seen 

in D). 

 

Figure 6.6 Comparison between single- and multi-ray Siddon. A) Standard reconstruction with 

2 mm voxel size and single-ray Siddon. B) Non-standard reconstruction with 1 mm and single-

ray Siddon sampling artifacts appear. C) Standard reconstruction with 2 mm voxel size and 

multi-ray Siddon. D) Non-standard reconstruction with 1 mm and a multi-ray Siddon, no 

sampling artifacts appear. 

Using a multi-ray approach accounts for the TOR having a non-null width instead of a single 

ray. As expected, using a Siddon projector with more rays slows the reconstruction, for it scales 

in 𝑚 × 3𝑁, with 𝑚 the number of rays used and N the number of voxels along a given axis. 

However, computation time becomes detrimental. In the case of SR, with a need for more than 

20 rays per event, the computation time becomes impractical (in the order of a few days, 

depending on the experiment).  

6.2.3 Distance-driven projector  

The distance-driven projector in PET (Manjeshwar et al., 2006) is another state-of-the-art 

projector used in tomography. In contrast to the Siddon projector, which is a ray-driven 

projector, the distance-driven projector computes the boundaries of the tube of response and 
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activates the voxels inside it. The computing is done by iterating on a given direction (x, y, or 

z), calculating the intersections of the TOR with the two other directions (Figure 6.7). 

 

Figure 6.7 Distance-driven projector - calculated points (left) and resulting voxels activation 

(right). 

The activation is based on the intersections of the TOR with the two other directions. The 

weight is the product of the weights of the two directions. The weight of one direction is the 

percentage of the voxel inside the TOR boundaries. If a voxel is fully inside, the weight is one. 

Figure 6.8 compares the activation voxel grids between the one-ray Siddon (left) and the DD 

(right). 

 

Figure 6.8 Comparison of the activation voxel grids between the Siddon 1ray (left) and the 

DD (right). 
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Regarding image reconstruction (Figure 6.9), with the same reconstruction parameters, the DD 

projector image yields visually improved images compared to a single ray Siddon in terms of 

noise and contrast. 

 

Figure 6.9 Hoffman phantom reconstructed with same parameters with Siddon 1 ray and 

distance driven. 

The distance-driven projector activates all the voxels inside the TOR uniformly. It scales in 

𝑁 × 𝑛2, with 𝑁 the number of voxels in one direction and 𝑛 the number of voxels intersected 

by a slice of the TOR projected in one direction. As a reminder, the Siddon 1-ray scales in 3𝑁, 

so the DD projector is inherently slower than the Siddon’s projection. However, since we use 

a multi-ray approach with at least 20 rays per event in the context of SR, the DD approach 

becomes more practical. In fact, we can achieve a much faster projection for a comparable 

voxel sampling using DD. In our experiments, for 20 rays Siddon, the multi-ray is about 20 

times slower than a single ray. In comparison, the DD projector only becomes about five times 

slower with a comparable sampling of voxels, making it more practical in this scenario. 

6.2.4 Evaluation of different projectors 

An evaluation of different projectors (ray- and distance-driven) on realistic phantoms has been 

carried out. We simulated a numerical 2D scanner where random lines of response were 

projected with the different projectors. Then, we compared the pixel overlap with the ideal 

analytical projector (ground truth), see Figure 6.10.  
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Figure 6.10 Schematic comparison of Siddon and distance-driven projectors. 

The comparison of the different projectors, namely single-ray Siddon, multi-ray Siddon (20 

rays), and DD projectors, was achieved by measuring the weight calculation error (compared 

to the ground truth projector) in terms of the normalized root mean squared error (NRMSE) for 

a large number of random events. The error distribution is summarized in histograms, shown 

in Figure 6.11.  

 

Figure 6.11 Histogram of overlap error of different projectors in terms of NRMSE. 

We can observe that our implementation of the distance-driven projector seems to have the 

best performance, with an error being, on average, the smallest even compared to a multi-ray 

approach using 20 rays.  
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6.3 Kernel Method 

6.3.1 Overview 
We mentioned in Chapter 2 that one factor that can limit the quality and resolution of PET 

images is the presence of noise in the measurement data. We explained that noise could arise 

from various sources, such as photon counting statistics and detector non-uniformities, and can 

lead to degraded image contrast, reduced spatial resolution, and inaccurate quantification of 

tracer uptake. Therefore, reducing the impact of noise in PET images is an essential goal in the 

development of image reconstruction algorithms. 

Maximum likelihood expectation maximization (MLEM) models the projection data as a set 

of Poisson random variables. However, MLEM is limited in reconstructing noise present in the 

data, particularly when applied to images with small voxel sizes. Various methods have been 

developed to address this issue that incorporate prior information about the structures being 

imaged into the reconstruction process. These methods can be broadly classified into two 

categories: penalized reconstruction methods and basis function-based methods. 

Penalized reconstruction methods, such as maximum a posteriori expectation maximization 

(MAP-EM) (Zhou et al., 2007) and penalized maximum likelihood (PML) (Zhang et al., 2020), 

seeks to find the most probable image given the measurement data and a prior on the image. 

The prior can be formulated as a penalty term, which encourages the reconstructed image to 

have certain properties, such as smoothness or sparsity. The relative importance of the data 

fidelity term and the penalty term in the objective function is controlled by a hyperparameter, 

which can be adjusted to the tradeoff between variance and bias. Including prior information, 

such as anatomical information from co-registered magnetic resonance imaging (MRI) or 

computed tomography (CT), can be particularly useful in penalized reconstruction methods, as 

it can help guide the reconstruction process and improve the contrast and resolution of the 

reconstructed image. Bowsher's method (Bowsher et al., 2004), which utilized MRI 

information and was introduced in 2004, is a state-of-the-art anatomy-guided regularized PET 

image reconstruction technique. It uses a second-order smoothing prior, referred to as the 

"Bowsher prior," which encourages smoothing over an anatomy-dependent neighborhood, 

defined by selecting a set of most similar neighbors in the anatomical image. Variations of this 

method have also been proposed, but all aim to modify the weight of the potential function 

based on anatomical information rather than the PET image itself. 



131 

 

Basis function-based methods, such as dictionary learning (Cao et al., 2014) or, more recently, 

the kernel method (Wang and Qi, 2015), seek to reparametrize the emission image and the 

expectation maximization update equation using a set of spatial basis functions derived from 

the anatomical image. These basis functions can capture the structural features of the image 

and can be used to model the emission and attenuation distributions in the reconstruction 

process.  

The kernel method is a mathematical approach that has been applied to the reconstruction of 

tomographic data, including PET. It is based on the non-local means filter, which is a denoising 

technique that uses a weighted average of the intensities of neighboring pixels to smooth an 

image and reduce noise. The kernel method extends this approach to the reconstruction of PET 

images by using a nearest neighbor search in a specified feature space to determine the voxels 

that contribute to a given basis function.  

The feature space is defined by a set of features that describe the characteristics of the image, 

such as intensity, gradient, or texture. These features are typically extracted from an anatomical 

image, such as a magnetic resonance imaging (MRI) or computed tomography (CT) scan, 

which can provide valuable prior information about the structures being imaged. The distance 

between the features of a given voxel and its neighbors is used to determine the weights applied 

in the reconstruction process. These weights are typically defined by a kernel function, which 

determines the similarity between the features of the voxel and its neighbors. 

6.3.2 Theory 

Kernel MLEM 

The kernel method can be mathematically formulated as follows (Wang and Qi, 2015): let 𝝆 be 

the PET image to be reconstructed (we recall that 𝝆 ∈ ℝ𝐽  of size 𝐽 ∈ ℕ which contains the 

radiotracer concentration 𝜌𝑗 in each voxel 𝑗 ∈ [1, … , 𝐽]), 𝒇 the feature vectors of the image, 𝜿 

be the kernel function. The basic idea is to represent the PET image 𝝆 by a linear function 𝛤 of 

transformed anatomical features in a high-dimensional space. 

𝜌𝑗 =  𝛤(𝑓𝑗)                                                                 (6. 3)        

The idea is that 𝛤 should be nonlinear to represent well a complex image in a low dimensional 

space spanned by {𝑓𝑗  }𝑗=1
𝑁 . A simple linear model 𝛤(𝑓 ) =  𝑤𝑇𝑓 may not work because it 

assumes a linear relationship between the features and the image. But 𝛤 can be described 

linearly in a transformed high dimensional space spanned by {𝜑(𝑓𝑗)}𝑗=1
𝑁 .  
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We have then: 

𝛤(𝑓𝑗) = 𝒘𝑇𝜑(𝑓𝑗)                                                        (6. 4) 

Where:  

▪ 𝜑 is a mapping function from a low to very high dimensional space. 

▪ 𝒘 is a weight vector that also sits in the transformed space:  

𝒘 =  ∑ 𝛼𝑙

𝑁

𝑙=1

𝜑(𝑓𝑙)                                                    (6. 5) 

with 𝜶 being a coefficient vector of size 𝑁. 

The image is then represented by:  

𝜌𝑗 =  𝛤(𝑓𝑗)                                                                (6. 6) 

= 𝒘𝑇𝜑(𝑓𝑗)                                                           (6. 7) 

= ∑ 𝛼𝑙

𝑁

𝑙=1

𝜑(𝑓𝑙) 
𝑇

𝜑(𝑓𝑗)                                       (6. 8) 

= ∑ 𝛼𝑙

𝑁

𝑙=1

𝜿(𝑓𝑙 ,  𝑓𝑗)                                               (6. 9) 

Where 𝜿 is a kernel in which each column is a basis function.  

The kernel function 𝜿 can be any function that satisfies Mercer's condition, which ensures that 

the kernel method has certain desirable properties, namely positiveness and semi-definiteness. 

Commonly used kernel functions that satisfy those conditions include the Gaussian kernel, the 

polynomial kernel, the Radial Basis Function (RBF), and the exponential kernel. 

We can write Equation (6.9) in matrix form as: 

𝝆 = Kα                                                                     (6.10) 

where K is a 𝐽 × 𝑁 matrix. 

What we did is to represent an image 𝝆 by a linear combination of coefficients and basis 

functions where those lie in a very high dimensional space.  
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Kernel-based MLEM formulation 

In Chapter 1, we presented the following MLEM formulation, in sinogram and matrix form: 

𝝆 
𝑖𝑡+1 =  

𝝆 
𝑖𝑡

𝑷𝑇𝟏
𝑷𝑇  

𝒚 

𝑷𝝆 
𝑖𝑡 + 𝑹 + 𝑺

                                         (6. 11) 

where we recall, 𝝆 is the PET image, 𝐏 is the system matrix, 𝒚 is the projection data, 𝑹 and 𝑺 

are respectively the scatter and random contributions matrices. 

Finally, (Wang and Qi, 2015) show that we can substitute 𝝆  by Kα in the MLEM algorithm 

which can be modified as follow: 

𝜶 
𝑖𝑡+1 =  

𝜶 
𝑖𝑡

𝑲𝑇𝑷𝑇𝟏
𝑲𝑇  𝑷𝑇

𝒚 

𝑷𝑲 𝜶 
𝑖𝑡 + 𝑹 + 𝑺

                                     (6. 12) 

MLEM is calculated for 𝜶 from which the PVE corrected image 𝝆 is calculated as Kα. 

Computation of the kernel matrix K 

In order to make it practical, only a subset of the full kernel matrix K for an image is typically 

used, as a full kernel matrix K of an image is usually too large to be computed in practice. To 

do this, k-nearest neighbors (k-NN) (Fix and Hodges, 1989) method is usually employed in 

machine learning. This method identifies in the feature space, the k most similar neighboring 

pixels for each pixel and uses this information to define the element at position (𝑗, 𝑙) in the 

kernel matrix 𝑲. 

𝐾𝑗𝑙 = {
𝜅(𝑓𝑗 , 𝑓𝑙),   𝑓𝑙 ∈ 𝑘𝑁𝑁 𝑜𝑓 𝑓𝑗 ,

0,                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
                                         (6. 13) 

where the k-NN is determined using the Euclidean distance between 𝑓𝑗  and 𝑓𝑙 in the prior 

image. 

For our experiments, we chose 𝜅 to be a Gaussian kernel of the form: 

𝜅(𝑓𝑗 , 𝑓𝑙) = exp (
− ||𝑓𝑗 − 𝑓𝑙||

2

𝜎2
)                                         (6. 14) 

The process of extracting kernel features is illustrated in Figure 6.12. 
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Figure 6.12 Kernel feature extraction. The radial Gaussian kernel function computes the 

patch-wise similarity between two voxels in the anatomical image. Adapted from (Hutchcroft 

et al., 2016). 

6.4 Results 
We performed a study on the Hoffman phantom from which we calculated a kernel matrix K 

using the co-registered CT image.  

The reconstruction parameters were the following: 

▪ 12 subsets, 3 iterations, 

▪ 2 mm voxel size, 

▪ one single ray Siddon, 

and the parameters for the computation of K were:  

▪ Number of neighbors k: 100, 

▪ 𝜎 = 10, 

▪ Search window: 10 pixels. 

We obtained the reconstruction displayed in Figure 6.13.  

 

Figure 6.13 Kernel MLEM reconstruction on our Hoffman Phantom data a standard 

resolution. 
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We can observe a strong potential where we can notice reduced noise and artifacts, as well as 

better contrast and resolution compared to previous standard MLEM reconstructions (for 

example, in Figure 6.9). However, it is important to point out that the prior image registration 

to the PET must be very accurate, as any discrepancies will cause artifacts. In Figure 6.13, we 

can see that some parts of the brain jump in intensity due to a non-perfect registration.  

Those are preliminary results that we obtained, and more efforts are continuing in improving, 

adapting, and quantifying the method. 

In order to check that the influence of the anatomical prior using the kernel method does not 

introduce a strong bias, we reconstructed a random list-mode dataset using the same kernel 

matrix that was calculated using the Hoffman CT and the same reconstruction parameters. The 

result is presented in the axial view in Figure 6.14. 

 

Figure 6.14 Kernel MLEM reconstruction on a list-mode build with random events and with 

the same kernel matrix as in Figure 6.13. 

The signal, while mostly present at the location of the phantom, does not seem to display any 

relevant structure. This demonstrates that, at least, the kernel method does not introduce a 

strong bias.  
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While providing encouraging results, this work does not present a rigorous bias/variance study. 

This has been done in (Wang and Qi, 2015), where the authors used different reconstruction 

methods (maximum a posteriori method such as the Bowsher method, total variation, or 

expectation maximization with principal component analysis). They compared the results by 

looking at the quality of the images, as well as the trade-off between bias and variance. They 

used two different time frames, one with very low counts and one with high counts, and used 

the minimum mean squared error as a measure of image quality. They varied the parameters of 

the different methods (iteration number or regularization parameter) to see how they affect the 

bias and variance, concluding that the kernelized EM method (KEM) performed substantially 

better than the other methods in both low-count and high-count frames, and also achieved less 

bias at a fixed variance compared to any other method in the study. 

6.5 Conclusion 
In this chapter, we explained that accurately modeling the PSF in PET imaging can 

significantly improve the resolution and overall quality of the reconstructed image. There are 

several methods for estimating and modeling the PSF, including analytical approaches, Monte 

Carlo simulations, and physical measurements. A hybrid approach, in which the PSF is 

corrected both in the image and projection spaces, has been found to have several benefits, 

including improved noise control, increased resolution, and increased robustness to high-

frequency artifacts. Proper PSF modeling and projector selection are essential for achieving 

high-quality, clinically useful reconstructions in PET imaging. 

In addition to PSF modeling, we studied how the choice of projector method can also 

significantly impact the accuracy and efficiency of the reconstruction process in PET imaging. 

The Siddon projector, which uses a ray-based approach, and the distance-driven projector, 

which uses a boundary-based approach to compute the boundaries of the "tube of response" 

and activates the voxels within it, are both commonly used in PET imaging. However, the 

distance-driven projector is considered a state-of-the-art method, as it accounts for the non-null 

width of the tube of response and can improve the accuracy of the reconstruction. 

Finally, we explored the kernel method, a powerful technique that allows for the incorporation 

of anatomical priors in an MLEM reconstruction algorithm. One advantage of the kernel 

method is its simplicity of implementation compared to other basis function-based methods, 

such as dictionary learning. It has also been shown to have improved performance regarding 

region of interest quantification compared to other methods, such as Bowsher's method. The 
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kernel method has been applied to various types of tomographic data, including static PET, 

dynamic PET, reduced dose PET, diffuse optical tomography, and fluorescence molecular 

tomography. Its ability to reduce noise and preserve detail makes it a promising approach for 

improving the quality and resolution of reconstructed PET images. In further studies, we will 

try to combine all those optimizations with SR. 

In the last contribution chapter, we attempt to correct for PVE in dynamic sequence using non-

negative matrix factorization to improve quantification of hyperphosphorylated Tau protein 

using [ 𝐹 
18 ]MK-6240 tracer.  
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Chapter 7  
 

Disentangling tau-specific and 

off-target signals in [18F]MK-

6240 PET using nonnegative 

matrix factorization 

 
This chapter presents the theoretical foundations and practical applications of factor analysis 

and non-negative matrix factorization (NMF) in dynamic PET imaging (Section 7.2 and 7.3), 

with particular attention to the [ 𝐹 
18 ]MK-6240 Tau PET tracer. We discuss the potential clinical 

limitations of this tracer, in particular its off-target binding, and how NMF can be used to 

overcome such limitations with a dynamic PET acquisition in Section 7.1. We first simulated 

a numerical phantom based on kinetics extracted from human data to test NMF, then we applied 

NMF to dynamic PET data acquired in human subjects, demonstrating the ability to accurately 

separate tau-specific, non-specific, and off-target signals in the acquired data. Finally, the 

results of the NMF analysis are presented in Section 7.6 and discussed in Section 7.7. 

7.1 Introduction 
As seen in Chapter 1, Section 1.4, Alzheimer’s Disease represents the most common form of 

dementia accounting for 60 to 80% of dementia cases worldwide. Alzheimer's disease is 

characterized by the presence of hyper-phosphorylated tau proteins and amyloid beta (Aβ) 

plaques in the brain. The progression of tau neurofibrillary tangles (NFTs) in the brain has been 

found to occur in a specific and predictable manner as the disease progresses, and it has been 

observed that the spread of NFTs is closely linked to the cognitive decline seen in AD patients 

(Arriagada et al., 1992; Braak and Braak, 1991; Villemagne et al., 2015). 
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Figure 7.1 Mechanism of tangled clumps of tau proteins. Adapted from (Alzheimer's Disease 

Education and Referral Center) 

Recently, there has been a significant effort to develop PET radiotracers for the in vivo 

measurement of NFT proteinopathy as biomarkers for AD and other types of dementia (Hall et 

al., 2017; Johnson et al., 2016; Schilling et al., 2016; Villemagne et al., 2015). These tracers 

are highly sought after as they would allow for the detection of small changes in NFT 

accumulation during the early stages of the disease and could be used in cross-sectional and 

longitudinal analyses and to evaluate the effectiveness of potential anti-tau therapeutics. 

However, despite the progress made by the first and second generations of tau radiotracers, 

there are still limitations with regard to off-target binding (Lemoine et al., 2018; Okamura et 

al., 2018). Importantly, even the most promising and widely used tau tracers, thus far, show 

some level of off-target signal, sometimes arising from structures located next to key brain 

regions, either directly implicated in the disease process or used as reference regions for signal 

quantification. 

Although the second-generation tau tracer [ 𝐹 
18 ]MK-6240 does not show significant binding 

in the choroid plexus or basal ganglia like previous tau tracers, several in vivo studies using 

PET, but also in vitro studies (mainly using autoradiographic techniques) have revealed off-

target binding in the bone marrow, meninges, ethmoid sinus, and substantia nigra (Aguero et 

al., 2019; Betthauser et al., 2019; Guehl et al., 2019; Pascoal et al., 2018). Furthermore, it has 

been reported that in a significant number of cases, the specific [18F]MK-6240 signal measured 

in cortical areas may be contaminated by spill-in of off-target signals from adjacent regions, 

mostly extra-cerebral, such as the subarachnoid space and meninges (Betthauser et al., 2019). 

This extra-cerebral signal is also likely to contaminate the gray cerebellum, which is frequently 
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used as a reference region for quantifying PET signals in cross-sectional and longitudinal 

studies. Due to the limited spatial resolution of PET, the off-target signal spills into these key 

regions (Figure 7.2) and may greatly hinder the clinical and research utility of [ 𝐹 
18 ]MK-6240.  

 

Figure 7.2 [ 𝐹 
18 ]MK-6240 displays some off-target binding (yellow arrows) which was 

reported by several studies. This off-target binding is found mainly in extracerebral structures 

presumably coming from the meninges. 

Interestingly, the kinetics in those extra-cerebral regions are quite different from those in the 

cortical regions (Figure 7.3). 

 

Figure 7.3 TACs manually extracted from different brain regions (cerebellum, meninges and 

gray matter) of a control patient on the left panel. The right panel displays different views of 

90 to 120 minutes summed SUV PET, where we can see high off-target signal uptake in the 

meninges. The TAC extracted from the meninges has a specific dynamic, different from the 

other regions. 
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Knowing that, we may be able to exploit these spatiotemporal differences of signals in a 

dynamic sequence to extract automatically a target such as the off-target signal. In this work, 

we propose to address the off-target binding issue by factor analysis of the dynamic [18F]MK-

6240 images using non-negative matrix factorization to disentangle the contribution of NFT-

specific, non-specific and off-target components to the [18F]MK-6240 PET signal. 

7.2 Literature review on factor analysis 
While static imaging is often performed in clinical setups to obtain a map of the spatial 

distribution of the tracer concentration, dynamic PET has become increasingly popular, 

especially in research setups, due to its ability to provide both spatial and temporal information 

on the uptake of a tracer in vivo. PET images must first be quantified to understand their 

contents better. This is done using time-activity curves (TACs) which estimate the 

concentration of radiopharmaceuticals or radiotracers over time. The resulting data allows for 

calculating the kinetic parameters of the studied process. To ensure accurate quantification, 

reference TACs must be estimated for tissues, and an input function must be determined to 

describe blood flow. 

Kinetic modeling techniques utilizing TACs are considered the gold standard method for 

quantifying physiological processes with PET. However, TAC extraction requires defining 

regions of interest, which can be done manually or through atlases. This manual process can 

be both time-consuming and inaccurate, and atlases may not always be available. To overcome 

these limitations, factor analysis, and related techniques have the potential to extract and 

separate kinetic information automatically, eliminating the need for manual ROI definition or 

reliance on atlases. 

Factor analysis aims to uncover patterns in multivariate data by reducing the number of 

dimensions, which is done through various unsupervised learning techniques. It describes each 

voxel of the image as a combination of elementary temporal signatures, called factor curves, 

and a set of coefficients relating the tissue voxel with each factor curve (Barber, 1980). The 

method is hence based on the assumption that the observed data can be represented as a linear 

combination of a few factor curves, each representing the kinetic or spectral properties of the 

physiological compartments of interest. These factor curves are intrinsically associated which 

factor images, which provide a spatial representation of the physiological compartments 

(Figure 7.4). 
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Figure 7.4 Factor analysis methods decompose a PET dynamic sequence into a combination 

of elementary signatures that can be interpreted as TACs associated with corresponding weight 

images. 

One of the key challenges in using factor analysis for dynamic PET imaging is to accurately 

estimate the factors and factor images from the observed data. This is particularly challenging 

for dynamic images, which can be highly noisy and exhibit temporal variations. More 

importantly, accurately estimating factors with a physiological meaning and considering the 

non-uniqueness inherent to factor analysis are challenging tasks. To address those challenges, 

various techniques have been proposed to improve the estimation of the factors. 

In the dynamic PET literature, two main approaches have stood out. The first one is based on 

singular value decomposition (SVD) or apex-seeking (Cavailloles et al., 1984; Di Paola et al., 

1982), while the second one tries to directly estimate the factors and their respective fractions 

through optimization schemes (Sitek et al., 2000).  

The first group of approaches is rooted in previous studies on principal component analysis for 

quantitative evaluation in medical imaging (Schmidlin, 1979). Barber (Barber, 1980) was the 

first author to propose this matrix factorization-based analysis technique for gamma camera 

imaging. This method is based on the assumption that tissues are spatially homogeneous with 

respect to a given tracer. Therefore, a single TAC is able to characterize the variation of tracer 

concentration over time for all points within an organ. This technique, referred to as factor 
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analysis of dynamic structures (FADS), was further developed by Di Paola et al. (Di Paola et 

al., 1982) and applied by Cavailloles (Cavailloles et al., 1984) for non-invasive gated cardiac 

studies under positivity constraints. Nijran and Barber (Nijran and Barber, 1986) highlighted 

the importance of providing physiological a priori information on at least one of the factors to 

reduce the number of possible solutions to the problem. Other researchers have also addressed 

the issue of identifying physiologically meaningful factors in FADS approaches using set 

theory and clustering (Houston, 1986) or rotation procedures (Sámal et al., 1987). In a later 

work, Sámal et al. investigated the ambiguous nature of general factor analysis problems 

applied to dynamic PET. The relevance of constraints on providing physically meaningful 

factors for FADS approaches was studied in (Nijran and Barber, 1988). Nakamura et al. 

(Nakamura et al., 1989) evaluated the performance of a factor analysis method based on the 

maximum entropy principle in dynamic radionuclide images. In (Van Daele et al., 1990), a 

background correction was implemented within factor analysis. Buvat et al. (Buvat et al., 1993) 

proposed a target apex-seeking method that identifies a factor when knowing part or the 

entirety of its shape. Benali et al. (Benali et al., 1993) summarized the step-by-step procedure 

applied in the domain until its publication as the following: 

▪ first, a preprocessing step that often consists of clustering and selection of TACs is 

conducted on data to improve SNR, 

▪ then, an orthogonal analysis (often SVD) is applied to the selected TACs to reduce 

dimensionality, producing basis vectors, 

▪ an oblique rotation of the previously estimated basis vectors is then conducted to obtain 

non-orthogonal factor TACs, representative of tissues and blood, 

▪ finally, an oblique projection of the image is used to produce factor coefficients. 

In contrast to the previous SVD-based approaches, the second group of approaches in dynamic 

PET literature is based on optimization. A Monte-Carlo-simplex iterative method was first 

introduced by Bazin et al. (Bazin et al., 1979). Van Daele et al. (Van Daele et al., 1990) 

proposed a vertex-finding algorithm that is based on the minimization of a function of the 

vertices. Sitek et al. (Sitek et al., 2000) applied a conjugate gradient algorithm to conduct FADS 

on cardiac images by minimizing a least square function, such as in the optimization:  

𝐷(𝑽|𝑾𝑯) =  || 𝑽 − 𝑾𝑯 ||
𝐹

2
                                               (7. 1) 

where V represents the dynamic PET data, W represents the factor images, H represents the 

factor curves, || . ||𝐹
  is the Frobenius norm and is associated with a Gaussian assumption on 

the noise or the approximation residual. The article also proposed a post-processing step to 
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reduce the non-uniqueness encountered in factor analysis approaches. The works of Sitek et al. 

(Sitek et al., 2002) further improved nonnegative FADS with a penalization that promoted non-

overlapping regions in each voxel, aiming at tackling the non-uniqueness problem inherent in 

factor analysis. El Fakhri et al. (El Fakhri et al., 2005) validated this approach by extracting 

left and right ventricle factor TACs in cardiac dynamic PET. In (El Fakhri et al., 2006), factor 

analysis was further generalized to a five-dimensional framework that includes three spatial 

dimensions, one temporal dimension, and a photon-energy dimension. In another study (El 

Fakhri et al., 2009), a factorization based on a Bayesian model was proposed to extract an 

interpretable and biologically meaningful factorization of dynamic PET data. 

Overall, the first group of approaches in dynamic PET literature, based on SVD or apex-

seeking methods, aims to extract principal components or factors through these methods and 

is rooted in earlier studies on principal component analysis in medical imaging. The second 

group of approaches, based on optimization methods, aims to minimize a function of the 

vertices to improve factor analysis and has been further enhanced by incorporating penalization 

to reduce non-uniqueness. These approaches have been continuously improved and refined 

over time to extract interpretable and biologically meaningful factorization of dynamic PET 

data. 

In the second group of methods, there has recently been an increasing interest in the use of non-

negative matrix factorization for the analysis of dynamic images in nuclear medicine. NMF is 

a powerful technique based on the assumption that the observed data can be represented as a 

non-negative linear combination of a few underlying basis images. Unlike traditional factor 

analysis, NMF does not require any assumptions about the data distribution. 

7.3 Factor analysis using NMF for [18F]MK-6240 

7.3.1 Introduction to Non-Negative Matrix Factorization 

NMF exploits spatiotemporal differences of signals in a dynamic sequence to decompose this 

sequence into key temporal components. Dynamic [18F]MK-6240 PET data is represented by 

the matrix V of size N x M, where N is the number of voxels in each 3D volume and M is the 

number of time frames. NMF assumes that the dynamic PET data can be represented by a linear 

combination of a small number of predefined k products, the factor images W of size N x k and 

factor curves H of size k x M such that 𝑽 ≈ 𝑾𝑯 (Figure 7.4).  
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Figure 7.5 NMF compresses a matrix V into the product of two low rank W and H matrices. 

V, W and H are positive matrices. 

In the context of dynamic PET imaging, H is the factor matrix containing the brain tissue TACs 

and W is the factor image matrix containing their corresponding spatial representation.  

However, NMF is NP-hard, there is no unique solution to the problem, and no analytic 

resolution exists in the general case (Vavasis, 2010). An approximation of the factorization is 

hence usually quantified by means of a dissimilarity in terms of distance or divergence between 

V and WH. An NMF algorithm is therefore an algorithm that minimizes min
𝑊,𝐻 ≥0

𝐷(𝑽|𝑾 ∙ 𝑯), 

where 𝐷 is the divergence. 

Lee and Seung (Lee and Seung, 1999) proposed an algorithm with multiplicative update rules. 

They minimized the Euclidian distance to converge to a local minimum.  

min
1

2
 || 𝑽 − 𝑾𝑯 ||𝐹

2  𝑠. 𝑡. 𝑽, 𝑾, 𝑯 ≥ 0                                         (7. 2) 

The matrices W and H are optimized successively. This algorithm is very commonly used 

because of its great simplicity of implementation and the speed of calculation of the iterations.  

However, the Euclidian distance do not take into account the Poisson noise nature of PET data. 

The Kullback-Leibler divergence was used instead as it allows the uses of Poisson statistics as 

a noise model:  

𝐷(𝑽|𝑾𝑯) =  ∑ 𝑉𝑚𝑛𝑙𝑜𝑔
𝑉𝑚𝑛

(𝑊 ∙ 𝐻)𝑚𝑛
𝑚,𝑛

− 𝑉𝑚𝑛 + (𝑊𝐻)𝑚𝑛                         (7. 3) 

where 𝑚 = {1, … , 𝑀} and 𝑛 = {1, … , 𝑁} 
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From the divergence cost function, Lee and Seung (Lee and Seung, 1999) derived update rules 

that can be written as follows: 

𝑯 ← 𝑯 ○ 
𝑾𝑻 𝑽

𝑾𝑯
𝑾𝑻𝑱

                                                          (7. 4) 

𝑾 ← 𝑾 ○  

𝑽
𝑾𝑯 𝑯𝑻

𝑱𝑯𝑻
                                                         (7. 5) 

The operator ○ denotes the Hadamard product (point-by-point multiplication), J denotes a 

unitary matrix, and the division is done point by point. 

The classic NMF problem considers errors from all data to be the same. However, it frequently 

happens that data of a heterogeneous nature, resulting from an acquisition process, have 

different degrees of confidence. This stems in particular either from the conditions under which 

the measurements were obtained or from the different nature of the various sensors. For 

instance, in dynamic PET imaging, the frame durations are usually different. Short frames 

duration is used at the beginning of the acquisition to capture the fast-changing kinetics 

accurately (i.e. adequate temporal sampling), while longer frames duration are typically used 

later in the scan because the activity is not changing as rapidly and also to reduce statistical 

noise (especially for shorter lived isotopes.). Moreover, it happens that the data are partially 

missing at certain times, which is often the case for PET dynamic acquisitions. In our data, for 

instance, we can observe breaks in the TACs due to the subjects being allowed to take a 

bathroom break during the 120 minutes dynamic scan. Thus, the most reliable information 

should be considered more carefully and vice versa. This reliability is often encoded in the 

form of weights, in which a high weight represents a more reliable element. Thus, we can 

define the extension of Equation (7.2) by introducing a weight matrix P of the same size as the 

data matrix. The update rules can be re-written as:  

𝑯 ←
𝑯 

𝑾𝑻𝑷
○  

𝑾𝑻(𝑽 ○ 𝐏)

𝑾𝑯
                                                  (7. 6) 

𝑾 ←
𝑾 

𝑷𝑯𝑻
○ 

(𝑽 ○ 𝐏)𝑯𝑻

𝑾𝑯
                                                   (7. 7) 

P was built from the dynamic time frame information. In our case it makes sense to give more 

weight to later frames as the differences in tracer kinetics between off-target, NFT-specific and 

non-specific signals are exacerbated. 
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The overall optimization procedure is done as follows: 

1. Initialize inputs W and H with random or arbitrary (positive) values, 

2. Update W, 

3. Update H, 

4. Repeat steps 2 and 3 iteratively until stopping criterion. 

It is important to note that this is not a convex problem in both W and H and that the solution 

is not unique. Hence, a good initialization of W and H is necessary to converge toward a 

physiologically plausible solution. One can also do multiple updates of W and H during one 

iteration to accelerate the convergence.  

In addition, an 𝑙1 sparsity constraint is applied on the factor images by multiplying W by a 

binary mask that is set to 1 for all elements of W that are greater than a sparsity parameter and 

zero otherwise. This effectively sets all elements of W that are below the sparsity parameter to 

zero. The 𝑙1 sparsity constraint can be helpful because it encourages the NMF algorithm to find 

a solution where the weights of the components are sparse, meaning that each component only 

has a small number of non-zero weights.  

We applied this method to a simulation study as well as to real patient data. 

7.4 Simulation and human studies 

7.4.1 Simulation study 
We generated realistic simulations of dynamic PET images in which we purposely mixed 

signals mimicking NFT-specific and off-target binding. We evaluated the performance of our 

method in situations where the ground truth is known to assess our ability to recover the “true” 

signals. 

To build our simulation, we have segmented a clinical PET image using [ 𝐹 
18 ]MK-6240 study 

of a subject into regions of interest using a corresponding MR image. Then we extracted and 

added noise on averaged time activity curves of each region that we associated with the voxels 

in the corresponding phantom region. By multiplying the overlapping masks by the noisy 

TACs, we obtained a dynamic sequence that we smoothed with a kernel of 4 mm matching a 

regular PET scanner resolution. The building blocks of the simulation are displayed in Figure 

7.6.  
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Figure 7.6 Simulation construction: masks from different regions are multiplied with noisy 

TACs, the result is then added to produce one volume that is then smoothed to correspond to a 

typical PET scanner resolution.  

We applied NMF were the factor curves contained in matrix H were initialized using heavily 

noisy version of the original TACs (Figure 7.7). W the weight images were initialized using 

nonnegative double SVD (NNDSVD) (Boutsidis and Gallopoulos, 2008). This method is based 

on two SVD processes, one approximating the data matrix, the other approximating positive 

sections of the resulting partial SVD factors. We added an infinitesimal value to the factors to 

avoid the zero-locking property of multiplicative updates rule (which corresponds to having 

zero values that are never updated).  
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Figure 7.7 Initialization factors for the simulation. The factor images in W were initialized 

using NNDSVD and the factor curves in H were initialized using heavily noised version of 

the original TACs. 

7.4.2 Human studies 

[ 𝑭 
𝟏𝟖 ]MK-6240 image acquisition and reconstruction  

Cognitively normal (CN) subjects, mild cognitive impairment (MCI) subjects and subjects with 

Alzheimer’s Disease underwent dynamic [ 𝐹 
18 ]MK-6240 for at least 120 min. Each subject 

also had a 3-dimensional structural T1-weighted magnetization-prepared rapid gradient-echo 

(MPRAGE) for anatomical information. Regional brain time-activity curves were extracted in 

the native PET space using atlases derived from the Montreal Neurological Institute (MNI) 

template and also following FreeSurfer parcellation. The data collection was performed on our 

GE DMI PET/CT scanner. Each subject was imaged using the same protocol. The subject was 

placed in the camera with the head fixed in the middle of the camera field of view. The dynamic 

sequences were reconstructed using a validated fully 3D time-of-flight iterative reconstruction 

algorithm using 5 iterations and 16 subsets. Corrections for attenuation, scatter, random 

coincidences, normalization and deadtime were applied. [ 𝐹 
18 ]MK-6240 was synthesized and 

PET data were acquired as described previously following bolus injection. Time bins used to 

frame the emission data were 6x10s, 8x15s, 6x30s, 8x60s, 8x120s, followed by 300s bins. 
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Injected PET tracer activities at the time of injection were 184.1±10.3 MBq (range: 153.2–

200.9). The molar activity (Am) of [18F]MK-6240 at the time of injection was 68.8±36.3 

GBq/μmol (range: 9.4–151.9). The total injected mass was 1173.7±1119.8 ng (range: 342.7-

5676.0) corresponding to 4.2±4.0 nmol (range: 1.2-20.4). 

NMF initialization process 

In order to address the non-uniqueness issue of NMF and help the optimization process 

converge toward a physiologically plausible solution, we use a priori information to initialize 

the factor curves in H and the corresponding factor images in W. To this end, the dynamic PET 

images were registered to the Montreal Neurological Institute (MNI) template space in which 

probabilistic masks of the gray and white matter are available. Additionally, we created a mask 

of extra-cerebral structures (skull/meningeal ROI) as described by (Smith et al., 2021) in the 

MNI template space. These masks were then transported to the native PET space after applying 

the inverse of transformations learned during the registration process. Time activity curves 

extracted using the white matter and gray matter probabilistic maps were used to provide an 

initial guess for non-specific binding and free (unbound) [ 𝐹 
18 ]MK-6240 respectively (see 

results in 7.6 and discussion in 7.7). The TAC extracted using the extra-cerebral mask was used 

as an initial guess for the off-target signal. White-matter and grey matter probabilistic maps 

were also used as an initialization for the factor images. We purposely left a random 

initialization for the image corresponding to off target binding. 
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Figure 7.8 Example of initialization factors for a patient data. The factor images in W were 

initialized using probabilistic masks extracted from the registration pipeline. Similarly, the 

factor curves in H were initialized using extracted TACs from the dynamic sequence in specific 

regions. 

7.5 Evaluation of image quality 
We evaluate the quality of the NMF decomposition on our simulated dynamic PET sequence 

as we know the ground truth. The estimated weight images W were assessed using the 

Sørensen–Dice coefficient (Dice, 1945; Sørensen, 1948). The estimated TACs in H were 

assessed via two measures, namely the sum of squared differences (SSD) and the comparison 

of area under the curves (AUC) of real and estimated curves.  

Dice coefficient or Sørensen–Dice coefficient is a spatial overlap index or similarity index used 

to quantify the similarity between two binary sets. The value of a DSC ranges from 0, indicating 

no spatial overlap between the sets of binary segmentation results, to 1, indicating complete 

overlap. It was computed as follows: 
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𝐷𝑆𝐶(𝑬, 𝑹) =  
2 |𝑬 ∩  𝑹|

|𝑬| + |𝑹|
 

where E is the estimated factor images segmentation and R is the ground truth segmentation.  

The sum of squared differences (SSD) captures how dispersed two datasets are, by summing 

up the squared difference between an observation and the target value. Here, it was computed 

as:  

𝑆𝑆𝐷(𝑇𝐴𝐶𝑠𝑁𝑀𝐹 , 𝑇𝐴𝐶𝑠𝑟𝑒𝑎𝑙) = ∑ (𝑇𝐴𝐶𝑠𝑟𝑒𝑎𝑙𝑓
 − 𝑇𝐴𝐶𝑠𝑁𝑀𝐹𝑓

)
2

𝑓 =1:𝐹𝑟𝑎𝑚𝑒𝑠

 

where 𝑇𝐴𝐶𝑠𝑟𝑒𝑎𝑙are the ground truth TACs and  𝑇𝐴𝐶𝑠𝑁𝑀𝐹  are the estimated TACs by NMF. 

For the real data, we qualitatively evaluated the factor curves computed from target and 

reference regions known to be contaminated by off-target signals and verified that the kinetics 

of the different components was consistent with uncontaminated signal and off-target binding 

as manually extracted in 7.4.2. Likewise, we evaluated the factor images to verify that the 

spatial representation of the factor curves corresponding to uncontaminated, and off-target 

binding signals was anatomically consistent with the known distribution of NFT and off-target 

binding as previously reported in the literature for [ 𝐹 
18 ]MK-6240. 

7.6 Results 

7.6.1 Simulation 

The factor images in W correspond very well with the original masks and we can visually 

observe a good match between the ground truth factor curves and the estimated factor curves 

in H.  
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Figure 7.9 Results of the NMF decomposition for our simulation. Estimated factor curves and 

images visually correspond to the masks and original TACs.  

However, recovery is not perfect, and we can observe that the estimated factor 2 undershoots 

the real curve. This is probably due to some loss of signal which can be attributed to the effect 

of the smoothing filter in the thin region F2. 

Quantitative results (Table 7.1) in terms of area under the curve, sum of squared difference and 

Dice coefficient confirm our observations where we have very good recovery of each factor 

curve and factor images.  

Table 7.1 Results in terms of aera under the curve, sum of squared differences and Dice coefficient for 

the simulation. 

 
F1 (Non-Specific) F2 (Off Target) F3 (Specific) 

AUC (estimated) 93.29 62.58 26.78 

AUC (real) 92.83 68.03 26.02 

SSD (real, estimated TACs) 0.24 0.8 0.02 

Dice (real, factor images) 95% 98% 92% 
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7.6.2 Human studies 

In this section, we present the results on two control patients exhibiting high and moderate off-

target binding (as observed on the 90-120 standardized uptake value ratio (SUVR) images). 

We also present the results on one AD patient.  

NMF produced meaningful TAC-like factors and the coefficient distributions.  

Control patient 

High-off target binding 

 

Figure 7.10 Unmixing results for a control patient presenting a high amount of off-target 

binding. 

In this first human studies exhibiting high off-target binding (with mean SUVR in the meninges 

of 1.6), at the whole brain level, NMF was able to separate the [ 𝐹 
18 ]MK-6240 dynamic PET 

measurements into three components (Figure 7.10, F1, F2, and F3 for the factor images and 

Factor curve 1 (FC1), Factor curve 2 (FC2), Factor curve 3 (FC3)).  The first component (FC1), 

with a high peak and fast washout was identified as free concentration of [ 𝐹 
18 ]MK-6240 in the 

brain tissue with the corresponding factor images (F1) resembling a map of cerebral perfusion. 

The second component (FC2), with a steady, specific-like dynamic, appeared to capture the 

off-target signal arising from the extra-cerebral areas visible in F2 and the third component 

(FC3) shows kinetics consistent with non-specific binding more relatively homogeneous across 

the brain as observed in the corresponding factor images F3.  
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Moderate off-target binding 

 

Figure 7.11 Unmixing results for a control patient presenting moderate amount of off-target 

binding. 

NMF was still able to separate the PET signal into three components for a healthy control 

patient with lower off-target binding (Figure 7.11) (with mean SUVR in the meninges of 1.07). 

However, the second component (F2) capturing off-target binding has lower intensity, which 

was expected as this patient display lower off-target uptake.  

Overall, this method was applied on eight healthy control patients from the cohort of 25 

cognitive normals and the results showed that NMF could separate the tau tracer PET signal 

into three components: free tracer in brain tissue, non-specific and off-target.  

AD patient 

We also applied the method to AD patients. In some the patients which results for one of them 

are presented in Figure 7.12, it was interesting to observe that the separation is not as good as 

what we saw in control patients but is nonetheless very encouraging.  
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Figure 7.12 Unmixing results of an AD positive patient presenting some amount of off-target 

and specific binding. 

The first factor image F1 still seems to reflect perfusion and even shows hypoperfusion in the 

temporal and parietal cortex, which has been reported in AD (Huang et al., 2018). This will 

obviously require further validation (for instance by comparing these maps to parametric maps 

obtained from standard kinetic modeling techniques.) 

The second factor curve and factor image F2 seemed to extract the off-target signal even though 

the separation is not as clean as for the control patients.   

Lastly, the third factor image F3 appears to effectively capture both the specific signal, as 

demonstrated by its correlation with areas of decreased perfusion seen in factor image F1, and 

the non-specific component of the signal which is homogenously distributed across the brain. 

In other words, it appears to encompass both the specific and non-specific bindings.  

7.6.3 Sanity check  

In order to verify that the method does not excessively constrains the problem, we have applied 

it to patients who underwent both tau study using [ 𝐹 
18 ]MK-6240 as well as a plaques study 

using 11C-Pittsburgh Compound B or [11C]-PiB in which specific binding reflects the presence 

of β-amyloid. As [11C]-PiB does not usually present off target binding in the meninges, we 

verified that the method did force the NMF decomposition to produce signal in that region.   
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Figure 7.13 Unmixing results for the same control patient as in Figure 7.11, but scanned using 

[11C]-PiB tracer. Factor image 2 does not present off-target binding in the meninges.  

We applied NMF to the same patient that underwent a [ 𝐹 
18 ]MK-6240 in Figure 7.11, using the 

same initialization extraction process. We can observe the results in Figure 7.13 that the Factor 

image F2 does not produce significant signal in the meninges, but also that the other factor 

images produce physiological meaningful results regarding [11C]-PiB tracer bindings. That 

signifies the that our method is not forcing the optimization problem toward an overly 

constrained solution.  

7.7 Discussion and Conclusion 
To the best of our knowledge, this chapter presents the first systematic applications of NMF-

based image analysis to [ 𝐹 
18 ]MK-6240 tau dynamic brain PET. The NMF technique provides 

a tool for evaluating the amount of the unwanted off-target binding tissue in the brain to 

disentangle its contribution to other signals and that, without any participation of a human 

operator. The results of this study demonstrate the potential of using non-negative matrix 

factorization (NMF) to separate off-target, free concentration of [ 𝐹 
18 ]MK-6240 and non-

specific. In both simulations and clinical data, NMF was able to accurately disentangle the 

contributions from tau-specific, non-specific, and off-target components. The factor images 

generated by NMF could accurately be distinguished between the three tissue types.  

However, the approach proposed in this study assumes that the combination of the factors is 

linear. While this might be a sufficiently adequate description in some cases, it may not be the 

best representation of the tracer dynamics in other cases.  
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Moreover, the NMF approach is limited to the number of components (three in this case) 

assumed. Disentangling the signal into more components without making further assumptions 

or introducing additional constraints is impossible.  

Future work will focus on exploring ways to improve the separability of the PET signal using 

anatomical and temporal constraints to reliably separate [ 𝐹 
18 ]MK-6240 dynamic signal into a 

greater number of components.  

An alternative method to consider is to divide the brain into regions and analyze them 

separately, as this approach may lead to a more precise understanding of the tracer dynamics 

in different areas.  

Additionally, it is important to remember that in clinical settings, the imaging sessions are 

usually limited to 90-120 minutes, which may limit the amount of data available for analysis 

using NMF. Therefore, testing the method using shorter imaging sequences to evaluate its 

performance may be beneficial. 

The decomposition can also be affected by extrinsic effects such as the motion correction 

robustness of the dynamic PET data. Inter-image registration errors affect NMF decomposition 

of the dynamic PET data leading to inaccurate factor curves and factor images. This can be 

addressed by improving motion correction techniques, which can be difficult in practice. We 

are working on an ultra-fast inter-frame motion correction technique to improve the quality of 

the dynamic PET data and improve the robustness and accuracy of the NMF decomposition. 

The first results are promising and will be reported in future studies.  

The decomposition can also be affected by extrinsic effects such as the motion correction 

robustness of the dynamic PET data. Inter-image registration errors affect NMF decomposition 

of the dynamic PET data leading to inaccurate factor curves and factor images. This can be 

addressed by improving motion correction techniques, which can be difficult in practice. We 

are working on an ultra-fast inter-frame motion correction technique to improve the quality of 

the dynamic PET data and improve the robustness and accuracy of the NMF decomposition. 

The first results are promising and will be reported in future studies.  

Additionally, in Section 7.6.2, we applied MNF on an AD patient where we tried to separate 

off-target from specific binding. While the results were encouraging, the specific signal and 

non-specific were still mixed in together, and the off-target seemed not as well separated. More 

assumptions and constraints would be needed to separate specific binding and non-specific. 
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However, it is not the primary goal of the study, which ultimate goal is to remove off-target in 

the earliest stages of the disease. It is important to note that off-target binding is more prevalent 

in low tau-binders than AD patients and has a greater impact on quantifying early tau deposits 

as the signal is weaker. AD patients generally have a high tau burden (see Figure 7.2), which 

makes factor analysis irrelevant. Hence, the target population is individuals in the early stages 

of the disease. 

Finally, the findings obtained from the study should be validated using larger clinical data that 

encompasses a variety of off-target binding sets to generalize the results and further evaluate 

the potential of NMF in separating tau-specific and off-target signals in [ 𝐹 
18 ]MK-6240 PET 

imaging. 
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Chapter 8  
 

Conclusions and Perspectives 

 
In order to reach our goals, three main contributions, presented in Chapters 4, 5, 6, and 8, have 

been undertaken. Their outcome, limits, and potential perspectives are discussed in this chapter.   

8.1 Conclusion  

8.1.1 Real-time motion correction 

One of the scientific contributions of this work is developing and implementing techniques for 

real-time motion correction in brain PET imaging. In Chapter 3, we presented a motion 

correction method that integrates an optical tracking device to overcome motion artifacts. This 

method allowed for real-time monitoring of the subject's head position during the scan, and we 

incorporated that information into the image reconstruction process. To this end, we built a 

custom communication interface between the scanner and the optical tracking device. Since 

every PET scanner can have different inputs and protocols for communication, we opted for 

two different approaches. A hardware approach for the SAVANT scanner that we are currently 

building and for the LabPET-II scanner that we are using as a surrogate for the SAVANT, as 

well as a software approach for the existing GE DMI PET/CT scanner. The alignment of the 

optical tracking device and the PET coordinates grids leads to excellent motion recovery in the 

GE DMI experiments. However, in the LabPET-II experiments, blurring caused by the manual 

alignment of the coordinate grids affected the resolution of the phantom images. Hence, we 

anticipate that one of the main difficulties we will face when the SAVANT scanner is built is 

the accurate spatial alignment of the coordinate system of the scanner and the optical tracker. 

Any slight shift in the order of its exceptionally small crystal size (~1.2 mm axially and 

transaxial) will cause blurring artifacts. For the GE scanner, we manage to use its high-

resolution CT, which shares the same image space as the PET. However, the SAVANT is a 

standalone PET system; hence, another spatial calibration strategy must be considered. Late 

discussions mentioned using physically known positions of bolts on the scanner’s bore to 
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manually place reference markers, which relative positioning to the scanner’s origin could be 

accurately known thanks to the bolts. 

8.1.2 Super-resolution 

The main contribution of this work is the use of super-resolution techniques in brain PET 

imaging in Chapter 4 and Chapter 5. We saw that two key factors limit the spatial resolution 

of brain PET images: one relates to the intrinsic characteristics of the PET scanner, such as the 

size of its detectors, and the other to unwanted movements of the subject, which are in practice 

impossible to avoid during the time needed to acquire the PET data. Our research showed that 

it was possible to harness that usually undesired head motion to enhance the spatial resolution 

using SR.  

We started by studying SR in a PET/MR setup where the idea was to scan an object at different 

positions in the field of view. The different positions were accurately determined using the 

simultaneous MR acquisitions done at each PET scan position. We integrated the motion 

information in an MLEM reconstruction scheme and were able to retrieve details that were not 

visible in the standard static acquisition. While interesting, the main limitation is that those 

results are clinically not convenient for brain imaging, especially for scanning awake animals 

or human subjects. In fact, a patient would have to stay still in multiple positions for an 

extended period, which can be, in many cases, impracticable. What we wanted to answer was 

hence: is it possible to allow patients to move freely during the acquisition and take advantage 

of the head movement to achieve SR using a PET/CT scanner? That was the subject of the 

principal contribution of this Ph.D. work, where we used our motion correction technique from 

Chapter 3, which relied on an optical tracking device. One of the main challenges was the 

generation of the sensitivity image that takes into account the motion. In fact, in a list-mode 

framework, it is not viable to generate a sensitivity matrix from every possible line of response 

in every recorded position as it would require doing one back-projection per motion step (this 

was possible for the PET/MR SR study because we dealt with 5 to ten positions). Our approach 

consisted of doing one back-projection and moving the image according to the motion. This 

approach is tricky, especially when we deal with a small voxel size. Depending on the projector 

used, artifacts appear and are propagated when the image is moved according to the motion 

information. Moreover, the reconstruction is very sensitive to mismatches between the list-

mode data and the sensitivity image. To overcome that, we used a multi-ray Siddon approach 

where we used a relatively extensive number of rays per event, which made the reconstruction 

almost impracticable in terms of processing time (a few days/weeks, depending on the activity 
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and duration of a scan). PSF modeling, which helps smooth out some of the high-frequency 

artifacts present in the sensitivity image, helped, but the processing time is still in the order of 

a dozen hours. 

We had to think of an accurate spatial calibration method to enable SR. As explained in the 

previous paragraph, accurate spatial calibration is fundamental for motion correction. This is 

even more true when we want to achieve SR. In fact, the spatial calibration was a limiting 

factor for SR, so we needed to ensure that it was as accurate as possible. We used paired 

position measurements of individual markers in both the scanner and Polaris tracker coordinate 

spaces. We used CT images for spatial calibration, which offers more accurate results than 

PET-based methods that use markers attached to a radioactive point source. However, our 

method relied on manually spotting the center of the marker in the CT images, which is 

probably not the most accurate way. 

One of the main criticisms to be drawn from that contribution is the fact that the movements 

performed on the phantoms during the experiments were mainly back and forth (translation 

and rotation), resulting in a dominant motion direction for each SR acquisition. The applied 

movements may not have been optimal for oversampling, and the non-uniform movement 

could lead to non-uniform resolution recovery. For example, if an object only rotates around 

one axis, points on that axis will not move and, therefore, will not benefit from oversampling. 

Alternative motion patterns and amplitudes, such as wobbling, are under examination for 

potential improvement of SR. Finally, while preclinical tests on phantoms and on a non-human 

primate have been successful, we have not tried our method on humans. We expect good 

results; however, we must find a proper and robust way to attach the tracked marker to a 

patient’s head. 

8.1.3 Factor analysis using non-negative matrix factorization 

In another key contribution of this work in Chapter 7, we have explored a technique called non-

negative matrix factorization, where we try to answer if it was possible to disentangle specific, 

non-specific, and off-target signals of [18F]MK-6240 in Tau dynamic sequences, which can 

help in the early diagnosis of AD. This method can be used to separate the signal of a specific 

tracer from other non-specific signals in the image, allowing for more accurate quantification 

of the tracer uptake in the brain. This research aimed to improve the diagnostic capabilities of 

brain PET imaging by providing more accurate quantification of tracer uptake in the brain, 

which can lead to more accurate diagnosis and monitoring of disease progression. However, 

the NMF approach has some limitations and challenges that should be considered. Firstly, the 
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approach assumes a linear combination of factors, which may not always be the best 

representation of the tracer dynamics. Some authors showed that it is possible to consider the 

non-linear aspect of the dynamic combination of bindings in a voxel (Cavalcanti et al., 2020). 

Secondly, the method is limited to the number of components assumed, and it is not possible 

to disentangle the signal into more components without making further assumptions or 

introducing additional constraints. We noticed that when we used more than three components, 

without additional constraints, NMF was mainly reconstructing noise starting from the fourth 

component. Additionally, the imaging sessions are usually limited to 90-120 minutes in clinical 

settings. In our study, we had access to data from 0-120 min, which is not common in practice. 

With less temporal information, the expected results may not be as robust as the ones we 

obtained. Another challenge is that extrinsic effects can affect the decomposition, such as the 

motion correction robustness of the dynamic PET data. Inter-image registration errors can 

result in inaccurate factor curves and factor images, which can be addressed by improving 

motion correction techniques. Further validation is also needed in more significant clinical data 

with different levels of off-target binding to generalize the findings and explore the potential 

of NMF for separating tau-specific and off-target signals in [18F]MK-6240 PET imaging. 

Despite these limitations and challenges, the NMF-based decomposition of [18F]MK-6240 tau 

tracer PET signals offers a promising tool for separating specific binding from non-specific 

and off-target binding. 

8.2 Perspectives 
Looking at these limits and challenges, we aim to further improve image quality and reduce 

quantitative artifacts and bias when evaluating the radiotracer uptake in small anatomical 

regions by exploiting other algorithmic methods, such as penalized reconstructions, as well as 

available physical information from the GE PET/CT scanner, namely the time-of-flight 

information. We will also explore other spatial calibration techniques and movements to be 

applied to scanned objects in the context of super-resolution. In the context of factor analysis, 

we will explore nonlinear models as well as the use of a more robust motion correction 

technique. 

8.2.1 Penalized reconstruction  

It is possible to get PET images by guiding the reconstruction using prior information. We want 

to regularize a reconstruction because of the unusually small reconstruction voxel size grid that 

is specific to SR. Moreover, one drawback of the OSEM algorithm is that it generally cannot 

be run to full convergence because the noise in the image grows with each iteration. To 
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compensate for this, the algorithm is generally stopped after a determined number of iterations, 

resulting in an under-converged image. To address the effects of convergence and provide more 

accuracy in PET quantitation, a regularized reconstruction iterative algorithm will be studied, 

incorporating prior knowledge about the image quality into the reconstruction. This prior 

knowledge can be incorporated as segmented anatomical information or as a term in the 

algorithm discouraging differences in neighboring image voxel values. By incorporating those 

factors into the reconstruction algorithm, the algorithm can be run to full convergence, provide 

more accurate quantitation levels, and improve SNR over OSEM. In Chapter 6, we studied a 

technique called the kernel method that allows the incorporation of such prior information; 

however, more investigation is required to validate the method, and a comparison is needed 

with more standard methods, such as the maximum a posteriori method.  

8.2.2 A better calibration between the camera and scanner coordinate 

spaces 

As previously explained, we calibrated our system (Polaris tracker and GE PET/CT scanner) 

using pair measurements in both respective spaces. Using the CT as the scanner’s image space 

is believed to produce outstanding results compared to methods that use directly attached 

markers to a radioactive source to get measurements into the PET image space (no super-

resolution is possible since the movement would be tracked at the scanner’s resolution). 

However, it is not always easy to determine the position of the center of a marker using CT. 

Thus, to avoid the difficulty of accurately finding the center of a marker, the relative position 

calibration method was suggested. Instead of comparing the absolute positions of the object in 

PET and tracker coordinates, we can compare the relative motion between two static positions 

in both spaces. Relative motion in the two systems is independent of any offset between the 

object’s position in the CT and tracker coordinates. Given two positions, 𝑷𝒎  and 𝑷𝒏, as 4×4 

transformation matrices, the relative motion between them is: 

  ∆𝑷𝒎𝒏 =  𝑷𝒏𝑷𝒎
−𝟏                                                         (8. 1) 

 Then the relation between the PET and tracker coordinates, via a calibration matrix 𝑴𝒄, is: 

 ∆𝑷𝒎𝒏
𝑷𝑬𝑻 =  𝑴𝒄∆𝑷𝒎𝒏

𝑷𝑶𝑳𝑨𝑹𝑰𝑺  𝑴𝒄
−𝟏                                            (8. 2) 

Several static positions of a phantom with markers attached can be recorded in the CT 

simultaneously with the Polaris. The reconstructions of the phantom can be registered to each 

other to determine ∆𝑷𝒎𝒏
𝑷𝑬𝑻, and these can be compared to the corresponding ∆𝑷𝒎𝒏

𝑷𝑶𝑳𝑨𝑹𝑰𝑺  for the 
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tracker’s measurements using a least squares optimization algorithm to determine an estimate 

of the calibration matrix 𝑴𝒄.  

This method offers several advantages over the previous approach. First, it eliminates the need 

for precise measurements of the marker sphere's center in the CT space. Additionally, it enables 

more precise determination of relative position matrices for CT data, as it allows measurement 

of a complex phantom instead of just the absolute position of points. 

8.2.3 Nature of movement applied to the scanned object 

The movements applied to the phantoms or NHP were mostly back and forth during our 

experiments. Hence, there we had a predominant motion direction for each SR acquisition is 

possible that this is not the optimal way of getting oversampling. Moreover, no real attention 

was given as to how this would be applied in clinical practice. For instance, we need to 

investigate if a patient's involuntary motion would be sufficient rather than introducing some 

mechanical motion. A simulation will be made to determine what motion magnitude and 

pattern of motion are necessary to achieve benefits in resolution. This work has started as part 

of our super-resolution paper revisions. Similarly, we will study how sufficient motion would 

be guaranteed in clinical practice.  

8.2.4 Human studies  

While we only tested this super-resolution technique in preclinical studies, we are currently 

working on extending it to human subjects. The difficulty will be finding a way to rigidly attach 

markers to a patient's head. It is essential that no relative movement between the markers and 

the head occurs, as a relative movement of more than 0.7 mm (corresponding to the calibration 

using the CT that limits our resolution to 0.7 mm) would decrease the registration accuracy 

and, thus, the SR results. The attachment device must be comfortable for long scans and not 

interfere with CT and PET attenuation. 

A protocol has been written to apply our method to humans, and a prototype of a marker 

fixation device has been built. It consists of a pair of swimming goggles where a rod is 

mounted, bringing markers on top of the head. We designed and printed a 3D model. 
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Figure 8.1 Prototype of head marker fixation using swimming goggles. The top left panel is 

adapted from (Tellmann et al., 2006). 

The goggles attached to the head are relatively comfortable and hold well, thanks to the suction 

cup effect. However, facial muscles can introduce unwanted relative movement between the 

head and the goggles. A helmet or swimming cap will be considered if this issue occurs. 

Another question to answer is how we are going to deal with a patient's head movement. We 

think that the camera will measure naturally occurring head movements, which always occur 

in the range of a few hundred microns. Another option is to impose a movement using a 

motorized neck pillow massage device. These types of devices can make the head move 

continuously in random directions, mostly in the plane. In addition, we can move the bed in 

the axial direction.  

8.2.5 Perspectives on [ 𝑭 
𝟏𝟖 ]MK-6240 NMF unmixing 

To improve the accuracy of NMF decomposition in dynamic PET imaging, we need to better 

model the variability in tracer distribution between different tissues, especially in areas affected 

by specific binding. The current assumption of constant kinetic patterns may be appropriate for 

homogenous tissues like the perfusion compartment and non-specific binding tissues but not 

for the specific or off-target binding class. To address this issue, we plan to use nonlinear NMF 

(Chen et al., 2015) or other factor analysis techniques based on parametric nonlinear mixing 
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models (Cavalcanti et al., 2020), allowing for spatial variation in the TAC corresponding to 

specific binding. Additionally, we will divide the brain into regions and analyze each separately 

to gain a more physiologically relevant understanding of tracer dynamics. 

Accurate motion correction is fundamental to get an accurate NMF estimation. We recently 

submitted an article on the impact of motion correction on [ 𝐹 
18 ]MK-6240 tau PET imaging 

using ultra-fast interframe list mode motion correction for PET imaging (from the abstract (Tiss 

et al., 2022)). Individually, 26% of the scans exhibited notable motion quantified by the 

proposed motion metric, affecting 39% of the longitudinal datasets with two time points and 

37% of all our [ 𝐹 
18 ]MK-6240 subjects. The list-mode-based ultra-fast motion correction 

decreased the blurring in images from scans with notable motion and improved the accuracy 

in quantitative measures. This method has been applied to static data, and we will be applying 

it directly to our dynamic sequences, allowing for a robust inter-frame registration.  

Finally, in coming [ 𝐹 
18 ]MK-6240 dynamic studies, we also will attempt to integrate some of 

our contributions, such as our real-time motion correction technique, which has the advantage 

of achieving an intra-frame correction (meaning at a better resolution than a voxel size) or even 

SR. With SR, we hope to pre-correct the partial volume effect, giving a serious head start for 

NMF.   
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Appendix 
 

In Chapter 5 we have presented an extensive set of experimental studies to demonstrate the 

efficacy of the proposed super resolution technique. However, a key question about the desired 

motion pattern and amplitude that would lead to an optimized enhancement in spatial resolution 

remained unanswered.  

To answer this question, we conducted a comprehensive set of simulations to determine the 

motion magnitude and pattern required to achieve super-resolution. For that, we generated a 

rasterized, high-resolution (0.1mm pixel size) 2D phantom image consisting of a circular 

background and nine hot spots of 2.4mm in size, which centers are spaced with 3 mm in an 

arbitrary pattern (Figure A.1). 

 

Figure A.1 Digital phantom that we used for our simulation study. It is composed of nine hot 

spots of 2.4mm in size. 
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We applied six specific patterns of motion to the object on a hundred frames, including linear, 

circular, a combination of linear and circular, Brownian-like, spiral, and random back and forth 

motions (Figure A.2). We varied the amplitude of motion for each pattern, generated and 

combined the corresponding list-mode data for each frame. For each pattern amplitude, we then 

applied our super-resolution reconstruction and compared the resulting images to a static 

reference. We reconstructed the images on a 1mm pixel grid with OSEM (15 iterations, 20 

subsets).  

 

Figure A.2 Illustration of the six patterns we defined for our simulations. For each pattern, we 

applied our SR reconstruction method with different amplitude steps. Those shapes were 

obtained by applying the motion on a point to have a sense of the path taken by the digital 

phantom for a given amplitude step. 

To quantify the benefits of super-resolution compared to the static reference, we calculated the 

mean peak-to-valley ratios (MPVR) of line profiles of the standard reconstruction and the 

super-resolution results across a set of increasing motion amplitudes. MPVR measures the 

ability of the imaging system to distinguish between adjacent points which makes it a well-

suited metric for the phantom used in this evaluation.  

Linear motion was defined as a translation along the X and Y axis, with the amplitude 

parameter defining the length between two frames. For this pattern, we observed that as the 

amplitude increased from 0mm to 10mm, the resolution initially increased, reaching a peak at 
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0.025 mm, before decreasing and stabilizing, but remaining better than the static reference 

(Figure A.3). Across all the different patterns and reconstructions, we found that it was the 

highest value we observed, with a MPVR of 10 compared to an average of 3.5 for the static 

reference (in the plots, we added in dashed blue lines one standard deviation corresponding 

varying MPVR on the static reference because it was recalculated at each amplitude step with 

a different Poisson noise realization). The high-resolution improvement for the linear pattern 

may be due to the additional linear sampling provided by the motion, which increases the 

number of independent samples taken along the line of motion. 

 

Figure A.3 Mean of peak to valley ratios values across different amplitudes for the “pure” 

linear pattern for SR in red and the static reference in blue. The dashed lines indicate one 

standard deviation around the mean reference MPVR.  

For circular motion, while resolution improvement in terms of MPVR was noticeable, we 

observed (in Figure A.4) that it was lower than that of the linear pattern (Figure A.3). Circular 

motion involves rotation of the object around its center, which may not change the projection 

direction as significantly as linear motion. As a result, the extra information provided by a 

“pure” circular motion may not be as useful for super-resolution compared to linear motion. 

Those assumptions need to be validated in further studies. 
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Figure A.4 Mean of peak to valley ratios values across different amplitudes for the “pure” 

circular pattern for SR in red and the static reference in blue. The dashed lines indicate one 

standard deviation around the mean reference MPVR. 

The combination of linear and circular motion consisted of a combination of the two types of 

motion. We found that this pattern yielded a similar behavior to the “pure” linear pattern, with 

the resolution increased, reaching a peak at 0.025mm, before slightly decreasing and stabilizing 

(Figure A.5). In average, the results were slightly worse than the pure linear pattern, but still 

exhibited a MPVR twice higher than that of the static reconstruction. 

 

Figure A.5 Mean of peak to valley ratios values across different amplitudes for the combination 

of linear and circular pattern for SR in red and the static reference in blue. The dashed lines 

indicate one standard deviation around the mean reference MPVR. 
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Brownian-like motion, a random motion with a maximum displacement in a given time step, 

resulted in resolution improvement similar to that of the linear pattern for amplitude steps 

higher than 0.045mm. The Brownian-like pattern may provide a more isotropic increase in 

sampling due to its more random nature, which allows for more sampling in multiple directions 

as compared to linear motion. We believe that natural head motion during a scan could be 

approached by such a pattern, making it an effective pattern for achieving super-resolution 

benefits in clinical practice (Figure A.6). 

 

Figure A.6 Mean of peak to valley ratios values across different amplitudes for Brownian-like 

pattern for SR in red and the static reference in blue. The dashed lines indicate one standard 

deviation around the mean reference MPVR. 

Spiral motion involved a spiral trajectory with a varying radius. While this spiral pattern is not 

applicable in clinical settings, it encompasses pseudo rotative type of patterns, which are in fact 

approachable using a motorized massage pillow. We observed in Figure A.7 that the resolution 

initially increased and reached a peak at 0.1mm before reaching a level comparable to the 

Brownian-like or linear patterns. 
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Figure A.7 Mean of peak to valley ratios values across different amplitudes for the spiral 

pattern for SR in red and the static reference in blue. The dashed lines indicate one standard 

deviation around the mean reference MPVR. 

Finally, random back and forth pattern in the X and Y directions which involved a random 

translation in those directions, resulted in a significant but much slower increase in resolution, 

with a peak improvement at around 0.07mm amplitude step. Because the motion is less 

systematic, less predictable, and more importantly not as structured as in the linear pattern, it 

may lead to a less consistent increase in resolution as the amplitude increases. As a result, 

compared to the linear and Brownian-like patterns, the resolution improvement is less 

pronounced, and the peak improvement occurs starting at a larger amplitude step (around 

0.07mm) (Figure A.8). 
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Figure A.8 Mean of peak to valley ratios values across different amplitudes for linear back-

and-forth pattern for SR in red and the static reference in blue. The dashed lines indicate one 

standard deviation around the mean reference MPVR. 

Similar behaviors were reproduced on different noise realizations. Our simulations showed that 

the linear, Brownian, combination of linear and circular, and spiral motion patterns yielded the 

highest super-resolution improvement, and that the specific motion amplitude required for 

optimal super-resolution benefits depends on the type of motion pattern used. However, any 

type of pattern will lead to an increase in resolution as long as the amplitude is sufficient. In a 

clinical setup, we believe that any of these patterns or their combination will result in an 

increase in resolution, as suggested by this study.   

It is important to note that those quantitative results depend on several parameters that we chose 

to fix for this study, such as PSF modeling (we modeled it in the image space), projector choice 

(we used single ray Siddon), or even the phantom's shape, and may not be generalizable to 

other scenarios. Nonetheless, our findings provide valuable insights into the optimal motion 

patterns and amplitudes required for super-resolution, which can guide future clinical studies 

in this area.  

In clinical practice, sufficient motion could be guaranteed using a defined mechanical motion. 

For example, motorized massage pillows could be used to impose a continuous pseudo-random 

motion in X and Y directions. Combined with the movement of the bed in Z direction, this 

could provide sampling in all three directions. However, we acknowledge that there may be 
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limitations to the extent of motion that can be safely applied to patients, and additional research 

is needed to determine the optimal approach for clinical implementation. While the carried 

study seems to provide a good indication that any type or composition of patterns implying 

continuous motion displacement bigger than a few microns will improve the native resolution 

of a scan, it is important to note that one of the main limitations in achieving super-resolution 

is the spatial calibration between the PET scanner and the tracking device.  
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Abstract: The advent of radiotracers binding to misfolded proteins such as 

amyloid and neurofibrillary tangles (tau), has ushered in a new era of PET 

imaging for neurodegenerative diseases, bringing new requirements for image 

quantification and processing. In particular, imaging of tau pathology, 

especially in early disease stages, is fueling a need for improved PET 

quantification to allow for accurate imaging of more focal tracer uptake 

patterns and small brain structures, such as the entorhinal cortex. However, 

this task is usually affected by the poor spatial resolution inherent to PET 

imaging as well as noise and the partial volume effect induced from tissue 

fraction effect. To address these issues, this thesis explores different methods 

for improving quantification, such as super-resolution (SR) and non-negative 

matrix factorization (NMF). 

Super-resolution (SR) is a methodology that seeks to improve image 

resolution by exploiting the increased spatial sampling information obtained 

from multiple acquisitions of the same target with accurately known sub-

resolution shifts. The first contribution of this work aims to study, develop 

and evaluate an SR estimation framework for brain positron emission 

tomography (PET), taking advantage of a high-resolution infra-red tracking 

camera to measure shifts precisely and continuously. Moving phantoms and 

non-human primate (NHP) experiments were performed on a GE Discovery 

MI PET/CT scanner (GE Healthcare) using an NDI Polaris Vega (Northern 

Digital Inc), an external optical motion tracking device.  

 

To enable SR, a robust temporal and spatial calibration reconstruction algorithm, 

incorporating the high-resolution tracking data from the Polaris Vega to correct 

motion for measured line of responses (LORs) on an event-by-event basis. For both 

phantoms and NHP studies, the SR reconstruction method yielded PET images with 

visibly increased spatial resolution compared to standard static acquisitions, allowing 

improved visualization of small structures.  Quantitative analysis in terms of SSIM, 

CNR and line profiles were conducted and validated our observations. The results 

demonstrate that SR can be achieved in brain PET by measuring target motion in real-

time using a high-resolution infrared tracking camera. 

The second objective of this thesis was to explore the use of non-negative matrix 

factorization (NMF) in dynamic PET imaging, specifically in relation to the 

[18F]MK6240 Tau PET tracer. This tracer has potential clinical limitations, such as 

off-target binding in dynamic imaging. NMF is a method that can be used to overcome 

these limitations by accurately separating tau-specific signals, non-specific signals, 

and off-target signals in the acquired data. In this thesis, the theoretical foundations of 

NMF are discussed and its practical applications in dynamic PET imaging are 

examined. To demonstrate the effectiveness of NMF, simulations were applied to a 

numerical phantom and real dynamic PET images acquired from cognitively normal 

subjects. The results of the NMF analysis are presented and discussed, highlighting 

the potential of this method to improve the quantification and interpretation of 

dynamic PET imaging data in the context of tau pathology. 
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Résumé : L'avènement de radiotraceurs se liant aux repliements de protéines 

telles que l'amyloïde et les enchevêtrements neurofibrillaires (tau) a inauguré 

une nouvelle ère d'imagerie en tomographie par émission de positrons (TEP) 

pour les maladies neurodégénératives, apportant de nouvelles exigences pour 

la quantification et le traitement des images. En particulier, l'imagerie de la 

pathologie tau, surtout dans les premiers stades de la maladie, alimente un 

besoin d'amélioration de la quantification TEP pour permettre une imagerie 

précise de la distribution des traceurs plus focalisés et des petites structures 

cérébrales, telles que le cortex entorhinal. Cependant, cette tâche est 

généralement affectée par la faible résolution spatiale inhérente à l'imagerie 

TEP ainsi que par le bruit et l'effet de volume partiel induit par l'effet de 

fraction tissulaire. Pour aborder ces problèmes, cette thèse explore différentes 

méthodes pour améliorer la quantification, telles que la super-résolution (SR) 

et la factorisation de matrices non négatives (NMF). 

La super-résolution (SR) est une méthodologie qui cherche à améliorer la 

résolution d'image en exploitant les informations d'échantillonnage spatial 

accrues obtenues à partir de multiples acquisitions de la même cible avec des 

décalages connus avec une précision sub-pixellique. La première contribution 

de ce travail vise à étudier, développer et évaluer la SR pour la tomographie 

par émission de positrons du cerveau, en tirant parti d'une caméra de suivi 

infrarouge à haute résolution pour mesurer les décalages de manière précise 

et continue. Des expériences sur des fantômes mobiles et des primates non 

humains ont été réalisées sur un scanner GE Discovery MI PET/CT (GE 

Healthcare) en utilisant une NDI Polaris Vega (Northern Digital Inc), une 

caméra optique de suivi de mouvement. Pour permettre la SR, une  

synchronisation temporel et spatial robuste des deux dispositifs a été développée ainsi 

qu'un algorithme de reconstruction de type « Ordered Subset Expectation 

Maximization » (OSEM) en mode liste, incorporant les données de suivi haute 

résolution de la Polaris Vega pour corriger le mouvement des lignes de réponse 

mesurées (LOR) événement par événement. Pour les études sur les fantômes et 

primates, la méthode de reconstruction SR a produit des images TEP avec une 

résolution spatiale visiblement accrue par rapport aux acquisitions statiques standard, 

permettant une meilleure visualisation des petites structures. Une analyse quantitative 

en termes de mesure d’indexe de similarité (SSIM), de rapport contraste sur bruit 

(CNR) et de lignes de profiles a été réalisée et a validé nos observations. Les résultats 

démontrent que la SR peut être réalisées en TEP cérébrale en mesurant le mouvement 

de la cible en temps réel à l'aide d'une caméra de suivi infrarouge à haute résolution. 

Le deuxième objectif de cette thèse était d'explorer l'utilisation de la factorisation de 

matrices non négatives en imagerie TEP dynamique, en particulier en relation avec le 

traceur TEP Tau [18F]MK6240. Ce traceur présente des limites cliniques potentielles, 

telles que la fixation hors cible (« off target binding »). La NMF est une méthode qui 

peut être utilisée pour séparer avec précision les signaux spécifiques au tau, les signaux 

non spécifiques et les signaux hors cible dans les données acquises. Dans cette thèse, 

les fondements théoriques de la NMF sont discutés et ses applications pratiques dans 

l'imagerie TEP dynamique sont examinées. Pour démontrer l'efficacité de la NMF, des 

simulations ont été appliquées sur un fantôme numérique et des études sur des images 

cliniques TEP dynamiques acquises auprès de sujets ont été réalisées. Les résultats de 

l'analyse NMF sont présentés et discutés, mettant en évidence le potentiel de cette 

méthode pour améliorer la quantification et l'interprétation des données d'imagerie 

TEP dynamique dans le contexte de la pathologie tau. 

 
 


