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The advanced technologies introduced by the Industry 4.0 paradigm are permeating several
other application contexts, enabling the fusion of physical and virtual worlds through cyber-
physical systems (CPSs), which represent the most effective expression of this new “4.0
Era”. For CPSs, Measurement and Monitoring Systems (MMSs) are considered a crucial,
but subordinate element: they provide source of information for the CPS (i.e., Connection
to the physical world), but do not participate in any higher-level actions of the CPS (i.e.,
Conversion, Cyber, Cognition, Configuration). However, a deeper analysis shows that there are
strong similarities between MMSs and CPSs, and that the suitable adoption of the enabling
technologies can reshape the role of MMSs in the 4.0 Era. This requires a fundamental change
of perspective, in which the 4.0 technologies stop being employed as external superstructures
for MMSs, and become embedded solutions, intrinsically present in the architecture of the
monitoring system, and fully effective through an adequate metrological configuration. This
approach emphasizes the holistic nature of monitoring, and paves the way for "4.0 transition-
driven monitoring systems”. Through the wise adoption of the 4.0 technologies, MMSs evolve
into self-aware, self-conscious, self-maintained entities, able to generate highly-valued insights,
just like CPSs. MMSs can evolve into Cyber-Physical Measurement Systems (CPMSs), thus
becoming pro-active expression of the 4.0 Era, strengthening not only the role of measurement
(which becomes directly involved in the decision-making process of CPS), but the performance
of the overall 4.0 ecosystem.

Starting from these considerations, the major goal of this research work was to demonstrate
that, through the suitable introduction of 4.0 technologies into MMSs, and applying the
methodological approach typical of the Measurement Science, it is possible to exploit the
intrinsic potential of MMSs, and make them evolve in CPMS. Another goal of the thesis is to
show how, by improving the perceptive layer of 4.0 applications, it is possible to enrich all
kinds of applications with monitoring capabilities at a very minimum cost (if any at all).

The thesis is organized in five chapters. Chapter 1, titled "Industrial revolution and 4.0
Era", introduces to the Industry 4.0 paradigm and provides an overview of the most prominent
technologies that enable its implementation.
Chapter 2, titled "The 4.0 transition-driven monitoring system", provides an overview of the
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evolution of MMSs. It is shown how the architectures of modern MMSs is similar to that of
4.0 systems (structurally based on the Internet-of-Things platform, and articulated on the well
known 5C architecture). A broad taxonomic analysis of MMSs in some relevant application
sectors is also provided.
Chapter 3, titled "Development and Implementation of 4.0 Transition-Driven Measurement
Systems: Human-centered approach" summarizes the results of the research related to the
development of 4.0 MMSs designed with user-centered approach. More specifically, innovative
sensing solutions for sensing skin hydration in a wearable fashion are presented. Additionally,
the adoption of brain computer interface for monitoring worker’s stress is also presented. Chap-
ter 4, titled "Development and Implementation of 4.0 Transition-Driven Measurement Systems:
Industry-oriented applications", is focused on 4.0-enhanced MMSs for industrial monitoring
applications. The first application relates to the adoption of augmented reality for assisting
assembly operation in industrial application. Another application relates to the development of
soft growing robots for remote measurement task in confined and/or constrained environment.
The experience matured from the research presented in Chapter 3 and Chapter 4 lead to the defi-
nition of a new methodological approach to design a fully-native CPMS. In this regard, Chapter
5, titled "Towards a native Cyber-Physical Measurement System: a Case-Study" is dedicated to
provide practical evidence of the effectiveness of this new methodological approach. To this
purpose, a practical example for achieving the first full-round example of a CPMS is presented,
focusing onn the CPMS-oriented evolution of a "traditional" microwave reflectometry-based
MMS for leak localization in underground pipes.
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Background



Chapter 1

Industrial revolution and 4.0 Era

1.1 Introduction

The history of mankind is the synthesis of the elements that have allowed him to progress over time.
Starting from the invention of the wheel, humanity has used its wits to develop multiple technologies in
order to imitate the functionalities of human body. Producing tools that replaced physical functionality
is the evolutionary engine that led humanity in the Third Millennium. Human evolution occurs in a
competition between genetic, individual and group transformations. Each evolutionary phase requires
energy and information. indeed, humanity evolves with its genes and with the evolution of the environ-
ment in which it lives. Scientific progress insinuates itself, for this reason, into every aspect of everyday
life, varying and improving the way people work, live and think. New technologies bring usually great
changes, sometimes even revolutionary ones, first of all in the productive sector and then in the social
fabric and habits. The main evolutionary milestone of the contemporary era are indicated by the first
three industrial revolutions. The First Industrial Revolution in the second half of the Seventeenth Century
produced the first developments in the technological-economic (and also social) field, which involved
different sectors from agriculture, transport, trade and industry. Factories were the main protagonist of
the Second Industrial Revolution, introducing the mass industry concept. At the end of the Second World
War the Third Industrial Revolution began. In that period new economic theories such as post-Fordism
and Toyotism were developed, and moreover the advancement of technological progress introduced the
automation in the production processes. With the use of automation, technology has not only represented
an extension of man’s physical abilities, but also an extension of his brain. According to this, automation
technology exercises the first functions of control and integration. In this same time foundations for the
great change were laid, taking place in these decades, with the birth and development of Communications
Networks. With the first three industrial revolutions, historians have schematized the basic steps that
have transformed proto-industrial society into today’s post-industrialized one [1].

Industry is currently involved in a new change that historians, sociologists and economists agree
to define as the "Fourth Industrial Revolution". The term "Industry 4.0" was used for the first time in
2011 during the Technology Fair in Hanover, where a German group of scientists and entrepreneurs
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presented the report entitled «Industrie 4.0: mit dem Internet der Dinge auf dem Weg zur 4 industriellen
Revolution» («Industry 4.0: with the Internet of Things on the way to the fourth Industrial Revolution»).
In this report the possible new applications of advanced technologies in the industrial sector were
illustrated.

Among them is the use of Internet-connected machines, devices and sensors enabling the collection,
management and analysis of large amounts of data in any business process. The ways in which data
is stored and processed create new information, influence decision-making processes and business
processes themselves, in some cases enabling automation and making business operations more efficient,
flexible and faster. As an example of technology implemented in the industry, the report mentioned
"product memory." This is a micro device that, when applied to each individual physical product, is
capable of collecting and storing a lot of information. When used in an interconnected system of
machinery and appropriate sensors, this device allows the product to communicate data about its status
to other instruments; in this way "the product becomes simultaneously an actor and an observer of its
production process." Following the Industry 4.0 report, the German government continued studies to
implement advanced technologies in the manufacturing sector and in 2013 presented "Zukunftsprojekt
Industrie 4.0" ("Project for Industry of the Future 4.0"). This was the first world program of measures,
incentives and investments to foster the development of the industry with a 4.0 view. The Fourth
Industrial Revolution with its digitization and networking of machines is truly changing our lives. These
new technologies are allowing the physical and virtual worlds to come into manufacturing and logistics
to merge to form Cyber Physical Systems (CPS).

1.2 Industry 4.0

Since 2011, industrial developments have been collectively referred to as Industry 4.0. Machines have
the ability to communicate with one another autonomously, thereby optimizing process flows. Industry
4.0 clearly relates to networking in the industrial sector. Each entity connected to network plays a very
important role in the value creation chain in this environment. The prerequisite for communication is in
fact an abundance of information to deliver, process and transform. Industry 4.0 can be defined as the
process of digitalization and intelligent automation of company production systems, its aim is linked to
processes and product innovations.
Industry 4.0 paradigm is based on Cyber-Physical Systems (CPS), that is on computer systems able
to interact with the physical ones systems in which they operate, and it previews the interconnection
between all the components of the chain of the value, making business processes more efficient, flexible,
fast and accurate [2].
The paradigms of Industry 4.0 can be applied by any enterprise, regardless of its size or the sector in
which it operates. In order to better implement them, we need technologies capable of collecting and
managing large amounts of information, enabling automation and digitization of business processes [3].
These enabling technologies are grouped in the following four macro-categories.
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• Data, computational power and connectivity
Data are the basis of the Fourth Industrial Revolution, so the devices and platforms that allow
their collection, storage, management and analysis are essential. In this context new technologies
such as Cloud Computing, Big Data Analytic and Internet of Things become fundamental.
Cloud computing is a set of resources both hardware and software that can store and process
huge amounts of complex digital information (Big Data) at low cost. The collection and the
communication of the data, instead, is entrusted to particular devices connected to Internet, called
Internet of things (IoT), that render the entire productive apparatus interconnected.

• Analytics and intelligence
The analysis and processing of the collected data leads to the implementation of cognitive
systems, that are software and machineries that, through appropriate algorithms, are able to learn
instructions to decide and act independently. This is made possible by the development of studies
on artificial intelligence and machine learning. Machine learning is a subset of the discipline of
artificial intelligence and allows the device to learn without having been explicitly programmed.
These tools enable the complete automation not only of production processes, for example through
robots, but also of administrative, accounting and relational processes.

• Human-machine interaction
In addition to process automation, the industry 4.0 paradigm pays attention to the interaction
between man and machine. Equipment with touch interfaces, augmented reality and/or virtual
reality make the use of technology more intuitive moreover for men. The term augmented reality
(augmented reality, AR) refers to the different perception of reality.

• Digital-to-physical conversion
All those machines that allow the physical production of the good from a digital model belong
to this category. These are automated robots and additive manufacturing technologies such as
the 3D printer. The latter are able to make the finished product using additive production or
layered production techniques. Additive production is opposed to the more traditional subtractive
production. While the first involves the manufacture of the product through the union of several
raw materials, the subtractive production is carried out by removing material from a single block
until the desired product is obtained.

The mere use of these enabling technologies does not guarantee the transition to a productive reality
4.0. In fact, Industry 4.0 is not determined by the simple use of certain revolutionary technologies, but
depends on the combined use of the various instruments listed above [4].

In the industrial and manufacturing sector designated by Industry 4.0, there are four key features [5]:

• Digitalization
Thanks to the large amount of information available and the technologies with high computing
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power able to manage and process them, it is possible to replicate the real situation in a digital di-
mension (digital twin). The combination of digital twin and physical elements, such as equipment
and machinery, creates a cyber-physical apparatus in which information is easily available and
fully usable in the production cycle. Digital twins are also functional for strategic planning as
they can simulate processes in any condition and thus support decisions.

• Interconnection
Thanks to IoT technologies, which allow the automatic collection and exchange of data, the
production system is interconnected at several levels. Indeed there is a greater coordination not
only between the resources inside of a same enterprise but also between the various subjects
present in the value chain: it is possible to integrate the processes of the entire chain of the value,
optimizing the relationships between suppliers, customers and partner.

• Remote Interaction
The production systems can be controlled remotely: it is possible to access the individual devices
remotely in order to monitor the processes and to issue directives. In addition, remote assistance
or maintenance of the machinery can be provided in order to increase productivity.

• Real Time
The information about the production phases are immediately accessible and computable, thus
allowing the company not only to constantly monitor the state of the various processes, but also to
react promptly to new market stimuli. In this way the enterprise is able to take decisions and to
optimise their resources.

The use of new technologies in the 4.0 paradigm, therefore, disrupts traditional production methods
by involving process innovations (Fig. 1.1). Production systems are digital, interconnected, flexible
and fast in responding to external stimuli. Manufacturing processes tend to be modular, in order to
achieve customised and at the same time massive production at low cost, pursuing a market strategy
oriented towards the final consumer while at the same time benefiting economies of scale. There is also
an improvement in all business processes in terms of efficiency that is reflected in increased productivity.
The waste of raw materials is reduced and production and maintenance times are shortened. Saving
time and cost does not bring enterprises to the detriment of the quality of the final product, because the
collaboration between men and machinery increases the reliability of the processes, reducing errors and
defects in production.
This reality 4.0 necessarily pays attention to the issues of safety and sustainability: technologies are
aimed at improving safety and ergonomics in the workplace, assisting workers in their jobs and, as a
result, reducing the risk of accidents and increasing their quality of life. In addition, by optimizing
resources, companies reduce energy consumption and emissions.
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Fig. 1.1 Enabling technologies [6]
.

1.3 The enabling technologies

Nine enabling technologies are the driving force of Industry 4.0 Revolution. The digital transformation
that they involve blurs the boundaries between the physical and digital world and the internet one. The
technologies are briefly described below.

1.3.1 Big data analytics

The big data analytics represents a process of collection and processing of a large amount of data
that are produced daily on our planet; such data come mainly from online activities, communications,
photos and videos, sensor data and the Internet of things. In fact, almost all the actions that we carry
out on a daily basis always leave a digital track (date) that businesses and institutions can use to their
advantage. Precisely through the analysis of these data put into the net by users, companies can optimize
their production processes, understand the behaviors of potential customers, intuit market changes and
anticipate competition, thus transforming a set of simple data into added value.

1.3.2 Autonomous robots

Autonomous Robots are machines that perform tasks or behaviours even very complex with a high
degree of autonomy, a characteristic that is particularly desirable in areas such as space flights, domestic
maintenance, waste water treatment or provision of goods and services. Autonomous Robots support



1.3 The enabling technologies 7

the 4.0 paradigm for factories in the transition from the mass production industry to the customized one.
The robots are essential to reach the flexibility need in many human and industrial activities.

1.3.3 Simulation

The term simulation refers to that process that through the 3D simulation, makes it possible to visualize
the workflows before adjusting the production line, allowing therefore to preview and to establish
a priori the parameters of the production process. In this way it is possible to set up the machines
correctly reducing the time to setup them. Simulations for staff training can also be used to increase
the safety of workers in the company. The computer simulation is becoming a technology which help
to understand the dynamics of business systems. Simulation allows experiments for the validation of
products, processes or systems design and configuration. Simulation modelling helps on cost reduction,
decrease development cycles and increase product quality.

1.3.4 Horizontal and vertical system integration

System Integration is defined in the engineering field as the process of coordinating all subsystems,
components of a single large system, so that they collaborate, and the global system is able to provide
a general functionality. An example of this is the process of linking computer systems and software,
which are physically and functionally different, but which can nevertheless act as a coordinated whole.
The integration can be of two types, vertical and horizontal. The Vertical System Integration is the
process of integrating subsystems according to their functionality. The horizontal integrated system or
Enterprise Service Bus (ESB) is an integration method in which a specialized subsystem is dedicated to
communication between other subsystems. This reduces the number of connections (interfaces) to a
single subsystem that will connect directly to BSE. BSE can translate the interface into another interface.
By this way integration costs are cut off and the whole system acquires extreme flexibility. Real-time
data sharing is enabled by these two types of integration.

1.3.5 Internet of things

The Internet of Things (IoT) was defined by Kevin Ashton (1999) as the extension of the Internet to
the world of objects and concrete places and represents a fundamental part of the news concerning
Information Technology. One simple definition of IoT described is: “IoT allows people and things to
be connected anytime, anyplace, with anything and anyone, ideally using any path/network and any
service”.

In general, it distinguishes between the Internet of things for consumers (IoT) and the Internet of
things for companies (Industrial Internet of things - IIoT). In the consumer-oriented concept (IoT) the
focal points are people, home applications, electronic devices, automobiles, computers and many other
everyday objects. IIoT creates opportunities for companies, production plants or entire sensor networks.
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1.3.6 Cyber security

With the advent of IIoT and the increase of information on the web, it becomes necessary to implement
a solution to the cyber security problems (Cyber Security) in industrial control systems to guarantee
the protection of sensitive data. The complexity of the IIoT requires that cybernetic safety needs to be
predicted from the design stage of the components that make up the automation system. The digital
transformation of production processes, the use of cloud systems by companies, but also the use of
currency encryption, has greatly increased the surface of hacker’s attack on businesses and institutions,
intensyfying de facto exposure to cyber crime.

1.3.7 Cloud computing

In computer science the word Cloud Computing indicates a paradigm of distribution of computer
resources, such as storage, processing or transmission of data, characterized by on-demand availability
through the Internet from a set of existing and configurable resources. According to the NIST (National
Institute of Standards and Technology) Cloud computing is a model that allows from anywhere and
in a convenient way access on demand via network, to a set of shared and configurable computing
resources (e.g. networks, servers, storage, applications and services). Cloud computing, therefore,
provides data and resources to computers or other devices, thus offering many useful benefits to improve
the capabilities of robots by increasing the efficiency of the services offered.

1.3.8 Additive manufacturing

Additive Manufacturing (AM) is the identifying name of manufacturing techniques and technologies
in which the finished product is formed without the need to melt the material into moulds or remove it
from a crude form. The most famous industrial version is the "3D printing", the technique of building
objects three-dimensional materials, adding one on the other ultra-thin layers of material.
3D printing can be used in all sectors: in the field of building engineering the first cases have already been
printed in 3D, in the medical field it will be possible in the next years to print organs for transplantation,
in the aerospace and defence sector is still used for the production of complex components. These are
just a few examples of how new 3D printers can make production more efficient and of better quality.

1.3.9 Augmented reality

Augmented Reality is a technology that increases human performances and capabilities.
Augmented Reality is reality, as perceived sensorially and intellectually by the individual, enriched

with data in digital format. In essence, an enhancement - through high-tech devices - of the possibilities
provided by the 5 senses and intellect. Not a virtual world, then, but an integration between physical
reality and the digital world, through common devices such as smartphones, or more sophisticated ones
such as ’smart glasses’, or hi-tech bracelets for the remote control of robotic / electronic equipment.
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AR technology increase reality operator’s perception by making use of artificial information about
the environment, where the real world is fulfilled by its objects. The principle of AR is the combination
of two scenarios: 1) digitally processed reality with 2) digitally added artificial objects that could be 2D
flat objects, or by other definitions that only considers 3D objects within the scene. AR main system
features as:

1. the ability on combining real and virtual objects on a real environment,

2. the ability on align each other the real and the virtual objects

3. the ability on running inter-actively, in 3D, and on real-time.

1.4 The evolution of Industry in the 4.0 Era

The innovation introduced by 4.0 technologies have had a radical impact on industries. Enabling
technologies have entered organizational and production processes by subverting previous planning
techniques and radically changing communication logics. Industries have become increasingly intercom-
municating and interfacing thanks to enabling technologies and this requires new architectural standards
that meet the need for interoperability of technologies in complex environments and heterogeneous
sectors. In the new Industry 4.0, production management and control must coexist in the same logical
process. The 4.0 paradigm has endowed conventional industrial automation techniques with development
capabilities aimed at improving working conditions, creating new business models, increasing plant
productivity and improving product quality. Decision-making processes supported by the availability
of data and distributed logic allow the generation of new business models. In Industry 4.0 Vision:
the intelligent product controls its own production through self-configuration and self-optimization of
systems, up to a complete self-organization. In order to capitalize on this innovation scenario, the need
has emerged for data transmission through the Industrial Internet, in combination with the Internet of
Things, Services, Organizations, People and Machines, to also underpin the development of specific
applications pertaining to the domain of artificial intelligence. The introduction of the 4.0 paradigm
imposes logical and physical system adjustments for all components, subsystems and solutions, with the
primary objective of creating a socio-technological ecosystem in which devices/subsystems are interop-
erable and transparent, radically simplifying the development process and the functional management
of industries, understood as systems themselves, embedded in an integrated eco-system. It became
necessary to formulate a reference model aimed, by definition, at representing the complexity of systems
and their interaction with each other and the world around them. The model of Industry 4.0 promotes a
reference architecture to break down functions, services, and processes into components that are more
easily manipulated. This model must be able to take into account the peculiarities and risks of digital
scenarios for which along the value chain increase the complexity and instability of systems. In fact,
the interconnection and integration are the central elements in the vision for Industry 4.0. that need to
govern a constant flow of data and information within the individual industries and between companies
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and along the value chain. It is necessary to have architectures of reference flexible in all the directions
and able to make A model fulfills its task if it proposes a general description shared within a well
circumscribed domain, through the definition of a finite set of specific and measurable parameters. These
parameters must be representative of the functionalities belonging to the domain that the same model
wants to describe, and include the impact of the model with respect to its application, the determination
of the boundaries of the represented system, and the definition of the interfaces that the model must have
in order to interact with other reference models. "Industry 4.0" can be considered as a specialization
of the Internet of Things and services that, jointly, go to place within the domain "production-product
system". In fact, it gathers the intimate relationship existing between the engineering of production
tools, product characteristics and corresponding services. Therefore, a standardization model is needed
to link the pre-existing regulations with a sustainable method for the realization of an overall integrated
system, which is able to bring together the Internet world, the digital transformation, and the simple
apparatus-apparatus interaction in the workshop. A high-performance reference model was found to
be RAMI 4.0 (Reference Architectural Model Industry 4.0). RAMI 4.0 defines a Service Oriented
architecture that is independent of the type of industry from its customers or vendors. The actors of
this architecture are the components that provide services to other components that talk to each other
through protocols thus becoming interconnected on the Internet in a de-localized way.

The two areas of greatest attention to be standardized are the Interoperability between the interfaces
of the commercial solutions of the different producers on the market and the definition of open standards.
The risk is that proprietary solutions will emerge and establish themselves as a de facto standard leading
to a technological lock-in. Open standards can be set and adopted quickly, but are less supported because
they are difficult to exploit for commercial gain. The large number of subjects in the standardisation
initiative makes it clear how to outline a complex panorama with multiple standards, both highly
specialised and generic.

1.5 Cross-cutting technologies of 4.0 Era

In the previous chapter were illustrated the enabling technologies of industry 4.0 paradigm. They are
nine fundamental pillars to support the revolutionary digital transformation of these recent decades.
However some of them have higher potential thanks their cross cutting applicability. These principal
technologies are Cyber Physical Systems (CPS) and Internet of Things (IoT). They represent correlation,
cps logical and IoT physical, between the real world and the digital once. Their implementation
and architectural principles are essential for the analysis of monitoring systems 4.0 developed in the
continuation of the thesis, therefore the following sections briefly illustrate the main characteristics of
these two cross-cutting technologies.
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1.6 The CPS concept

Cyber-Physical Systems (CPSs) are the key platers of 4.0 Industrial Revolution [2]. Cyber-Physical
Systems are engineered solutions obtained through the seamless integration of computational algorithms
and physical components. Nowadays, they are entitled to drive innovation and competition in different
fields such as agriculture, building design and automation, energy, healthcare, transportation and, above
all, industrial manufacturing.
Among CPS technologies, measurement and networking ones play a fundamental role, being enrolled as
the natural bridge between the cyber and physical components of a CPS. A number of interconnected
sensors and transducers are claimed to give inner and outer, local measurement data that, once processed
through suitable algorithms and analytics, have to provide reliable information about the effectiveness of
the whole CPS and its interaction with the external world, as well as its health status for maintenance
and troubleshooting purposes. So, great attention has to be paid to network models and architectures, to
sensor forms and functions, in order to make CPSs properly integrate the continuous and the discrete,
compounded by the uncertainty of open environments.
Each technological system has a dual physical and computational identity. The combination of these
two identities has undergone a deep evolution in the last years, which has led to the total revolution of
physical systems and to how people interact with them. From the beginning, management and control
electronics have been forged with the aim of optimizing the performance of physical systems in the same
way that physical systems have been adapted to the requirements of electronics and automation in terms
of design, materials and mechanics. This process has generated hybrid systems with access windows to
the electronics, to the structure, and to the logic of mechanical operations, called Cyber Physical Systems
(CPSs). The term cyber defines the modernity of machines, not only intelligent thanks to cybernetics
but characterized by a virtual nature and the ability of interfacing with data networks, i.e. Internet.
Intelligence of CPSs does not reside in their ability to exchange information with the surrounding world
but in their nature of sensitive, open and active machines, capable of real-time learning from external
information the way to improve their functioning and to develop optimal criteria to be pursued.
To fit a CPS for a specific production context (industrial CPS for a smart factory), it is necessary to
abstract the representation of the factory into a model of interactions between components, machines
and production systems.

1.6.1 CPS basics

CPSs represent the real revolution for social systems and industrial systems. The potential of CPSs
is enormous and invests a number of domains that are different and transversal to production and
organizational activities, and therefore require multidisciplinary knowledge to be defined and developed.
Particularly, there is a need for new descriptive formalisms that allow a simultaneous description of a
system that is both physical and cyber. No more and not just equations and network models.
Many research results available in literature try to define a general framework for describing the reference
architecture of a CPS. All of them converge on the need to develop integration methods of:
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Fig. 1.2 Cyberspace complexity.

• control systems;

• communication systems;

• computing systems.

Differently from real-time systems, CPSs need not only to translate a continuous world into a
discrete one but also to define co-operation requirements and methods to interface both logically
(decision support) and physically (event driven) heterogeneous systems operating on different spatial and
time scales. CPSs should not only be interfaceable, interoperable and modular, but also multifunctional.
The best reference models are the brain or the capability of living in an animal or human community. The
complexity of CPSs imposes the development of a new science, built on consciences of neuroscience,
biology, social sciences and all branches of engineering, as shown in Fig. 1.2.

As shown in Fig. 1.3, major actors in this model are components, machines and systems of
production.

1. Smart Connection Level
This is the level of data acquisition and transmission. Specific sensors and communication
protocols are crucial to ensure seamless and free data acquisition and transmission.

2. Data-to-Information Conversion Level
At this level, information is extracted from the data. Specific prognostics and health-management
tools and methods are used, with the aim of evaluating operative parameters of the machines or
predicting degradation and performance. This level gives self-awareness to the machines.
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Fig. 1.3 CPS layer architecture.

3. Cyber Level
At this level, the cyber twin of each machine or component is generated and made visible to the
network. This is the communication hub of cyber representations of all machines and components.

4. Cognition Level
At this level the data on the status of the CPS are visible to the human.

5. Configuration Level This is the resilience level. At this level, in fact, the CPS is self-configurable
and self-adaptable, taking advantage of feedbacks from the cyberspace and the ability to control
the monitored system through the network.

1.6.2 Industrial CPSs vs measurement and networking issues

Thanks to the use of CPSs in industrial processes, intelligent production processes and intelligent
industries are emerging, providing completely innovative and renewable product and service management.
In a smart industry, machines have the ability to know their operating status and can record the
surrounding environment, keep the memory of the history of network operation in which they are
immersed and make decisions as a result of inferential processes. All these skills change the nature,
duration and management of planning processes and lifecycle as well as the management of supply
chain and maintenance processes. The scenarios that sequentially make a smart factory effective are:
a) generation and acquisition of data;
b) computing and sharing of acquired data;
c) support for decision making.
All sectors where CPS systems will be used are characterized by communication networks deployed at
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Fig. 1.4 CPS network requirement.

different levels, from field sensors properly networked to data transmission networks. In order to ensure,
in particular, the evolution of CPS-based industries, it is essential that such communication networks
meet vital requirements (Fig. 1.4).

Reliability of the networking system that supports a CPS imposes pressing requirements to all
architectural levels:

• communication level reliability, assured through communication channel reliability;

• computational level reliability, assured through software reliability;

• connection level reliability, assured through link redundancy and topological robustness.

To satisfy these requirements, the aforementioned networking system has to be designed and managed
taking into account the following items:

• Spatial Redundancy

• Channel Redundancy

• Intelligent Network Management Software

To ensure the security of data exchanged by the network system the following conditions must be
satisfied:

• Confidentiality: data transmitted through the network system must not be read by anyone other
than the recipient;

• Integrity: every received message must be exactly the same as the transmitted message, without
adding, deleting or modifying the content;
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• Authenticity: source warranty and protection from recording and copy;

• Robustness: in the presence of wireless sensor networks, it is necessary they feature robust
encryption methods, i.e. robust keys as well as robust systems for their management;

• End-to-end security: unsafe gateway connections must be avoided.

Network monitoring and control is a business critical element, which directly influences the basic
cost of producing a good. The punctuality of the data is crucial, therefore ensuring a uninterrupted
temporal reference and a unique time measurement within interconnected heterogeneous systems is
crucial. The re-routing capabilities that ensure transmission reliability can generate networks with low
latency, but with a disordered and unmanageable traffic density. It is indispensable for each node to have
a time reference to reconstruct the signals and to locate them correctly.

It is imperative to use trusted and unique network parameter management metrics that are also
visible. Visibility is a requirement that gives intrinsic robustness to a network and allows locally to solve
routing or loss issues and optimize the overall network operation. Visibility must be provided at least
guaranteed for the following parameters:

• wireless connection quality, measured through signal strength (RSSI);

• success rate of sending end-to-end packages;

• network quality, highlighting nodes that do not have sufficient alternative pathways to maintain
high reliability;

• node status and “battery life”.

1.6.3 Industrial CPS self-awareness: measurement challenges

The disruptive force of CPSs depends on their ability to create a virtual world in which each object is
represented not only by its characteristics but also by its "conscious" membership in the context in which
it operates. This ability enables to deploy a knowledge of the production system that is simultaneously
global and precise, making it available all the information necessary to reach high levels of machine
reliability and availability and increase production efficiency.

From a measurement and networking point of view, to realize industrial self-aware systems many
open challenges arise, some of them are listed below according to the enabling technology they refer to:

• Sensors - a new concept of sensor should be introduced, in which the traditional sensing and
processing functions are complemented with a special form of intelligence that makes it a self-
standing CPS (a little CPS within a greater CPS). This new kind of sensor is thus capable of
providing both rough (measurement data) and structured information (operating status efficiency
and reliability, adaptive maintenance and prognostics), key elements to assure self-awareness and
self-consciousness to the overall CPS. New metrological features have to be added or integrated
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into traditional ones, and new procedures for their assessment and characterization have to defined
and implemented;

• Cloud computing - capacity, available bandwidth, latency and timing at each layer of the protocol
stack of the communication network have to be assessed and real-time monitored. Cross-layer
measurement approaches are needed to make self-awareness viable;

• Internet-of-Things technology – due to the diversity of machines and devices connected through
the communication network, new measurement models are required, which are claimed to take into
account both rough (physical) measurement data and structured (virtual) measurement information.
These models can identify virtual smart transducers, i.e. transducers not physically on hand but
capable of measuring quantities or parameters without human intervention;

• Big data and Analytics – a great deal of rough and unformed measurement data is expected to
be available in a CPS system. Data integration and data mining methods and techniques are thus
necessary to gain structured and helpful information.

1.7 Transversal Technology: Internet of Things

Kevin Ashton of the Massachusetts Institute of Technology (MIT) is credited with coining the phrase
“the Internet of Things” in 1999 as part of a presentation about RFID tags.

At that time, a “thing” on the Internet of Things (IoT) was imagined as something that could be
counted. Current visions for the IoT space have taken on a broader perspective, with more emphasis
on post-processing of accumulated data. This has led to the need to connect individual applications to
cloud storage and enable remote control via the Internet. The scale of the required network is potentially
mind-boggling—and making this scenario a reality depends on absolutely reliable connectivity, designed
in from the start and well tested all along the product lifecycle.

The information is collected thanks to the use of the ’smart sensors’ (intelligent sensors), able to
detect physical size, to transform them into information and to transmit them in the form of electrical
signals to the central processing unit of the smart thing, responsible for the elaboration of the same and
for the formulation of possible decisions.

1.7.1 IoT architecture

The technological development of smart sensors, the rapid spread of smart things and the performance
improvement of communication protocols enable completely new scenarios, even on a large scale, such
as Smart City, Smart Agriculture and Smart Factory, aimed at the intelligent and digitised management
of very complex systems such as cities, agri-food production and factories for the production of goods
and services (Fig. 1.5).

Developing the architecture of Iot systems is complex due to the fragmentary nature of this technol-
ogy. The architecture must be based on two key aspects in the Internet of Things: Things (devices) and
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Fig. 1.5 Example of new scenarios as enabled by the technological development of smart sensors, combined with
the spread of smart things and the performance improvement of communication protocols: Smart City (left), Smart
Agriculture (right).

Server-Side Architecture (support for devices). It has to implement a real server-side support and not
refer to the Internet generically because very often are need one or more other architectural elements,
which act as a bridge between the sensory devices (which are almost always low-power entities that are
not able to expose themselves independently on the web) and the real Server that allows the connection
to the Internet.

Several architectural stacks have been proposed in the literature to give a global vision for an Iot
software system: find a reference configuration will, as already expressed, an enabling road for the
future definition of technological standards and winning solutions in the application market of these
technologies.
In particular, it generally considers an Iot stack to three levels, as shown in Fig. 1.6: Application,
Network and Perception.

• Application means the application level, that is where the software offering a service (for example
in a Web environment) is actually implemented;

• Network means the level of communication of the network, where objects are actually connected
for an Iot service, and therefore becomes of fundamental importance to consider;

• Perception means the physical level of the objects connected to the network (the objects them-
selves).

The architecture can get more and more complicated: there could be another level of business that
goes to manage a further abstraction towards the end user, for example to integrate data into an analytical
decision (Business Intelligence, Business Analysis and Big Data); or, intermediate abstraction levels
can be inserted. Generally, however, reference is made to this vertical architecture, and therefore to the
possible attacks that may occur in this specific configuration.
The architecture can be further specialized, it could be introduced an additional level of business able to
handle a further abstraction towards the end user, for example to integrate data into an analytical decision
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Fig. 1.6 Levels of the IoT stack [7]

(Business Intelligence, Business Analysis and Big Data); or by inserting an intermediate abstraction
levels [8] as shown in Fig. 1.7.

Generally, however, reference is made to three layers architecture to describe all the potentials and
vulnerabilities of IoT technology. Several technological challenges invest IoT architecture. They depend
on the possible applications and the necessity of interfacing with other technologies. Main opened issues
are:

Connectivity & Scalability:
Connecting a huge number of devices is one of the most important challenges for the Iot. Today we rely
very often on centralized architectures, server/client nodes, but already in many solutions (and in the
future, with billions of devices to manage) the primacy will be obtained by those who manage to offer
an efficient and totally decentralized architecture: we are talking about, for example, fog computing,
peer-to-peer, and in general solutions that in turn have challenges, one of all security;

Compatibility and standard:
You need to be fully aware that there is neither a single architecture nor of course a single standard for
Iot solutions: as already expressed, the Iot grows in different directions, And since there are no standard
protocols for M2M interaction, we will have differences both in the firmware of the devices and in the
network protocols. Many challenges are also due to the fact that the data of the devices fall almost
completely in the sphere of Big Data, or data described in order of 5 V (Velocity, Veracity, Volume,
Variety, Value)totally different from relational data and therefore new models and architectures are
needed for their processing/storage (Data Warehouse, Hadoop, Spark);

Intelligent Analysis & Actions: Extracting behavioral aspects and information from data for
analysis, or a real intelligent analytics of data that comes from IOT devices, is an aspect that determines
the true nature of the Iot application field but at the same time full of challenges, for example in the
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Fig. 1.7 Gartner IoT reference model [8].

real-time management of a large volume of data, passing from a ’batch analysis’ to a ’streaming analysis’
also in relation to the management of interoperability between the various devices and, once again, in
terms of information security and privacy.



Chapter 2

The 4.0 transition-driven monitoring
system

According to its Latin etymology, monere is a verb that means to predict, to preannounce.
A monitoring system is a system capable of detecting information on the characteristics and status

of the elements intended to be observed, whether they are simple or complex. Monitoring means to
identify the descriptive quantities of a phenomenon, to select the appropriate technique to measure this
information in relation to their peculiar characteristics and to those of the context and measuring these
quantities. For complex systems, the monitoring operation requires the correlation of different quantities
in order to observe the evolution of complex phenomena and to evaluate the impact of possible changes
on the evolution of the observation system
The main purpose of a monitoring system is to observe the temporal evolution of quantities, systems
or infrastructures in order to assess the status of the system. Monitoring systems allow auscultation
of ongoing phenomena and are essential, first, to characterise the phenomena themselves, to acquire
historical series of data on the systems states and subsequently to validate their evolution through
comparison with the expected states, or to prevent the propagation of malfunctions.
Monitoring systems have been indispensable for progress in various development fields from health
to engineering, from agriculture to the economy. In fact, the evolutionary stages of industrial history
have been marked by the evolution of monitoring techniques and the development of increasingly
sophisticated monitoring systems. The simplest and oldest monitoring systems allowed observing the
evolution of phenomena and processes over time exclusively with real-time techniques. Subsequently,
the techniques of analysis and processing of the information acquired through the observations allowed
to develop methods and systems of control and regulation at the base of the theory of the automation
and, therefore, of the industrial automation processes.
The introduction of storage systems in the second half of the 20th century marked a profound evolution
of monitoring systems, enabling the delayed processing of information and the implementation of data
aggregation techniques necessary to develop prediction and early-warning techniques for the observation
of strategic systems. At the same time, the evolution of data acquisition technologies, the implementation
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of simulation systems, the introduction of graphical languages able to virtualize measuring instruments
and the increment of the ability to calculation and elaboration is hardware and software has favoured the
possibility to implement systems of monitoring, dedicated or generalist, usable in any application field
Since ancient times, the natural need for monitoring in all the disciplines has been expressed by con-
stant activities of observation. Although the monitoring of most quantities has developed thanks to
electrical and electronic measurement techniques and instrumentation, before the beginnings of digital
instrumentation, monitoring activities were carried out with instantaneous observations, which required
the operator’s physical presence and an additional (i.e., external to the monitoring instrumentation)
capability of recording results. The first revolution of monitoring systems was marked by the advent
of numerical tools and their storage of data, which offered the possibility of processing both offline
and in real time. A significant increase in performances was observed with the advent of interfacing
protocols between personal computers and electronic instrumentation and the simultaneous development
of graphic programming languages. The implementation of graphic languages has established the
introduction of the concept of virtuality in the measurement field. These languages offered an innovative
possibility of writing programs through links between icons representing functions and interfaces with
physical systems, in order to reproduce visually and logically the flow of data to be processed.
The sequence of instructions and their syntax, which transformed an algorithm thought by a human logic
into a process that could be understood by a machine, was subverted by a language that enslaved the
machine to the mapping of the logical sequence of thoughts and connections. Programmable software
tools with graphical languages generate programs called Virtual Tools, in conjunction with the possibility
to measure and process any physical size by simulating the availability of the measurement tool ad hoc.
Through graphic languages, the centrality of measurement information in the evolution of both civil and
industrial processes has been clearly established. The rationale of these languages has been to build a
bridge between direct and visible connections of the measurement information obtainable from the real
world and its impact on the activities of control, regulation and monitoring of the processes. Not only do
these languages allow reproducing virtual measurement stations, but they also ensure the possibility of
following the evolution in a process along logical paths and blocks that are not necessarily consecutive,
thus implementing multithreading techniques underpinning industrial automation processes. Graphic
languages have represented a revolution not only because of their potential to simulate a measurement
environment without having to bear the costs, but above all for the simplicity with which they allow to
modify the operating scenario emulating the flexibility of human thought. Preserving the traditional
systems of input and output of computers, keyboard, mouse, monitor, graphical programming languages
have allowed software systems to develop structured data flows that have simultaneously amplified the
potential for action of both software simulation systems and representation models of the data flows.
The graphical languages represented not only the point of contact between these two philosophies, but
the method to achieve local and sequential control and automation systems and to anticipate the most
modern monitoring technologies, distributed management and control implemented from the distributed
geographic networks to the landing place at the Internet of things and the big data.
In modern times, and particularly following the spread of telecommunications networks and digital
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technologies (enabling technologies), the ability to find, collect, process and share information has
become one of the engines of the global economy. Therefore, monitoring principles and techniques are
a cornerstone of both material and intangible processing and processing of goods and services.
In the present global world understanding the state of infrastructure and systems is essential for ensuring
the reliability and stability of services. Information about the health and performance of deployments
not only helps to react to issues, it also gives the security to make changes with confidence. One of the
best ways to gain this insight is with a robust monitoring system that gathers metrics, visualizes data,
and alerts operators when things appear to be broken. The disproportionate amplification of information
produced by the 4.0 paradigm requires further evolution of monitoring systems in the holistic sense,
by anticipating the overcoming of existing barriers between data and metadata from different sensor
networks. Invoked, necessarily, as pervasive by the smart Communities paradigm, the simultaneous
monitoring systems shall lead to overcome existing barriers between data gathered from sensor networks
having different characteristics and physical/geographical placement.
Despite the fact that monitoring practices are ubiquitous and are the source of data that drives the
development of data science, the nature of monitoring has been neglected theoretically. What is the
nature and purpose of monitoring? Do the diverse and apparently disparate monitoring systems have
anything in common?
We attempt to answer these questions by proposing an abstract approach to monitoring that can explore
the common structure of many different monitoring systems. The scope of monitoring is colossal. Moni-
toring examples abound in science, engineering, commerce, manufacturing, infrastructure, healthcare,
management, security, and services.

2.1 Traditional monitoring systems

A monitoring system is a system capable of detecting information on the characteristics and status of the
elements intended to be observed, whether they are simple or complex. Monitoring means to identify the
descriptive quantities of a phenomenon, to select the appropriate technique to measure this information
in relation to their peculiar characteristics and to those of the context and measuring these quantities.
For complex systems, the monitoring operation requires the correlation of different quantities in order
to observe the evolution of complex phenomena and to evaluate the impact of possible changes on the
evolution of the observation system.
The main purpose of a monitoring system is to observe the temporal evolution of quantities, systems
or infrastructures in order to assess the status of the system. Monitoring systems allow auscultation
of ongoing phenomena and are essential, first, to characterise the phenomena themselves, to acquire
historical series of data on the systems states and subsequently to validate their evolution through
comparison with the expected states, or to prevent the propagation of malfunctions.
Monitoring systems have been indispensable for progress in various development fields from health
to engineering, from agriculture to the economy. In fact, the evolutionary stages of industrial history
illustrated in the previous chapter have been marked by the evolution of monitoring techniques and the
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development of increasingly sophisticated monitoring systems. The simplest and oldest monitoring
systems allowed observing the evolution of phenomena and processes over time exclusively with real-
time techniques. Subsequently, the techniques of analysis and processing of the information acquired
through the observations allowed to develop methods and systems of control and regulation at the base
of the theory of the automation and, therefore, of the industrial automation processes.
This chapter describes main characteristics of monitoring systems, with a brief description of the
fundamental elements such sensors, data acquisition systems, processing methods.

2.2 Components of a monitoring system

Providing a general definition of a monitoring system is a very difficult task, mostly because the
expression “monitoring system” (MS) is so broad that it encompasses a number of possible declinations,
each with its unique peculiarity and dignity. In general, monitoring means to select physical parameters
associated to a specific phenomenon and to detect them, measuring the value assumed in the temporal
spatial domains, recording and correlating them with others to obtain useful data to develop control
system of prediction and prevention.
The simplest and oldest monitoring systems allowed observing the evolution of phenomena and processes
over time exclusively with real-time techniques (Fig. 2.1).

Fig. 2.1 Real-time monitoring.

Subsequently, the techniques of analysis and processing of the information acquired through the
observations allowed to develop methods and systems of control (Fig. 2.2).
Control and regulation methods are fundamental for automation theory and, therefore, of the industrial
automation processes according to the schema in Fig. 2.3.

The conceptual framework of a monitoring system in Fig. 2.3 formalises the idea that monitoring is
a process that observes properties of the behaviour of people and objects in a context. Data acquisition
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Fig. 2.2 Monitoring support to decision making.

Fig. 2.3 Monitoring system block diagram.

is the heart of monitoring systems and is key in very diverse fields such as health sciences research, civil
engineering, industry, etc. All these sectors bet on a technology of this type because it brings them many
advantages.

Data acquisition provides greater control over an organization’s processes and faster response to
failures that may occur. The procedures are optimized to the maximum to obtain products and services
of quality that maximize the result of the company and increase its efficiency.

A monitoring system basically consists of a series of main units:

• measuring instruments with related sensors;

• the data transfer system from the point of acquisition to the point of use;

• the data processing and archiving system.
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Monitoring a context begins by choosing attributes to be observed. The contexts are represented by
abstract data types and the observation attributes by logical languages.
The correct functioning of a monitoring system is based on the choice and use of the hardware and
software components and systems which must meet some fundamental requirements that will be listed
below.
The choice of the tools to be used and the relative installation procedures represents a particularly
important aspect for the possibility of successful monitoring; in fact, the quality of the measurements
depends predominantly on them.

2.2.1 Metrics, thresholds and alerts

Thanks to the performing characteristics of the technologies metrics, monitoring, and alerting have
become interrelated concepts and together form the basis of a monitoring system. The chain of accurate
metrics, reliable monitoring methods and robust instruments, and accurate trigger allow to provide
visibility into the health of monitored systems, to help in the understanding trends in usage or behavior,
and to forecast the impact of changes you make.
Metrics represent the quantitative evaluation of the attributes of a system, they are raw measurements
that can be collected throughout observation of system activity. Metrics outline the input of monitoring
systems, therefore it is necessary to choose appropriate indicators of system and suitable metrics to
implement an optimal monitoring system. Some metrics are presented in relation to a total capacity,
while others are represented as a rate that indicates the “busyness” of a component. Metrics are useful
because they provide insight into the behavior and health of your systems, especially when analyzed
in aggregate. They are necessary to build a holistic view of your environment, automate responses
to changes, and alert human beings when required. Metrics are the basic values used to understand
historic trends, correlate diverse factors, and measure changes in your performance, consumption, or
error rates. Monitoring is the process of collecting, aggregating, and analyzing measured values of
metrics to improve awareness of components’ characteristics and behavior. The data from various
parts of environment are collected into a monitoring system that is responsible for storage, aggregation,
visualization, and initiating automated responses when the values meet specific requirements [9].
In general, the difference between metrics and monitoring mirrors the difference between data and
information. Data is composed of raw, unprocessed facts, while information is produced by analyzing
and organizing data to build context that provides value. Monitoring takes metrics data, aggregates it,
and presents it in various ways that allow humans to extract insights from the collection of individual
pieces.
Monitoring systems typically provide visualizations of data. While metrics can be displayed and under-
stood as individual values or tables, humans are much better at recognizing trends and understanding
how components fit together when information is organized in a visually meaningful way. Monitoring
systems usually represent the components they measure with configurable graphs and dashboards. This
makes it possible to understand the interaction of complex variables or changes within a system by



2.3 Evolution of the monitoring model 26

glancing at a display.
An additional function that monitoring systems provide is organizing and correlating data from various
inputs. For the metrics to be useful, administrators need to be able to recognize patterns between
different resources and across groups of servers.
Finally, monitoring systems are typically used as a platform for defining and activating alerts, which
are useful output of monitoring systems to prevent the propagation of dangerous in a badly functioning
system. Alerting, indeed, is the responsive component of a monitoring system that performs actions
based on changes in metric values. Alerts definitions are composed of two components: a metrics-based
condition or threshold, and an action to perform when the values fall outside of the acceptable conditions.
Thanks to alerts is possible to distinguish two form of monitoring one active and other one passive.
Alerts allow, indeed, to define and recognize situations that have to actively manage, while relying on
the passive monitoring to observe for changing and evolution of conditions.
While notifying responsible parties is the most common action for alerting, some programmatic re-
sponses can be triggered based on threshold violations as well, and many automatic protections can be
activated. However, the main purpose of alerting is still to bring human attention to bear on the current
status of your systems. Automating responses is an important mechanism for ensuring that notifications
are only triggered for situations that require consideration from a knowledgeable human being. The alert
itself should contain information about what is wrong and where to go to find additional information.
The individual responding to the alert can then use the monitoring system and associated (tooling like
log files) to investigate the cause of the problem and implementing a mitigation strategy.

2.3 Evolution of Monitoring Systems: from Data Acquisition Systems to
“4.0 Monitoring”

The evolution of monitoring systems has seen them change from simple data acquisition systems
to true expressions of the 4.0 paradigm. The primary task of a monitoring system is to obtain, in
an appropriate form, the temporal evolution of the measurement information relating to the physical
quantities describing the behaviour of the phenomenon, of the body, of the substance, of the generic
system, subject to the monitoring itself.
The classic architecture of a monitoring system coincided substantially with that of a locally distributed
measuring system and referred to the possibility of acquiring measurement data from sensors/transducers,
sometimes stand-alone measuring instruments, and to carry out local processing on the central unit
to extract structured information. The information or data generated required one or more levels of
conditioning to be presented to the external observer in the form of indication or recording. The entire
measurement process could also take place automatically thanks to an appropriate processing and control
software, developed ad-hoc to implement the measurement procedure and executed by the central unit.
The simplest block representation of this model is shown in the following Fig. 2.4.

About sensors and transducers, the following considerations apply.



2.3 Evolution of the monitoring model 27

Fig. 2.4 Classic architecture of a monitoring system.

• Sensors are used to convert a parameter of interest to a form that is more convenient to use. The
most familiar sensors provide an electrical output, but many other kinds of mappings are possible.
This broader definition includes devices whose purpose is not measurement but rather to provide
a binary output when a specific “event” occurs. Examples are glass-breakage detectors and fire
detectors. Their purpose is not measurement of an analog variable, but rather is the detection of
an event and the initiation of an alarm signal (or the inflation of an airbag) if an event is detected.
Such devices are considered as sensor products in the sensor marketplace and are thus included in
our definition of sensors.

• Sensors are part of transducers, when a processing section is added.

• Sensors are the doors through which the world enters the monitoring system. Sensor information
must have two attributes to be useful: (1) it must describe a measurable attribute of the physical
world external to the monitoring system, and (2) it must be distinguishable from noise (random
signals). Thus, it is possible to define sensor information as the useful signal (describing an
attribute of a measurand) that is distinguishable from a noise background.

• The term information transducer is an inclusive term that covers any mapping, any transformation
of information from one form to another. It is a much broader term and labels a concept essential
to discuss the transducer process and analyze its mechanisms. Information transducers generally
transform information in only one direction, i.e., have a specified input and output.

• With this definition, sensors are simply a subset of the larger set of information transducers.
There are three categories of information transducers – input transducers, information processors
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Fig. 2.5 Geographically distributed monitoring systems.

and output transducers, depending on where the transducer is in the information chain. Input
transducers include sensors but also include other types of information transducer that are not
usually considered sensors – in the marketplace or in the literature. “Sensors” refers to input
transducers that measure some attribute of the physical world.

Concerning data processing, its stage is implemented in the control unit and may have different degrees
of complexity. In the simplest situation, the processing can consist only in the documentation of the
evolution of the phenomenon for example through the visualization on a display of the variation of a
certain magnitude in the time.
The subsequent refinement of sampling and digitisation techniques, the evolution of communication
protocols dedicated to measuring instruments, the development of networking systems to operate with
the Internet and the simultaneous increase in computing power have made monitoring systems applicable
to all industrial, productive and service sectors. The monitoring model has, therefore, been configured as
a system that, thanks to a suitable section of data acquisition, distributed also geographically, becomes
able to send information to external units, more or less complex, for processing, decision and control
(Fig. 2.5).

By increasing the complexity of these systems, processing leads to specific control and regulation
actions that affect the dynamics of the process and alter its evolution. In fact, based on the data collected
by the control and regulation system and the logic of regulation and feedback, the regulator processes
the signal to be applied to the actuator allowing the monitoring system to enter the architecture of the
decision systems.

Subsequently, the portentous diffusion of monitoring models was possible thanks to the possibility to
centralise data distributed geographically and temporally. At this stage, the transmission units between
sensors and processing units met the precise characteristics of the communication interfaces, which
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could be different for the different sizes acquired, while processing and decision/control units began to
develop intelligence across systems.

The next step in this evolutionary scale is marked by sensors networks. A sensor network is a network
of spatially distributed autonomous sensors for monitoring physical quantities. Each node of the network
carries out only sensing, acquisition and data transmission with centralized control and processing.
Therefore, the difference between sensor networks and distributed measuring systems is related to the
centralization or distribution of the control and data processing. Distributed systems represent multi-node
networks, where each node integrates locally sensing, data acquisition, and transmission, with specific
processing and control modules (intelligent node). Differently, sensor networks are still considered as
distributed systems for the measurement, but with centralized control and processing. In other terms,
each node of the network carries out only sensing, acquisition and data transmission. About hardware,
distributed systems have complex/intelligent nodes (sensing, data acquisition, processing, control, and
transmission modules) with a central unit for supervision. Sensor networks present nodes (sensing, data
acquisition, and transmission module) less complex than in the previous case. About software aspects,
both the systems present a centralized software for control (data management); the main difference is
the possibility for distributed systems to have software installed locally (on the nodes), implementing
different functions.

Wireless sensor networks (WSNs) technology represents the key technology for the future coverage
of the Internet and the expansion of computing. WSNs technology has received widespread attention
from society and academia, and it has great application value for the national economy, social develop-
ment, and defense. Because the sensor nodes are limited by their volume, weight, power consumption,
cost, the deployment environment, external interference, and limited energy, they are prone to malfunc-
tion, energy exhaustion, environmental damage, and other issues. Moreover, the data collected by some
sensor nodes are inaccurate and can suffer from node failure, network instability, or collapse, which
affects the stability and the reliability of the network and under the worst conditions, the entire sensor
network may fail or stop working. Therefore, the reliability of the network must be considered in the
design of hardware device for WSNs, the process of data transmission, and the maintenance of WSNs
system (Fig. 2.6). The reliability of WSNs is one of the most important indices in the evaluation of the
performance of WSNs. Due to the rapid development and application of mobile terminal technology and
mobile Internet technology, MWSNs have become a new trend in the evolution of WSNs and a popular
research focus in the field of WSNs. The difference between MWSNs and WSNs is to the mobility of
the nodes, which improves the coverage and connectivity, the network scalability, and the reliability of
the network. At the same time, MWSNs balance the energy consumption and prolong the network’s
lifetime. Due to the complexity of the industrial environment and the dynamic changes in the topological
structure, especially during data acquisition and data transmission, the performance of the MWSNs is
easily affected and may lead to failure of network.

At this stage an evolution sensor and transducer have changed their concept, it become mandatory
to make a connection between sensors and information. In fact, “sensors” refers non only to input
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Fig. 2.6 Sensor network-based monitoring systems.

transducers that measure some attribute of the physical world, but also to information input transducers
that make use of different information transduction mechanisms and can produce new meaning.

Since information can come in many forms (electrical, optical, chemical, etc.) and types (binary,
digital or analog), information transducers can come in many combinations. Input transducers devices
generate electrical output signals compatible with today’s information processing and control systems.
The concepts of information and information transduction are much broader, and they evolve as fast
as knowledge evolves. Perhaps, future sensors and information transducers will be even more diverse,
making use of optical data processing, quantum computation or even neurotransmitter receptors.

More modern networks are wireless and bidirectional, also to enable control systems, and are used
in many industrial and consumer applications, such as health monitoring, industrial process, machine
control, and so on. They depend strongly on the field application, and on the case study. For this reason,
the related software can be considered as specific and case study oriented.

The revolution due to the miniaturisation of electronic tools and the increase in computing capabilities
and the implementation of increasingly general interfaces and communication systems, has allowed to
insert in a system of distributed acquisition specialized sensing units on the different quantities to acquire,
able to locally pre-analyze the data and to use protocols transportable from any means of transmission.

At the same time, the development of flexible and interoperable interfaces has allowed the transfor-
mation of the monitoring architecture from a dedicated architecture into a stack architecture that has in
its founding idea the principle of independence of each level, operational specialization and the very
high functional abstraction of each level and the great transparency of implementation. Therefore, the
activity of monitoring, peculiarities of customized measurement applications, transits in the paradigm
open source in which the architecture of the system is shaped (driven) by the technologies and not from
the logic of implementation (Fig. 2.7).



2.3 Evolution of the monitoring model 31

Fig. 2.7 Protocol stack of modern monitoring systems.

The framework is established by considering sensing processes as forms of information processing
that include the transduction of information. To the aim, to exploit all the potential of this architecture it
is necessary to underline some characteristics of the sensing layer:

• information comes from outside the system. It is meaningful only when it represents some
attribute of the physical world outside the information system. (An exception is information that
originates within the system, e.g., for self-diagnosis);

• sensing is an information transduction process; signals from outside the system are transformed
into electrical signals that can be processed by a data or signal processing system;

• sensing process is (non-electronic) information processing that takes place when some attribute of
the physical world is converted to an electronic signal;

• to understand sensing mechanisms, it is important to consider the entire sensing or transduction
process that may include processes occurring outside the “sensor” or the information system;

• to understand sensing mechanisms, it is important to consider the entire sensing or transduction
process that may include processes occurring outside the “sensor” or the information system;

• sensing cannot add information but can only reduce the amount of information available (by
adding noise or distortion or by limiting bandwidth).

The stack architectures have the peculiarity of quickly transposing technological innovations and are
inherently scalable, so they minimize market times. For these characteristics, today, the diffusion of
proprietary protocols and customized architectures have been reduced.

Thanks to its modularity, the stack architecture meets the needs of modern industrial and societal
systems. That requires the combination of a multitude of data sources and the application of different
analytical techniques. Traditionally, scientific and applicative sectors worked according to well-defined
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and compartmentalized sectors in using and applying their data and analytical tools. The stack model is
a framework that allows a more comprehensive analysis and a more reliable decision-making process
through the management of a large amount of data.

The stack architecture is the answer to the demand of semantic interoperability at the lower levels
of the abstract framework of data processing and analysis. The stack meets emerging trends changes
of broadening policy and decision contexts, which push the “science & knowledge” domain more and
more towards multidisciplinary and interdisciplinary. According to the velocity and globalization of
the industrial world, the attention of applicative tools has turned to open data as public good resource,
therefore cross-sectional monitoring systems have become indispensable. The amount of data, also,
has grown enormously in the recent time driven by technology developments such as open access
repositories, the advance of mobile devices and the increase of computational resources. The availability
of more data and higher connectivity offers, in principle, opportunities to support larger, faster and
more complex data intensive processing and analysis across disciplines as required for monitoring
systems to support evidence-based decision making. The basic idea of this kind of monitoring systems
is that decision making process needs real-time, reliable data for monitoring and taking evidence-based
decisions. Therefore, the transformation of an entity at a lower level in the stack hierarchy, e.g. raw data,
to an entity at the higher level in the stack, e.g. information, is the most pressing goal of monitoring
systems.

However, for stack architectures characterized by high flexibility to be used as monitoring architec-
tures, it is essential that each level exhibits the prerogatives of a measurement system:

• adequate design of sensing equipment;

• measuring data processing capacity;

• capability of manipulating the quality of measurement information.

These prerogatives, however, are no longer intrinsically fulfilled by the architectural model. In fact,
unlike previous monitoring models where the design of architecture and data processing units was entirely
and exclusively dedicated to the practical measurement and designed according to the specificities of
the application, in the stack model the functionality of each level is not customized for the application.
The successful elements of the stack architectures, flexibility and interoperability, are therefore, key
factors for modern monitoring applications that can only be governed by the appropriate measurement
expertise.

This conceptualization is a consequence of the evolutionary process that has made the amount of
available data enormous. The raw data have become manifold and have gradually lost their informative
power to the advantage of techniques aimed at meaning attributing that can be used by the end user, or
to the benefit of information that can be immediately used for decision making processes.

The availability of cheap and fast integration and processing systems on the one hand, and the
chimera of operational autonomy of the operators in the various application sectors on the other hand,
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have implicitly increased confidence in structured data. Big data are implicitly perceived as the most
appropriate source of data according to their finale use.

In this scenario, the integrity and accuracy of the data and their sources has become a substitute for
the amount of data and the complexity of their relationships and mutual influences.

However, rigorous procedures and accurate techniques that preserve the integrity and accuracy of
the data are essential to make the use of big data truly advantageous both in precision applications and
in cross-application domains.

These monitoring models require an effort to harmonize the bottom-up approach imposed by the
metrological requirements of the monitoring systems with the top-down approach imposed by the
heterogeneity requirements of the data distributed in support of modern decision-making processes, thus
emphasizing the common practice of quantifying information in terms of information capacity rather
than meaningful information.

2.4 4.0 Architectures

The general architecture of the 4.0 paradigm-based systems is represented by a stack architecture that
includes the functionalities made available by the enabling technologies, illustrated in Section 1.3, and
by the operational logics of the CPS illustrated in Section 1.6.
One of the first architectural models to provide such a perspective is referred to as “reference architectural
model” for I4.0 (RAMI 4.0)”. This tridimensional architecture was first introduced by a group of
collaborators (from different European enterprises and R&D Institutions), whose goal was to lay the
foundation for a common base around the I4.0. Their major purpose was to group and represent the
different aspects of the industry in a common model, i.e., vertical integration, end-to-end engineering
and horizontal integration [10]. One major strengths of RAMI 4.0 is that its structure is compatible
with the approach of “modern” monitoring systems, and it has paved the way for the recent hierarchical
(stack) architecture [11].
The RAMI 4.0 focuses on a structured description of a distributed Industrie 4.0 system in order to
identify standardization gaps and to achieve a common understanding of what standards and use cases
are required for I4.0. In general, the RAMI 4.0 provides a “basic reference architecture” for an I4.0 [12].
In particular, the so-called Layer axis represents the pillar of the architecture. These layers describe the
decomposition of machines and physical entities in a way to enable its virtual mapping. The layers are
used to represent perspectives, such as data maps, functional descriptions, communications behaviour,
hardware/assets or business processes [Adolphs], i.e., they define a structure of ICT representing the
I4.0.
RAMI 4.0 is an adaptation and expansion from the Smart Grid Architecture Model (SGAM) to meet
the requirements of I4.0 [13]. As reported in [14], RAMI 4.0 is a basic reference architecture for I4.0
systems; therefore, it is important to describe briefly the RAMI 4.0 and, in particular, its so-called “layer”
axis.
In the Layer axis of the RAMI 4.0, the functional elements are aggregated into six abstract interoperability
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Fig. 2.8 RAMI 4.0 Architectural model [15].

layers, as shown in Fig. 2.8. In this model, the first two levels correspond to the physical world and the
level of acquisition of the necessary data to create the digital consideration of the real world. The next
two levels are related to the transport and transmission of information functionalities. The last 2 levels
are logical decision levels and applications. Let us examine more in detail each level.

• Business Layer: The business layer represents the business view on the information exchange
related to industrial processes. RAMI 4.0 can be used to map regulatory and economic (market)
structures and policies, business models, business portfolios (products & services) of market
parties involved. Also business capabilities and business processes can be represented in this layer.
In this way it supports business executives in decision making related to (new) business models
and specific business projects (business case) as well as regulators in defining new market models.

• Function Layer: The function layer describes functions and services including their relationships
from an architectural viewpoint. The functions are represented independent from actors and
physical implementations in applications, systems and components. The functions are derived by
extracting the use case functionality which is independent from actors.

• Information Layer: The information layer describes the information that is being used and
exchanged between functions, services and components. It contains information objects and the
underlying canonical data models. It oversees the I4.0 compatible data representation and access.

• Communication Layer: The emphasis of the communication layer is to describe protocols and
mechanisms for the interoperable exchange of information between components in the context of
the underlying use case, function or service and related information objects or data models.
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Fig. 2.9 View of RAMI 4.0 Architectural model [15].

• Integration Layer: The integration layers’ main purpose is to provide all physical assets to the
other layers in order to create events in the form of so-called administration shells. To show the
context of each asset, the integration layer also provides the usage and integration of network
components. Hence, this layer can be considered as a link between the physical and digital worlds.
From a practical point of view, the Integration layer may include system drivers, HMI devices,
bridge wires, switches, hubs. It may as well include other tools like barcodes and QR-codes sensor
readers to identify and connect the elements of the underlying Asset Layer.

• Asset Layer: The emphasis of the component layer is the physical distribution of all participating
components in the smart grid context. This includes system actors, applications, physical com-
ponents as well as documents, ideas and human beings (e.g. sensor, actuator, mechanical parts,
documents, IP, etc.).

This architecture summarizes the main characteristics of paradigm 4.0:

• flexible machine and systems;

• functions distributed throughout the network;

• participants interact across hierarchy levels;

• communication among all participants; and

• product and data are part of the network.

A more intuitive representation of the architecture is shown in Fig. 2.9.
This figure shows how the real world generically becomes the world of things, in which all physical

actors, machines, men, sensors and systems have the opportunity to access the world 4.0 through the
Internet of things paradigm. It is therefore clear that in the field of enabling technologies IoT becomes
an enabling technology for each of the other technologies, resulting the basic architecture on which to
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Fig. 2.10 Layers of the architecture for conceptual IoT systems [7].

develop the applications and potentialities of other technologies, just as cloud computing is networking
technology for the entire panorama of 4.0 applications. The transversality of IoT technology transforms
its paradigm into the metaphor of paradigm 4.0, allowing to consider the model of architecture proposed
in literature for IoT systems as the reference architecture for the panorama of 4.0 applications in the
different versions scanned by the enabling technologies [16, 17].

The functions of three-layer architecture for our conceptual IoT systems are described below [18].

• Application Layer: The layer consists of functional modules for application systems and users
which consume the real-world data for analysis, computation, and for a real-world action.

1. End Users / Applications: The application layer consists of systems or users or machines or
an environment for consuming/ using the data sensed by the real-world object or situation.
The application functional modules will be specific to application domain which consume
data received from lower layers representing the real situation for required functions.

2. IoT data specific modules: It includes the functions like optimization of duplicate and
redundant data from field devices, functions of storing/retrieval of data for historic references,
and retrieval of data for adaptive and dynamic decisions etc.

Some of these components are distributable between application and perception layers for achiev-
ing effective QoS.

• Network Layer: The network layer will be responsible for routing the data from lower layer to
upper layer and vice versa. The functional components and modules of this layer would include:
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Fig. 2.11 Example of a three-layer 4.0 monitoring application [19].

1. All kinds of access networks, protocols

2. Communication devices for connectivity and communication.

3. Routing functions/modules

• Perception Layer: The main task of the perception layer is to perceive (measure) the physical
properties of “things” or the environment. This process of perception is based on several sensing
technologies. The sensing layer functional modules will include the essential data sensing/data
gathering from real world objects which would include all the real-world objects, machines and
people. The perception layer is the physical layer with environmental information sensors. In the
environment, some physical parameters are sensed, or other intelligent objects are identified. Also,
the functions may include controlling of field devices/actions based on sensed data and control
commands received by upper layers and application systems/users of the domain.

1. Edge Nodes: these are smart embedded devices (System on Chip - SoCs, Microcontrollers
etc) having the minimum computing, storage and communication capabilities

2. Field Devices: these are the devices for sensing the real world data with or with-out any
intelligence and are capable of sensing data/information for a specific application/purpose,
example sensors, RFID, ECP, actuator and other objects accessible directly or indirectly and
providing the field data in the IoT environment by enabling IoT application for actions with
real world data/situation (can also include devices, machines and objects with computing
capabilities and participating in IoT data).

For the sake of example, Fig. 2.11 shows an example of the three layer of a 4.0 monitoring sys-
tem/application.
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2.5 Taxonomy of monitoring systems: before and during 4.0 era

Monitoring is fundamental in human and technological sciences such as in social and engineering
systems, where methods and instruments are created to observe phenomena inside and outside the
laboratory.
In industrial world, monitoring became essential for the proper functioning of manufacturing plant in
factories, and of the infrastructures of energy, transport, communications and information. However,
monitoring is by no means confined to science and engineering. Accounting, insurance and other
financial services, with equally long histories, have developed theories and methods to monitor money
algebra that began in the service of commerce [20]. Therefore, monitoring activity is part of knowledge
of each specific field.

Monitoring cries out for a taxonomy system. While every other engineering discipline relies on rigid
classification, “monitoring” has become a catchall for a wide range of tools and activities. Monitoring is
useful to collect measurements or process them, on the basis of where the information to monitor is.
Scientific literature exhibits many papers focused on monitoring, applied in the most disparate sectors of
research and human activities.
To this aim, a wide-ranging analysis of the papers on monitoring topics published in relevant international
journals or included in the proceedings of relevant international congresses has been conducted. The
temporal period of the analysis has been chosen according to the breakthrough of Industry 4.0. The 4.0
paradigm, indeed, has had revolutionary effects also in the field of monitoring systems. So, a comparison
between the main criteria adopted in some application sectors relevant for monitoring systems in the
period prior to the current 4.0 era and those developed after the introduction of the so-called 4.0 enabling
technologies is drawn.
A two-dimensional taxonomy has been arranged, according both to the application sector and the
considered pillar of the monitoring system. Sectors considered significant for their heterogeneity
have been selected, such as: Transportation, Industrial, Social & Economy, Healthcare, Environment,
Agriculture, Energy, and Network while three major pillars of monitoring systems have been pointed
out:

• Data

• Information

• Processing and application

These pillars do not represent single subsystems inside monitoring systems, rather they are conceptual
monitoring implementation phases, founding and unchanged along the history of monitoring. Indeed,
Data refers to the sensing stage used to collect raw data. Information refers to several intermediate
aspects between raw data and their use through applications, i.e. acquisition system, transmission,
formatting, pre-processing. Processing and application refer to the way to use monitoring outcomes. All
details of the analysis are given in Table 2.1 and Table 2.2.
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Table 2.1 Taxonomy of monitoring systems before 4.0 Era.

Sensors/Data Information Processing & Application
Transportation [21, 22] [21, 23, 24] [21, 23–25]
Industrial [26–30] [26, 28–32] [28, 31, 33]
Social & Economy – [34–38] [35–40]
Healthcare [41–47] [41–48] [41–48]
Environment [49–51] [50–52] [50–53]
Agriculture [54–57] [55–60] [54, 55, 58–60]
Energy [61, 62] [61, 63, 64] [62, 63]
Network [65–67] [65–68] [67–69]

It can be observed that the papers cover quite equally both the different considered sectors and the
three selected pillars. From the analysis of all papers the following general considerations can be drawn.

• Several examples of monitoring methods specialized for each field are available in literature:
models, metrics, infrastructures and algorithms, with the aim of monitoring quantities of interest
and their evolution, detecting warnings, alerts and supporting decision strategies.

• The role of monitoring practice and systems is leveraged as the optimal way to inform management.
It is highlighted the need to stress the investments on monitoring systems before committing
resources to the design and implementation of every kind of system or application.

• Monitoring systems comprise a mixture of attributes and competences not found in typical or
specific scientific activity of investigation

• Monitoring effectiveness is only be possible if the monitoring system is itself effective.

• Monitoring practice has evolved with technology and has always been distinctive for each sector,
both for the characteristics of the quantities to be observed and for the peculiarities of the
processing of the information acquired. Once pin down the requirements, monitoring systems and
commercial tools are available for different categories of use.

• Advances in monitoring systems had been driven by commercial demands for improvements in
productivity, quality, inventory control, and expenditure on plant and machinery. As a result, today
technological advances take place gradually as new scientific discoveries are made, accepted and
applied to monitoring systems.

• Thanks to monitoring practice, technological advances include improved knowledge of material
failure mechanisms, advancements in failure forecasting techniques, advancements in monitoring
and sensor devices, advancements in diagnostic and prognostic software, acceptance of communi-
cation protocols, developments in maintenance software applications and computer networking
technologies.
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Table 2.2 Taxonomy monitoring systems during 4.0 Era.

Sensors 4.0/Data Information Processing & Application
Transportation [70–72] [70–72] [70, 72]
Industrial [73–77] [73–78] [73–75, 78]
Social & Economy [79, 80] [37, 79–82] [37, 79, 81, 82]
Healthcare [83–90] [83–91] [86–90]
Environment [92–98] [92–96, 98] [96, 97]
Agriculture [99–105] [101–104] [99–104]
Energy [75, 106–109] [75, 106–108] [75, 106, 107, 109]
Network [110–112] [110, 112, 113] [111–115]

• As for the healthcare field, several kinds of monitoring and diagnostic instrumentation have been
developed, that have become indispensable. Relevant families of sensors have enriched human
knowledge and improved life quality.

With special regard to the papers concerning monitoring solutions in the 4.0 era still in progress,
is can be observed that the evolution induced by the 4.0 paradigm has pushed a cross-sectorial, inter-
disciplinary combination, integration of vertical competences on rough data, structured information,
measurement, communication and processing. As a matter of fact, in the pre-4.0 era these competences
were independent and research was invested by the effort to develop, assembly and interface them for
each application purpose. The experienced evolution is strictly related to the evolution the monitoring
concept has had thanks to the current 4.0 era. This is the read thread of Table 2.2.

Specific comments on the papers listed in Table 2.2 are as follows.

• The rise of cyber-physical systems, networks of sensors, activators and processors is transforming
industry and its products.

• Monitoring has become one of the fundamental techniques for the proper functioning of all
types of systems, simple and complex, local and distributed, material and intangible. No field of
application and decision can disregard the information derived from the acquisition and processing
of data, and consequently, from pervasive deployment of monitoring systems.

• Commercial, social, professional and personal lives are mediated by software, and so they are
also subject to monitoring. Data is available about all aspects of our everyday life as individuals,
or members of groups, organisations and societies, to be collected, analysed, and compared for all
sorts of reasons.

• In the current 4.0 era, monitoring solutions aim at reducing the need of installing sensors on
each of the individual components of the system under observation (non -intrusive approach), as
opposed to traditional monitoring fully relying on intrusive techniques.

• It is possible to exploit the data acquired and used by a 4.0 application as “sensing” ones, capable
of providing additional information useful both to the application itself and to third parties systems,
thanks to the intrinsic measurement skills and dedicated processing.
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• Successful large-scale urban and industrial management relies on the efficient sensing and acqui-
sition of data about more and more extended areas for right decision and proper policy making.

• It is highlighted the view that monitoring systems in the 4.0 era comprise an unusual mixture of
attributes not found in typical scientific activity. These attributes are a mix of biophysical, social
and institutional attributes.

• Monitoring has made surveillance and privacy an international public concern.

• Monitoring sustainability will only be possible if the monitoring system is itself sustainable.

• It cannot be expected that monitoring systems should be designed to answer a single question
and even more it cannot be assumed that the question will not change over time. Moreover,
the strength of a monitoring system may be reduced if an attempt is made to address too many
questions or if a single question is posed too broadly.

2.6 Comparison between the monitoring architectures and the 4.0 archi-
tectures

Considering what described in the previous sections, a comparison is drawn between the current,
typical architecture of a monitoring system and that characterizing an ordinary 4.0 system, with specific
reference to an IoT system. At a first glance, it is quickly evident that similar stack models characterized
by the same number of levels (three levels, in the specific case) can be associated to both architectures.
Indeed, a careful deepening could uncover a similarity that goes far beyond what the stack models can
reveal. To this aim, further considerations concerning IoT systems are preliminary given.

The Internet of Things (IoT) is taking worldwide industrial and commercial sectors by storm.
According to the 2019 IoT report by PwC [116], 93% of surveyed executives believe the benefits of IoT
outweigh its risks and 70% reported to have planned or ongoing IoT initiatives in place. IoT refers to vast
networks of physical objects that can autonomously communicate information about their current status
and surroundings. By uncovering asset, process and workforce insights at unprecedented granularity,
IoT empowers businesses of all sizes to pinpoint previously invisible bottlenecks and optimize their
operations in numerous ways. The central value around IoT is the unprecedented visibility into existing
processes, equipment and production environment that empowers strategic decision-making. Think of
applications used for asset maintenance, facility management and worker safety.

Therefore, in an IoT application multiple tasks need to be performed to deliver a message from an end
device to the cloud. There are various tasks involved including transporting, addressing, routing, error
reporting, integrity and reliability management. Different IoT protocols are responsible for handling a
specific set of networking tasks. That’s why we need, not a single, but a stack of IoT protocols, each
of which is responsible for a set of tasks. The Open Systems Interconnection (OSI) and Transmission
Control Protocol/Internet Protocol (TCP/IP) networking models are the most common frameworks to
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encapsulate networking tasks in the form of multiple layers. Widely adopted IoT protocols can be
mapped to these two models. For an IoT network to function effectively, protocols at different layers
must be interoperable with each other [117].

This is also true for industrial IoT (IIoT), even though the protocol landscape can be confusing with
a vast assortment of available Operational Technology - OT and Information Technology – IT [118, 119].
Note that OT stands for the hardware and software dedicated to detecting or causing changes in physical
processes through direct monitoring and/or control of physical devices (such as valves, pumps, etc.), a
sort of monitoring system addressed to a specific industrial scenario.

As a matter of fact, while OT protocols have been the backbone of industrial controls and automation,
IT protocols have been newly integrated to enable cloud-based connectivity and IIoT applications. It is
worth underlining that IT and OT protocols do not always work with each other and the IoT protocol
stack may not always be applied to the OT architecture. Typically, network and transport layers are often
skipped either because older OT ethernet protocols do not support TCP/IP suite or because time-sensitive,
millisecond low-latency data exchange is strictly required. To close the OT/IT gap and enable data
exchange from automation systems to the Internet, major industry efforts have been made to promote
interoperability between IT and OT protocols, thus accelerating the pace towards a fully IoT-based
industrial monitoring paradigm (IIoT).

The above considerations clearly demonstrate a natural process of convergence of the current
monitoring systems towards systems that respond to the 4.0 paradigm, with specific regard to IoT
systems. The widespread and pervasive nature of the enabling 4.0 technologies in many economic,
productive and social sectors is creating the conditions for an almost immediate availability of more
or less explicit solutions for the acquisition, registration, transmission, routing and processing of
information associated with quantities and/or parameters that characterize the behaviour and evolution
of the systems in which the technologies are inserted.

Each IoT system can exhibit more or less explicit monitoring capabilities, in relation to the specific
features that characterize the configuration of the different levels of its stack model. Monitoring
systems therefore evolve towards IoT systems, given the high availability of this technology, its ease of
configuration, its flexibility in application and modularity of use.

In contrast, IoT systems offer intrinsic monitoring capability, which can be exploited in a more or
less optimal way. Operating with an IoT system also means potentially having an operational monitoring
capability, which is substantiated through a specialization in measurement terms of the three levels of
its stack model, and in particular of the "perception layer" or the sensors and transducers of which it is
endowed.

Based on the foregoing considerations it is possible to state that:

1. a monitoring system designed and implemented today responds to rules attributable to IoT systems
in the 4.0 paradigm;

2. an IoT system can intrinsically operate also as a monitoring system.
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Fig. 2.12 Modern monitoring system stack model vs IoT stack model.

This circumstance, although evidenced by the close similarity of the two stack models, is corrobo-
rated by numerous application cases promoted by major international technological players.

The similarity of these architectures allows the monitoring systems to operate assessing the envi-
ronmental impacts of their equipment and their procedures mutuating the high level of development of
green IoT architectures.

Valuable examples of the perfect symbiosis between IoT systems and current monitoring systems
are given by the company Behertech, awarded as the “2019 Startup of the Year” in Germany, in relevant
application fields, such as Manufacturing, Oil & Gas, Mining, Utilities, Smart Buildings [120]. Strengths
and goals of the proposed solutions are highlighted below.

Manufacturing

• Condition Monitoring & Predictive Maintenance. Tracking and communicating key metrics like
pressure, vibration, temperature, humidity, and voltage of numerous machines and equipment
across the whole industry complex. Proactively predicting impending issues and schedule demand-
based inspection and reparation.

• Environmental Monitoring. Remotely monitoring and controlling optimal environments for
various, factory-wide processes. Maintaining ideal air pressure to prevent dust infiltration, setting
optimal humidity levels or monitoring temperature of processing and storage facilities to ensures
product safety.

• Remote Surveillance of Storage Tanks & Pipelines. Monitoring the structural health of widely
distributed tanks and pipelines round the clock, while decreasing manual checks. Identifying
potential spills, leaks or ruptures to avoid disasters and receive notifications on material tank levels
for timely refills.
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• Worker Safety Wearables. Tracking workers’ health and environment in real-time such as temper-
ature, humidity, radiation, noise and gas levels. Notifying managers of fatigue, exhaustion, and
“out-of-tolerance” incidents and ensuring workers receive timely warnings of potential hazards.
Triggering alarms when environments become dangerous and executing timely evacuation and
rescue activities.

• Power Consumption Reporting. Enabling seamless multi-level energy consumption tracking from
plant, process unit to machinery-level. Analyzing energy flows, consumption patterns, and usage
behavior across multiple sites for effective production planning, identifying power waste sources
and improving energy efficiency.

• Plant Facility Management. Monitoring the battery, health or “alive” status of critical plant
facilities like elevators, smoke detectors, fire alarms and other facilities across the entire factory.
Cutting down time spent on manual inspection and quickly responding to any incurred issues.

Oil & Gas

• Remote Monitoring of Disparate Field Equipment. Increasing visibility and integrity of your
critical assets from pumps and compressors, to pipes and tanks. Monitoring key factors like remote
pressure, temperature, flow rate, corrosion, ruptures and leakage. Getting notified of anomalies to
prevent hazards and production loss and proactively schedule maintenance. Identifying potential
threats of fuel theft and spillage.

• Predictive Machinery Maintenance. Gaining real-time insights into the status of your machinery
and its operating condition (e.g. electric motors, turbines, valves, ventilators). Identifying causes
of past failures and future error probability to effectively schedule maintenance and minimize
costly production downtime.

• Energy Consumption Monitoring. Tracking multi-level energy consumption from plant, process
unit to machinery-level. Analyzing energy flows, consumption patterns and usage behavior across
multiple sites to effectively plan production, identify power waste sources and improve energy
efficiency.

• Worker Safety Wearables. Tracking workers’ health and activity parameters in real-time such
as pulse, fall detection emergency distress indicators and GPS and trigger emergency signals
when an accident or “out-of-tolerance” incident occurs. Monitor environmental conditions such
as air quality or gas concentration level to alert workers of potential hazards and ensure timely
evacuation of endangered zones.

Mining

• Real-time Asset Tracking, Remote Diagnostics & Predictive Maintenance. Enabling real-time
remote diagnostics, troubleshooting and asset tracking across the entire mine. Planning corrective
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maintenance and procurement of spare parts to prevent asset downtime and stay ahead of expensive
production losses.

• Emission and Groundwater Level Monitoring. Controlling emission levels and threshold limit
values to sustain a secure working environment that complies with safety standards. Monitoring
changes in groundwater levels in real-time and performing timely and effective pumping to prevent
excessive inflows, avoiding contamination and underground flooding.

• After-blast & Environmental Monitoring. Instantly informing operators and miners of environmen-
tal safety conditions and hazards. Reducing unnecessary wait times and enabling quick turnaround
after blasts to increase productivity.

• Worker Safety Wearables & Rock Bolt Monitoring. Tracking workers’ health and environment in
real-time such as temperature, humidity, radiation, noise and gas levels. Notifying managers of
fatigue, exhaustion, and “out-of-tolerance” incidents and ensuring miners receive timely warnings
of potential hazards. Installing rock bolt sensors to assess integrity and reduce fatal risk of ground
falls.

• Ventilation-on-Demand (VoD). Continuously monitoring air quality and air flows in different
areas of the mine and adjusting fan speed as necessary. Ensuring ventilation is only activated in
active work zones to reduce operational costs and environmental footprint.

Utilities

• Fault Detection & Location. Cost-effectively and reliably connecting all of your distribution lines
and devices, even the ones underground or in the most inaccessible locations, for remote moni-
toring. Detecting and locating faults quickly, saving substantial reparation time and minimizing
breakdown duration.

• Transmission Line and Tower Surveillance. Measuring conductor temperature, current, and
tension, as well as meteorological data along overhead transmission lines. Retaining a more accu-
rate sag evaluation and predicting potential line damages caused by extreme weather conditions.
Empowering immediate, preventive maintenance to avoid serious failures, improving safety and
stability of the transmission lines.

• Remote Monitoring & Predictive Maintenance. Cost-effectively monitoring operations and the
health status of critical assets on a massive scale like power generation plants, solar farms or
wind farms. Optimizing equipment operations and energy production and receiving alerts of
abnormalities for proactive maintenance and to avoid costly downtime
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Smart building

• Power Consumption Monitoring. Gaining real-time insight into the energy consumption of
individual assets and multiple building zones. Analyzing usage behavior to identify waste sources
and improve energy efficiency.

• Intelligent HVAC Control. Measuring temperature, humidity and air quality in remote building
areas for decentralized, granular control of the HVAC (Humidity, Ventilation and Air Conditioning)
system. Getting advanced analytics and development of an optimal thermal model based on
occupants’ inputs. Helping building operators considerably reduce utility costs and carbon
footprint, while maximizing tenants’ comfort and productivity.

• Occupancy Sensing. Gaining real-time visibility into space usage and occupancy rates. Pinpointing
under-utilized areas and unnecessary and wasteful maintenance and energy expenses such as
lighting, heating and cooling.

• Intelligent Parking. Providing data on parking space availability to the control center and updating
digital signs, indicator lights or API-fed user apps to improve customer satisfaction, decreasing
parking congestion and associated ventilation costs.

• Digital Management of Critical Facilities. Simplifying the management and service life of
facilities such as elevators, escalators and HVAC equipment. Diagnosing abnormalities and
schedule proactive condition-based maintenance.

• Access Control & Interconnected Alarm Networks. Interconnecting your entire alarm system from
smoke detectors to open window/door detectors. Triggering alerts upon intrusive and dangerous
incidents. Sending regular reports on battery life and enabling access systems for employees and
visitors.

• Asset Tracking. Combating theft of your critical assets like fire extinguishers and defibrillation
units. Using motion sensors to immediately alert building managers when unauthorized and
suspect movement is detected.

• Waste Management. Monitoring the fill-levels of waste containers and optimizing pick-up routes
and disposal schedules of different waste types to reduce financial and environmental impact.

The red thread that runs through the drawn comparison is that the monitoring architecture is addressed
in technology-based systems as opposed to nature-based systems, and that “information” is something
that can be sensed, communicated and stored, and that can take many forms. Anyway, the postulate of
the present thesis is that all the information on which a monitoring system has to work in the 4.0 era is
provided by sensing systems.

Since signals can come in several forms and can be stored and utilized in several ways, it is clear
that “information” is an even broader concept in 4.0 era. The monitoring system considers information
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as a sensor-based phenomenon. The bridge between the two architecture is information. Information, in
fact, must enter a monitoring system through a sensor or sensor-like input device. By understanding
sensing mechanisms more deeply and broadly, it may be possible to gain a better understanding of the
nature of information and of its meaning.

In conclusion, also considering the results of the previous taxonomic analysis, a widespread use of
monitoring methods implemented according to the architecture of 4.0 systems, and in particular of IoT
systems, thanks to their pervasiveness and their high application possibilities, is irrefutable. However,
often the simplicity of implementation risks sacrificing the measurement expertise underlying each
monitoring operation. This is a warning to always be alerted so as not to compromise the quality of
structured information and the reliability of the decisions made starting from it.



Part II

Proposal and Experimentation



Chapter 3

Development and implementation of 4.0
transition-driven measurement systems:
human-centered approach

3.1 Introduction

In the previous chapter, an evolutionary analysis of the monitoring systems and related architectures
has been developed. A taxonomy declined on some important technological, economic, social and
industrial application sectors has been presented to compare the architectures of the monitoring systems
implemented in the period preceding and following the diffusion of the technologies of the industry
4.0 paradigm, respectively. In the final paragraph of the previous chapter, the perfect overlap of the
monitoring architectures with those of the IoT systems has been postulated. The fundamental levels of
the IoT systems: Perception, Network and Application, useful for ensuring the implementation of the
4.0 paradigm in the CPS logic, are capable of completely carrying out the functions of the fundamental
levels of a monitoring architecture. However, this functional overlap does not correspond to a logical
overlap due to the marked orientation of the information of the IoT architectures for the governance of
4.0 applications. IoT architectures are at the service of CPS, with a cross-sector and cross-discipline
approach. The evolution of the data over time and its availability bring to the CPS much more knowledge
of its own value. In 4.0 era the heterogeneity of the sources represents an indispensable wealth to be able
to develop transversal applications even if this conflicts with the measurement accuracy requirements of
a monitoring system.

The internet of things (IoT) has contributed in boosting the pervasiveness of sensors in every field.
Nowadays, however, the challenge is not only to monitor a physical quantity, but also to facilitate and
make more effective the User’s fruition of the information made available by the sensors.
An analysis of the operating context suggests the importance of adopting a user-centered approach, to
improve usability and user experience in the 4.0 Era applications. Especially, in Industry 4.0 applications,
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humans are becoming a composite factor in a highly automated system. Therefore, to improve the
collaboration between men and the surrounding 4.0 Era context, there is the need of enhancing the
human-machine interaction. This is particularly important not only in industrial sector, but also in
the social and medical once, in fact, in all scenarios, the overall effectiveness of any 4.0 process is
intrinsically related to the performance of the human actor involved.

The 4.0 Era technologies enable new types of interactions not only between digital and physical
worlds, but also between humans and cyber-physical systems (CPSs). This has led to the definition of
User 4.0 [121–123], which is based on the concept of human-cyber-physical systems (H-CPSs): these
are systems that are intrinsically designed to facilitate cooperation between humans and machines, by
making humans part of the system [124–127]. As detailed in the following sections, several enabling
technologies (e.g., IoT, Augmented reality, machine learning) have been combined for the design,
implementation and validation of measurement-driven 4.0 applications.

The first application case describes a correlated work stress monitoring application through a Brain
Computer Interface (BCI) system. In this application, it is shown how a 4.0 technology operates natively
as a monitoring system.

The second application relates to the development of innovative wearable-oriented sensing solutions
for monitoring skin hydration. In particular, the design, fabrication and test of a microwave reflectometry-
based portable sensing system for real-time monitoring of skin hydration level was presented. The
new flexible sensing device was miniaturized and fabricated on a flexible substrate to ensure better
wearability and adherence to the skin. The system was preliminarily validated through a numerical
analysis. Successively, experimental tests were carried out through a low-cost portable vector network
analyzer (VNA). The obtained results, although preliminary, demonstrate the feasibility of employing a
portable VNA and a wearable, flexible SE to sense variation of skin hydration.

Finally, the third application relates to an innovative fully-textile sensor, with a case study also on
monitoring humidity. A completely-textile two-resonator device, to be used as a wearable sensor for
humidity measurements was presented and experimentally characterized. The operating mechanism
relies on sensing the variation of the resonant frequency values of the two resonators (both operating in
the ISM frequency band) when the dielectric jeans substrate moistens with the humidity. To achieve full
integration with clothes, the prototype was implemented using jeans as a substrate, and self-adhesive non-
woven fabric for the conducting parts of the device. The sensing device was characterized experimentally
in a climate chamber, for pre-established RH levels, from 30% to 90% (in steps of 10%). The proposed
textile device represents an interesting solution for smart garments, especially useful in 4.0 application
contexts.
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3.2 A wearable EEG instrument for real-time frontal asymmetry moni-
toring in worker stress analysis

Stress is a psycho-physical pathological response to emotional, cognitive, or social tasks, perceived as
excessive by an individual. Many stimuli of different nature (physical, toxic, emotional), external to
individuals, could disturb their homeostasis and psychological well-being, bringing to an adaptive or
non-adaptive response [128]. In industrial work, stress has negative impact on safety, on the quality of
the outcome and, thus, on the cost of the production process as a whole [129]. Technological innovation,
indeed, has introduced new sources of stress (stress 4.0). Intelligent automated systems in their various
configurations, robots or cobots in collaborative meaning [130], interact continuously with individuals
in a constant relationship of cooperation and, at the same time, of unconscious competition.

In the literature, different indicators of stress status are proposed, arising from products of neuroen-
docrine reactions affecting sympathetic and parasympathetic nervous systems [131]. Some biochemical
and biophysical markers are measured usually by invasive methods: (i) Cortisol Concentration in blood
or saliva; (ii) Galvanic Skin Response; (iii) Heart Rate; and (iv) Brain Activity.

Cortisol is a hormone produced by the adrenal glands with the aim of preserving homeostasis in all
conditions tending to alter the normal body balance. Cortisol concentration in blood has been used as
the first index of the individual’s response to stress. It is measured through repeated blood samples, or
through saliva samples, by means of less invasive methods but with less significance [129].

Skin conductance is a further parameter associated to the activation of the sympathetic nervous
system and, therefore, to stress. Stress induces an increase in the epidermis moisture and, therefore, a
reduction in skin resistance.

Furthermore, stress generates peripheral vasoconstriction that causes a decrease in wave amplitudes
of electrocardiogram (ECG) and an increase in the heart rate [131].

Brain activity produces electrical signals as a response to all kind of internal and external stimuli.
The signals are recorded either through functional Magnetic Resonance Imaging, Positron Emission
Tomography, or electroencephalography (EEG). All these techniques detect brain activity changes in the
limbic system and frontal regions.

EEG is the most widely used because it is easy to implement and little intrusive; moreover, EEG
signals can be classified effectively through a frequency analysis. Some use cases of stress recognition
based on EEG are given in the literature[132, 133]. Significant is a wearable EEG device for construction
workers [134]. High vulnerability characterizes the activities on-site of the workers during a construction
process; so, they suffer from load stress. By including an EEG device into their protective helmet, brain
waves are monitored and analyzed along the activity, by highlighting possible emotional states and,
therefore, actual attention levels [135]. However, state-of-the-art solutions exhibit at least one of the
following weaknesses: (i) limitations for daily on-field use, e.g. due to a large number of wet electrodes
and use of wired systems; (ii) accuracy less than 90%, even in case of simultaneous ECG and EEG
measurements [136]; and (iii) high cost, up to thousands of dollars [137].
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In this research activity, a highly-wearable single-channel instrument, conceived with off-the-shelf
components and dry electrodes, for human stress real-time detection based on EEG, is presented. The
single-channel differential measurement aims at analyzing the Frontal Asymmetry, a well-claimed EEG
feature for stress assessment. The differential channel, in fact, acquires two signal from symmetric
regions of the scalp and calculates the difference [136]. The instrument exploit EEG robustness to
movement artifacts compared to other stress assessment biosignals. In particular, in Section 3.2.1,
concepts related to biosignals and stress, EEG for stress assessment, and frontal EEG asymmetry are
recalled. Instrument architecture and operation are illustrated in Section 3.2.3. Hardware, firmware,
and software are described in Section 3.2.4. In Section 3.2.5, the experimental psychological validation
of the stressors effectiveness, a Principal Component Analysis, and a noise robustness assessment are
reported.

3.2.1 Background

EEG for Stress Assessment

Several methods for stress assessment, like self-assessment scale, or questionnaires, follow a psycho-
logical approach [138]. As an example, in human-robot interaction, questionnaires to analyze the
psychological effect of cycle time on operators [139] highlighted frustration, effort, and a dissatisfaction
feeling about own performance.

As more direct and objective tools for stress detection, biosignals have been proposed in several
studies [140]. Physiological parameters, as EEG signals, blood volume pulse (BVP), electro-oculogram
(EOG), salivary cortisol level (SCL) [141], heart rate variability (HRV) [142], galvanic skin response
(GSR), or electromyography (EMG) are assessed [131].

Compared to other biosignals, EEG proved better latency and robustness to artifacts due to physical
activity [133] [143]. In Industry I4.0 scenarios, EEG has been widely applied to assess individuals’
stress in workplace in order to improve workers’ safety, health, well-being, and productivity [134][144].
Thanks to the ease of application and removal, dry electrodes are increasingly used to reliably search
human cognitive states in real-life conditions. They guarantee the quality of the EEG signal which
approaches the wet sensors, as demonstrated in [145, 146]. Beside that, EEG is regarded as one of
the most reliable and effective techniques for identifying fatigue and monitoring stress level in drivers
[147, 148, 132]. Different classification methods try to face the main problems of EEG signals, including
the low signal-to-noise ratio, their non stationarity over time within or between users, and the limited
amount of training data typically available to calibrate the classifiers[149].

A large number of informative and measurable properties (features) of EEG signals, can be used both
in time and frequency domains. Their accurate selection is crucial for the accuracy and the computational
cost of classification [150]. Both types of features reap the benefit from being extracted after spatial
filtering. Independent Component Analysis and Canonical Correlation Analysis are useful methods
for muscle artifact removal in EEG data [151, 152]. Several supervised learning algorithms could be
exploited to assess workers stress by using subjects’ EEG signals. The classification can be assisted by:
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linear classifiers, neural networks, non-linear Bayesian classifiers, nearest neighbour classifiers, random
forest, naive bayes, and decision tree [153][154]. Linear classifiers are the most popular algorithms
for Brain Computer Interface (BCI) applications, such as, Linear Discriminant Analysis (LDA) and
Support Vector Machine (SVM)The LDA is used to assess mental fatigue in [155], it divides the data into
hyperplanes representing the different classes, with very-low computational burden. A discrimination
based on hyperplanes was also used in SVM, with recognition rate of 75.2% to identify three different
level of stress out of four, using EEG features and six statistical features in [156]. Meanwhile a better
prediction accuracy of 90.5% and 92%, combining different acquired signals, were reported in [147, 148]
for drivers.
Various supervised machine learning algorithms, using sliding and fixed windowing procedures, were
tested in [134]: k-Nearest Neighbors, Gaussian Discriminant Analysis, SVM with different similarity
functions (linear, Gaussian, cubic, and quadratic).
Among the state-of-the-art classifiers, the SVM yielded the highest classification accuracy of 90.1%
[157], using a single-channel EEG. As well as the highest accuracy of 88.0% was reached by SVM in
[158], where individuals’ stress was recognized by exploiting only EEG signal as input of the classifier.
Table 3.1 summarizes the reported accuracy of different classifiers, including the numbers and type of
EEG electrodes, without reference electrodes, the numbers of different classes according to the acquired
bio-signals used as model input.

Frontal EEG asymmetry

Systematic alterations in frontal EEG asymmetry, in response to specific emotional stimuli, can be
exploited to analyze emotional response [161].
In particular, EEG asymmetry proved to be capable of predicting state-related emotional changes and
responses. For example, a greater self-reported happiness or positively-valued stimuli might be expected
to be associated with greater relative left frontal activity. Therefore, greater relative right frontal activity
would be expected in response to negative stimuli [162, 163]. However, fear or happiness response to
stimuli may either be attenuated or amplified according to any given individual’s trait pattern of frontal
EEG asymmetry [162].

Different models were presented: Baron and Kenney linear model may predict individual’s response
to fear relevant stimuli. According to the relative difference between the left and right hemisphere,
the EEG asymmetry may serve both to amplify and attenuate the effect of the fear relevant stimuli.
Some individuals show the increase of relative right versus left sided activity in response to negative
cues and the increase of left versus right sided activity to positive cues [164]. Coan and Allen [165]
presented another linear model to predict emotional experience using emotion type and trait frontal EEG
asymmetry. The frontal EEG asymmetry may serve as a useful liability marker also for depression and
anxiety [166]. Many works, using EEG caps with a limited number of electrodes, demonstrated that
stress causes changes in regions of prefrontal and frontal areas [133, 141, 162].
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3.2.2 Brain Computer Interface

The electrical activity of the brain was first recorded in 1929 by Berger through a rudimentary elec-
troencephalograph (EEG), able to detect the massive activity of neurons. Thanks to the improvement of
technology, nowadays this device records the difference in electrical potential between pairs of electrodes
placed on the head at different areas of the surface of the brain (cerebral cortex) This activity produces
electric waves that have different frequencies in conditions of well-being or in the presence of brain
alterations. Each area is specialized for particular tasks, but concurrent tasks can be processed by the
same area, and many tasks are processed in multiple areas [167].

Since then, studies on the voluntary and involuntary nervous system combined with the evolution of
electroencephalographic techniques have allowed to introduce, in 1973, a new technology of investigation
and interaction with the brain called Brain Computer Interface [168].
Brain-Computer Interface allows direct communication between the brain and an external world. This
technology relies on measurements of brain activity, induced both involuntarily or voluntarily from the
subject. This technology is based on the ability to read neuronal activity, to process the signals and send
commands to the outside world, without depending on the normal brain output channels, i.e. nerves and
peripheral muscles.

A general purpose BCI scheme is shown in Fig. 3.1. Signals are typically acquired from the
user’s brain by electrodes, and then are processed to obtain a command for the application of interest.
Thanks the brain computer interface the brain electrical signals are transformed in a source of control
signal for external devices. Brain Computer Interface (BCI) has the potential to become the “ultimate
interface”, through which thoughts can become acts [169]. The signal processing is divided in two
stages: (i) features extraction derives proper parameters describing the signals synthetically, and (ii)
features translation interprets them producing an output command. A feedback is finally given to the
user depending on the application.

Fig. 3.1 Scheme of a Brain Computer Interface.
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The choice of a proper algorithm for signal processing depends on the kind of brain signals to
analyze literature. The literature proposes algorithms of varying complexity for the analysis of specific
signal types.

BCI systems can also be classified according to the type of neural activity used for brain-machine
communication [170]. The types that can be used are:

• Spontaneous: these signals are generated by the brain independently of external stimuli. For
example, they occur when the user decide to perform or simply he images to perform a motor
action.

• Evoked: these signals are generated as response to a light or auditory signal.

Depending on the type of signals chosen, the technologies to be used in the interface and the amount of
training necessary for the user to be able to control the BCI will be determined.

SSVEP-based Brain Computer Interfaces

A particular type of BCI system is based on Steady State Visually Evoked Potential (SSVEP). An
SSVEP-based BCI, Fig. 3.2, enables the user to select among several commands that depend on the
application, such as moving a cursor on a computer screen. Each command is associated with a repetitive
visual stimulus (RVS) that has distinctive properties (e.g., frequency or phase) [171].

Fig. 3.2 Functional model of a SSVEP-based BCI [171].

The stimuli are simultaneously presented to the user who selects a command by focusing his/her
attention on the corresponding stimulus. When the user focuses his/her attention on an RVS, an SSVEP
is elicited, manifesting oscillatory components in the user’s EEG, especially in the signals from the
primary visual cortex, matching the frequency or harmonics of that RVS. SSVEPs can be elicited by
repetitive visual stimuli at frequencies in the 6 to 70 Hz range. They can be automatically detected
through a series of signal processing steps including pre-processing (e.g., band-pass filtering), artifact
detection/correction, feature extraction (e.g., spectral content at the stimulation frequencies), and feature



3.2 A wearable EEG instrument for monitoring worker stress 57

classification. From these characteristics it is highlighted the user’s will, that is traduced in command. A
visually evoked potential is a potential that reflects the electro physiological mechanisms of the visual
information being processed in the brain. Unlike spontaneous potentials, these occur only in the presence
of external stimulation and always in the same timing and modality. Thanks to these characteristics,
they are excellent candidates for a brain-computer interface. SSVEP signals are generated in response
to trains of repeated stimuli. They are easier to observe in the frequency domain and they appear
as power peaks corresponding to the stimulus frequency and its higher order harmonics. A practical
demonstration is shown in Fig. 3.3. Their stability characteristic makes these evoked potentials very
useful for engineering applications.
In fact, they are easily identifiable, do not vary significantly from subject to subject and demonstrate a
moderate immunity to muscular artifacts.
Finally, another important feature is that, in case of simultaneous visual stimuli with different flickering
frequencies, the main component in analyzing the signal spectrum will correspond to the stimulus at
which the user is starring at.

Generation of SSVEP signal

To generate a Steady-State Visually Evoked Potential, it is necessary to stimulate the user through a
repetitive visual stimulus. This stimulus can be of various kinds: LED, liquid crystal display, or cathode
ray tube. Three main categories of repetitive visual stimuli exist:

• Light stimuli are rendered using light sources such as LEDs, fluorescent lights, and Xe-lights,
which are modulated at a specified frequency. These devices are generally driven by dedicated
electronic circuitry which enables them to accurately render any illumination sequence or wave-
form;

• Single graphics stimuli (e.g., rectangle, square, or arrow) are rendered on a computer screen and
appear from and disappear into the background at a specified rate (Fig. 3.4(a));

• Pattern reversal stimuli are rendered on a computer screen by oscillatory alternation of graphical
patterns, for example, checkerboards. They consist of at least two patterns that are alternated at a
specified number of alternations per second. Frequently used patterns include checkerboards and
lineboxes

Real pattern reversal stimuli elicit an SSVEP response at the frequency of one alternation.
The goal is to generate a light stimulus that flickers at a fixed frequency included in a range of about

6 to 70 Hz. This range can be divided into three classes: low frequencies (6-20) Hz, medium frequencies
(21-30) Hz, high frequencies (31-70) Hz.
Despite the stimulation of these evoked visual potentials has a wide range of frequencies to use, the
most appropriate choice is the use of a range of low frequencies. Furthermore, visual stimulations at
frequencies above 30 Hz could induce epileptic seizures to the stimulated subject. In general, subjecting
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the user to the vision of an icon, or of a bright LED, which flickers at a sufficiently high frequency ( f >
20 Hz), can be annoying and tiring for the sight and, therefore, not very useful for practical applications.
Finally choose, for the generation of SSVEP signals, a stimulus that oscillates at a “low” frequency
seems to be the most suitable solution to realize a BCI, which uses this type of signal.

3.2.3 Design

This section addresses the Basic Ideas; the Architecture; the Operation; and the Feature Extraction and
Classification of the instrument.

Basic Ideas

The concept design of the real-time stress monitoring instrument was based on the following main basic
ideas.

• High wearability: a single differential channel allows the use of only two frontal electrodes in the
area FP1 e FP2 according to the EEG International 10–20 system for placement of EEG electrodes
on the scalp. The reference electrode is applied to the earlobe. These positions have been used
in reports of successful studies on stress [158]. Active dry electrodes avoid the inconvenient of
electrolytic gel. A wireless module allows the user to carry out work activity during the EEG
acquisition.

• High accuracy and low latency: Despite the use of a single differential acquisition channel, a
time-domain based machine learning algorithm brings to an accuracy of 98.3 ± 0.4 in stress
detection. A time window of 512 samples guarantees a latency of 2 s.

• Off-the-shelf components: The measurement of frontal asymmetry by EEG at very-low density
(single channel) allows high wearability, maximum accuracy, and low latency by exploiting the
lowest cost hardware on the market (< 200 $) [137].

Architecture

The architecture of the proposed instrument is highlighted in Fig. 3.5, in an example of interaction with
a cobot. Prefrontal asymmetry is measured by two Electrodes as the difference of brainwaves from
position FP1 and FP2, according to 10/20 system. The differential signal is referred to the earlobe.
Analog signal is digitized by the Acquisition Unit and is sent, via wires, to the Wi-Fi Transmission Unit.
Digital data arrives at the Processing Unit through wireless communication for real-time elaboration.
Suitable features are extracted from each EEG record to compress data and increase significance. A
Classifier receives the feature arrays, detects the stress condition, and assess its level. The measured
stress is sent to the Cobot.
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Operation

The instrument allows to detect the onset and to assess the level of the stress arising from the concurrence
of high mental load and negative emotional conditions, during the interaction with a Cobot. Once the
worker fixes the electrodes on the forehead and on the earlobe, the Processing Unit interface allows
to check signal quality both in time and in frequency domain. Subsequently, the stress measurement
starts and the acquired data are sent in real time to the Processing Unit, by updating the user condition
assessment every 2 s. Measurement results are sent to the Cobot in order to adapt its behavior to the
worker stress conditions.

Feature extraction and classification

Preliminary experiments in frequency domain highlighted poor accuracy results. Therefore, data analysis
was carried out in the time domain. According to the state of the art [164], a EEG time window of 2 s was
chosen as the optimal solution considering the trade-off accuracy vs latency. In time domain, EEG tracks
are divided into 2–s records of 512 samples. In this way, raw data are composed of 512 features, i.e.
each feature corresponds to just one sample. Feature Extraction was carried out by a standard machine
learning technique, the Principal Component Analysis (PCA). This allows to compress data [173] and to
approximate signals as a linear combination of a restricted number of orthogonal components. Therefore,
data variance is most efficiently explained. Accordingly, a multi-variable signal can be represented as
a smaller number of coefficients of the linear combination of the components. PCA also performs a
filter function, because it highlights the components with maximum variance (information) of the data.
Therefore, selecting only the components with the greatest variability improves signal-to-noise ratio.

For the classifier design, a linear separability test of the data was carried out by an euclidean distance-
based K-means algorithm with low computational burden [174]. If a problem is linearly separable, a
nonlinear classifier complicates the model unnecessarily and makes the correct learning of the classifier
parameters less effective [175]. K-means algorithm estimates k means (centroids) in order to partition
data into k clusters where each observation belongs to the cluster with the nearest mean. Then, in case
of few outliers, a linear classifier is justified. Therefore, a preliminary analysis was realized.

Preliminary Analysis

Ten subjects were divided into two classes with different stress level: (i) control group, only cognitive
load, and (ii) experimental group, cognitive load but with negative emotions. Data were recorded during
all the tests with a differential single-channel digitizer, sampling at 256 sample/s. The signal was
elaborated in time domain and without artifact filtering according to [160]. For each volunteer, two
EEG tracks of 20 s were processed and divided into 2–s records of 512 samples. The resulting matrix
200x512 was divided in two clusters using the standard K-means algorithm with K = 2. In Fig. 3.6, the
result of the clustering algorithm is reported. The two experimental groups were separated by K-means
almost cleanly: on the first five rows, the arrays of the experimental group records, and on the other
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rows, the ones of the control group. These results suggested that also a linear classifier can be used to
discriminate the points of the two groups adequately.

3.2.4 Implementation

Hardware

Data Acquisition Unit It is based on the differential single-channel 10-bit digitizer EEG-SMT by
Olimex, with maximum sampling rate of 256 sample/s, an EEG amplifier, and an Atmel ATmega16 Alf
and Vegard Reduced Instruction Set Computer processor microcontroller. The gain of the analog-to-
digital converter (ADC) of the transducer was set to be 6427 V/V. A right-leg driver [driven rightled
(circuit) (DRL)] signal increases the common-mode noise rejection. Universal serial bus is used for both
data communication and powering. Moreover, the EEG-SMT has an analog three stages pass-band filter
from 0.16 to 59.00 Hz. A previous work proved its suitability for wearable, low-cost, and non-invasive
brain activity monitoring, by means of a single differential channel [137].

Dry Electrodes Brain signals are acquired by two dry active electrodes (Olimex EEG-AE), coated
with a thin layer of silver chloride to guarantee the best contact impedance. The contact surface is
extended by pins of conductive material. In this way, the quality of the acquired signal is preserved
even with the electrode on a thick layer of hair. The reference passive dry electrode (Olimex EEG-PE)
was applied to the earlobe. The electrodes on the user’s forehead are fixed with a tight headband. The
electrode on the earlobe is fixed with a clip, to ensure electrical connection.

Transmission unit A Wi-Fi communication channel was implemented to enhance wearability, through-
out a Raspberry Pi 3 single-board computer, used as server, connected via UART to the EEG-SMT. The
Raspberry Pi 3 uses a BCM43438 wireless chip and operates at ISM frequency bands (2.4 GHz).

Signal processing and classification

In time domain, EEG tracks are divided into 2–s records of 512 samples. In this way, raw data are
composed of 512 features, i.e. each feature corresponds to just one sample. Then, a feature reduction
process is realized by PCA. The first four Principal Components are considered as input in the successive
classification step. As emerged in a previous exploratory experimental campaign, the first 4 components
guarantee at the same time high accuracy as well as low uncertainty and computational burden. The
mean of accuracy obtained by the first four Principal Components resulted significantly greater than that
of the first three Principal Components, with a confidence level of 93.0% (one-tailed t test). machine
learning classifier distinguishes records of a stressed or no stressed subject. The results of the preliminary
experiments (Fig. 3.6) show that the two groups are separated from the K-means quite clearly. These
results suggested that also a linear classifier can be used to discriminate data of the two groups adequately.
The length of records determines the latency of 2 s.
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Software

Raspberry The EEG signals, digitized by the EEG-SMT Olimex, are acquired by the Raspberry via
UART by means of a dedicate software in C and installed on the Raspberry Pi 3. The baud rate is set
to 57600 bit/s, with packet size 8, without parity bit. The Raspberry Pi 3 acts also as a Wi-Fi server,
receiving from the EEG-SMT the command of start of the acquisition, and sending to the computer
station the acquired data. This allows the users to freely move during real life. In view of a stand-alone
device release, the computational power guaranteed by the raspberry allows processing to be carried out
directly on board.

Processing Unit A specifically designed Matlab graphical user interface (GUI) allows easy interaction
with Olimex EEG-SMT, through graphical icons and visual indicators. Moreover, by observing the
display windows, EEG signal can be monitored both in time and frequency domain. Meanwhile, Matlab
scripts implement the machine learning classifiers.

3.2.5 Metrological characterization

Experimental Setup

Seventeen volunteers underwent an initial screening test administered by the psychologist. Seven
participants were excluded from the experiment owing to excess in smoke, high score in anxiety and
depression at questionnaires, and low performance at short memory tests. Therefore, ten healthy young
volunteers (average age 25 years) of whom five women and five men, participated in the study. The
informed consent, containing all the information about the experiment, was provided and signed by the
subjects. The protocol was explained by the psychologist. Participants were divided equally into control
and experimental groups, to complete a task, which induces mental load, together with (experimental
group) or without (control group) negative social feedback. In particular, the Stroop Color and Word Test
(SCWT) [176], a neuropsychological test extensively used for both experimental and clinical purposes,
aimed to challenge subject using a complex cognitive task. In this test, subjects are required to read
as fast as possible color-words printed in an inconsistent color ink, and to name the color of the ink
instead of reading the word. This is to be done in a limited time punctuated by the psychologist who
also gave information about errors during the performance. Environment was specifically designed in
order to stress participants, by means of an attractive prize and an extremely out of range performance.
Before and after the Stroop Test, subjects were required to complete two questionnaires: (i) STAI State
form [177], to evaluate current anxiety state, and (ii) Rosemberg inventory [178], to assess participants’
self-esteem. In them, they had to reflect their emotions in the specific moments during their exercise.
Moreover, at the end of experimental tests, participants filled a rating of the experience in the Likert
scale. The two groups, experimental and control, were subjected to the same protocols, but only the
experimental group was stressed emotionally. During the experiment, the device did not annoy or
distract the subject. After each trial, the psychologist asked for feedbacks in order to ensure the safety of
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participants. They did not experience any discomfort related to the electrode band; after a few minutes,
they no longer noticed the device. The most significant 40 s were extracted from each individual test of
180 s. The initial and concluding stages are potentially the most inhomogeneous among them, that is,
the most challenging in order to find a regularity, intra individual and even more intra group.
The first 10 s of the test, regarded as cognitive warm up, were excluded. Therefore, only the later 20
s were deemed.
The final 10 s were discarded, due to observations of the psychologist. The specialist noticed that some
subjects showed a renouncing attitude, once realized the impossibility to complete the task.
Hence, the previous 20 s were considered. Subsequently, for each subject, the two 20-s EEG tracks
were divided in 2-s records. Each record is characterized by 512 time domain features, i.e. the 512
samples contained in 2 s. The total number of records were 200, namely 20 records for 10 subjects of 2
s each. Five subjects were taken from control group and five from experimental (stressed) group. In this
way, the total EEG-samples from each group were 51,200. A matrix with 200 records on the rows was
obtained by placing the first 100 records referred to the initial and final 20 s stress of control group and
subsequently 100 records related to initial and final 20 s of experimental group.

Psychological validation

A unique stress index was estimated as sum of normalized indexes to assess the general stress induced
to participants. The indexes of performance, anxiety, self-esteem, perceived stress, and motivation,
were obtained from parametric STAI and Rosemberg tests, as well as from task performance. One-way
ANOVA was used to evaluate stress and motivation indexes on groups with a significance level α=0.05.
The experimental group was more stressed compared to the control group, as evidenced by the One-way
ANOVA (F=7.49; p=0.026). Instead, any significant difference between gender was noticed. A relevant
difference in motivation between groups (F=14.52; p=0.005) showed that control group was more
motivated than experimental group at the end of the experiment. Table 3.2 shows that, once arranged the
stress index in decreasing order, the experimental group is more stressed than control one.

Table 3.2 Stress index distribution (descending sort)

Subject Stress Index Group
1 1,68 Experimental
2 1,66 Experimental
3 1,52 Experimental
4 1,38 Control
5 1,21 Experimental
6 0,77 Experimental
7 0,69 Control
8 0,54 Control
9 0,14 Control
10 -0,06 Control
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Table 3.3 Classifier optimized iperparameters and range of variation [172].

Classifier Iperparameter Variation range
SVM Cost parameter (C) [0.1, 10.1] step = 1.0

Random Forest n_estimators {90, 180, 270, 360, 450}
k-NN n_neighbors [5, 15] step = 2
ANN number of internal node {25, 50, 100, 200}

Stress Classification

Four different machine learning classifiers were used for validating the proposed method, by dis-
tinguishing stressed subject signals from no-stressed subject signals: (i) SVM (linear Kernel), (ii)
k-nearest neighbors (n_neighbors = 9), (iii) Random Forest (criterion = ’gini’, max_depth = 118,
min_samples_split = 49) , and (iv) ANN (one hidden layer, activation function for hidden node =
hyperbolic tangent, loss function = cross entropy cost, post processing = soft max, training algorithm =
Resilient Propagation). In tab 3.3 the optimized iperparameters for each classifier are reported.
The behavior of each classifier was also evaluated when the input was pre-processed by PCA.

Importantly, a subject-wise leave-two-out cross-validation evaluation was uniformly conducted
in all the experiments in order to build a model capable of generalizing to new subjects. In case of
small dataset according to [179], the Leave-p-out cross-validation (LPOCV) guarantees better statistical
significance with respect to Leave-one-out cross-validation (LOOCV). Applying LOOCV to our dataset,
the cross-validation process is repeated for k = 10 times, i.e. k = n (the number of subjects in the original
sample). Instead, LPOCV requires training and validating the model Cn

p times, where Cn
p is the binomial

coefficient, n the number of subjects in the original sample, and p is the number of subjects reserved only
for the test. In our case (leave-two-out) the two subjects always belong to different groups (experimental
vs control). In this way, a higher statistical significance was obtained (k = 25), by keeping training and
test datasets balanced concerning the two classes. Therefore, for each iteration, one subject for group
was left out from training set and used in the test set.

PCA analysis

Each classifier was fed with both raw data (2-s EEG epoch) and PCA pre-processed data. In particular,
for each iteration of the LPOCV method [179] the first p principal components were computed on the
training set. Then both training and test set were projected on them. Finally, the reduced representations
of both data sets were input to the classifiers. The number of principal components p was varied:
p ∈ {0,1,2, . . . ,9}, where p = 0 corresponds to consider original data without PCA. The cumulative
explained variance by the first nine components is greater than 99%, when PCA is applied on the dataset
as a whole (Fig. 3.7). Therefore, this result highlights an intrinsic dimensionality of the data actually
equal to no more than 9 (with respect to 512) and, in this case, the use of PCA for features extraction is
validated. The results of the cross-validation strategy are shown in Table 3.4, as mean and uncertainty,
with and without PCA. The lowest average accuracy for data without PCA is obtained by SVM and is
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Table 3.4 Classifiers accuracy (mean and uncertainty percentage) in Original Data (O.D.) and Principal Compo-
nents Hyperplanes [172].

SVM Random Forest k-NN ANN
O.D. 97.5 ± 0.6 98.5 ± 0.3 98.5 ± 0.4 99.2± 3.1
PC1 90.5 ± 5.3 98.6 ± 0.3 98.9 ± 0.3 98.5± 3.8
PC2 78.5 ± 7.1 98.8 ± 0.2 98.0 ± 0.5 98.8± 3.9
PC3 93.2 ± 3.4 98.4 ± 0.5 98.5 ± 0.4 98.7± 4.3
PC4 98.3 ± 0.4 98.9 ± 0.3 98.5 ± 0.4 99.1± 2.4
PC5 97.8 ± 0.4 98.8 ± 0.5 98.5 ± 0.4 99.2± 2.8
PC6 97.4 ± 0.6 98,4 ± 0.5 98.5 ± 0.4 98.9± 3.3
PC7 97.8 ± 0.5 99.0 ± 0.4 98.5 ± 0.4 98.9± 3.6
PC8 97.4 ± 0.6 98.6 ± 0.5 98.5 ± 0.4 99.0± 3.5
PC9 97.9 ± 0.5 98.9 ± 0.5 98.5 ± 0.4 98.9± 4.1

Table 3.5 F-measure test results for SVM (mean and uncertainty percentage) [172].

Precision (%) Recall (%)
O.D. Hyperplane 96.5 ± 1.0 98.4 ± 0.7

PC1 89.2 ± 5.1 92.2 ± 5.3
PC2 81.1 ± 6.2 81.1 ± 6.7
PC3 96.4 ± 1.5 93.6 ± 3.1
PC4 98.2 ± 0.5 98.5 ± 0.7

P.C. Hyperplanes PC5 97.2 ± 0.5 98.5 ± 0.7
PC6 96.4 ± 1.1 98.5 ± 0.7
PC7 97.2 ± 0.8 98.5 ± 0.7
PC8 96.4 ± 1.1 98.5 ± 0.7
PC9 97.2 ± 0.8 98.7 ± 0.6

equal to 97.5%. An F-measure test was carried out to assess the classification performance of the worst
classifier (SVM). Results are reported in Table 3.5.

SVM classification output when p=2 is shown in Fig. 3.8 in PCs space. The PCs plot shows vectors
distribution with respect to Support Vector. In that, the diamonds are associated to the control group,
while the circles represent the experimental group.

Even with a temporal resolution of 2 s, satisfying results can be obtained in discriminating stress
conditions. Generally PCA allows to obtain comparable or better average accuracy when p > 3 and,
correspondingly, a lower uncertainty. This last result suggests a better noise robustness with PCA.

In bi-dimensional case, PCA highlights that the variance of the control group is lower. Among the
two groups, a significant difference in dispersion around the mean value as well as amplitudes comes
out.
Results confirm the data separability, even using only the first principal component, capable of explaining
almost the 90% of variance. The good correlation between psychometric data and the exposure to
different experimental set up (emotionally stressful and not) founds the experimental set up reliability in
conditioning participants with regard to the study variable. The high accuracy level suggests that the
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Table 3.6 Accuracy (mean and uncertainty) in Original Data (O.D.) and Principal Components Hyperplanes at
varying amplitude of random gaussian noise [172].

Noise σ percentage value
4 8 12 16 20

O. D. 97.9 ± 0.5 97.0 ± 0.7 96.1 ± 0.8 95.2 ± 0.9 92.2 ± 1.2
PC1 90.1 ± 5.3 89.7 ± 5.2 88.2 ± 5.2 86.4 ± 5.1 84.1 ± 4.8
PC2 79.0 ± 7.0 77.9 ± 7.1 77.5 ± 6.7 74.7 ± 6.6 74.5 ± 6.5
PC3 93.2 ± 3.4 92.4 ± 3.5 88.7 ± 3.4 85.7 ± 3.3 84.4 ± 3.4
PC4 98.2 ± 0.4 97.1 ± 0.7 95.9 ± 0.7 92.7 ± 0.9 90.8 ± 1.1
PC5 97.6 ± 0.4 97.2 ± 0.5 94.6 ± 0.7 91.6 ± 0.1 89.9 ± 0.1
PC6 97.7 ± 0.6 96.6 ± 0.7 95.1 ± 1.0 93.3 ± 1.0 90.4 ± 1.1
PC7 97.9 ± 0.5 96.8 ± 0.7 96.2 ± 0.8 93.7 ± 0.9 91.6 ± 0.1
PC8 97.5 ± 0.6 96.8 ± 0.6 96.3 ± 0.7 93.5 ± 0.1 90.5 ± 0.1
PC9 98.1 ± 0.5 97.2 ± 0.6 96.6 ± 0.6 93.7 ± 0.9 91.9 ± 0.1

Table 3.7 Accuracy (mean and uncertainty) in Original Data (O.D.) and Principal Components Hyperplanes at
varying amplitude of homogeneous noise

Noise Percentage value
4 8 12 16 20

O. D. 97.4 ± 0.6 97.4 ± 0.6 97.1 ± 0.7 92.6 ± 2.2 88.7 ± 3.3
PC1 90.7 ± 5.3 90.8 ± 5.2 90.5 ± 5.3 89.9 ± 5.4 88.0 ± 5.6
PC2 78.0 ± 7.2 77.4 ± 7.2 76.0 ± 7.4 73.4 ± 7.2 68.9 ± 7.0
PC3 93.0 ± 3.6 90.8 ± 3.8 85.1 ± 4.5 81.8 ± 4.5 72.0 ± 4.5
PC4 98.2 ± 0.4 97.4 ± 0.7 94.2 ± 1.8 89.7 ± 3.2 85.2 ± 3.2
PC5 97.5 ± 0.4 97.6 ± 0.4 93.5 ± 1.8 88.8 ± 3.1 85.3 ± 3.3
PC6 97.4± 0.6 97.8 ± 0.5 95.6 ± 0.1 91.1 ± 3.2 87.6 ± 3.4
PC7 97.8 ± 0.5 97.8 ± 0.5 95.4 ± 1.5 91.1 ± 3.1 87.6 ± 3.4
PC8 97.5 ± 0.6 97.4 ± 0.6 94.9 ± 1.5 89.9 ± 3.0 86.7 ± 3.4
PC9 97.8 ± 0.5 97.5 ± 0.5 94.9 ± 1.54 90.9 ± 2.9 88.1 ±3.3

signal acquired through a single channel preserves the information concerning the frontal asymmetry
elicited from an emotional stress condition.

Noise and Bias Robustness Noise robustness was tested on the worst classifier (SVM) in order to
assess the robustness of the proposed method. The subject-wise leave-two-out cross-validation strategy
was repeated but with a further noise parameter, both (i) to make more generic the proposed method,
and (ii) to verify the occurrence of possible bias during acquisition. The second evaluation is aimed to
test the noise robustness of classification accuracy after PCA. In particular, two different kinds of noise
were considered. In the first test, aimed at generalization, a random Gaussian noise with zero-mean and
σ ∈ {0.04,0.08,0.12,0.16,0.20}, multiplied by the absolute value of the data maximum, was added.
Results are reported in Table 3.6.

In the second test, aimed to verify bias, a constant value was added to each subject signal of the
test sets. In this way, the signal of each subject was treated with a different random bias. Bias levels
were chosen randomly within intervals of increasing amplitude (σ ∈ [0.04−0.20], step = 0.04). For this
reason, the global effect on the entire data set is noise. Results are reported in Table 3.7.
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In both the cases, the instrument shows good noise robustness. The classifier with PCA performs
better if the noise level is less than 12% of absolute value of the maximum of data. Performance degrades
in any case with higher noise levels. In this study, the differential channel and the PCA are exploited
to face the problem of artifacts. A differential channel intrinsically rejects the common mode noise.
PCA on the differential channel EEG acts like a pass band filter owing to its intrinsic reduction of the
signal dimensionality in the PC domain. The combined effect of this two filtering effects improves the
signal-to-noise ratio significantly. The experimental analysis of noise robustness validated, ex post, the
proposed method.

3.2.6 Discussion

A method to assess stress condition in real time trough a high-wearable EEG-based device has been
proposed. EEG signal amplitudes variations between prefrontal right and left zone were acquired
through a single differential channel. The induced stress status was verified by a psychologist through
(i) questionnaires administered before and after the stress test, and (ii) performance assessment. Time
domain features were used in the classification procedure. Four standard machine learning classifiers
(SVM, k-NN, Random Forest, and ANN) reached more than 90% accuracy in distinguishing each 2-s
epoch of EEG. Generally, PCA allows to obtain a better noise robustness. The results show the adequacy
of the proposed solution based on a single-acquisition channel and time domain-based feature selection.
In the worst case, the SVM Linear -Kernel classifier succeeded in discriminating stress conditions with
an accuracy of 97.5 ± 0.6% and a latency of 2 s. For latency above 4 s the accuracy reaches 100%.
Noise robustness was tested in order to exclude the impact of bias during signal acquisition and to
empower generality to the results. The proposed method gives a new way to detect prefrontal asymmetry
traditionally associated to emotional stress condition. Further future experimental activity with a larger
number of subjects are necessary to consolidate the statistical significance of these preliminary results. ).
Electrode scalp locations used in this study, FP1 and FP2, are considered as sensitive to ocular artifacts.
However, our experiments did not highlight this problem. In any case, further experimental campaigns
will be carried out on new areas of the scalp. In this way, the impact on the classifier of the information
produced by both the EEG signals and the eye movements will be deepen. Alternative classifiers and
strategies for the feature extraction such as sparse dictionary learning will be implemented.
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3.3 Microwave-based system for skin sensing

3.3.1 The application context

Wearable sensing technologies offer a convenient means of monitoring physiological parameters [180–
184]. While there are numerous wearable solutions for real-time monitoring of many important biomed-
ical parameters (e.g., oxygen saturation, blood pressure, heart rate), monitoring skin hydration still
remains a challenging task. In fact, the state-of-the-art solutions are inadequate to obtain continuous
real-monitoring, especially in a wearable-oriented perspective. Monitoring skin hydration is particularly
relevant in presence of superficial diseases that cannot be detected from an estimation of total body
water, as with the bioimpedance method [185–188]. In these cases, a wearable skin hydration sensor
can be particularly useful for the continuous monitoring of the effects of medical treatments. Another
application field regards workers in hostile environments [189]; in fact, the skin suffers from prolonged
exposure to cold, wind, UV rays, dryness or pollution. Also hormonal changes may cause skin dehydra-
tion [190]. Skin hydration is also an indicator for alcohol abuse [191], and cosmetology [192]. Another
important application field is sports: athletes who need to monitor their surface hydration status need a
device that is miniaturized and made of comfortable materials for use over long periods of time.
Several types of skin monitoring sensors are reported in the literature; a taxonomy of the state-of-the-art
skin hydration measuring techniques is shown in Figure 3.9. However, most of these skin-hydration
sensing systems require benchtop instrumentation; hence, they are not viable in view of wearable
applications. In addition, sensors for such applications should be made of flexible and comfortable
materials, to adapt well to the body.
In this work of thesis, we have investigated the possibility of adopting microwave reflectometry (MR)
technique (in combination with a wearable SE) to monitor in real time skin hydration. MR allows to
relate the dielectric permittivity variations of the skin to the state of hydration. From the estimation
of the values of dielectric permittivity, it would be possible to retrieve important information on the
skin health. In particular, in [193], a preliminary validation was carried out using a planar SE. The
system proposed in [193] successfully related skin humidity to MR measurements. However, the SE was
manufactured on a FR4 substrate; hence, its rigidity hardly adapts to the skin curvature. Additionally,
the measuring instrument adopted in [193], although accurate and portable, has dimensions that remains
unsuitable in view of fully-wearable applications. Starting from these results, a new SE was designed
and manufactured (with different configuration and materials with respect to [193]): the goal was to
make the device flexible and more compact, thus improving adherence to the skin and comfort for the
user. In addition, the performance of the device was improved and through full-wave simulations, its
sensitivity to skin hydration was verified in terms of variation of the reflection scattering parameter,
S11( f ). With this new SE, measurements for different skin hydration states were carried out employing,
as a further innovative element, a low-cost portable VNA that can be powered through a battery. This
configuration is particularly useful in view of practical applications, because it overcomes the wearability
limitations typically associated with skin sensing systems.
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3.3.2 Theoretical background

A MR-based monitoring system consists of three major components [195]:

• a probe or SE;

• a reflectometric measuring instrument (which may be operating either in time domain or in
frequency domain);

• an elaboration unit for acquiring and real-time processing of the measurement data.

Figure 3.10 shows a schematization of a typical experimental setup, in which the SE is a trifilar, planar
device. The working principle for monitoring skin hydration relies on measuring the reflection scattering
parameter, S11( f ), of the SE when this is placed in contact with the skin, and in relating it to the skin
hydration condition. In fact, when the skin is more hydrated, its effective relative dielectric permittivity,
εr, increases (since water has a relative dielectric permittivity considerably higher than dry tissues). This,
in turn, leads to a shift in frequency and amplitude of the |S11( f )| curve. Hence, by monitoring the shift
of resonance frequency and the amplitude of the |S11( f )| curve, it is possible to appreciate the different
hydration states. The S11( f ) can be measured starting from time-domain measurements or directly in
the frequency domain.

In time-domain reflectometry (TDR) measurements, the electromagnetic (EM) test-signal (often, a
step-like voltage signal) is propagated along the SE and interacts with the system under test [196–199].
The direct output of TDR measurements is a reflectogram, which shows the time-domain reflection
coefficient as a function of time:

ρ(t) =
vre f l(t)
vinc(t)

(3.1)

where −1 ≤ ρ(t) ≤ 1. The corresponding S11( f ) can be calculated as the ratio between the discrete
Fourier transform (DFT) of the reflected signal and that of the input signal:

S11( f ) =
DFT [ρ(t)]
DFT [ρi(t)]

, (3.2)

where ρi(t) is the time-domain reflection coefficient measured when the SE is not connected to the TDR
measuring instrument.

As well known, the S11( f ) can be measured directly in the frequency domain through VNAs. These
are generally bulky and costly instruments, often employed for laboratory measurements. The costs
of these pieces of equipment are often prohibitive for practical applications; however, recently, some
compact, portable VNA are available: for basic measurements, in relatively low frequency ranges, the
cost/performance ratio may be particularly advantageous.

3.3.3 The proposed sensing system

The SE was redesigned with different configurations and using different materials. The first goal
was to improve wearability, sensitivity, and patient’s comfort in using the device. In particular, the
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device was miniaturized and fabricated on a flexible rubber substrate with a layer of Kapton, to ensure
simultaneously better wearability and adherence to the skin. In this way, in fact, the new flexible SE
can adhere better to different body parts, even in correspondence of joints. This was not feasible with
the SE proposed in [200], which employed a rigid FR4 substrate. FR4 was chosen because of its low
cost, optimal strength and water resistance (features that have favoured the widespread adoption of this
material for electrical applications).
Additionally, as a further innovative element, a low-cost portable VNA was used as a reflectometric
unit to carry out measurements on volunteer subjects. In particular, a low-cost portable VNA, namely
the NanoVNA (HCXQS-OwOComm) was used for the |S11( f )| measurements. Being a low-cost
measurement instrument, the NanoVNA has the potential to replace bulky and expensive tools and to
pave the way for wearable VNA measurements [201]. The NanoVNA works in the 50 kHz - 3 GHz
frequency range, and costs approximately 100 Euros. This device has approximate dimensions of 8 cm
× 2 cm × 5 cm, and it can be powered through a USB port. The used VNA can be powered through a
battery and is particularly convenient for allowing fully-wearable applications.

In the following sections, the design, manufacturing and experimental validation of the proposed
flexible SE are described in detail.

3.3.4 Design and manufacturing of the flexible sensing element

The flexible SE was designed through EM simulations performed through the CST Microwave Studio
software. Also in this case, a planar trifilar configuration was considered. Simulations were carried out
considering different types of flexible substrates (mainly made up of ultra-thin glass, metal foil, and
plastic films) and with different parameter settings (dimensions such as width of the electrodes, spacing,
etc.) until the optimal configuration in terms of sensitivity was obtained.
Figure 3.11 shows a sketch of the SE. The overall dimensions are 50 mm × 90 mm. The fingers are
made of adhesive aluminum, with a width of 2 mm and a spacing of 1 mm, and they are applied on a
2 mm-thick rubber substrate with a layer of adhesive kapton.
It should be mentioned that the area near the connector is particularly delicate, with the consequent
presence of possible spurious phenomena. To solve this problem, an aluminum shielding was used to
cover this portion of SE; insulating tape was used to insulate the shielding from the strips. Figure 3.12
shows a picture of the SE as manufactured.

Numerical analysis and calibration curves After the identification of the optimal configuration of
the SE, simulations of the SE in contact with human skin with different degrees of humidity (using
data available from the literature) were also performed. The simulation results were used to obtain
specific calibration curves that relate the scattering parameter S11( f ) to the skin moisture level. This step
allowed (along with the successive experimental measurements carried out with a portable NanoVNA),
to validate the method and the metrological performance of the system.
To carry out the analysis of the sensitivity performance, a set of full-wave simulations was carried out
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Table 3.8 Simulation results for different hydration levels. Reference values of the dielectric permittivity (εr) are
also reported [194].

Simulated condition εr Frequency [MHz] |S11|
Dry skin 43.07 360 0.165
n1 44.55 354 0.176
n2 46.04 348 0.187
n3 47.52 346 0.197
n4 49.00 341 0.207
n5 50.48 335 0.216
n6 51.97 330 0.225
n7 53.45 324 0.235
n8 54.98 319 0.243
n9 56.32 318 0.252
n10 57.80 313 0.260
Wet skin 59.28 307 0.268

through CST Microwave Studio. Simulations were carried out considering the SE in contact with a
human phantom with different skin hydration levels; this allowed to identify a calibration curve that
relates the simulations results (and, subsequently, measurement results) to dielectric permittivity of the
skin.
In the CST software, a group of seven human model voxel data sets created from seven persons of
different gender, age and stature is available. However, human tissues exhibit a significantly dispersive
dielectric behavior in frequency. Therefore, to accurately model different hydration status of the human
phantom in CST, it is essential to know the trend of permittivity and conductivity of dry and wet skin as
a function of frequency. To this purpose, the average in-vivo electrical properties of skin determined
by Gabriel and Gabriel [202] in the range 10 Hz – 20 GHz were considered. To model different levels
of skin hydration, the skin properties of the phantoms were varied according to the EM parameters
available from [202]. In particular, in order to take into account the dispersive behavior of human tissues,
the database from [202] was used to set in CST the values of the EM parameters of the skin at different
frequency values.
In this way, different skin hydration conditions were simulated by setting appropriate values of the
EM parameters of the skin in a specific frequency range. Consequently, for each simulation, the EM
parameters of the skin were modified, while the dielectric properties of the remaining tissues (blood,
bone average, cartilage, fat, muscle) were left unchanged.

Twelve conditions were simulated with the SE placed on the phantom’s forearm. In particular, the
parameters of “dry” and “wet” skin from [202] were considered as the minimum and maximum values
of healthy skin hydration, and ten other intermediate conditions were considered (from n1 to n10).
In this way, considering as input values the reference data available in [202] which are related to the
healthy skin hydration values, the corresponding values related to the intermediate dielectric levels can
be retrieved and analyzed to assess the system performance in terms of detectivity limitation.

Figure 3.13 shows the magnitude of the reflection scattering parameter |S11( f )| in the 200–550 MHz
frequency range, which is the range where the changes in the |S11( f )| behavior are more evident. It
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can be seen that an increase in water in the skin leads to a shift of |S11( f )| minimum towards lower
frequencies. This phenomenon is due to changes in the dielectric permittivity of the skin at different
hydration states. In particular, starting from dry condition until the wet condition, the minimum of
|S11( f )| move to lower frequencies and the magnitude of |S11( f )| increases.

Table 3.8 summarizes the values of the frequency where the |S11( f )| minimum occurs and the
corresponding values of |S11( f )| at the resonant peak. In Table 3.8, the reference values of εr for each
simulation in the frequency range of interest are also reported. In terms of resolution, from Table 3.8
and Fig. 3.13, it is possible to notice that the device is able to discriminate variations of the dielectric
constant as low as about 1.5.
It can be noticed that the SE is sensitive to changes in hydration not only through the increase in |S11( f )|
but also in the shift in the resonant frequency. Consequently, it is possible to identify a relation that
relates these parameters to the hydration level. This result suggests that it could be of interest to relate the
values of εr to the magnitude of the |S11( f )| at the frequency of resonance and to the resonant frequency
value, fr, as shown in Figure 3.14(b): the (εr, |S11( f )|) points were fitted through a linear regression. It
can be seen that there is a distinct proportionality between the εr values and the |S11( f )| and the resonant
frequency value corresponding to the minimum. These results, which translate into specific calibration
curves, constitute the practical way for successfully identifying the skin hydration status. A check on
both quantities (i.e., fr and |S11( f )|@res) allows to improve the accuracy in the estimation of εr and
therefore of the degree of hydration.

3.3.5 Experimental validation and discussion of results

Preliminary experimental validation

For verifying the performance of the NanoVNA, first, comparative measurements were carried out
through the NanoVNA and through a benchtop VNA, namely the VNA R&S ZLV6, a very accurate
and more expensive instrument. Measurements were carried out on dry skin of different subjects. In
particular, the measurements were carried out in two areas of the body: forearm and leg, both in dry
condition. The SE was placed in an elastic band to keep it adherent to the body.
Figure 3.15 shows a picture of the experimental session with the NanoVNA. For the sake of example,
Figure 3.16 shows the |S11( f )| results, for subject #2, obtained through the two VNAs. It can be noticed
that there is a good agreement between the results obtained from the two VNAs. The root mean square
error (RMSE) was considered as a figure of merit to assess the agreement between the two VNAs; the
resulting RMSE was 0.013.

To verify repeatibility, measurements were repeated in all the considered conditions, for both the
subjects. For the sake of example, Figure 3.17 shows the measurement results for the repetitions carried
out on the dry forearm of Subject #2. Also in this case, the RMSE between the curves of the repetitions
was considered as a figure of merit to assess repeatibility. The obtained values are RMSE(r1−r2) = 0.008;
RMSE(r1−r3) = 0.016; RMSE(r2−r3) = 0.010.
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Considering the good agreement between the measurements on dry skin performed with NanoVNA
and with VNA, measurements were made with different degrees skin humidity states using the NanoVNA
only (which is of lower cost, compactness and portability for wearable configuration).

Experimental validation for different hydration conditions

Based on the results obtained with the preliminary characterization, the analysis was carried out through
the NanoVNA, in the frequency range within 600 MHz. Three different skin hydration conditions were
considered:

• dry skin;

• skin with hydrating lotion;

• wet skin.

Figure 3.18(a) and Figure 3.18(b) show the results obtained for subjects #1 and #2, respectively. It can
be noticed that, for both subjects, there is a consistent trend of the variation of the resonance frequency
of the device. In particular, as the hydration increases, there is a shift of the resonant frequency towards
lowers values. These results, although preliminary, demonstrate the feasibility of employing a portable
VNA and a wearable, flexible SE to sense variation of skin hydration.

For validation purposes, it is useful to compare the measured and the simulated results obtained for
|S11( f )|: Figure 3.19 shows the comparison. By considering the two extreme conditions of dry and wet
skin, a good agreement between measurements and simulations can be observed.
Table 3.9 shows a comparison of the values of |S11( f )| at the resonance peak, fr, for the measurements
and for the simulations. It is important to emphasize that this good agreement between measurements
and simulations is crucial to validate the method and the metrological performance of the system. In fact,
the difficulty in obtaining a precise tuning of the actual skin dielectric parameters (useful to perform
measurements at every small dielectric variations), is overcome by the simulations, which well match
the measurements in extreme dry and wet conditions. In fact, through the simulations with the Gabriel’s
dielectric parameters [202] and the resulting calibration curves, it is possible to retrieve an accurate
quantification of the level of humidification of a skin portion on which the measurement was carried out,
thus enabling the early warning of aggravating pathological conditions.
Finally, in terms of accuracy, there is a deviation between the |S11( f )| and the resonant frequency
value between the simulated curve and the measured curve of less than 2%, which is the same order of
magnitude as the instrumental uncertainty of the portable NanoVNA.

Discussion

This activity addressed the design, fabrication and test of a microwave reflectometry-based portable
sensing system for real-time monitoring of skin hydration level. In particular, the new SE device was
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Table 3.9 Comparison of the |S11| and frequency values at the resonance peak, fr, for the measurements (M.) and
simulations (S.) [194].

Condition εr fr [MHz] fr [MHz] |S11| |S11|
(M.) (S.) (M.) (S.)

Dry skin 43.07 369 366 0.154 0.165
Wet skin 59.28 302 307 0.270 0.268

miniaturized and fabricated on a flexible rubber substrate with a layer of Kapton, to ensure simultane-
ously a better wearability and surface adherence to the skin. First, the system was preliminarily validated
through a numerical analysis, which allowed to identify specific calibration curves. In this regard, it
is important to emphasise that the accuracy of the device was improved: employing the proposed SE,
it is possible to take advantage also from the frequency shift of the resonance peak of S11 in addition
to the information obtained from its magnitude. Monitoring the variation of both fr and |S11| allows
to improve the accuracy in the estimation of ε and, therefore, of the degree of hydration. Successively,
experimental tests were carried out through a low-cost portable VNA. The obtained results, although
preliminary, demonstrate the feasibility of employing a portable VNA and a wearable, flexible SE to
sense variation of skin hydration.
Further work will be dedicated to improve and systematically characterize the proposed system (for ex-
ample by employing solutions for data acquisition managed via Bluetooth interface and local processing),
and to miniaturize the NanoVNA, removing the LCD screen in order to make it fully wearable.
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3.4 Fully-textile humidity sensors for wearable applications

3.4.1 The context

Thanks to the continuous technological progress in the integration of electronics into textiles, innovative
solutions are constantly emerging for monitoring the human environment and human-machine interac-
tions [203–206].
The recent literature confirms the trend of Industry 4.0 in this direction. For example, in [204], a
sensor shirt (employing inertial sensors and wireless connectivity) for recording the movement and
position of the upper body for occupational health and ergonomics was presented. Also, in [207],
a smart-maintenance jacket for industrial applications was proposed: the jacket was equipped with
sensors, actuators and microcontroller and was implemented using electronic textiles. Additionally, in
[208], a smart-fabric based wireless Body Area Sensor Network for assessing psychological and physi-
ological work risk levels was addressed: the system combined smart-sensing fabrics, high electronic
miniaturization and machine learning to assess the risk level of the worker.

However, in spite of the widespread adoption of smart garments and their constant increase in
popularity, one of the aspects that limit the development of smart clothing for fully-wearable applications
is the presence of electronic parts and the necessity of soldering, which make operations such as washing
and ironing difficult if not impossible [209]. The exploitation of fully-textile chipless sensors allows to
overcome all these issues [210, 211].

Starting from these considerations, this work addresses the development, fabrication and preliminary
experimental characterization of a fully-textile, wearable chipless device for humidity sensing purposes.
The proposed device is a 50 Ω microstrip line loaded by two chipless resonators.
For guaranteeing full integration with clothes, the proposed device was designed using jeans as a
substrate, which also enables the humidity sensing capability of the device. In fact, in the literature, it
is largely reported that there is a direct relation between the dielectric permittivity of textile materials
and the environmental conditions [212, 213]. Because of their porosity, textiles absorb water from the
environment; as a result, both the relative dielectric permittivity εr and the loss tangent tan δ of the
textile substrate increase as the relative humidity (RH) increases [212]. Hence, the basic idea is to
exploit the variation of εr of the textile substrate caused by variation of RH. The humidity information
can be then related to the magnitude of the transmission scattering parameter, |S21|, of the microstrip
line. In particular, the variation of humidity leads to a change of the resonance frequency values of the
chipless resonators.
It is worth mentioning that the proposed multi-resonator device can be used for different sensing purposes.
However, humidity sensing was considered as a case study because humidity and sweat are related to
physiological parameters, and the literature shows a growing interest on such applications [214–220].

In Section 3.4.2, the design and fabrication of the proposed two-resonator device is described in
detail. Section 3.4.3 describes the experimental setup employed for the characterization of the device for
humidity monitoring applications. In Section 3.4.4, the results of the experimental characterization of
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Table 3.10 Dimensions of the two-Resonator chipless device [221].

Parameter [mm]
Wf eed 3.7
W1st,res 19.1
L1st,res 18.3
S1st,res 1.2
W2nd,res 16.7
L2nd,res 16.1
S2nd,res 1.1

the sensing device (carried out in a climate chamber) for different values of RH is reported and discussed.
Finally, in Section 3.4.5 conclusions are drawn.

3.4.2 Design and fabrication of the sensing device prototype

The geometry of a 50 Ω microstrip line loaded by two resonators is shown in Figure 3.20. A 5 mm-thick
jeans layer was used as a substrate. The conductive parts were made using a 0.11 mm-thick self-adhesive
non-woven conductive fabric (electrical conductivity equal to 2.27 ×105 S/m). The dimensions of the
device (and, hence, of the resonating structures) were chosen so that the device would work in the ISM
frequency band.

The device was designed through full-wave electromagnetic simulations, using CST Microwave
Studio software. The dimensions of the device, after optimization, are summarized in Table 3.10. The
overall area of the prototype is 60 mm × 40 mm. Additional information on the geometry of the
resonators can be found in [222], where the device was characterized as a chipless RFID tag.

After the design optimization, the device was fabricated by shaping the conductive parts using a
cutting plotter: this procedure expedites fabrication and is potentially suitable to be used for large-scale
production [223–225, 181]. Fig. 3.21(a) and Fig. 3.21(b) show the front view and the back view of the
two-resonator device, respectively.

3.4.3 Experimental setup

For carrying out the characterization in a controlled-humidity and temperature environment, the jeans
prototype was tested in a climate chamber, Challenge CH250. This climate chamber allows to control
the temperature and the relative humidity of the chamber. The temperature was set at 20 ◦C. The RH
value was varied from 30% to 90%, in steps of 10%. From specifications, the maximum uncertainty in
RH is 3%. Two cycles were carried out: one increasing the RH value and the other decreasing the RH
value, so as to appreciate possible hysteresis effect.
Measurements of the transmission scattering parameter, |S21|, were carried out through a vector network
analyzer (VNA), VNA R&S ZVA50. A short-open-load-thru (SOLT) calibration was performed before
carrying out the experiments.
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During the tests, the device was inside the climate chamber. The VNA was outside the chamber.
An access port plug on one side of the climate chamber allowed the pass through of cables and the
connection to the device.

3.4.4 Experimental results and discussion

First, the prototype was characterized out of the climate chamber, through VNA measurements. Fig. 3.22
shows the comparison between numerical and experimental results (during measurements, the ambient
relative humidity was approximately 55%). The quantities fr1 and fr2 indicate the resonant frequencies
of the two resonators. A good agreement can be observed between simulation and measurement.

Successively, the jeans prototype was characterized in the climate chamber, varying the relative
humidity of the chamber between 30% and 90%.
As known from theory, each resonator exhibits an amplitude minimum of the |S21| parameter of the
microstrip line. The frequency values of the minima depend on the εr value of the substrate, which
depends on the humidity content. Therefore, it is possible to associate the variations of the frequencies
of the minima of the |S21| to the RH value.
Fig. 3.23 shows the results of the climate chamber tests. In particular, Fig. 3.23(a) shows the variation of
the |S21| curve as the RH value is increased. It can be noticed that, as RH increases, there is a steady
shift of the two resonances towards lower frequency values. In particular, the value of the first resonance
peak, fr1, shifts from 1.820 GHz (for RH = 30%) to 1.749 GHz (for RH= 90%). On the other hand, the
resonance peak fr2 shifts from 2.046 GHz (for RH = 30%) to 1.991 GHz (for RH = 90%).
To verify possible hysteresis effects, the tests were repeated by decreasing the RH level inside the
chamber. Fig. 3.23(b) shows the |S21| results when decreasing the RH. The obtained results are
consistent with the results obtained in the first measurement cycle. In fact, the peaks of the resonances
shifted towards higher frequency values as the RH decreased. In particular, the first resonance peak fr1

shifts from 1.750 GHz (for RH=90%) to 1.822 GHz (for RH=30%). Also fr2 shifts from 2.021 GHz (for
RH = 90%) to 2.048 GHz (for RH = 30%).

Results showed that there is distinct relationship between the variation of the resonant frequency and
the value of RH. However, some hysteresis effect could be observed. In this regard, Fig. 3.24(a) shows
the variation of the low-frequency resonance peak ( fr1) as a function of the RH, for the two measurement
cycles. Similarly, Fig. 3.24(b) shows the variation of the resonant frequency for the higher-frequency
peak, fr2. While the behavior is coherent with the lower-frequency peak, it can be noticed that for the
fr2, the two cycles exhibit considerable differences in terms of frequency value. This can be attributed
to the fact that the peaks of the second resonance are less pronounced, as can be seen from Fig. 3.23,
which shows that the |S21| curve in correspondence of fr2 are flatter.

3.4.5 Conclusion

A fully-textile two-resonator device, to be used as a wearable sensor for humidity measurements was
presented and experimentally characterized. The operating mechanism relies on sensing the variation of
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the resonant frequency values of the two resonators (both operating in the ISM frequency band) when
the dielectric jeans substrate moistens with the humidity.
To achieve full integration with clothes, the prototype was implemented using jeans as a substrate, and
self-adhesive non-woven fabric for the conducting parts of the device. The experimental characterization
was carried out in a climate chamber, for pre-established RH levels, from 30% to 90% (in steps of 10%):
first increasing and then decreasing the RH value, in the considered range. Results demonstrated a
distinct relationship between the variation of the resonant frequency of the resonators and the value of
RH. In particular, the analysis of results suggests that employing a resonator with a more pronounced
mimimum of the |S21| should be preferred in order to emphasize the direct relation between the resonance
frequency variation and the RH value.
The proposed textile device represents an interesting solution for smart garments, especially useful in
4.0 application contexts. To this end, further work will be dedicated to fine-tune the multi-resonator
structure design and to the systematic experimental characterization of the fr1-RH calibration curve.
Also, in view of practical use of these type of devices, it is envisaged to include fully-textile receiving
and transmitting antennas. Employing two planar monopoles as radiating elements [226] should allow
an easier integration of the device as a whole (i.e., resonators and antennas).
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Fig. 3.3 Typical waveform of an EEG signal (Oz-Cz) acquired during visual light stimulation with a frequency of
15 Hz: (a) in time domain and (b) in frequency domain [171].
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Fig. 3.4 Repetitive visual stimuli: (a) Single graphic stimuli. (b) Pattern reversal stimuli [171].

Fig. 3.5 Architecture of the real-time stress monitoring instrument in Cobot interaction [172].
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Fig. 3.6 K-means classification (white: class 1; black: class 2) among the 2 different time phases according to
subjects belonging group [172].

Fig. 3.7 Cumulative Explained Variance in the PCA [172].

Fig. 3.8 SVM data distribution in PCs space, p=2, 92,6% of explained variance [172].
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Fig. 3.9 Taxonomy of state-of-the-art skin hydration measuring techniques [194].

Fig. 3.10 Schematization of a microwave reflectometry-based measuring system [194].



3.4 Fully-textile humidity sensors for wearable applications 82

Fig. 3.11 Sketch of the flexible SE: top view and cross sections (A−A) and (B−B) [194].

Fig. 3.12 Picture of the flexible SE [194].
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Fig. 3.13 Simulation results for the |S11( f )| of the SE for 12 skin hydration states (different permittivity). The
trend is highlighted [194].
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Fig. 3.14 Linear fit of εr values as a function of the resonant frequency (a). Magnitude of S11 (b) [194].

Fig. 3.15 Picture of the experimental session when using the SE and the NanoVNA [194].
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Fig. 3.16 Comparison of measurements carried out through the two VNAs on subject #2 [194].
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Fig. 3.17 Subject #2 forearm: results of the repeated measured in the dry-forearm condition [194].
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Fig. 3.18 Different hydration conditions for forearm: Subject #1 (a); Subject #2 (b) [194].
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Fig. 3.19 Comparison between S11 of measurements (lines) and that of CST simulations (lines+stars), for the SE
[194].

(a) (b)

Fig. 3.20 Design of the two-resonator humidity sensor: (a) perspective view; (b) details of the single resonator
[221].

(a) (b)

Fig. 3.21 Pictures of the prototype of the chipless humidity sensor: (a) front, (b) back [221].
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Fig. 3.22 Comparison between the measured |S21| and the simulated |S21| [221].
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Fig. 3.23 Amplitude of the |S21| parameter measured for different RH values: increase cycle (a), decrease cycle
(b) [221].
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Fig. 3.24 Relationship between the frequency of the first resonance peak of the device and the RH value, obtained
for increasing and decreasing RH levels (a); Relationship between the frequency of the second resonance peak of
the device and the RH value, obtained for increasing and decreasing RH levels (b) [221].



Chapter 4

Development and implementation of 4.0
transition-driven measurement systems:
industry-oriented applications

4.1 Introduction

In the previous chapter, the research focus was dedicated on the design, development and implementation
of innovative MMSs designed with user-centered approach. The goal was to demonstrate how taking
into account the person in the development of MMS can improve the effectiveness of the monitoring.
In this chapter, the focus is on 4.0 transition driven MMSs, for the industrial application field.
The first case study describes an Augmented Reality (AR) system developed to support industrial
assembly operations. The goal is to show how an application developed with 4.0 technologies can
perform additional monitoring functions.
The second case study describes the use of the innovative soft robot continuum technology that offers
the possibility of jointly implementing 4.0 and monitoring applications for the inspection of hostile
environments. In this thesis, these two technologies have been employed with a metrology-oriented
approach, crucial for measurement-driven 4.0 applications.

4.2 Augmented Reality for assembly in Industry 4.0

4.2.1 The context

AR has become an integral part of the Industry 4.0, as it is considered as one of the enabling technologies
with the largest potential to improve the way in which modern factories operate [227, 228]. AR can
support workers in carrying out tasks such as assembly [229, 230], maintenance and repair [231, 232],
design and manufacturing applications [233], warehouse management operations [234, 235], etc. The
implementation of AR technologies in the Industry 4.0 can also facilitate the collaboration between
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humans and robots [236, 237]. Indeed, AR is useful not only to increase the operators’ throughput,
but also as a support for cognitively impaired workers [238]. A recent trend is also to pair up AR
with another cutting-edge technology, namely brain computer interface (BCI). For example, in [239],
a wearable monitoring system using BCI in place of traditional input interface of AR platforms was
proposed.
However, as with all emerging technologies, there are still some aspects that hinder the widespread
adoption of AR in industrial contexts, especially with regard to the acceptance factors and usability
[240]. The tasks supported by AR are expected to be more efficient in terms of time to complete the task
and in terms of error rate; nevertheless, the increase in AR performance often depends on the nature and
complexity of the task. Some studies have shown that the performance enhancement brought by the
AR system also depends on the workers’ experience [241]. For example, in [242], it was observed that
AR-aided training reduced the error rate, but took longer than the paper instructions, and this could be
caused by the unfamiliarity of the participants with the AR. Also, excessive reliance on displays and
signals generated in AR can negatively affect the operator’s performance as they can distract him from
the task at hand. On such bases, it is evident that a major limitation for the AR employment in Industry
4.0 is the general lack of a rigorous characterization of the impact of AR technology on the worker’s
performance. In the literature, some studies have focused on using objective indicators to assess AR’s
effectiveness in manufacturing activities (such as time and error rate), while basic usability factors (such
as operator’s acceptance, possible stress, perceived usefulness or engagement) and technical problems
(for example display and tracking technology, calibration techniques and interfaces with machines) have
not yet been sufficiently considered [243].

To fill this gap, this work addresses this aspect by considering quantitative parameters to describe
the worker’s performance enhancement, but also including a characterization of the task and of the
operating workflow that could enhance usability. In particular, to verify the effectiveness of AR
assistance, comparative experimental tests were carried out on two groups of volunteers who were given
a specific assembly task. One group was asked to follow paper instructions, while the other group was
administered assembly instructions through an AR application. Two figures of merits were used to
measure the working performance of the volunteers: the processing time required to complete the task
and the number of mistakes made.
As aforementioned, the operating workflow of the assembly was established with the intention to reduce
the operator’s cognitive effort and improve usability, by rendering AR systems as natural as possible.
Finally, for the experimental tests, particular care was taken in order to recreate operating conditions
similar to those of a real industrial context.

The present section is organized as follows. First, the case study is described in detail. Then, the
description of the experimental settings and of the developed AR application are addressed. Successively,
the results of the experimental tests are presented.
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4.2.2 Case study: Lego prototype assembly operation

A specific case study was developed to measure the workers’ performance in carrying out an AR-assisted
assembly process. The case study consists of an assembly task using Lego Mindstorm. The Legos are
used to recreate an assembly station in Industry 4.0 framework, similarly to [244]. In particular, the
proposed task requires that the operator assemble a prototype (made with Legos), for which the assembly
instructions are available either in paper or virtual-aided forms. The bricks used for the prototype are
made of different materials (e.g. plastic or rubber objects), different colours and of pieces that show
some similarities (e.g. similar shape but different colour, similar colour but different size).
For the experiments, eight volunteers were recruited: four males and four females; average age 24.8.
The participants were engineering students; hence, they all had some technical university education.
However, none of them was familiar with AR. The volunteers were divided randomly in two groups of
four persons. One group (Group A) had to assemble the prototype using paper instructions. The other
group (Group B) had to assemble the proposed prototype following instructions provided through AR.
To evaluate the working performance of the volunteers, each of them was asked to assemble the prototype
in the shortest possible time, for five consecutive times. The objective was to highlight the learning
process that manifests itself with the two approaches under analysis.
It should be mentioned that, as in most areas, the characteristics of the operators (for example, possessing
a technical background and education degree) may influence their performance. Also, for the specific
assembly task, other practical aspects (such as familiarity with Legos and length of the Operator’s
nails) may affect the operator’s performance, either with AR instructions or paper instructions . In the
experimental tests reported herein, however, these differences in the considered groups of volunteers
were levelled.

4.2.3 Methods

Experimental Settings

In setting up the scenario and the AR application, particular attention was dedicated to make the operating
conditions as close as possible to a real assembly environment. First of all, the volunteers (operators)
worked on a standard assembly table. The operator has to assemble the prototype using parts that were
provided in an assembly tray (AT) positioned on the right side of the table. The AT was organized in
cavities, and each cavity contained a specific assembly part.

As in an actual assembly station, the operator had also to pick some components (such as screws,
bolts, etc.) which were placed in bins on the shelves of the assembly table.
Figure 4.1 shows a picture of how the assembly station was organized

To automate the use of the AR system and to improve its usability, two separate but intercommuni-
cating AR applications were implemented, each running on an Android-based device.
The reason behind this strategy is that, in an actual assembly line, operators usually keep the product
that is being assembled before themselves, while the AT is on their side (as shown in Fig. 4.1). Hence,
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Fig. 4.1 Picture of how the assembly table was organized [124].

if only one AR device was to be used (i.e, an head-mounted display, HMD), then the operators would
have to move their head and look sideways. In this way, the HMD camera could point at the AT and the
application could identify the parts that are being taken.
To avoid this stressing condition, the AR assistance was implemented through two separate, but mutually
interacting, applications. One application runs on an HMD and shows the AR assembly instructions to
the operator. The second application runs on an Android smartphone, whose camera points at the AT.
The smartphone AR application monitors the parts that are being picked from the AT, so that the proper
instructions are administered through the HMD.

In these experiments, the EPSON Moverio BT-350 smart glasses were used as HMD. The BT-350
is an affordable and robust device, and therefore suitable also for large-scale, AR applications. It has
optical see-though glasses, equipped with a camera that records the scene in front of the operator, and
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allows the interaction of the application with the AR content.
As shown in Fig. 4.1, the smartphone (Samsung A3) is mounted and fixed so that its camera always
points at the AT. The applications on the two devices communicate and interact with each other via
bluetooth.

The AR applications were developed under Unity3d environment [245]. Unity3d is a multi-platform
graphic engine used for developing video games and other interactive contents, such as architectural
visualizations or 3D animations in real time. Unity3d was chosen because of its versatility in the
development of Android applications and, most importantly, for the perfect integration with the Vuforia
AR tool.

Description of the applications and of the operating workflow

In industrial applications, the challenge is to limit the workload on employees by designing efficient as-
sembly processes with high process capacity [246]. Therefore, another requirement that was established
for the experiment was to avoid interaction between the operator and the applications so that the operator
can use the AR applications hands-free. Clearly, this is a crucial aspect, not only in the manufacturing
industry, but also in several other application contexts. For this reason, the applications were designed so
that they would proceed automatically, as the assembly procedure unfolds. In particular, frame markers
were used to automatically identify the AT, as shown in Fig. 4.2(a). Also, to let the applications follow
the operator actions, virtual buttons were used as shown in Fig. 4.2(b).

On the bases of the aforementioned requirements, the AR-assisted workflow was as follows:

1. The operator picks the first assembly part from the AT. When the hand of the operator reaches for
a component in the AT, the corresponding virtual button (Fig. 4.2(b)) is activated.

2. The application on the smartphone detects this event; it recognizes the part that has been picked,
and it communicates it to the application on the HMD.

3. Based on the received information, the HMD will show the relevant instruction on how to assemble
the component that has been picked.
The HMD application also shows information about which and how many parts should be picked
from the bins. Figure 4.3 shows an example of the augmented information that appears to the
operator.

Once the first set of instructions has been carried out, the operator picks another assembly part from the
second cavity of the AT. This sequence repeats for the successive parts until the assembly is completed.
The assembly instructions administered through the HMD were created by using pictures of the different
phases of the assembly procedure.

4.2.4 Experimental tests and discussion

As mentioned in Section 4.2.2, each volunteer repeated the assembly task five consecutive times. For
each repetition, the processing time (i.e time to complete the task) was measured. This was done both
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(a) (b)

Fig. 4.2 Frame-marker for the assembly tray (a). Image of the design of the virtual buttons (b) [124].

Fig. 4.3 Example of the images that appear on the HMD to the operator, when he/she looks at the bins [124].

for Group A and Group B.
Figure 4.4 shows the obtained results in terms of average processing time as a function of the number of
repetition. The average processing time was obtained as the mean value of the processing times of all
the volunteer of the same Group, for the same repetition.
It can be observed that the average processing times for the two groups are similar; however, a slight
but distinct tendency to lower processing time values for Group B can be observed. In fact, the group
who used AR showed a marked improvement as the task was repeated. The explanation is that, after
overcoming the initial unfamiliarity of a new technology, AR instructions became more effective for the
volunteers, and Group B outperformed the volunteers who used paper instructions.

Another important aspect that is important to underline is that the number of mistakes of Group B was
nearly zero for all the participants. On the other hand, the operators who used the paper instructions made
a few mistakes, as summarized in Table 4.1. The reason is attributable to the fact that the volunteers of
Group A relied on their memory rather than on the paper instructions that they were given (as confirmed
by the interviews after the tests). This strategy eventually proved counterproductive because of the
complexity of the proposed prototype: in fact, this was designed with the intention to have similar
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Fig. 4.4 Measured average workers’ performance - Paper Instruction (Group A) vs AR-aided system (Group B)
[124].

Table 4.1 Registered Worker Error - Paper Instruction (Group A) vs AR-aided system (Group B) [124].

Volunteer #1 #2 #3 #4 #5 average
(errors/repetition)

A1 1 0 1 0 0 0.4
A2 2 0 1 0 1 0.8
A3 0 1 0 0 0 0.2
A4 1 0 0 1 1 0.6
B1 0 0 0 0 0 0.0
B2 0 1 0 0 0 0.2
B3 0 0 0 0 0 0.0
B4 0 0 0 0 0 0.0

parts to be assembled, as in many real manufacturing contexts. On the other hand, operators with AR
instructions declared that they followed instructions throughout the tests.
As a general consideration, more complex tasks would increase the need to resort to instructions; and,
hence, the difference in the operators’ throughput with AR or paper instructions would become more
apparent.

Overall, the obtained results demonstrate that, after an activity of training for use and tuning of
technology, AR can represent an effective aid to improve the quality of the operations to be carried out.
This is of the utmost importance in industrial applications. In fact, reducing mistakes in an industrial
procedure avoids the propagation of mistakes in the successive procedures along the production line.

In this activity, the effect of the adoption of AR on the worker’s performance in an Industry 4.0
context was addressed. Comparative tests were carried out between two groups of people who were
given the same assembly task. Results showed a slight but distinct improvement of the processing time
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for the volunteers who were administered AR instructions. In addition to this, it was observed is that the
volunteers who used AR made almost no mistake during the assembly.
As a more general observation, the experimental tests (although carried out on a limited number of
volunteers) showed that AR is a mature technology implementation-wise, but less in terms of usability in
daily activities. In particular, the results obtained in this work showed that AR requires 1) to characterize
the application to be supported and 2) some initial training to accustom the operators to AR.
The obtained results motivate the need to further develop a method to evaluate systematically the
most suitable implementation and interfacing criteria that could lead to the effective inclusion of AR
technology in a wide range of human activities. The lack of this type of characterization prevents the
exploitation of the enormous potential of AR technology in activities other than gaming or tutorials.
As demonstrated by the small sample of observation of the experimentation, after an activity of training
for use and tuning of technology, AR represents an effective aid to improve the quality of the operations
to be carried out. A rigorous characterization of the use of AR could be carried out, for example, through
the analysis of the learning curves of operators busy in performing repetitive tasks. This would beneficial
not only for practical applications scenarios as in the manufacturing context, but also for investigation
purposes, for example, in learning exercises for patients with brain damage or with learning disabilities.

4.2.5 Conclusion

The goal of this research activity was to assess objectively the effects introduced by the adoption of AR.
To this end, two figures of merit were considered in the measurement: 1) the overall processing time for
the operator to accomplish the task; 2) the number of mistakes the operator made during the execution
of the task.
The most notable observation, however, is that this application has been designed for industrial aims
to evaluate operators’ learning curves, but in addition it has inside several monitoring capabilities. In
particular embedded in data processing there are

1. information on critical activities in the workers operations useful to prevent mistake and “produc-
tion waste”

2. information on global quality of the whole process and intermediate steps,

3. information to characterize the specific activity inside productive cycle,

4. information useful to assess the occurrence and prevent potential accidents.

The present case study is a proof of the overlap between IoT application and monitoring activities
allowed by an adequate ability to process and to interpret the data.
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Fig. 4.5 Robot degrees of freedom

4.3 Soft continuum robots for remote measurement tasks in constrained
environments

4.3.1 Soft continuum robots

Soft robots refer to robotic systems which exhibit an inherent compliant behavior. Their key component is
represented by the continuously deformable mechanical structure, which provides them new capabilities
relative to traditional robots. The most commonly used traditional robots are kinematically non-
redundant. They have been used since many years to repetitively perform a prescribed motion in
well-known environments. When a robot has more degrees of freedom (DOF) than the necessary to
execute a task (e.g., a 7-DOF arm with a 6-DOF task space) it is said to be redundant, or, in extreme
cases, hyper-redundant. Hyper-redundant robots have a large number of links and joints; they have
the potential to work in unstructured environments and provide high dexterity. When the number of
DOF approaches infinity, the robot approaches what is known as a continuum robot. The shape of a
continuum robot is defined by an infinite-DOF elastic member.
Since an elastic structure has a distributed deformation and it is inherently compliant, we use the term
soft robots to indicate a infinite-DOF compliant robotic manipulator. When multiple infinite-DOF elastic
structures are connected through joints in a generic kinematic chain, the soft robot approaches the
continuum multibody structure. When multiple infinite-DOF elastic structures are connected through
joints in a generic kinematic chain, the soft robot approaches the continuum multibody structure. A
qualitative picture on classification of robots based on the DOF is shown in Fig. 4.5. The configuration
space of soft robots is theoretically infinite: the robot tip (tips) can reach every point (points) in the
three-dimensional workspace with an infinite number of robot configurations.

Exploiting large strain deformation, soft robots can adapt their shape to nonlinear path and squeeze
through openings smaller than their nominal dimensions. All these features enable soft robots to perform
delicate tasks in cluttered and/or unstructured environments, as well as to investigate novel grasping and
manipulation possibilities. Further, the compliance of their underlying material makes them ideal for
applications which require a safer physical human-robot interaction.
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Fig. 4.6 Geometrical description of reference of curve for continuum arm [248].

As a matter of fact, soft continuum robots have demonstrated their capabilities in several robotic fields,
such as minimally invasive robotic surgery, robotic rehabilitation, autonomous remote maintenance and
inspection in industrial and space environments, and physical human–robot interaction [247].

.
The mathematical considerations, not reported here for the sake of brevity, lead to develop continu-

ously deformable robots with an elastic structure such as the example shown in Fig. 4.6.

Models

Real-time model-based analysis, simulation, planning, and control of soft robotic manipulators are
complicated by the lack of dynamic models that are at the same time accurate and computationally
efficient. Therefore, our overall goal is to derive a soft robots dynamic formulation able to handle
geometric nonlinearities, which is:

• accurate, using a geometrically exact approach for large deformations;

• computationally efficient, using a finite element spatial integration and a geometric time integra-
tion.

Currently, the most adopted practice in the soft robotics community is to approximate the robot’s shape
as a series of mutually tangent circular arcs, which are described by only three parameters, namely
the radius of curvature, angle of the arc, and bending plane. This is known as the constant curvature
kinematic assumption. This approximation has been verified experimentally in many continuum robots.
However, when extreme loading conditions lead to complicated robot’s shape, variable curvature
kinematic frameworks combined with elasticity theories for slender objects are preferable.
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Fig. 4.7 Demonstration of soft continuum robot with novel Extension degree of freedom

Vine Robots

A new class of continuum robots has recently been explored, characterized by tip extension, significant
length change, and directional control. Here, we call this class of robots “vine robots,” due to their
similar behavior to plants with the growth habit of trailing. Due to their growth-based movement, vine
robots are well suited for navigation and exploration in cluttered environments. Portability of these
robots and steerability at length scales relevant for navigation are key to field applications. In addition,
intuitive human-in- the-loop tele-operation enables movement in unknown and dynamic environments.
Vine robot system can be teleoperated using a custom designed flexible joystick and camera system,
long enough for use in navigation tasks, and portable for use in the field. The robot tip successfully
moved past the obstacles and through the tunnels, demonstrating the capability of vine robots to achieve
navigation and exploration tasks in the field [249].

Unlike continuum robots that lengthen by extending modules that move relative to the environment
until fully emitted vine robots emit new material only at the very tip, which enables lengthening without
relative movement between the emitted robot body material and the environment [250].
Extension in this way also enables enormous length change, limited only by the amount of material
that can be transported to the tip. A novel extension degree-of-freedom enables movement of robot in a
direction that is always tangent to the robot’s backbone, independent of environmental contacts is shown
in Fig. 4.7.

Growth as a method for navigating the environment is found in fungal hyphae with diameters as
small as a few micrometers as well as in vines with girths as large as a meter. These organisms grow
from their tips, increase length hundreds of times, and continually control growth direction based on
environmental stimuli. Because lengthening from the tip, or apical extension, involves no relative
movement of the body with respect to the environment, the body can lengthen along constrained paths
without friction from sliding against the environment (Fig. 4.8 (a)).
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Fig. 4.8 Substantial lengthening from the tip with directional control enables a body to pass through a constrained
environment and create a structure along its path of growth.

Furthermore, because each movement of the tip results in a directionally controlled lengthening
of the body, the body forms into a three-dimensional (3D) structure along the path of the tip. These
capabilities enable natural cells and organisms to grow through tightly packed tissue or abiotic materials
and form structures with functions ranging from signal pathways to conduits for delivery (Fig. 4.8(b)).

Discussion and future directions

Soft continuum robots have shown great potentials for measurement applications where humans and
traditional means can not access due to constraints given by the environment. Some application ex-
amples of soft continuum robots for remote measurement tasks are shown in Fig. 4.9 and include the
following areas: space [251–255]; airplane industry [256–258]; nuclear reactors [259–264]; marine
environments [265–268]; and medicine [269–276].
In these contexts, such systems act as tools transporting sensors for data acquisition, environment
monitoring, visual inspection, diagnostics. However, none of these works is specifically focused on
measurement applications enabled by soft continuum robots in constrained environments.
Continuum robots used as measurement systems can indeed provide fundamental information to perform
critical tasks, as the location and characterization of a damaged blade in a gas engine for a blending
procedure or the visualization of anatomy for a surgical operation.
Since most of current robotic systems working in hazardous domains are not fully autonomous (they
either share a certain level of autonomy with humans, or they are full teleoperated), continuum mea-
surement systems can be seen as tools for augmenting the human sensory system. As a matter of fact,
in real applications, the environmental data that they provide are used by humans to take informed
decisions and perform the remote task with a greater awareness. However, as data provided especially by
continuum–like instrumentation lack of information, human experience still matters a lot in performing
critical tasks. As an example in robotic surgery, flexible endoscopes, although being introduced since
many years, still offer poor image resolution, if compared to rigid endoscopes.
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In the application scenarios analysed in this work, soft continuum robots have already started
in demonstrating their capabilities as remote measurement systems, despite the observed limitations.
However, soft continuum robots could be used in many other applications of interest by the measurements
community, where there is not yet a relevant scientific evidence of their use. Future applications
might include: (i) power line inspection; (ii) remote power quality analysis [277]; (iii) monitoring of
infrastructure sites which are difficult to access; (iv) structural health monitoring [278]; (v) in–situ
diagnosis of electronic circuits; (vi) in–situ measuring of thin structures [279]; (vii) inspection of
electrical cabinets and/or data center racks; (viii) remote ultrasonic–based nondestructive testing [280];
(ix) urban disaster operations, as they can bring sensors in a priori unknown and cluttered environment.

Another limitation of the soft continuum robots analysed in this work is that, in most of cases, they
are robots with a fixed base. Therefore, despite their unique capabilities of going inside narrow spaces
and adapt their shape to curvilinear path, they offer a limited workspace. To limit this problem, their
design can be improved by using telescopic sections; however, even in this case, the workspace is limited,
especially for such tasks that require inspection of large environments. There are two possible solutions
to this problem:
(1) coupling the continuum robot with a mobile or aerial robot;
(2) giving locomotion and climbing capabilities to the continuum robot.
In the first case, the mobile or aerial robot is used to bring the continuum robot in the inspection
site, with the latter performing the measurement task. With the aim of enhancing the operational
capabilities of traditional flying robots, two European projects have been recently funded for the
developed of a robotic platform where a flying robot is coupled with a rigid articulated manipula-
tor (AEROARMS, https://aeroarms-project.eu/) and a rigid hyper–redundant long reach manipulator
(HYFLIERS, https://www.oulu.fi/hyfliers/). Despite these recent progresses, aerial manipulation and
measurement tasks are still performed coupling a rigid manipulator to the drone [281]. Coupling a soft
manipulator to the flying robot could be a possibility for future works in this domain.
In the second solution, a continuum robot is endowed with internal locomotion and/or climbing. With
this respect, there is an on–going research on different paradigms for soft robot locomotion, inspired by
the locomotion of snakes and caterpillars [282]. On the other side, soft robots able to climb on different
surfaces are inspired by geckos [283]. As an example, these robots can provide an alternative solution to
drones for in–situ inspection of power distribution lines. In this context, it has been underlined that a
robot able to climb along the conductor and overcome various obstacles on the power line might provide
high inspection accuracy with respect to flying robots [284].
Another important aspect of soft robots is that they can exploit internal energy as additional source of
actuation for locomotion/climbing purposes. Thus, soft robots designed considering this aspect can be
more energy efficient, overcoming the current autonomy problem of traditional aerial robots. They could
eventually become permanent residents of many sites, for their continuous monitoring.

In summary, in this preliminary work we have emphasized the features of soft continuum robots
which are interesting for their use in remote measurement tasks. This first analysis underlines that soft
continuum robots have been used as remote measurement systems mainly in the following environments:
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space, aerospace, nuclear, marine, surgical. However, their capabilities might benefit many other
applications which are worth to be investigated in the future.

The successful execution of remote measurement tasks in environments which are difficult to reach by
humans requires the use of robotics technologies. A class of robotic systems which is suitable for remote
measurement applications is represented by flying robots. Indeed, by embedding sensors on drones,
it is possible to convert the flying robot in a remote measurement system [285]. To date, drones have
successfully demonstrated their use in a wide range of measurement applications: aerial photogrammetry,
agriculture, monitoring of buildings, inspection of power lines [286]. However, reaching remote sites
through constrained and small–scale spaces using drones is highly challenging as they require accurate
and reliable sensing systems for navigation; indeed, developing methods for efficient navigation of
drones in GPS–denied environments as indoor spaces is still an open issue. Furthermore, drones can
not be used in such contexts which also require safe interaction with the surrounding environment (i.e.
surgery).

One possible technological solution for enabling remote measurement tasks in constrained and
high–risk environments is represented by soft continuum robots [287], namely robots with a continu-
ously deformable mechanical structure. Their inherently compliant structure enhance the operational
capabilities of traditional robots by offering the possibility to traverse cluttered spaces and conform
their shape to nonlinear paths, while guaranteeing, at the same time, a compliant interaction with the
environment. Furthermore, they can also be used to manipulate objects in complex environments; this is
relevant as sensing the environment is often required for remote on–line execution of manipulation tasks.
Therefore, having the same robotic platform which can be used as both measurement and manipulation
system could be a great advantage.

The design of soft robots takes inspiration from continuum biological structures, as climbing plants,
snakes, trunks of elephants and tentacles of octopuses. In order to replicate the motion of their natural
counterparts, soft continuum robots are basically composed by one or more elastic elements, which can
be actuated by intrinsic sources (as fluids) or by external motors which transmit forces to the robotic
structure through transmission mechanisms (as tendons/cables). Despite more complex models are
needed to describe and control their shapes [247, 288–290], soft robots are relatively easy to fabricate.

In the literature, existing review papers on soft continuum robots have focused on: continuum robots
in general [291]; bioinspired soft robots [292, 287]; design and fabrication of soft robots [293]; design
and kinematic modeling of constant curvature robots [294]; medical continuum robots [269]; shape
sensing techniques for medical continuum robots [295]; force sensing using fiber optic sensors [296].

4.3.2 Preliminary experimental steps of soft growing robot for remote measurement
tasks in confined and constrained environments

Background and rationale Enabling remote measurement tasks in confined and constrained spaces is
a technological problem that cannot be solved using classical robotic systems. Inspired by biological
trunks and tentacles, soft continuum robots [247] constitute a possible solution to this problem, given their
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Fig. 4.9 Soft continuum robots used in measurement applications. (a) Tendril robot for in–space inspection
developed by NASA’s Johnson Space Center [251]. (b) Slender continuum for on–wing inspection of gas turbine
engines developed by Rolls-Royce University Technology Center (UTC) at University of Nottingham [256].
(c) Snake–arm robot for nuclear applications developed by OC Robotics [263] (http://www.ocrobotics.com/).
(d) Eel–like robot for subsea inspection developed by Eelume, a spin–off company from Norwegian University
of Science and Technology [266] (https://eelume.com/). (e) ANUBISCOPE, a flexible endoscope prototype
developed by Karl-Storz/IRCAD [297].
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ability to traverse confined spaces and conform their shape to nonlinear curvilinear paths. Furthermore,
their inherently compliant structure allows a safe interaction with the external environment. This means
that the safe contact interaction with the environment can also be exploited on purpose for effective
navigation in highly constrained environments.
There are several measurement-oriented applications where the use of soft continuum robots has been
considered to be effective [298]. The major limitation of the current available design solutions for soft
continuum robots is their limited workspace: this is a problem for tasks which require inspection and
exploration of large environments. To overcome this issue, soft continuum robots can be endowed with
locomotion capabilities, by using tethered/untethered fluidic or cable-driven actuators, taking inspiration
from the animal movements (snake, earthworms, caterpillars) [299]. However, this solution requires
a relative movement between the robot and the environment, and thus high sliding friction to move,
lowering the energy efficiency of the robot. Indeed, a recent design of soft continuum robots achieves
enhanced mobility through growth (rather than locomotion), taking inspiration from the growing process
of plants and vines [249]. These robots, referred to as soft growing robots, achieve mobility by emitting
new material at the tip: this enables lengthening without relative movements between the robot’s body
and environment. With this solution, the inspection/exploration length of remote environments is
therefore limited only by the amount of robot’s body material that can be transported on the field, to
enable the real tasks. Although different mechanisms have been used to enable this form of apical
extension [300], recently pneumatically-driven solutions are attracting much attention from the robotics
community; we call these solutions pneumatically everting soft growing robots [301]. The process of
pneumatic eversion involves the use of a pressurized fluid to enable the forward growth of the robot’s
body through lengthening at the tip. While it is growing, the robot’s body can be curved/steered using
suitable additional actuators distributed along its body.
Overall, the use of pneumatically everting soft growing robots brings the following advantages for
effective execution of remote inspection/exploration tasks in confined and constrained environments:

• Ability to access in remote sites through small-scale cross sections (below 50 mm).

• Ability to move in remote sites through a pneumatically-driven growth process, which does not
involves sliding, and thus friction, with the environment.

• High inspection/exploration length (also several meters).

• Intrinsic safety if coming into contact with the environment.

• Environment-driven navigation/exploration (the reaction force resulting from the safe contact with
the environment can be used as “additional” source of actuation, i.e. for allowing curving/steering).

• Transportability, since the robot body can be “rolled up” around a spool and “rolled out” in a
controlled manner on the field.

• Low costs of fabrication.
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Because of all these advantages, the pneumatically everting technology has been chosen for the exper-
imentation of soft growing robot. This technology brings relatively low implementation costs, even
though the resulting robot will be difficult to model, sense and control.

Design of the soft growing robot The soft growing robot has been developed considering the features
and requirements listed in Table 4.2. The requirements follow the need for portability of the system,
ability to access in remote sites through small-scale cross sections, ability to inspect/explore large sites
while not causing damages of the external environment. Table 4.2 also summarizes possible design
solutions to implement the desired features, and thus system specifications.

Table 4.2 Requirements and system specifications for the soft growing robot

Features and requirements Solutions and system specifications
Small-scale cross section (below
100 mm)

IF sensors at tip THEN access section = body diameter; IF no sensors
at tip THEN access section < body diameter

High inspection/exploration
length (5 to 10 m) while maintain-
ing portability

Robot body material stored on a reel in a suitable portable robot
base

Growth by eversion Lengthening at the tip by pressurizing the pressure vessel where the
robot’s body material is rolled. The robot material should be flexible,
not stretchable, and airtight.

Controllable growth Balance between the air pressure for pressurization of the vessel and
the rotation of the spool for unrolling of the robot’s body material

Retraction without buckling Models for buckling prediction and development of suitable retrac-
tion devices for the material

Steering/curving control Models for shape prediction and development of suitable soft pneu-
matic actuators distributed on the body for effective steering/curving

Environment-driven navigation Planning algorithms for exploiting the contact interaction forces for
navigation

Human situation aware-
ness/sensing the environment

Camera (or sensors) to be mounted within a suitable case mounted
at tip, which has to be developed taking into consideration that this
device should always remain at tip when the robot grows/retracts.

The resulting architecture of the soft growing robot is illustrated in Fig. 4.10. The system is divided
into the following main hardware components:

1. soft robot body

2. robot base

3. electronic control board

Let us discuss more in detail these subsystems.

1. Soft robot body - The main body of the soft growing robot is made of an airtight tube which is
flexible but not stretchable. For the preliminary experimental platform, a low-density polyethylene
film was chosen as material. In the first experiments, it was noticed that, when pressurized, this
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Fig. 4.10 Architecture of the soft growing robot [302]
.

material slides with non-negligible friction during the eversion process. As this is not desirable,
we have planning on employing a different material, namely a double side silicon-coated ripstop
nylon (Rockywoods Fabric LLC, Loveland, CO): this fabric material should guarantee an almost
zero friction in the eversion process as well as major durability to be used for field applications.
The soft robot body is rolled up and fixed from one hand around a spool inside the pressure
vessel: when pressurized, the material everts outside the robot base through an opening. The
forward growth is controllable by finding a suitable balance between the desired air pressure to
pressurize the vessel and the desired spool rotation, and thus, motor angular velocity along the
axis of the spool. For guaranteeing a reversible steering/curving of the robot body, soft pneumatic
actuators (made of the same material of the robot’s body) should be placed along the entire
length of the robot: the steering/curving control is guaranteed by a suitable pressurization of
these additional actuators, considering models of curvature/deformations of the robot’s shape.
During the retraction process of the robot’s body, in order to avoid structural buckling, suitable
mechanisms to drive the retraction should be developed.

2. Soft robot base - The robot base is the container of the unfolded robot and represents the
pressurized vessel when the robot is in operation. It is formed by an acrylic cylinder with two end
caps (QC-108 Qwik cap, Fernco Inc., Davison, MI). The spool for rolling out the robot material is
driven by a DC motor (6408K27, McMaster-Carr Inc., Douglasville, GA) with a magnetic encoder
which allow for growth/retraction of the robot body.

3. Electronic control board - The electronic control board is composed by two sub-systems: one
for generating the desired air pressure for pressurization of the vessel, and one for generating the
necessary voltage for the DC motor for growth/retraction of the robot body. The pneumatic circuit
regulates the air pressure by pulse-width modulation (PWM), which involves the controlled timing
of the opening and closing of solenoid valves (SY114-5LOU, SMC) through a mosfet board
(based on IRF540 mosfets, STMicroelectronics), with pressure sensors (ASDXAVX100PGAA5,
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Honeywell) providing feedback. The pneumatic circuit is an essential component of the robot,
as it is responsible for the growth process (one pneumatic tube for the main tube of the robot
body) and the steering capability of the robot body (one pneumatic tube for each of the serial soft
actuators placed along the robot body). This PWM-based pneumatic circuit was fabricated in the
laboratory, and it replaces more expensive solutions based on professional closed-loop pressure
regulators.
The experimental setup of the pneumatic circuit is shown in Fig. 4.11.

Fig. 4.11 The pneumatic circuit and pneumatic control board [302].

Current activities and next actions To summarize, as of the date of writing, the following activities
have been completed in relation tog the first prototype of the soft growing robot:

• definition of requirements and specifications;

• detailed system architecture;

• testing of the hardware components;

• testing of materials for the eversion process;

• development of the pneumatic circuit and pneumatic control board;

• identification of hardware and software solutions for endowing the soft growing robot with the
following capabilities: growth control, retraction without buckling, steering/curving control,
environment-driven navigation, human situation awareness and sensing of remote environments.

The development of the soft growing robot will follow a modular approach, in the sense that each
capability will be added during the development process in a consecutive manner. Indeed, some capabil-
ities (retraction without buckling, sensing of remote environments) require not only the development of
ad-hoc software solutions, but also the design and fabrication of ad-hoc mechanisms.
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Fig. 4.12 Example scenario for remote inspection through the proposed soft growing robot. By using a suitable
input device, the human operator drives the growth and steering of the robotic system in the remote environment,
accessed through an access section which is slightly larger than the diameter of the robot’s body. The human
operator sees the remote environment through the tip-mounted camera [302].

The soft growing robot is intended as a novel robotic platform that will allow novel research activities
regarding modeling, sensing, and control of pneumatically everting soft growing robots, also considering
the development of more application-oriented activities, for example related to possible inspection of
large infrastructures and non-destructive exploration of archaeological sites.

Example of a practical measurement scenario The practical measurement scenario consists of
a human operator performing visual inspection in a remote site through the proposed soft growing
robot, endowed with a tip-mounted camera. An input device is used by the human operator to impart
growing/steering commands. A digital twin of the measurement system is built in V-REP including
the model of the robot (modelled as a growing constant curvature robot), the model of the cameras as
well as the model of the environment. The constant curvature assumption is reasonable when artificial
pneumatic muscles are used to steer the robot. Snapshots of the measurement scenario are shown in Fig.
4.12, where we can see the remotely operated soft growing robot approaching and inspecting a target (red
box) within the simulated remote site. The soft growing robotic platform represents a novel technology
for the inspection of confined and constrained remote environments that are not accessible by current
technologies. Furthermore, it represents a suitable platform for enabling measurement applications in
large, GPS-denied environments. In addition to industrial inspections, this robotic platform may be
used for exploration purposes or even for search and rescue applications after accidents, earthquakes,
and collapses of buildings. Finally, an additional application is the sensor delivery in difficult-to-reach
remote sites.
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soft growing robot

tip-mounted sensor

Fig. 4.13 Soft growing robot with a tip–mounted sensor as a sensor delivery system in confined environments.

4.3.3 Using a soft growing robot as a sensor delivery system in remote environments: A
practical case study

Another interesting approach is represented by the adoption of Soft continuum robots (also called soft
growing robots), namely robots composed of a continuously deformable mechanical structures [303, 304].
They are ideal candidates for the successful execution of these tasks, due to their possibility to traverse
cluttered spaces and conform their shape to nonlinear paths, while guaranteeing a compliant and safe
interaction with the surrounding environment. In the literature, there are several examples of soft
continuum robots for remote measurement applications, in both industrial and medical scenarios, as
reported in [298].

Soft continuum robots are particularly appealing in the case of delivery sensors in long–to–be–
reached remote targets, accessible only by small-scaled entrance sections. Applications include reaching
long–distance targets within known environments, as within the assembly phase of large structures (as
in airplane manufacturing) or collecting data in unstructured environments, as example for scientific
studies or explorations. For these cases, a recent design solution referred to as soft growing robots
can be of particular interest [249], with multiple benefits in remote measurement and monitoring
applications [126, 127]. Soft growing robots take inspiration from the growth process of plants and
vines [305]. Apart from being inherently soft, another great advantange is that they can navigate without
sliding through constrained environments [306].

In this activity, we used a soft growing robot as a system to deliver sensors in confined and constrained
spaces. As a proof of concept, a wired temperature sensor is connected to the tip of the soft growing
robot in such a way that both the wire of the sensor and the body of the robot evert simultaneously, till
reaching the remote measurement target.
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Fig. 4.14 Eversion mechanism of the soft growing robot.

4.3.4 Materials and methods: The soft growing robot

The soft growing robot considered in this work is made up of an everting backbone and two fabric
pneumatic artificial muscles (fPAM) glued to its diametrically opposite sides. The backbone is inverted
such that when pressurized it pulls new material out from its tip causing the robot body to extend by
growing (see Fig. 4.14). When pressurized, the laterally attached fPAM contracts and cause a shortening
of the backbone side, thus making this to deform and thus steer its tip (see Fig. 4.15). The material of
the backbone and the fPAM is a double side silicon-coated ripstop nylon, which guarantees negligible
friction during the eversion process. The rip-stop pattern of the material is simply a plain weave with
thicker, reinforcing strands at regular intervals in both the warp and weft direction. The key to the
operation of the presented fPAM is fabric bias. Indeed, the fabric is inextensible along the major thread
lines, but is fairly elastic along the fabric bias at a 45◦ angle to these threads. This means that a tube of
bias-cut fabric will be elastic, while a tube with a straight or cross grain cut will not. As a result, when
the tube is pressurized it expands radially while contracting lengthwise. When this tube is attached to a
backbone, it causes bending motion to the overall system.

An important feature of this kind of system is that it is possible to attach at its tip a tethered sensor,
in such a way that the eversion of the robot’s body and of the sensor’s cable acts simultaneously. Another
option is to design ad–hoc magnetic caps to be placed at the tip of the robot, to allow the mounting of
sensor systems that in this case should be wireless.
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Fig. 4.15 Bending motion of the soft growing robot caused by a fPAM laterally attached to the backbone.

4.3.5 Experimental setup and sensing task

As a case study, we considered a thermocouple wire directly attached to the tip of the soft growing robot.
The task considered in this work consists of actuating the soft growing robot with a tip–mounted
thermocouple until reaching a target location represented as a hot source, and here collecting the
temperature measurement.
The experimental setup is illustrated in Fig. 4.16. It includes the following elements:

• A hot source at a temperature Tnom (assumed as free of uncertainty contributions).

• A custom-built soft growing robot with a backbone and a laterally attached fPAM.

• Two type K thermocouple wires (U1180A, Agilent Technologies, Santa Clara, CA, USA), one
attached to the robot and one attached to the hot source.

• Two digital multimeters (U1253B, Keysight Technologies, Santa Rosa, CA, USA) connected to
the thermocouple wires for the temperature measurements.

One of the thermocouple wire is preliminarily attached to the tip of the robot in the ineverted
configuration. A second thermocouple is attached at the target location: this acts as a reference for the
temperature measurement Tre f .
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Fig. 4.16 Sketch of the experimental setup used for considered case study.

4.3.6 Results and discussion

Figure 4.17 shows a series of snapshots of the sensor delivery system which is moving towards the target
location. The yellow cables are the thermocouple wires, one being connected to the robot and one being
connected directly to the hot source.
As aforementioned, during the movement, the thermocouple wire everts together with the robot’s body.
Fig. 4.17(a) shows the beginning of the experiment (t = 0 s). Then, the robot everts to reach the target
location, at t = 12 s. Fig. 4.17(b) shows the robot while it is everting toward the target location. Finally,
Fig. 4.17(c) shows the robot when it has reached the target location at t = 36 s. It can be noticed
that when the robot reaches the target location, the two output from the multimeters Tmeas and Tre f

are comparable with each other as shown in Table 4.3, where also the type-B standard uncertainty is
reported.
This simple task is just a proof of concept for use cases related to the delivery of sensors in remote
locations. For the sake of example, further applications can involve (i) the real-time monitoring of
multiple measurement points, or (ii) the extraction of a spatial temperature profile from a starting point
to an end point, by means of the adoption of wireless sensors attached to the tip of the robot.
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(a) (b)
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Fig. 4.17 Snapshots of the experimental test at different time instants while the robot was everting: t = 0 s (a),
t = 12 s (b), and t = 36 s (c).
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Table 4.3 Temperature measurement at t = 36 s.

Tnom (°C) Tre f (°C) Tmeas (°C)
50.0±0.0 49.5±1.1 49.4±1.1

To get closer to a full definition of CPMS, future work will be dedicated to embedding additional
4.0 enabling technologies (e.g., artificial intelligence algorithms) in the CMPS, for endowing monitoring
system with autonomous planning/navigation capabilities. Also, effort will be dedicated to motion
analysis and control in highly constrained situations. Additionally, a set of practical applications
cases will be identified, to experiment the system and assess its metrological performance. Finally,
suitable sensing technologies and processing strategies will be developed to enhance the metrological
performance of the system (e.g., in terms of resolution, reliability and accuracy of interaction with the
environment). The ultimate goal is to achieve a self-adapting, fully autonomous system for remote
monitoring operations to be used reliably and safely for the inspection of unknown and/or constrained
and confined environments.



Part III

Ongoing work: Towards Cyber-physical
measurement systems



Chapter 5

Towards a native Cyber-Physical
Measurement System: a case-study

5.1 Introduction

Monitoring systems represent a key enabler of the 4.0 Era, crucial not only for guaranteeing the optimal
functioning of the monitored systems but also for timely intervening in case of failures. As a result, the
combination of the internet of things (IoT) and of sensing networks has become an irreplaceable tool for
achieving a ubiquitous monitoring in the 4.0 ecosystem.
In a CPS, measurement and monitoring systems (MMS) and actuators are crucial to interact with the
physical world. While the former provide source of information (as they are responsible for sensing
the conditions from the physical environment), the latter execute control commands. With sensors and
actuators, any changes in physical process (e.g., behavior, conditions, or performance) cause changes
in the cyber world, and vice versa. Therefore, measurement systems, sensors and actuators are crucial
elements for CPSs. Because MMS are crucial for CPSs, they have consequently benefitted from 4.0
technologies. In particular, measurements in the 4.0 framework have taken advantage from the IoT
technologies and from the associated standardized approach (5C). As a result, measurement systems in
CPS are implemented through IoT. In the current 4.0 ecosystem, IoT is generally considered a synonym
for MMS and vice versa. In the traditional concept of CPS, Measurement & Monitoring Systems are
considered a crucial element of CPSs. They are realized through IoT technologies; nevertheless, their
role is still considered marginal. Drawing a comparison with the Master/Slave architecture, we could
say that MMSs represent the slaves (mostly dedicated to the collection of data) to a Master (the CPS), as
depicted in Figure 5.1.

But, Is the role of Measurement really that limited? Can Measurement offer anything more valuable
except for the simple indication of a physical quantity or status? The first question should address
what is the real difference between a Measurement System and a CPS. Both of them are connected to a
network, Internet and heavily rely on sensors and data to form the overall system. However, CPSs can
resort to advanced analytic tools to convert data into knowledge, then into insights based on historical
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(a) (b)

Fig. 5.1 (a) Relation between Measurement and CPS. (b) Mutual role of CPS and measurement systems in the 4.0
ecosystem.

data analysis. On the other hand, Measurement Systems do not play a pro-active role in running the
network; they are not allowed to operate any reasoning and to participate in any decision-making process.
However, Measurement Systems could actually carry out these tasks. In fact, Measurement Systems
hold an unexplored potential that can allow them to become self-aware, self-conscious, self-maintained
entities able to generate high-valued insights, just like CPSs. This evolution relies on the combined and
integrated use of all the key technologies of the 4.0 paradigm. The idea here is to apply the 4.0 Vision to
MMSs themselves, making them “intelligent instruments” in a 4.0 fashion. In this way, measurement
and monitoring systems evolve into cyber-physical measurement systems (CPMSs) and become relevant
players in the 4.0 ecosystem.This means that Measurement Systems will become a CPS among CPSs.
The current “master-to-slave” relationship between Measurement Systems and CPSs will turn into a
“peer-to-peer” cooperation (Fig. 5.2). MMSs can become pro-active elements in the 4.0 ecosystem,
directly involved in the decision-making process of CPS.

Starting from the considerations reported in this thesis, the major goal of the ongoing research
activity is to demonstrate that, through the suitable introduction of 4.0 technologies into measurement
and monitoring systems (MMSs), and applying the methodological approach typical of the Measurement
Science, it is possible to exploit the intrinsic potential of MMSs, and make them evolve into CPMSs.
For providing tangible evidence of the effectiveness of this new methodological approach, a practical
example for achieving the first full-round example of a CPMS is presented. In particular, we focus on a
specific case study, related to the adoption of microwave reflectometry (MR) for leak localization in
underground pipes (which is a consolidated expertise at the University of Salento).
The objective is to achieve a first practical example of how the transition from MMS to CPMS can
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Fig. 5.2 The evolution of the “traditional” MMS into a CPMS

be successfully accomplished. As detailed in the following, specific enabling technologies (e.g., IoT,
machine learning, system integration, simulation and modeling of processes, etc.) will “populate” the
different levels of the stack architecture of the MR-based monitoring systems. The goal is to provide a
round view of the transition towards CPMS, by addressing all the aspects underlying this concept.

5.2 The case study: the “traditional" microwave reflectometric system
for leak localization in underground pipes

5.2.1 TDR theoretical background

MR is a well-established electromagnetic (EM) measurement technique. Thanks to its versatility,
in terms of adaptability to the specific operating conditions, this technique has been employed for
applications in diverse fields: from fault location in electric cables to moisture monitoring in soil,
dielectric characterization of materials, structural health monitoring, leak localization in underground
pipes. A MR-based monitoring system consists of three major elements:

• A (portable) measuring instrument which generates a low-power EM test signal and acquires the
reflected EM signal;

• a sensing element (SE) inserted in the system to be monitored, and responsible for the interaction
between the EM signal and the system under test (SUT);

• An algorithm to process the acquired data and retrieve the desired information on the SUT.

In MR measurements, the EM test signal is usually a step-like voltage signal (or a pulse signal) that
propagates along the SE. The signal travels along the SE, and it is partially reflected by impedance
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changes along the line and/or by dielectric permittivity variations. Through the analysis of the reflected
signal, it is possible to retrieve the desired information on the SUT. Generally, in TDR measurements,
the direct measurement output is the time-domain reflection coefficient (ρ) is expressed as:

ρ =
(vre f l(t))
(vinc(t)

(5.1)

where, vre f l(t) is the amplitude of the reflected signal and vinc(t) is the amplitude of the incident signal.
The value of ρ is represented as a reflectogram, which shows ρ as a function of the travelled apparent
distance, dapp. As well known, the quantity dapp is related to the actual distance, dreal , by the following
equation:

dapp = dreal ×
√

εapp = (c× t)/2
√

εapp (5.2)

where εapp is the effective dielectric permittivity of the propagating medium (which describes the
interaction between the electromagnetic signal and the SUT); c is the velocity of light in free space; and
t is the travel time, which is the time that it takes for the EM signal to travel back and forth.
The propagation velocity of the signal inside the medium depends on the dielectric properties of the
material (i.e., εapp). If the EM signal propagated in vacuum, then εapp ∼= εr,air ∼= 1. On the other hand,
if the SE is inserted in a material other than air, then the propagating EM signal will propagate more
slowly.
From a physical point of view, MR senses variation of electrical impedance related to the dielectric
properties of the material in which the SE is inserted (the soil, in the considered case). In particular,
the variations in electrical impedance encountered by the EM signal along its "path" will cause the
reflection of part of the signal itself. The analysis of the reflected signal allows to obtain information
on the dielectric/electrical characteristics of the monitored system. Finally, through an appropriate
data processing, it is possible to obtain further information (not necessarily electric, but related to
malfunctioning, anomalies, etc.) on the investigated system.
The effective dielectric constant of the material in which the SE is inserted through the estimation of the
apparent length (dapp) evaluated from the reflectogram.

εapp = (
dapp

dreal
)2 (5.3)

Based on these considerations, from the TDR reflectogram, it is possible to estimate the dielectric
characteristics of the propagating medium and/or to localize when these dielectric variations occurs.

5.2.2 TDR-based system for localization of leaks in underground pipes

In the leak-localization application, the dielectric permittivity profile is used to detect and localize the
presence of leaks.
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Fig. 5.3 Diffuse sensing element: two wire-like conductors and a coaxial cable.

Diffused sensing element At the state of the art, most sensor or monitoring systems are characterized
by point-type sensory information; hence, to monitor large areas, it is necessary to employ a multitude of
probes. This drawback can be overcome by using diffused sensing elements that could be able to satisfy
many applications [10] where the use of point sensors is not recommended. Recently, a new generation
of elongated wire-like SEs has started to be used for MR applications: these SEs can be permanently
incorporated into infrastructures (such as buildings, bridges, pipe networks) at the time of construction.
This allows the monitoring over the entire life cycle, with very cost-effective approach [198, 307, 308].

The configuration of the d-SE is shown in Figure 5.3: it consists of a coaxial cable and two conductors
that run parallel to each other and are mutually insulated through a plastic jacket. The figure also shows
the cross section dimensions of the SE. The SE is placed along the direction of the electrical impedance
profile under test so as to provide a diffused monitoring of the STBM. The EM signal propagation in fact,
occurs between the two conductors and is influenced by the dielectric characteristics of the surrounding
material: this aspect is exploited to identify in the reflectogram the area in which dielectric variations
are observed. The coaxial cable has the same length as the sensitive portion and was integrated with SE
in order to calibrate the apparent distance in real distance. In fact, because the dielectric characteristics
of the coaxial cable are known, by propagating the TDR signal along the coaxial cable, it is possible
to evaluate the actual distance of the SE from (3). This aspect, is especially important in practical
applications in which the length of the embedded SEs is not necessarily known in advance.

TDR-based leak localization Figure 5.4 shows a typical application scenario of MR, i.e. the lo-
calization of leaks in underground pipe networks. The elongated SE is permanently buried with the
system to be monitored; the SE runs parallel to the pipe that need monitoring). The EM test signal is
propagated, through the buried SE. During the installation phase, the d-SE is placed along the pipeline
to be inspected and the connection to the measuring system is ensured through an access point.
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Fig. 5.4 Schematization of the typical MMS for TDR-based localization of leaks in underground pipes (dimensions
not to scale): the wire-like SE runs parallel to the buried pipe (top). Corresponding output reflectograms of the
MMS (bottom): the presence of the leak provokes a distinct reflection in the reflectogram.

Points B and E indicate the beginning and the ending of the SE, while L indicates the position of
a leak. It can be seen that there is a section of cable which “runs” vertically through the man-hole, to
allow the connection of the SE to the measuring instrument. 1

A large set of experiments has been carried out with the "traditional" TDR-based leak localization
system. For the sake of clarity, in this chapter, a practical example is reported. For these measurements,
the TDR RI-307USBm was used.

Figure 5.5 shows the measurement results obtained for a leak at dL= 200 m. First, the reference
reflectogram was acquired, i.e. when there is no leak (red curve). Then, the reflectogram in presence
of the emulated leak was acquired. It can be noticed that, in presence of the leak, there is a distinct
variation of the output reflectogram. The position of the leak is estimated by applying (2) to the different
portions of the reflectogram, for identifying the abscissa of the minimum in correspondence of the leak.
It is also interesting to analyze the detection of a leak (or a dielectric permittivity variations DPV) at
long distances (i.e. 200 m), in which case the use of the aforementioned algorithm becomes of essential

1Variations of dielectric permittivity that may occur along this “vertical” SE section are not of interest for the leak
localization. To overcome this issue, this portion of SE is is electromagnetically shielded (by means of a metal shield). In this
way, the sensing portion starts from point B. This approach allows easier identification of the interface relative to the start
point of the sensing element relative to the buried pipeline, excluding the portion of the connection section from the measured
data. Another advantage is that, thanks to this shielding, the vertical portion can be of any length as it does not influence the
localization of the leak (hence, it is not necessary to know a priori the burial depth of the pipe).
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Fig. 5.5 Localization of DPV: reference reflectogram is superimposed to the reference reflectogram. The difference
between the two reflectograms is also shown (red curve).

importance. Figure 5.5 shows the TDR curves that are automatically processed: the difference between
the test reflectogram and the one in the presence of a DPV allows to localize the DPV 2.

5.3 A 4.0-driven evolution of the traditional MR-based monitoring system
into a native CPMS: The design

In the previous sections, the basic principle behind the TDR-based system for leak localization was
presented. The principle is intuitive and the obtained results are extremely good; in fact, this system
is being already adopted on a large scale by water companies in Southern Italy. However, there are
still some factors that limit the exploitation of the full potential that it may offer. For example, because
of the complexity of the materials/systems under test and of the surrounding material, it is not trivial
to accurately retrieve the profile that matches the exact conditions of the monitored system and to
compensate for the non-idealities. In particular, it is difficult to discriminate the variations due to the
non-idealities from possible parameter changes significant in terms of information to be monitored. By
implementing a “simulation and modeling” approach in the 4.0 perspective, it would be possible to
obtain accurate EM models describing the materials and the measurement system.
Another issue relates to the analysis of the MR measurement output. In fact, it is often necessary that
the operator analyzes the measurement output to retrieve the desired information. In fact, although
data acquisition and processing can be automated, an “expert eye” is generally required to analyze the
measurement result. The introduction of a suitable artificial intelligence can overcome these limitations,
and facilitate the automatic analysis of the measurement output, thus reducing and supporting human
intervention.

2In applying (2), an assumption of “constant” permittivity of the soil along the SE is made. This assumption is acceptable
considering that, generally, the variation of permittivity caused by leakages is significantly higher than the natural variation
of permittivity of the soil (which, on the other hand, may be due to some temperature variations or to slightly different soil
compaction in different areas).
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Fig. 5.6 The evolution of the “traditional” MMS into a CPMS.

Finally, the introduction of IoT and of suitable communication protocols is a very logical step, permitting
the continuous acquisition and processing of large amount of data.
Endowing the TDR-based monitoring system with these features would allow it to evolve towards a
system with self-awareness and self-comparison capabilities, able to assess its own condition (e.g.,
automatically confirm the presence and the position of a leak) and take the need actions. For this reason,
the current research activity foresees four major phases, which will allow the transition of this MMS
into a CPMS. Figure 5.6 summarizes the methodology that will be implemented, while the following
subsections provide a brief description of all the steps that are planned to achieve the first implementation
of a native CPMS, with its cyber and physical parts.

5.3.1 Phase 1 – Design and implementation of the physical part of the CPMS

• Step #1.1 - Design of the test bed for emulating large-scale, practical application scenarios
The very first step for the validation of the evolution from a “traditional” monitoring system into a
CPMS requires an intensive modeling and experimental campaign intended to provide the proof
of concept of the methodological approach. To this purpose, a test-bed for emulating large-scale
practical applications of the CPMS is needed, taking into account all the operating requirements
of large-scale applications.

• Step #1.2 - Identification of the operating requirements of the HW and acquisition of the HW
components for the test-bed
As mentioned earlier, a MR-based MMS requires a measuring instrument and the SEs. These
two “components” of the system will be selected from those available in the market, based on
the operating requirements. For example, the identification of the measuring instrument will
consider the frequency range of the test signal (which is related to the achievable spatial resolution).
Conversely, the choice of the SE will be based, for example, on sensitivity requirements but also
on the robustness for a long lifetime. Clearly, also the implementation cost will be considered,
taking into account that the importance of monitoring critical infrastructures may outweigh the
cost limitation. This step also relates to the identification of the communication protocols and
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(a) (b)

Fig. 5.7 PHASE 1: (a) Test-bed for emulating pipe leaks in controlled conditions. The red line indicates the path
of the buried sensing element. (b) Picture of the sensing element before burial.

networking technologies, for the implementation of the IoT paradigm and a robust connectivity
technology, so as to ensure a continuous remote communications and networking and a reliable
means for the acquisition and transmission of large amount of measurement data.

• Step #1.3 – Implementation of the test bed for emulating large-scale, practical application
scenarios
This test-bed represents the “physical part” of the CPMS. This step is crucial for the practical
implementation of the monitoring systems for the considered application scenario. In particular,
the SEs and all the relevant hardware equipment (including the measuring instruments, the IoT
equipment, the materials to emulate the SUT) will installed at a selected site. The test bed has been
implemented at the University of Salento’s premises. This task will also address the development
and implementation of the software for data acquisition and collection. Fig. 5.7(a) shows the
outline of the path of a pipe used for emulating pipe leaks in controlled conditions. The red line
indicates the path of the buried sensing element. Fig. 5.7(b) shows a section of the pipe before
burial. The presence of pipe leaks at different positions is emulated through the opening and
closing of valves, which lets water out of the pipe. Figure 5.8(a) shows a sketch of the layout. The
arrows indicate the different position of the emulated leaks. Figure 5.8(b) shows the installation
of the tap that allows to emulate the presence of the underground leakage.

In order to be able to monitor the pipe, control the system and collect the data, we have implemented
the architecture depicted in Fig. 5.9. We have the «IoT sensor node: with the sensing element and with
the IoT measuring instrument. We also included the «connection level» which allows the remote data
acquisition through the internet.
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(a) (b)

Fig. 5.8 PHASE 1: (a) Sketch of the layout. The arrows indicate the different position of the emulated leaks. (b)
Installation of the tap that allows to emulate the presence of the underground leakage.

Fig. 5.9 PHASE 1: Architecture for the implementation of the connection level.

5.3.2 Phase 2 – Design, implementation and testing of the Cyber part of the CPMS

Under the CPMS paradigm, the cyber part is a simulation of the physical process that produces the
observable quantities for given measurands in class. In the example, the observable quantities are the
measured reflectograms, and the measurands are profiles. The cyber part is built with actual physical
experiments, mathematical modeling, and parameters identification; comparisons between the physical
and the cyber part trigger modifications of equations and parameters. A final working cyber part is not
only necessary for constructing the whole measurement system: it is also embedded in its operations.
The major steps of this phase are summarized in Fig. 5.10.

• Step #2.1 - Identification and development of the EM models for the description of the dielectric
properties of materials
This task will relate to the development and validation of frequency-dispersive dielectric permittiv-
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ity models of complex materials, for describing the properties and/or composition of the materials
that constitute the system under investigation, taking into account the volume fraction of the
inclusions and their mutual interactions. With regard to the considered application scenarios (i.e.,
leak localization and structural health monitoring), the most suitable models will be identified
and declined for the specific application contexts. Furthermore, also the influence of additional
physical parameters (e.g. temperature) will be considered to enhance the performance of the
models.

• Step #2.2 - Laboratory tests for preliminary validating the dielectric models
Through laboratory spectroscopic measurements, the EM properties of the involved materials are
determined, as functions of the parameter to be monitored (e.g., humidity) as well as of influence
or "nuisance" parameters (e.g. temperature). It will be then necessary to preliminarily verify the
validity and reliability of the proposed models, also in presence of complex materials. To this
purpose, a large number of experimental tests on homogeneous materials, mixtures and high-loss
materials will be carried out.

• Step #2.3 – Validation of the dielectric models for the test-bed
This activity address the validation of the dielectric models directly for sample materials used in
the test-bed emulating the application scenarios. Considering the difference between the laboratory
material and the test-bed materials, particular attention will be dedicated to the scalability, to the
non-idealities, dispersion and dissipative effects, and the uncertainty contribution associated to all
of them.

• Step #2.4 - Identification and development of the full-wave EM models of the sensing element
This activity relates to the development of the full-wave EM model of the measurement system.
This model (which will be developed using commercial software) will represent the modality of
interaction between the SUT and the SE. The goal is to compute the parameters of the SE, seen as
a transmission line, when it is surrounded by a given material in given physical conditions.

• Step #2.5 - Integration of the models, validation in the test-bed and metrological assessment
With this step, the developed dielectric model will be integrated with the transmission line
model developed in the Step #3.4, and the validity of the overall model will be validated through
experimental tests on the test-bed in the considered case scenarios. Through dedicated optimization
procedures, this preliminary validation will allow to fine tune the model based on the measurement
data.

5.3.3 Phase 3 – Design, implementation and testing of AI into the CPMS

This relates to the construction of the neural measurement part of the CPMS. This is the standard training
of a neural network, with just one important aspect: training data are provided by the cyber part of the
CPMS. It would be impossible, indeed, to obtain only from physical experiments the big amount of data
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Fig. 5.10 Construction of the cyber part of the CPMS.

needed for the training. The process relies on the accuracy of the mathematical model, i.e. on the quality
of the cyber part. It is worth noting that also in this case the comparison (between actual and target
outputs) is crucial.

• Step #3.1 - Implementation of a circuit MR simulator (CMS) using the developed EM models
The CMS will be used to produce simulated reflectograms with a transmission line (TL) circuit
model of the SE. The TL parameters (primary/secondary) are profiles, i.e. functions of the spatial
position. The simulator will have to perform two separate computations: -From a given physical
situation, compute the TL parameter profiles, using the mathematical models developed for the
SEs and the surrounding material. -From given TL parameters profiles (computed in the previous
step), compute the reflectogram generated by a given input waveform.

• Step #3.2 - Tuning and validation of the CPMS
This task relates to adjusting the parameters of the simulation in order to have consistency
between simulated reflectograms of the CMS and reflectograms coming from three different
sources: 1)Experimental reflectograms obtained in laboratory (in accurately known and controlled
conditions); 2)Experimental reflectograms obtained in the test bed (in less accurately known
and controlled conditions); 3)Simulated reflectograms obtained with more accurate and already
validated full-wave simulators.

• Step #3.3 - Identification of the neural architecture for MR inversion
In this activity various options will be examined (e.g. convolutional, recurrent, or recursive neural
network; different ways of coding the input and the output, etc.). Final choices will be made to
develop a working neural MR inversion.
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Fig. 5.11 Graphical illustration of the construction of the measurement part of the CPMS.

• Step #3.4 - Identification of a class of physical situations and associated TL parameters profiles;
Production of simulated reflectograms for neural network training and validation; neural network
training and validation
The training and validation of the neural networks will require a set of “labeled” reflectograms
(reflectograms generated by the CMS with associated “true” TL profiles and physical conditions).
The physical conditions must be chosen in a general but realistic way. A class of profiles is chosen
taking into account the manageability of the generated data set, and considering realistic physical
situations. The production of a large number (hundreds of thousands) of simulated reflectograms
with associated “labels” will be allowed by the availability of a fast and validated CMS.

• Step #3.5 - Test of the neural MR inversion using reflectograms from laboratory and from the test
bed and metrological validation
This activity consists in using the neural inversion on “new” (i.e., not the ones employed during
training and validation) and experimental reflectograms acquired in accurately known conditions
(laboratory) and in approximately known conditions (test bed). The results are used for fine-tuning.
The inversion will be tailored according to the specific monitoring parameters of the selected
application scenarios. For example, for leak-localization application, the neural MR inversion
will be used to infer the position of the leak. Also in this case, the inversion technique will be
characterized metrologically, in order to assess the performance (Fig. 5.11).

5.3.4 Phase 4 – Integration and validation of the CPMS

In this phase, first, it is necessary to validate the final CPMS and implement the self-awareness capability.
This will provide a proof of concept of the developed CPMS; in particular, in this phase, it should be
verified the robustness of the CPMS in terms of accuracy and consistency of the outcome (i.e., the
dielectric profiles). For example, the dielectric profiles obtained from the neural inversion should be
given as an input for the CMS; and the output of the CMS should then be compared to the measured
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Fig. 5.12 Graphical illustration of some core operations of the CPMS, embedding self-awareness and support to
decisions.

reflectogram that was fed to the neural network. This aspect is depicted in Figure 5.12.

This comparison will highlight a “degree of similarity” used as metric for the CPMS. Basically, if
the similarity is too low, the user of the monitoring system knows that it is working in a situation that
has not been correctly modeled, or that the physical system is not performing in the expected way. In a
robust CPMS, the cyber and physical sides will be strictly intertwined: hence, a low similarity value will
highlight possible deviations from the expected results (this may require either to correct the digital twin
or to adjust the physical part, which is not working as expected).

The key operation, again, is a comparison, in this case between the observed quantity feeding the
measurement algorithm, and the cyber version of the same quantity, as produced by the system. The
comparison would be trivial for an elementary cyber part and, consequently, an elementary inverse
computation. For a complex measurement problem, it is instead non-trivial and an essential part of the
measurement system, which is able to warn the user if there is too much difference between the inner
digital twin and the outer physical world. If this is the case, the cyber part of the system must be updated,
with the processes in Fig. 5.10 (new experiments) and Fig. 5.11 (new training).

The successive step should regard the integration between cyber and physical systems. This will
concern the integration of the different components of the system into the final CPMS and integrating
the “cyber” and the “physical” systems developed in the previous phases. The integration will focus not
only on the separate physical and computational components, but also on their interaction.

Concurrently, it is necessary to address the metrological assessment of the CPMS. This will be
dedicated to the metrological assessment of the CPMS as a whole, in terms of reliability of dielectric
models and accuracy of measurement methods and inversion techniques. This will allow the evaluation
of the measurement uncertainty and, as a consequence, the estimation of the confidence intervals of the
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estimated parameters. Such a metrological assessment is crucial to conclusively demonstrate whether
the developed methodology is feasible for application in the given areas.

Finally, the validation of the 4.0 methodological approach to monitoring systems should be addressed.



Chapter 6

Conclusions

The title of this thesis is “Advanced monitoring in industry 4.0 Era: people, environment and data” and
writing it has been a long journey inside the new Industry 4.0 paradigm, inside its technologies, inside
its complexity and its rationales, with the aim of reaching a key point: monitoring is the foundation of
the 4.0 philosophy, and industry 4.0 is an expression of modern monitoring systems. We are in the era of
transitions from analog to digital, from fossil to renewable, from atoms to bits and all these transitions
are driven directly and indirectly by monitoring systems. The monitoring systems are responsible for the
alignment between the real and virtual world, so that this constant play of mirrors does not deceive the
physical world through the immateriality of the cyber world. Monitoring systems are therefore powerful
and essential in the 4.0 era.
The first characteristic of this revolution is globalization: for the first time in history, an industrial
transformation is taking place simultaneously on a global scale. The second key-factor is the word
ecosystem: unlike the first three industrial revolutions (steam engine, electricity and computers) over
the past few years, no technologies nor machines were invented anew, but we understood how to keep
together different technological platforms by using the same language (bit). With the advent of Industry
4.0, nothing new appeared in the technological scenario. Certainly, some old technologies have matured,
but none of those that characterize this new revolution is truly innovative, as it was in the case of steam
and electricity or information technology for previous revolutions. In fact, many of the technologies that
are considered 4.0 today have been invented and used intensively in the Third Industrial Revolution, if
not even at the end of the Second.
The fourth industrial revolution is the only one to have been baptized the moment it was born, in
Germany, in the heart of Europe. The original title of the document that introduced it was “Industrie
4.0: Mit dem Internet der Dinge auf dem Weg zur 4. industriellen Revolution”. 4.0 revolution 4 is a
response to the collapse of the social and economic paradigms that characterized the second half of
the twentieth century and which began to falter at the beginning of the twenty-first century under their
own weight. In the title of this document, the complexity of the idea of Industry 4.0 is already evident.
However, this new model needs all the technologies that make up its paradigm in order to be fully
defined. First, the technological platform of the Internet-of-Things, which represents itself a cultural as
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well as a technological revolution.
Internet-of-Things is an immaterial technology that takes shape as a design and communication language
for all objects that have an IP address. Thanks to the Internet-of-Things, it is possible to populate the
cyber world of virtual twins of real entities, and at the same time only through the Internet-of-things
there is a physical world that responds to the laws of the 4.0 paradigm.
As said, however, to be completely described, Industry 4.0 needs, as in a large matryoshka family,
many of the enabling technologies that it introduces. Objects communicate through connections and
generate a huge amount of data (big data), that is large quantities of often unrelated and unorganized
data that are collected in databases in the cloud and that must be organized in such a way that they can
provide predictive models on the various phenomena of interest. The physical objects themselves are
born directly from the world of data and files through digital printing technologies, associating data
value with the forms and raw materials with which they are produced. Furthermore, the interconnection
between physical and digital worlds cannot disregard the technologies that associate intelligence with
objects and their relationships through interface data. Industry 4.0 therefore needs the Internet of Things
to be defined and the Internet of Things needs other technologies, but above all it needs data. The
matryoshka family relies, therefore, on data, which lack of semantics that need to be given meaning, and
because they have meaning they must be monitored during their evolution and in the same time they are
generated. Therefore, the relationship between monitoring techniques and 4.0 data is the same as that
existing between the signifier and meaning.
Industry 4.0 has established a bridge between the virtual world (cyberspace) and tangible reality,
allowing a fine synchronization between the digital models of devices and physical reality through
cyber physical systems. Production systems as well as everyday products through the introduction of
integrated memories, communication capabilities, wireless sensors, integrated actuators and intelligent
software, are an active part of industrial processes. In this transformation process, the evolution of more
intelligent monitoring systems determines the complete change of the industrial paradigm allowing to
control the entire value chain practically in real-time, intervening on decision-making and optimization
processes. In this new model, for the first time the product takes an active role: it is no longer subject
to centralized control, but operates as a semi-finished product capable of communicating, capable of
suggesting the manipulations to which it should be subjected in the various processing stages, controlling
the manufacturing process of itself, monitoring the relevant environmental parameters by means of
integrated sensors and implementing the appropriate corrective actions in the presence of disturbances.
The potential of the fourth industrial revolution therefore relies on the ability that each element has to
consolidate the information concerning it, completely disrupting the previous logic of centralization and
control. In this vision, monitoring systems are the cornerstone of information generated in the 4.0 era.
This new era has the potential to develop new services for a broad spectrum of applications, as smart
products that are “aware” of their status offer intelligent services themselves. This new generation of
products can autonomously exchange information, undertake initiatives and control each other through
the Internet by means of Machine to Machine (M2M) communication methods. The interoperability
of the services will be implemented through the use of semantic technologies based on the concept of
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CPS, to guarantee open control of the devices. This distributed and global control capacity made of
connections, intertwining, relationships and adaptations places 4.0 systems in perfect analogy with the
brain / human body model and marks the transition from complicated to complex systems. Complicated
systems have characterized the scientific and technological evolution to date, allowing the breakdown of
all types of problems into increasingly elementary, or simplified, problems in order to arrive at a unique
and certain solution, valid under defined conditions. However, diseases, climate, financial systems are
some of the best-known examples of systems that cannot be broken down or approximated with simpler
problems, because their complexity constitutes the problem sense itself. In these cases, knowledge
and the ability to produce awareness from data analysis is the only weapon to dominate the scenarios.
Therefore monitoring systems and methods are the cornerstone of complex problem solving systems.
When the physicist Tim Berners Lee proposed the World Wide Web project at CERN in Geneva he was
judged "vague but exciting". Industry 4.0, as an extension of the World Wide Web to physical objects
is the realm of vagueness in which the certain, univocal and predetermined solution is definitively put
apart at the advantage of the solution adapted to the present moment and the global state. Industry 4.0
is an extremely exciting paradigm in that it favours the relationship between entities and phenomena
over the deterministic ones of cause and effect. In this scenario, participation in the decision-making
and predictive processes of each individual entity is an expression of monitoring itself and therefore the
effectiveness of paradigm 4.0 depends on the skill with which the monitoring is performed
The thesis can be framed in this context, and it has analyzed the characteristics of the monitoring models
in the 4.0 era through the comparison between ordinary monitoring architectures and 4.0 architectures,
with special regard to Internet-of-Things architectures.
Thanks to the study of the evolution of monitoring systems starting from data acquisition systems up
to wireless sensor networks distributed on the cloud, the architecture of modern monitoring systems
has been illustrated, structured in a stack model divided into three essential levels: sensing layer,
network layer and processing layer. The stack model is a modern framework because allows a more
comprehensive analysis and a more reliable decision-making process through the management of a
large amount of data useful in cross sectors. Therefore, thanks to its modularity, the stack architecture
meets the needs of modern industrial and societal systems. The stack meets emerging trends changes
of broadening policy and decision contexts, which push the “science & knowledge” domain more and
more towards multidisciplinary and interdisciplinary. According to the velocity and globalization of
the industrial world, the attention of applicative tools has turned to open data as public good resource,
therefore cross-sectional monitoring systems have become indispensable.
This architecture has been compared both for its functional and logical aspects with the architectures
of modern 4.0 systems structurally based on the Internet-of-Things platform, also articulated on three
main levels: perception layer, network layer and application layer. The comparison has been conducted
through a broad taxonomic analysis of the monitoring systems in some relevant application sectors from
social & economy to health, from agriculture to transport.
The vastness of the sectors investigated and their heterogeneity corroborates the significant conclusions
postulated within the thesis. The comparative analysis has, in fact, shown how 4.0 architectures
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intrinsically perform monitoring activities in their operations and, likewise, as in 4.0 era, monitoring
systems can be implemented exhaustively through 4.0 architectures. The widespread and pervasive
nature of the enabling 4.0 technologies in many economic, productive and social sectors is creating the
conditions for an almost immediate availability of more or less explicit solutions for the acquisition,
registration, transmission, routing and processing of information associated with quantities and/or
parameters that characterize the behaviour and evolution of the systems in which the technologies are
inserted. However, in the stack model the functionality of each level is not customized for the application
and this could compromise the metrological peculiarities and effectiveness of the monitoring systems.
The successful elements of the stack architectures, flexibility and interoperability, are therefore, key
factors for modern monitoring applications that can only be governed by the appropriate measurement
expertise. the evolutionary process that has made the amount of available data enormous. The raw data
have become manifold and have gradually lost their informative power to the advantage of techniques
aimed at meaning attributing that can be used by the end user, or to the benefit of information that can
be immediately used for decision making processes. The availability of cheap and fast integration and
processing systems on the one hand, and the chimera of operational autonomy of the operators in the
various application sectors on the other hand, have implicitly increased confidence in structured data.
Big data are implicitly perceived as the most appropriate source of data according to their finale use. In
this scenario, the integrity and accuracy of the data and their sources has become a substitute for the
amount of data and the complexity of their relationships and mutual influences.
With the aim of showing the validity of the composite conclusion that a monitoring system can be
fully implemented by adequately enhancing the metrological characteristics of the lower layers of the
architectural stack of the IoT paradigm, three application cases have been studied in this thesis. The three
proposed examples present a decreasing degree of overlap of the technologies with monitoring methods
and they show an increasing level of logical and functional interoperability between 4.0 applications and
monitoring applications.
The case studies highlight the naturalness with which this transposition can become both logical and
functional and exhibit the potential that derives from elevating 4.0 architectures to express monitoring
functions with the necessary metrological accuracy. The case studies use enabling technologies with a
growing degree of both technological and application innovation and show the versatility of the results of
the union between 4.0 applications and monitoring activities. In the first experiment, the Brain Computer
Interface technology has been specialized to monitor brain response to stressogenic stimuli. In the
second experiment, from the processing of information produced by an Augmented Reality application
to support an industrial process, some figures of merit useful for monitoring the process itself have been
defined. In the third experiment, it was shown through an extremely innovative technology such as
the Soft Robot Continuum how it is possible with adequate skills to design 4.0 applications capable of
simultaneously meeting the requirements of the monitoring systems.
Based on the foregoing and the considerations developed through the experiments, it is possible to
conclude that in the 4.0 era the monitoring systems and 4.0 architectures, in particular thanks to the
Internet-of-Things platform, are indistinguishable and essential from each other. To implement a
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monitoring system, it is necessary to use measurement skills together with 4.0 technologies, just as a
native 4.0 application can express monitoring functionality. Therefore, monitoring affects the semantics
of information in 4.0 era.
However, rigorous procedures and accurate techniques that preserve the integrity and accuracy of the
data are essential to make the use of big data truly advantageous both in precision applications and in
cross-application domains.
These monitoring models require an effort to harmonize the bottom-up approach imposed by the
metrological requirements of the monitoring systems with the top-down approach imposed by the
heterogeneity requirements of the data distributed in support of modern decision-making processes, thus
emphasizing the common practice of quantifying information in terms of information capacity rather
than meaningful information.
The high availability of technology and the spread of artificial intelligence applications seem to have led
us into a world that decides and proceeds automatically and independently of the human will, however
no technology is fully useful if not enslaved to the project of man and the practice and the management
of monitoring operations represent the transduction point of human knowledge in technological usability
in the 4.0 era.
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