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La science est faite d’erreurs, mais d’erreurs qu’il est bon de commettre,

car elles mènent peu à peu à la vérité.

— Jules Verne, Voyage au centre de la Terre (1864)

Science is made up of mistakes, but mistakes that are good to make,

because they lead little by little to the truth.

— Jules Verne, Journey to the Center of the Earth (1864)



Abstract

Halogens are an important component of Arctic atmospheric chemistry, responsible for

the depletion of boundary layer ozone and mercury, oxidation of hydrocarbons, and im-

pacts on nitrogen oxide chemistry and oxidative capacity. During spring, reactive halo-

gens are photochemically activated on salty surfaces (e.g. land-based snow, snow on sea

ice, aerosols) and released into the atmosphere. However, the interplay between polar

chemical emissions, recycling, transport, and chemistry is complex and remains poorly

understood. As a result, descriptions of such processes in atmospheric chemistry models

are largely simplified or neglected. This thesis presents an investigation of the role of

halogens (chlorine and bromine) on springtime Arctic boundary layer chemistry, through

the development and use of atmospheric chemistry models.

First, a 1-dimensional model (PACT-1D) is used to study molecular halogen emis-

sions from surface snow and the impact on oxidative chemistry within the boundary layer.

The model is used to simulate reactive halogen chemistry observed during the spring 2009

OASIS (Ocean-Atmospheric-Sea ice-Snowpack) measurement campaign in Utqiaġvik,

Alaska. Model results show that halogens can be confined to a very shallow layer near

the surface, resulting in a large chemical reactivity gradient with altitude. Second, the

3-dimensional WRF-Chem model is used to investigate the interaction of halogens with

ozone and mercury during Arctic spring. Several major WRF-Chem model developments

are made in this work, including the addition of a new mercury chemical description.

The model is evaluated with unique data from the central Arctic, obtained during the

2020 MOSAiC (Multidisciplinary drifting Observatory for the Study of Arctic Climate)

expedition. Model results show that bromine emissions and recycling from surface snow

and sea ice are necessary to capture ozone and mercury depletion events. This work
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highlights a need for improved model descriptions of surface emissions to accurately

represent boundary layer chemistry, and provides a basis for future model developments.

Keywords: Atmospheric chemistry, Arctic, Halogens, Ozone, Mercury, Snow, Sea Ice,

Modelling



Résumé

Les composés halogénés sont des espèces chimiques clés de la réactivité de la basse at-

mosphère arctique. Ils sont responsables de l’appauvrissement de l’ozone et du mercure

dans la couche limite, de l’oxydation des hydrocarbures et ont un impact sur la chimie

des oxydes d’azote et la capacité oxydante. Au printemps, des halogènes réactifs sont

générés via des mécanismes d’activation photochimique des surfaces salées (par exemple,

la neige terrestre, la neige sur la glace de mer, les aérosols) et libérés dans l’atmosphère.

Cependant les mécanismes d’émissions et de recyclage de ces composés, leur transport

et leurs conséquences sur la chimie atmosphérique polaire sont très complexes et mal

définis, ce qui conduit à des simplifications importantes dans les modèles de chimie at-

mosphérique. A travers le développement et l’utilisation de modèles de chimie atmo-

sphérique, ces travaux de thèse proposent ainsi une étude du rôle des halogènes (chlore et

brome) sur la chimie de la couche limite de l’Arctique au printemps.

Tout d’abord, nous avons développé et utilisé un modèle unidimensionnel (PACT-

1D) pour étudier les émissions d’halogènes moléculaires de la neige de surface et leur

impact sur la capacité oxydante dans la couche limite. Le modèle est utilisé pour simuler

la chimie réactive des halogènes observée. Les résultats du modèle, appliqué aux ob-

servations menées au printemps 2009 pendant la campagne de mesures OASIS (Ocean-

Atmospheric-Sea ice-Snowpack) à Utqiaġvik, Alaska montrent que le chlore peuvent

être confinés dans une couche atmosphérique très fine près de la surface, ce qui en-

traı̂ne un important gradient de réactivité chimique avec l’altitude. Deuxièmement, nous

avons appliqué le modèle tridimensionnel WRF-Chem à l’étude des interactions entre les

halogènes, l’ozone et le mercure pendant le printemps arctique. Plusieurs développements

majeurs du modèle WRF-Chem ont été sont effectués dans cette thèse, notamment l’ajout
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d’une nouvelle description chimique du mercure. Le modèle a ensuite ét évalué avec

des données uniques du centre de l’Arctique, obtenues lors de l’expédition 2020 de

MOSAiC (Multidisciplinary drifting Observatory for the Study of Arctic Climate). Les

résultats du modèle ont montré que les émissions de brome et le recyclage de la neige

de surface et de la glace de mer sont nécessaires pour mieux représenter les événements

d’appauvrissement de l’ozone et du mercure. Nos travaux soulignent ainsi la nécessité

d’améliorer les descriptions des émissions de surface dans les modèles afin de représenter

avec précision la chimie de la couche limite en Arctique et fournissent une base pour les

développements futurs des modèles.

Mots clés: Chimie atmosphérique, Arctique, Halogènes, Ozone, Mercure, Neige, Glace

de mer, Modélisation
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1. Introduction 2

General context

The Arctic is one of the most rapidly changing environments in the world and most prom-

inent examples of global climate change. Surface temperatures in the region are rising

two to three times faster than the global average, with sea ice extent quickly declining and

predicted to experience at least one ice-free September before 2050 (Lee et al., 2021).

Consequently, these changes are likely to: (i) reduce surface albedo via declining sea ice

and snow cover; (ii) increase the frequency of extreme events (e.g. wildfires); (iii) accel-

erate melting permafrost; (iv) increase anthropogenic emissions via shipping and resource

extraction; and (v) disrupt atmospheric chemistry cycles.

These changes have the potential to alter the chemical composition of the polar atmo-

sphere, with implications for Arctic pollution, air quality, and climate. In particular, ozone

and mercury pollution can detrimentally impact local ecosystems and human health, mak-

ing our understanding of the current and future state of the Arctic a major scientific and

policy issue (AMAP, 2021). Halogen chemistry (chlorine, bromine, iodine) is central

in determining the fate of both ozone and mercury in the atmosphere, yet, the effects of

future warming on halogen emissions and chemistry are difficult to predict. Chemical

transport models are useful tools for addressing such questions by exploring the complex

interconnected nature of the atmosphere. However, many models are currently unable

to represent key processes in the Arctic atmosphere due to simplified or missing model

descriptions. This thesis aims to address some of the current model deficiencies in the

representation of Arctic halogen, ozone, and mercury chemistry.
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1.1 Overview of the Earth’s atmosphere

Earth’s atmosphere is divided into several layers based on their unique chemical and phys-

ical characteristics. The lowest atmospheric layer is the troposphere, which can extend to

an altitude between 8–18 km from the surface, depending on latitude and season. Above

the troposphere is the stratosphere; this layer extends to an altitude of ⇠50 km. These

two layers are most important for atmospheric chemists as they hold over 99.9 % of

Earth’s atmospheric mass (Jacob, 1999). The lowermost portion of the troposphere that

is directly influenced by the planetary surface is known as the planetary boundary layer

(PBL). The height of the PBL can typically range between 100–2000 m, depending on the

atmospheric conditions (e.g. temperature, winds) and topographical features of the envir-

onment (Stull, 1988). PBL dynamics is important in modulating surface chemical con-

centrations, as it can determine the volume within which chemical species are dispersed.

During sunlit periods, solar radiation warms the surface generating turbulent eddies that

increase vertical mixing and the height of the PBL. In the absence of sunlight (e.g. at

night), atmospheric conditions become more stable due to cooling of the surface, which

dampens turbulent mixing and reduces the height of the PBL. Under these stable condi-

tions, chemical species can be trapped near the surface due to a suppression in vertical

mixing. This has important consequences for surface chemistry and air quality, as gases

and pollutants can accumulate near the surface.

Broadly, the chemical composition of the atmosphere is determined by the balance

between the rate of production versus the rate of removal for a particular chemical species.

At a given location, this can be described by four main processes: chemistry, transport,

emissions, and deposition. Chemical production (or loss) is governed by the availability

of reactants and by the atmospheric conditions (e.g. temperature, radiation). Transport

of air masses can redistribute long-lived chemical species globally. Emissions are influ-

enced by both natural and anthropogenic activity, releasing compounds directly into the

atmosphere. Deposition can remove species from the atmosphere, via both dry and wet

processes, and transfer these species to the ground. All of these terms can be expressed

mathematically in the form of the continuity equation (1.1), describing the conservation

of mass for a species, i (Jacob, 1999):
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∂Ci

∂ t
=�∇ ·F +Pi�Li (1.1)

where ∂Ci

∂ t
is the change in concentration of species i with respect to time (t), ∇ ·F is

the net flux in or out of a given volume, Pi is the total production (sum of chemical

production and emissions), and Li is the total loss (sum of chemical loss and deposition).

The atmospheric lifetime (τ) of a species, which is the average time a species remains in

the atmosphere, can be represented by its total atmospheric mass (Mi) and the rate of its

production (or loss), as:

τ =
Mi

Pi
=

Mi

Li
(1.2)

assuming steady state conditions (sources and sinks are equal) (Seinfeld and Pandis,

2006).

1.2 Specificities of the polar regions

The polar regions (Arctic and Antarctic) are cold and remote environments that exhibit

several unique characteristics, in terms of climate and geography, which distinguishes

them from other regions of the Earth. These distinct features have important implications

for polar atmospheric chemistry, the central research theme of this thesis. This thesis

will focus on the chemical processes occurring in the Arctic atmosphere, but, these cycles

are also equally relevant to the Antarctic. The key physical and chemical conditions that

characterize the Arctic and Antarctic are described below.

1.2.1 Physical and meteorological conditions

The Arctic region (defined as 60� N to 90� N) consists of the Arctic Ocean and is sur-

rounded by landmasses, whereas the Antarctic is a continent surrounded by ocean. A

large fraction of the Arctic Ocean is ice-covered year-round, with a maximum sea ice

extent during spring (March–April) and a minimum in autumn (September). Sea ice is a

crucial component of the cryosphere as it reflects visible radiation (due to high albedo),

modulates gas and heat exchange between the Arctic Ocean and atmosphere, and provides
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Because of the Arctic’s high latitude, the amount of available sunlight varies drastic-

ally depending on the season, with complete darkness during winter and all-day sunlight

in summer. The transition from polar night to polar sunrise in spring can have several

effects, including: changes in the surface energy budget, the initiation of photoactive pro-

cesses and chemistry, and impacts on boundary layer dynamics and atmospheric stability.

The cold climate and relatively homogeneous snow/ice surface of the polar regions can

often produce very stable conditions, known as surface temperature inversions (Anderson

and Neff, 2008). Temperature inversions are phenomena common to polar regions and

are present when there is a reversal of the adiabatic lapse rate, causing air temperature to

increase with altitude. This can occur when a warm air mass resides above a cooler one,

hindering vertical mixing between the two layers. Within the inversion layer, typically

10–100 m above the surface, conditions are stable further trapping pollutants and gases

very close to the surface. Another important feature of the Arctic is the presence of sea

ice leads and the impact they have on convective mixing of air masses. Leads are natur-

ally occurring cracks in sea ice that can cause large sensible and latent heat fluxes from

the sea ice surface to the atmosphere, due to temperature gradients between the warmer

ocean surface and cooler polar atmosphere. These temperature gradients cause strong

convective mixing in the atmosphere above the lead, resulting in strong ventilation of air

within the boundary layer. In such cases, air masses that are depleted in chemical species,

such as ozone or mercury, can be replenished by downward mixing of air from the free

troposphere, resulting in rapid changes in surface chemical concentrations (Moore et al.,

2014).

1.2.2 Arctic air pollution

A key difference between the Arctic and Antarctic is the proximity of the Arctic to the

surrounding landmasses, unlike the Antarctic which is surrounded by the Southern Ocean.

Anthropogenic emissions released from industrialized activities and open fires in the

Northern Hemisphere can therefore be transported long distances from the mid-latitudes

to the Arctic. This can bring large amounts of gaseous and particulate pollutants to the

Arctic, impacting local air quality. This is exemplified with the build up of Arctic haze;
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a fog-like accumulation of atmospheric aerosols (e.g. sulphate) and other air pollutants

(e.g. organic matter) which typically occurs during late winter/early spring (Quinn et al.,

2007). Local emissions are believed to be low compared to the pollution transported from

the mid-latitudes due to the remote nature of the Arctic. However, local sources such as

Arctic shipping routes can be an important source of local pollutants (e.g. NOx, sulphur

dioxide (SO2)) which are projected to increase as new shipping routes are made accessible

by the continuing decline of sea ice (Corbett et al., 2010; Mudryk et al., 2021; Stephenson

et al., 2018). Natural (re-)emissions from snow, sea ice, and the open ocean also contrib-

ute to the release of chemical species to the polar atmosphere, influencing surface layer

chemistry where most long-term Arctic observations are made. The combination of at-

mospheric conditions, chemical emissions, and transport result in atmospheric chemistry

cycles that are unique to the Arctic.

This thesis focuses on the chemical fate of two major pollutants: tropospheric ozone

(O3) and mercury (Hg). Tropospheric O3 (hereinafter referred to as ozone) is an important

greenhouse gas with a positive radiative forcing, estimated at approximately 0.40 W m�2

(Myhre et al., 2013). O3 is also a harmful air pollutant which can cause respiratory prob-

lems and affects millions of people globally each year (Anenberg et al., 2010). Mercury is

a toxic contaminant and a worldwide concern due to its adverse effects on human health.

Arctic communities and ecosystems are particularly vulnerable due to its bioaccumulation

in aquatic food chains (AMAP, 2015). In an effort to reduce human exposure to Hg, an

international agreement was reached in 2013 by the United Nations Environment Program

(UNEP) called the Minamata Convention on Mercury (United Nations Environment Pro-

gramme, 2013). This agreement was formally ratified in 2017 and aims to protect human

health and the environment by reducing emissions of Hg and Hg-containing compounds.

In the Arctic, the atmospheric cycles of both ozone and mercury are controlled by

halogens. However, the exact role that halogens play in these chemical cycles are still not

completely defined. As a result, it is currently difficult for models to accurately predict

the chemical transformations and lifetimes of ozone and mercury in the polar atmosphere.
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1.3 Arctic atmospheric chemistry

The chemical composition of the Arctic atmosphere is regulated by a combination of

chemistry, emissions, transport, and deposition. During spring, polar sunrise initiates

many photochemical reactions involving ozone, mercury, halogens, and NOx. These

chemical cycles ultimately impact the oxidative capacity of the atmosphere (HOx =

OH+HO2), controlling the chemical lifetimes of numerous trace gases. The coupled

nature between these reaction cycles is illustrated in Figure 1.2. Chemistry within the

troposphere can exhibit marked differences in behaviour compared to the stratosphere, as

each is subject to different atmospheric conditions (e.g. temperature, UV radiation). This

thesis is focused only on chemistry occurring within the troposphere. An overview of the

Arctic-relevant chemical cycles (bromine, chlorine, ozone, and mercury) investigated in

this thesis is given below. Examples of detailed reviews of Arctic atmospheric chemistry

can be found in Abbatt et al. (2012); Barrie and Platt (1997); Platt and Hönninger (2003);

Saiz-Lopez and von Glasow (2012); Simpson et al. (2007, 2015). Note, although iod-

ine can also participate in these chemical cycles, it has not been addressed in this thesis.

Reviews for Arctic iodine chemistry can be found elsewhere (e.g., Carpenter, 2003; Saiz-

Lopez et al., 2012, 2014). Similarly, chemistry in the Antarctic is not discussed in this

thesis, however previous works are highlighted in the following sections where relevant.

1.3.1 Tropospheric ozone

O3 is one of the most studied compounds in the atmosphere for its role as both a green-

house gas and harmful air pollutant. Downward transport of stratospheric ozone is a

known source in the global tropospheric ozone budget (Shapiro et al., 1987). In addition,

O3 is chemically produced in the troposphere via reactions between NOx and volatile or-

ganic compounds (VOCs), released from anthropogenic emissions. This is estimated to

represent the main source of tropospheric O3 (Myhre et al., 2013). O3 is the major source

of hydroxyl radicals (OH); the primary atmospheric oxidant that determines the chem-

ical lifetimes of most species (Finlayson-Pitts and Pitts, 1999). OH radicals are produced

following the photodissociation of O3 under shortwave UV radiation:
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Figure 1.2: Simplified schematic of the Arctic chlorine, bromine, ozone, and mercury chemical

mechanisms investigated in this thesis. The species depicted in snow here are repres-

entative of gas-phase compounds in the interstitial air between snow grains.

O3+hν
(λ<330 nm)
�������! O(1D) + O2, (R1.1)

O(1D) + H2O! 2OH (R1.2)

OH is highly reactive with an average chemical lifetime of 1–2 seconds in the troposphere

(Lelieveld et al., 2016). Key chemical reactions of OH include trace gases such as VOCs,

CH4, and carbon monoxide (CO), summarized by reactions (R1.3) and (R1.4):

RH + OH! R+H2O, (R1.3)

R + O2! RO2 (R1.4)

where R represents a carbon chain (e.g. CH3). The products of this oxidation pathway are

peroxyl radicals (RO2), including the hydroperoxyl radical (HO2), which impact the over-

all oxidative capacity of the atmosphere. Under polluted conditions, emission-generated

NOx may react with RO2 and HO2 species to form tropospheric O3 (Crutzen, 1970). First,
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NO can be converted to NO2 via reaction with HO2 and regenerate an OH radical:

NO + HO2! NO2 + OH (R1.5)

Photodissociation of NO2, under visible and ultraviolet radiation, then leads to the pro-

duction of O3, following reactions (R1.6) and (R1.7):

NO2+hν
(λ<430 nm)
�������! NO + O(3P), (R1.6)

O(3P) + O2
M
��! O3 (R1.7)

where M is a third body (typically O2 or N2). These reactions summarize the main pro-

cesses involved in the production of tropospheric ozone. As shown by reactions (R1.3)–

(R1.7), the rate of tropospheric ozone formation is largely determined by the abundance

of VOCs, NOx, and available sunlight. This is particularly important in polluted re-

gions, where emissions of ozone precursors are high, severely impacting local air quality.

In remote regions, such as the Arctic, long-range transport from the mid-latitudes and

stratosphere-troposphere exchange of O3 are the main sources of boundary layer ozone

(Liang et al., 2011).

1.3.2 Boundary layer ozone depletion

Background mixing ratios of O3 in the Arctic boundary layer range between 30–40 parts

per billion by volume (ppbv or 10�9 mol mol�1) during winter. In spring, O3 can exper-

ience periods of depletion to almost 0 ppbv (Barrie et al., 1988). These episodic events,

known as “Ozone Depletion Events” (ODEs), were first discovered in the Arctic in the

1980s and have since been regularly observed during spring (Barrie et al., 1988; Botten-

heim et al., 1986; Oltmans, 1981; Oltmans and Komhyr, 1986). In the Antarctic, boundary

layer ozone depletion was also observed to occur during austral spring, first reported in

the 1990s (Wessel et al., 1998). The onset of ODEs coincides with polar sunrise and their

duration and intensity can vary depending on both chemical (e.g. oxidant concentrations)

and physical factors (e.g. boundary layer stability). Numerous observations of ODEs
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have shown that these events can last anywhere between a few hours to several weeks

depending on the scale of depletion (Jacobi et al., 2010). Similarly, ODEs can extend sev-

eral hundreds of kilometers horizontally in the Arctic and up to 1 km vertically from the

surface (Ridley et al., 2003). During these events, an anti-correlation between ozone and

filterable bromine was first reported by Barrie et al. (1988), suggesting a halogen-driven

chemical mechanism to explain their occurrence. Many studies have since followed this

initial investigation, with strong evidence now attributing Arctic ODEs to halogen chem-

istry (Simpson et al., 2007).

1.3.3 Atmospheric mercury

Mercury is present globally and emitted to the atmosphere from natural sources (e.g. vol-

canoes) and anthropogenic activities (e.g. coal combustion, gold mining) (AMAP, 2011;

Lindberg and Stratton, 1998). Gaseous elemental mercury (Hg(0)), the main form of at-

mospheric Hg, is transported worldwide due to its relatively long atmospheric lifetime

(6 months to 1 year) (Selin, 2009). Hg(0) can be oxidized to divalent gaseous mercury

(Hg(II)) and particulate mercury (Hg(p)), which are readily deposited to environmental

surfaces (e.g. land, oceans) via dry and wet processes (Lindqvist and Rodhe, 1985; Lu

et al., 2001). Briefly, oxidation of Hg(0) to Hg(II) can be summarized by reactions (R1.8)

and (R1.9):

Hg(0)+Y
M
 �! Y HgI (R1.8)

Y HgI+Z
M
���! Y HgIIZ (R1.9)

where Y and Z = Br, Cl, OH. Determining the exact kinetics and speciation of these

reactions however is an ongoing research challenge (Subir et al., 2011). As a result, the

main oxidation pathway of Hg(0) globally remains a subject of discussion (Gustin et al.,

2015, 2021; Jaffe et al., 2014)
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1.3.4 Boundary layer mercury depletion

Similar to ozone, surface Hg(0) experiences depletion during spring in the Arctic bound-

ary layer, first observed in 1995 (Schroeder et al., 1998). Following this discovery, de-

pletion of boundary layer Hg(0) was also reported in the Antarctic during austral spring

(Ebinghaus et al., 1998). Background levels of Hg(0) in the Arctic are typically around

1.4 ng m�3 and depletion events are defined as Hg(0) concentrations below 1.0 ng m�3

(Cobbett et al., 2007; Steffen et al., 2005). Atmospheric mercury depletion events (AM-

DEs) are highly correlated and coincident with ODEs, implicating bromine as the major

oxidant driving Hg(0) depletion (Wang et al., 2019). During AMDEs, Hg(II) and Hg(p)

concentrations increase as Hg(0) is oxidized, simultaneously increasing the amount of

Hg deposited to the cryosphere (Steffen et al., 2014). Importantly, deposited Hg to snow

surfaces can be re-emitted back into the atmosphere (as Hg(0)) under sunlit conditions

(Durnford and Dastoor, 2011). Alternatively, Hg can remain within the snow and be re-

distributed to the Arctic Ocean during snowmelt. Here, it can be transformed into more

toxic forms such as methylmercury (MeHg); a highly toxic contaminant harmful to mar-

ine and human organisms (AMAP, 2015). The exact amount of Hg(0) re-emitted from

the Arctic snowpack is however uncertain, with estimates ranging between 40–90 % of

deposited Hg (Durnford and Dastoor, 2011). This large variability highlights the com-

plexity of Hg(0) re-emission from snow which can be influenced by several variables,

including: snow chemical composition, UV radiation, snow temperatures, and snow age

(Mann et al., 2014, 2015b, 2018). Changes in the Arctic climate could therefore impact

the Hg cycle, including its transfer to the Arctic Ocean and contamination of aquatic eco-

systems. A better understanding of the full polar mercury cycle is currently needed to

predict the long-term impacts of future warming on the fate of Arctic Hg.

1.3.5 Bromine chemistry

Bromine is considered to be the most well-understood halogen in Arctic atmospheric

chemistry, playing a central role in ODEs and AMDEs. The first measurements of brom-

ine monoxide (BrO), a key species in the bromine/ozone cycle, were made by Long Path-

Differential Optical Absorption Spectrometry (LP-DOAS) (Hausmann and Platt, 1994;
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Tuckermann et al., 1997). Instrumental techniques have since improved, enabling more

detailed investigations of bromine chemistry in the Arctic. Techniques including multi-

axis DOAS (MAX-DOAS) and chemical ionization mass spectrometry (CIMS) have been

employed at both ground-level and onboard aircrafts during many Arctic field campaigns

(e.g., Koo et al., 2012; Liao et al., 2011, 2012a,b; Neuman et al., 2010; Pratt et al.,

2013). These advances have allowed the characterization of more inorganic bromine spe-

cies (such as molecular bromine (Br2), hypobromous acid (HOBr), and bromine chloride

(BrCl)) at higher temporal resolution than previously possible (Foster et al., 2001; Liao

et al., 2012b; Spicer et al., 2002). This has enabled a more detailed understanding of

their diurnal profiles, revealing that Br2 experiences a peak in concentrations at night,

before being photolyzed after sunrise (Liao et al., 2012b; McNamara et al., 2020; Wang

and Pratt, 2017; Wang et al., 2019). Satellite retrievals have also helped probe the spatial

distribution of Arctic bromine, particularly BrO, revealing a strong correlation between

BrO and sea ice cover (e.g., Bougoudis et al., 2020; Chance, 1998; Richter et al., 1998;

Salawitch et al., 2010; Wagner et al., 2001).

The springtime depletion of ozone and mercury by bromine can be summarized by

the following chemical reactions. First, the reaction cycle is initiated by photolysis of Br2

which has a very short photochemical lifetime (< 1 min):

Br2
hν
�! 2Br (R1.10)

Bromine atoms can then quickly react with O3 (forming BrO), or with Hg(0) (to form

Hg(II)):
Br+O3�! BrO+O2 (R1.11)

Br+Hg(0)
M
 �! HgBr, (R1.12)

Br+HgBr
M
���! HgBr2, (R1.13)

BrO can further react with HO2 to produce HOBr which is an important species involved

in the autocatalytic regeneration of Br2:

BrO+HO2�! HOBr+O2 (R1.14)
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HOBr may be photolyzed to reform Br atoms whilst also converting one HO2 molecule

to OH:
HOBr

hν
�! Br+OH (R1.15)

Under high BrO concentrations, BrO can self-react to reform Br2, restarting the reaction

cycle:
BrO+BrO�! Br2+O2 (R1.16)

Alternatively, under high NOx conditions, reaction between BrO and NO2 can result in

the formation of bromine nitrate (BrONO2):

BrO+NO2
M
���! BrONO2 (R1.17)

Recycling of reactive bromine on surfaces is crucial in sustaining high bromine concen-

trations which allows the depletion of ozone and mercury to proliferate. This recycling

occurs via reactions (R1.18) and (R1.19), where HOBr and BrONO2 activate aqueous

bromide on salty surfaces (e.g. snow, sea ice, aerosols):

HOBr(g) + Br –
(aq) + H +

(aq)
surface
�����! Br2(g) + H2O(l) (R1.18)

BrONO2(g) + Br –
(aq)

surface
�����! Br2(g) + NO –

3 (R1.19)

These reactions release two bromine atoms (as Br2) into the atmosphere, resulting in an

exponential increase in reactive bromine concentrations (Simpson et al., 2007). This is

known as the “bromine explosion” and it is the reason why reactive bromine concentra-

tions are sustained in the Arctic atmosphere capable of depleting ozone and mercury to

near-zero levels.

The source of bromine in the Arctic originates from seawater containing bromide

(Br–), which is transferred onto on snow, sea ice, and aerosols. This is then activated

and released to the atmosphere as Br2, following reactions (R1.18) and (R1.19). Whilst

several different bromine activation mechanisms have been proposed, all methods involve

heterogeneous surface reactions, converting Br– into reactive bromine. Surfaces involved

in bromine recycling and activation include surface snow on land and sea ice, blowing

snow, and aerosols. The amount of bromine released to the atmosphere is dependent on
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several physical and chemical conditions. Firstly, surfaces must be acidic and enriched

with bromide, as reaction (R1.18) exhibits a strong pH dependence, shown by previous

laboratory and field experiments (Abbatt et al., 2012; Pratt et al., 2013; Wren et al., 2013).

The initiation of the bromine chemical cycle is driven by photochemistry, therefore, the

amount of available solar radiation will strongly influence bromine emissions. Laborat-

ory and field experiments have shown a strong correlation between solar radiation and

bromine production, with peak production under irradiated conditions (Custard et al.,

2017; Pratt et al., 2013; Wren et al., 2013). The presence of ozone gas in snow was also

shown to increase Br2 production in these same studies. This is consistent with the brom-

ine chemical mechanism as higher ozone concentrations would favour the formation of

BrO, sustaining bromine recycling through the bromine explosion. In addition, surface

observations of BrO in the Arctic have indicated a negative correlation between temper-

ature and BrO abundance (Burd et al., 2017). Measurements suggested that recycling and

emission of BrO can occur up to temperatures of 0 �C, but above freezing, BrO recyc-

ling is hindered due to the onset of snowmelt. The physical properties of the snowpack

(e.g. morphology, liquid water content, gas transport and ventilation) may also impact the

release of bromine to the atmosphere, however, their impacts on bromine emissions are

still poorly understood (Bartels-Rausch et al., 2014). Boundary layer stability is another

important factor that can impact the vertical distribution of bromine (Anderson and Neff,

2008). Stable atmospheric conditions (e.g. low-level temperature inversions) can concen-

trate reactive bromine close to the ground, limiting its transport to the free troposphere

(Peterson et al., 2015; Simpson et al., 2017).

1.3.6 Chlorine chemistry

The bromine and chlorine cycles operate in conjunction and are directly linked through

interhalogen reactions, and, indirectly via their impacts on the oxidative capacity (see

Figure 1.2). Chlorine plays a different role to bromine in the Arctic, with only a minor

contribution to surface ozone depletion in the boundary layer (Platt and Hönninger, 2003).

The main source of atmospheric chlorine is from oceanic sea salt, in the form of chloride

(Cl�), activated on surfaces. Chloride is present in greater quantities than bromide in sea
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salt, and can react with inorganic bromine (e.g. HOBr) promoting the formation of BrCl

on surfaces (Simpson et al., 2007):

HOX(g) + Y –
(aq) + H +

(aq)
surface
�����! XY(g)+H2O(l) (R1.20)

XONO2(g) + Y –
(aq) + H +

(aq)
surface
�����! XY(g)+NO –

3(aq) (R1.21)

where X and Y = Br or Cl. Once BrCl is formed, it can be readily photolyzed releasing

both Br and Cl atoms to the atmosphere (R1.22), or react on surfaces to produce Br2

(R1.23) (Hu et al., 1995):
BrCl

hν
��! Br+Cl (R1.22)

BrCl(g)+Br –
(aq)

surface
�����! Br2(g)+Cl –

(aq) (R1.23)

Under polluted conditions, reactive nitrogen species (e.g. dinitrogen pentoxide (N2O5))

may also activate chloride by forming nitryl chloride (ClNO2) which is an important

nighttime reservoir and Cl precursor (McNamara et al., 2019). This reaction is as fol-

lows:
N2O5+Cl –

(aq)�! ClNO2+NO –
3(aq) (R1.24)

The production of Cl atoms in the Arctic is dominated by Cl2 and ClNO2 photolysis:

Cl2
hν
��! 2Cl (R1.25)

ClNO2
hν
��! Cl+NO2 (R1.26)

Importantly, Cl atoms are highly efficient atmospheric oxidants, reacting with VOCs and

CH4 up to three orders of magnitude quicker than the more abundant OH radical (Atkinson

et al., 2006). This makes chlorine an important reactive species even in low quantities.

Measurements at Utqiaġvik, Alaska revealed that Cl2 concentrations could sometimes

reach as high as 400 pptv (parts per trillion by volume or 10�12 mol mol�1) during spring

(Liao et al., 2014). VOC oxidation by Cl results in the formation of RO2, ultimately



17 1.4. Atmospheric chemistry modelling

impacting HOx concentrations and the oxidative capacity of the atmosphere:

Cl+RH
+ O2
����! RO2+HCl (R1.27)

Production mechanisms of Cl2 are analogous to Br2, with surface observations in

the Arctic indicating a strong correlation to ozone and sunlight, suggesting both are pre-

requisites for Cl2 production (Custard et al., 2016, 2017; Liao et al., 2014). Cl2 has a

slightly longer photochemical lifetime than Br2 (approximately 10 minutes), resulting in

distinct differences between their respective diurnal profiles. Arctic surface Br2 measure-

ments have recorded maximum Br2 concentrations at night and a minimum during the

day, whilst Cl2 exhibits the inverse diurnal profile (daytime maxima and nighttime min-

ima) (Custard et al., 2016; Liao et al., 2012b, 2014; McNamara et al., 2019; Wang and

Pratt, 2017). Measurements of inorganic chlorine species in the Arctic are still relatively

rare, with open questions regarding their vertical and spatial distribution in the Arctic

boundary layer.

1.4 Atmospheric chemistry modelling

In remote regions (such as the Arctic), measurement data can often be sparse or in-

complete, and chemical transport models can help us to predict the composition of the

atmosphere. Specifically, CTMs are helpful in understanding the complex interactions

between competing processes and the non-linear feedbacks present in atmospheric chem-

istry cycles, such as the bromine explosion. Models are fundamentally based on math-

ematical expressions of atmospheric processes, designed to quantitatively understand the

evolution of chemical concentrations with time. This is done by numerically solving the

continuity equation (1.1) to simulate the changes in production, loss, and transport, of a

chemical species.

Atmospheric chemistry models represent the Earth (or regions of the Earth) in smal-

ler boxes (grid cells) and can operate on different spatial and temporal timescales. One

way to classify atmospheric models is according to their dimensionality (i.e. the number

of dimensions in which a computed variable is a function of). Box models (0-D), column
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els simulate chemical concentrations as infinitesimally small air parcels moving through

space continuously. One advantage of Lagrangian models is the ability to accurately

simulate advection as there is no numerical diffusion, unlike in Eulerian models. This

preserves sharp gradients of species (e.g. within a plume) whereas these gradients are

smoothed out in Eulerian models. Conversely, Eulerian models are often computationally

less expensive than Lagrangian models (depending on the application and model resolu-

tion).

In this thesis, a combination of modelling tools are used, including: Lagrangian mod-

elling (Chapter 3), 1-D modelling (Chapter 4), and 3-D regional modelling (Chapter 5).

These models were specifically chosen to address particular aspects of the polar atmo-

spheric chemistry cycles, from surface snow chemistry and emissions, to regional scale

chemistry and air mass transport.

1.4.1 State-of-the-art in Arctic atmospheric chemistry modelling

Many models that exist today offer differing insights into the behaviour of physical and

chemical processes due to differences in model descriptions and complexity. It is there-

fore important to first assess the current state-of-the-art in atmospheric chemistry mod-

elling to identify model shortcomings and limitations. At the start of this thesis pro-

ject, many models still struggled to accurately represent key aspects of polar atmospheric

chemistry. For example, model predictions of boundary layer ozone in Arctic spring can

be incorrect due to missing or simplified descriptions of bromine chemistry and emis-

sions (Monks et al., 2015). No regional model using both surface snow and blowing snow

emissions of Arctic bromine could be found prior to the beginning of this thesis. This

motivated the study of Marelle et al. (2021), in which I jointly collaborated, to develop a

regional model with descriptions of both bromine emission mechanisms and study their

combined impact on Arctic ozone. Additionally, the effects of using hourly-calculated

bromine oxidant concentrations on polar springtime mercury chemistry have seldom been

explored. This research gap was one of issues addressed in this thesis (presented in

Chapter 5).

Model intercomparison studies are extremely valuable in providing comprehens-
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ive assessments of the current state-of-the-art and highlighting key model deficiencies.

For example, the POLARCAT Model Intercomparison Project (POLMIP) evaluated 3-D

model representation of Arctic atmospheric chemistry, motivated by a growing number

of observations in the Arctic (Emmons et al., 2015). In total, 11 global and regional

chemical transport models were evaluated against ground-based, aircraft, and satellite ob-

servations. Large differences were found between models in the concentrations of reactive

nitrogen species (NOy) and VOCs, which were often negatively biased and therefore un-

derestimated ozone formation in the troposphere. Furthermore, a comparison of surface

ozone concentrations revealed most models failed to capture ODEs during spring, as a res-

ult of missing/simplified descriptions of halogen chemistry and emissions (Monks et al.,

2015). Another example is the assessment of aerosols in atmospheric models, conducted

as part of the AeroCom project. Clouds and aerosols are two of the largest uncertainties

in atmospheric models, with important impacts on the global radiative balance. Aero-

sol chemistry is also an essential component of halogen activation and chemistry during

polar spring (Abbatt et al., 2012). Currently, model predictions of Arctic aerosols show

large inter-model variability due to differences in model descriptions of aerosol processes

(Sand et al., 2017).

Similarly, model representation of mercury chemistry in global models was recently

evaluated against a network of ground-based observations (Angot et al., 2016; Travnikov

et al., 2017). This work was conducted as part of the Mercury Modeling Task Force under

the Global Mercury Observation System (GMOS) project. In the model evaluation of An-

got et al. (2016), four contemporary mercury models (ECHMERIT, GEM-MACH-HG,

GEOS-Chem, GLEMOS) were evaluated with monthly-averaged surface mercury meas-

urements in the polar regions. Results showed that models were generally able to capture

the annual cycle of mercury in the Arctic. However, model performance in spring is dif-

ficult to assess, due to the use of monthly-averaged data which hides the daily variations

of mercury during AMDEs. This is crucial as spring is when most atmospheric Hg is

deposited to the cryosphere (Steffen et al., 2014). In addition, most mercury models are

currently faced with the limitation of using monthly mean oxidant concentrations (e.g.

Br), which neglects the diurnal variability of these species needed to accurately simulate
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mercury oxidation chemistry.

Lower dimensional models (e.g. box models and column models) have also been use-

ful in investigating small-scale processes, such as snow chemistry and snow-atmosphere

exchange of trace gases. Specifically, these types of models have been used to understand

how Arctic snow acts as a chemical source of NOx and halogens, to complement surface

chemical measurements (e.g., Custard et al., 2015; Thomas et al., 2011, 2012; Thompson

et al., 2015; Toyota et al., 2014b; Wang and Pratt, 2017; Wang et al., 2020). However,

due to the complexity of the snowpack and uncertainties surrounding snow chemistry

and transport, developments of fully coupled snow-atmosphere models have been lim-

ited (Domine et al., 2013). Continued model developments are therefore necessary to

improve the representation of physical (e.g. snow-atmosphere exchange) and chemical

(e.g. halogen emissions and chemistry) processes in the Arctic. More specifically, these

improvements are needed to refine our understanding of how the interconnected cycles of

halogens, ozone, and mercury operate during Arctic spring.

1.5 Objectives of this thesis

There are several knowledge gaps that remain to be addressed regarding the coupled Arc-

tic halogen, ozone, and mercury cycles. In this thesis, I focus on developing our under-

standing of these cycles by using a combination of chemical transport modelling tools

to study the relevant emission, chemical, and transport processes in the Arctic. Efforts to

address these knowledge gaps are crucial for better understanding cryosphere-atmosphere

interactions, and predicting the impacts of a warming climate on Arctic atmospheric

chemistry. Specifically, I aim to answer the following questions:

1. Using Lagrangian transport models, what can we learn about the geographical ori-

gin and transport pathways of observed ozone-depleted and mercury-enriched air

masses in the Arctic? What is the influence of exposure to sea ice on atmospheric

mercury and ozone?

2. What are the quantifiable impacts of halogen emissions from snow on boundary

layer chemistry and oxidative capacity? What combination of emissions, chemistry,
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and transport can explain surface chlorine and VOC observations in the Arctic?

3. What is the vertical extent of bromine and chlorine chemistry in the Arctic boundary

layer?

4. Can regional modelling be used to accurately represent springtime ozone and mer-

cury depletion events in the central Arctic on an hourly timescale?

5. How does mercury redox chemistry impact deposition rates in the Arctic? What are

the relative amounts of mercury re-emission and retention in the Arctic snowpack?

To answer these research questions, two main modelling tools (1-D and 3-D models)

have been developed and used in this work, described in Chapter 2. Chapter 3 presents

an investigation of ozone transport and mercury emission sources using trajectory mod-

elling, based on measurements from two different Arctic campaigns. In Chapter 4, 1-

D modelling is used to study the impact of halogen emissions from snow on boundary

layer chemistry. The model is evaluated with field measurements from the spring 2009

OASIS (Ocean-Atmosphere-Sea Ice-Snowpack) campaign at Utqiaġvik, Alaska. Chapter

5 presents a regional Arctic modelling study, using a 3-D model developed in this thesis,

to explore the coupled chemical cycles of bromine, ozone, and mercury. Model perform-

ance is assessed with measurements made in the central Arctic during the 2020 MOSAiC

(Multidisciplinary drifting Observatory for the Study of Arctic Climate) expedition. Fi-

nally, the conclusions and future perspectives are discussed in Chapter 6.
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Introduction

Predicting changes in the chemical composition of the atmosphere can be achieved by

using chemical transport models. Atmospheric models are particularly suited to con-

sidering many processes simultaneously and assessing their combined impact on atmo-

spheric composition. Their widespread usage has enabled advancements in many areas

of atmospheric chemistry research, including air quality prediction and in complement-

ing measurement-based studies. As discussed in Chapter 1, different types of models

possess distinct strengths and limitations, often characteristic to their foundational frame-

work. The choice of an atmospheric chemistry model is therefore largely dependent on

the research question(s) to be investigated.

A central research theme to this thesis is boundary layer chemistry in the Arctic.

As our understanding of certain boundary layer processes grows (e.g. chemical emis-

sions, reactivity, transport), this necessitates model developments to improve the repres-

entation of these processes. In this thesis, a combination of one-dimensional (1-D) and

three-dimensional (3-D) models are developed and used to address the research object-

ives mentioned in Chapter 1. Specifically, 1-D modelling is used to study near-surface

halogen emissions and reactivity, and 3-D modelling is used to investigate the regional

impacts of springtime halogen chemistry on mercury and ozone. This chapter describes

the two main atmospheric chemistry models developed and used in this thesis.

2.1 One-dimensional column modelling

Column models (or 1-D models) calculate chemical concentrations with respect to time

in the vertical dimension, assuming horizontally homogeneous layers. A key advantage

of one-dimensional modelling is the high vertical model resolution, which can resolve

processes at a much finer resolution than regional or global models at a lower computa-

tional cost. The vertical resolution of 1-D models can range from as low as the centimetre

scale up to the kilometre scale. These models are therefore useful for studying fine-scale

processes and for developing parameterizations to be incorporated into 3-D models.

A number of 1-D models have been developed and applied to a broad range of re-
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search questions to better understand different components of atmospheric chemistry. For

example, the 1-D model MISTRA has been used in several studies, exploring topics such

as marine boundary layer chemistry (von Glasow et al., 2002a,b), volcanic plume mod-

elling (Aiuppa et al., 2007), and snow-atmosphere chemical interactions in the Arctic

(Thomas et al., 2011, 2012). Another example is the 1-D model PHANTAS, developed

to study air-snow chemistry and exchange processes in the polar boundary layer (Toyota

et al., 2014b,a).

In this thesis, the Platform for Atmospheric Chemistry and Transport in One-

dimension (PACT-1D) model is developed to investigate the impact of halogen emissions

from snow on springtime boundary chemistry in the Arctic. Specifically, the model is

used to study atmospheric chemistry during the OASIS 2009 measurement campaign at

Utqiaġvik, Alaska. One of the reasons for using a 1-D model in this work was to provide

flexibility in developing parameterizations of halogen emissions by performing numerous

model simulations. This is something that can be done efficiently with a 1-D model at

much lower computational cost than in a 3-D model. Consequently, the model paramet-

erizations derived from the 1-D model can later be applied and tested in regional/global

models.

2.1.1 Platform for Atmospheric Chemistry and Transport in One Di-

mension (PACT-1D) model description

PACT-1D is a vertical column model which solves both chemical kinetics and vertical

transport with time. This is done by numerically solving the continuity equation (equa-

tion 1.1). Chemistry is calculated online in the model and the atmospheric physics and

dynamics are provided as inputs. The first description and use of PACT-1D can be found

in Tuite et al. (2021), which investigated surface nitrous acid (HONO) formation chem-

istry in Pasadena, California. PACT-1D is an open source model and publicly available

at Ahmed et al. (2022b) (https://doi.org/10.5281/zenodo.6045999). Several pro-

cesses are considered by the model, including: (i) gas-phase chemistry (including pho-

tolysis), (ii) heterogeneous chemistry on aerosols, (iii) vertical diffusion, (iv) deposition,

and (v) chemical emissions.

https://doi.org/10.5281/zenodo.6045999
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The gas-phase chemical mechanism is based on the Regional Atmospheric Chem-

istry Mechanism version 2 (RACM2) (Goliff et al., 2013). This mechanism lists the

set of chemical species, reactions, and rate expressions to be simulated by the model.

PACT-1D uses the Kinetic PreProcesseor (KPP) to compute the kinetic rates of all gas-

phase reactions and is done on a separate internal timestep (Sandu and Sander, 2006).

Photolysis rates are provided as inputs to the model, derived from external model out-

put, which are then passed to KPP. For example, the Tropospheric Ultraviolet-Visible

(TUV) radiation model is one such model which calculates photolysis rate coefficients

for different photodissociation reactions (https://www2.acom.ucar.edu/modeling/

tropospheric-ultraviolet-and-visible-tuv-radiation-model). These values

are calculated in TUV based on user input (e.g. location, time, surface albedo) to capture

the atmospheric conditions for the radiation calculations.

In addition, PACT-1D considers both non-reactive uptake of gases to aerosols and

heterogeneous surface reactions on aerosols. The model does not explicitly solve aerosol

physics and therefore considers heterogeneous reactions as surface reactions, with aerosol

concentrations and radii provided as inputs. Reactive uptake rates of gases to aerosols are

described in the model following equation (2.1):

khet =
1

4
SνγJ (2.1)

where khet is heterogeneous reaction rate, S is the aerosol surface area (assuming perfectly

spherical aerosol droplets), ν is the mean molecular speed, γ is the reactive uptake prob-

ability, and J is a correction factor for diffusion limitations of gas molecules close to the

aerosol surface. Aerosol surface area is calculated based on the mean aerosol radius and

number concentration, which is provided as input to the model. J is calculated according

to Fuchs and Sutugin (1971), as:

J =
0.75γ(1+Kn)

Kn2 +Kn+(0.283Kn⇥ γ)+0.75γ
(2.2)

where Kn is the Knudsen number which represents the ratio of the mean free path to the

aerosol radius.

https://www2.acom.ucar.edu/modeling/tropospheric-ultraviolet-and-visible-tuv-radiation-model
https://www2.acom.ucar.edu/modeling/tropospheric-ultraviolet-and-visible-tuv-radiation-model
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Vertical transport of gases is solved numerically using the Crank-Nicolson method,

following equation (2.3) (Brasseur and Jacob, 2017):

∂

∂ t
C(i,z,t) =

1

ρ(i,z,t)

∂

∂ z

✓

ρ(i,z,t)KD(i,z,t)
∂

∂ z
C(i,z,t)

◆

+R(i,1,t) (2.3)

where C(i,z,t) is the concentration of species i at altitude z and time t, ρ(i,z,t) is the air

density, KD(i,z,t) is the sum of eddy diffusivity
�

K(z,t)

�

and molecular diffusion
�

D(i,z,t)

�

,

and R(i,1,t) is the loss of species in the lowest model level (deposition). Vertical exchange

(eddy diffusion) coefficients, K(z,t), are also provided as model input from surface meas-

urements or parameterizations, which vary with altitude and time. One approach to es-

timate Kz is based on the first-order parameterization of Pielke and Mahrer (1975), which

has been applied in previous 1-D modelling studies (Cao et al., 2016; Herrmann et al.,

2019),. This parameterization uses an empirical polynomial equation, described by equa-

tion (2.4):
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In equation (2.4), L is height of the boundary layer and L0 is the height of the surface

layer (assumed to be 10 % of the boundary layer height). L (and L0) can be estimated

using different parameterization schemes (e.g. Pollard et al., 1973; Zilitinkevich et al.,

2002; Zilitinkevich and Baklanov, 2002; Neff et al., 2008) or based on measurement data

(e.g. turbulent flux measurements). KSL is the estimated turbulent diffusion coefficient

at the top of the surface layer, calculated as KSL = κu⇤L0, where κ = 0.41 is the von

Karman constant and u⇤ is the friction velocity. KFT is the turbulent diffusion coefficient

in the free troposphere, assumed to be constant and equal to 1.0 cm2 s�1. In the lowest

model levels near the surface (e.g. below 1 m), Kz is set close to the molecular diffusion



2. Developing atmospheric chemistry modelling tools 28

coefficient (⇠ 0.1–0.01 cm2 s�1). Snowpack chemistry is not explicitly described in this

version of the model and is simplified using parameterizations for surface snow emissions

and recycling reactions. This is described in more detail in section 2.1.2.

Deposition to the surface (R in equation (2.3)) is treated by calculating the molecular

collisions of each species with the ground and applying a non-reactive uptake probabil-

ity (α). This approach allows the deposition rates of different species to be calculated

without prescribing a deposition velocity. Chemical emissions
�

E(i,z,t)

�

are provided as

input to the model, for specific model levels and times. Emissions can therefore be ap-

plied for specific species, varying with altitude and time. More complex descriptions of

surface chemistry and emissions can also be specifically developed using a parameterized

approach, as is presented in this work (see section 2.1.2).

PACT-1D is based on a modular framework with options for different routines (e.g.

vertical diffusion, halogen chemistry, chemical timestep, model output frequency), allow-

ing for routines to be easily activated or deactivated between different model simulations.

One benefit of this modular system is that sensitivity analyses can be performed effi-

ciently without major changes to the model code. Another advantage is that PACT-1D

can be configured to run as a 0-D box model, by simply deactivating the vertical diffusion

routine, for particular case studies.

2.1.2 PACT-1D model developments

Prior to this work, no publicly available 1-D model existed that was capable of address-

ing the research questions posed in this thesis. Furthermore, the version of PACT-1D

available at the start of this thesis did not include key model capabilities for studying

halogen surface chemistry. A number of developments were therefore first made to the

PACT-1D model code for the purposes of this investigation. Mainly, the developments

involve the addition of a new halogen chemical mechanism and a surface snow emis-

sion parameterization for molecular halogens (Cl2 and Br2). Some additional technical

modifications were also performed to modularize the code and improve usability, but,

discussion of these updates are excluded from here. All model developments made

in this work are included in the public version of the code at Ahmed et al. (2022b)
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(https://doi.org/10.5281/zenodo.6045999).

Halogen gas-phase and heterogeneous chemistry

Gas-phase chlorine and bromine reactions were added to the existing PACT-1D chem-

ical mechanism, via KPP. Chemical rate expressions for these new reactions were ob-

tained from IUPAC (2009) and Burkholder et al. (2019). In total, 63 gas-phase halo-

gen reactions (including 13 photolysis reactions) have been included in this work. As

previously described, photolysis rates are calculated outside of PACT-1D, using the

TUV model, before being passed into KPP. The TUV model was also updated to cal-

culate photolysis rates of particular halogen reactions (not described here). Heterogen-

eous surface reactions of halogens on aerosols are also added to the model (14 reac-

tions). The reactive uptake coefficients (γ in equation (2.1)) for these reactions are based

on recommended values obtained from IUPAC (2009) and Burkholder et al. (2019).

In some cases, the range of values reported for γ may be large depending on factors

such as the surface type and temperature. In these cases, values of γ were chosen

for low temperatures appropriate for snow/ice surfaces (where possible). More de-

tails are provided in Chapter 4 and in the model mechanism at Ahmed et al. (2022b)

(https://doi.org/10.5281/zenodo.6045999).

Deposition of halogens

Dry deposition is calculated by considering the number of molecular collisions of each

gas with the surface. Deposition of 8 halogens species is added to the model, treated

by assuming a non-reactive uptake to snow and ice surfaces. The mass accommodation

coefficient (α) is used to estimate the efficiency of non-reactive uptake to surfaces for

each particular species, set using values from Burkholder et al. (2019). Values of α are

added for the following species: Cl2, HOCl, HOBr, BrONO2, ClONO2, BrCl, HCl, and

BrCl. These values are listed in the model code at Ahmed et al. (2022b) (https://doi.

org/10.5281/zenodo.6045999).

https://doi.org/10.5281/zenodo.6045999
https://doi.org/10.5281/zenodo.6045999
https://doi.org/10.5281/zenodo.6045999
https://doi.org/10.5281/zenodo.6045999
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Emissions and recycling of halogens

Emissions of molecular halogens have been measured from the Arctic snowpack and were

found to depend on several factors. There is strong evidence that emission from snow

is driven by solar radiation, with peak emissions under irradiated conditions, reported in

both field and laboratory studies (Custard et al., 2017; Pratt et al., 2013; Wren et al., 2013).

The presence of ozone gas within the snow was also found to favour the production and

release of halogens, likely through the halogen explosion mechanism. Additionally, lower

pH values in snow have shown enhanced halogen production, indicative of heterogeneous

halogen recycling (Abbatt et al., 2012; Pratt et al., 2013; Wren et al., 2013).

Emissions and recycling of chlorine and bromine from surface snow are added to

PACT-1D following two methods. First, primary emissions of Cl2 and Br2 are described

based on available solar radiation and ambient ozone concentrations. As mentioned, these

two variables have been shown to be highly correlated with surface emissions of mo-

lecular halogens from snow (Custard et al., 2017; Pratt et al., 2013; Wren et al., 2013).

Second, recycling and re-emission of Cl2 and Br2 on the surface is included, following the

deposition of reactive halogen species (HOX and XONO2, where X = Cl, Br). A surface

heterogeneous conversion probability is applied for this recycling, with the sensitivity

of the chosen values explored in Chapter 4. The exact parameterizations used for these

surface halogen emissions are described in detail in Chapter 4.

2.2 Three-dimensional regional modelling

Developments in 3-D atmospheric modelling have increased the number and complexity

of processes considered in models, advancing our knowledge of the coupled Earth climate

system. 3-D models are among the most sophisticated chemical transport models, cap-

able of simulating atmospheric chemistry and dynamics simultaneously over the entire

globe. These models are fundamentally based on the same general form of the continuity

equation (equation (1.1)), with added terms to represent the treatment of advection and

turbulent transport.

Broadly, 3-D atmospheric chemistry models are designed in two main configura-
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tions. Models that do not generate their own meteorological variables (e.g. winds, temper-

ature, humidity) and use data from external meteorological models are known as “offline”

models. In contrast, models that resolve meteorology by numerically solving equations

for conservation of mass, momentum, and energy, (together with the chemistry) are re-

ferred to as “online” models. The advantage of online models is that the interactions

between chemistry and dynamics are fully coupled and accounted for (e.g. the impacts of

aerosol concentrations on radiative transfer and cloud formation).

3-D models also vary in terms of their horizontal resolution, applicable to local,

regional, and global scale applications. For investigations focused on a particular loca-

tion of Earth, regional models can be an ideal choice for these research problems. This

is because regional models are able to simulate highly resolved processes (e.g. aerosol

chemistry) at lower computational cost than global models. In addition, regional models

are typically capable of higher vertical resolution compared to global models, simulating

as many as tens of model levels within the planetary boundary layer which is important

for representing near-surface processes. In the case of simulating Arctic boundary layer

chemistry, a detailed representation of both chemistry and dynamics is needed, at a suffi-

cient horizontal and vertical model resolution. For these reasons, an online 3-D regional

model was chosen to address the research objectives of this thesis.

2.2.1 Weather Research and Forecasting (WRF) model

The Weather Research and Forecasting model (WRF) is the core 3-D model used in this

thesis. WRF is a mesoscale meteorological model developed and maintained by the US

National Oceanic and Atmospheric Administration (NOAA), in collaboration with other

global research institutes and organizations (Grell et al., 2005). The model is a numerical

weather prediction system, designed for both operational forecasting and for atmospheric

research applications. WRF has been widely used in many different studies within the

atmospheric research community. The model is based on two dynamical cores which deal

with the meteorological and physical processes; the Advanced Research WRF (ARW)

core and the Nonhydrostatic Mesoscale Model (NMM) core (Skamarock et al., 2019).

The work presented in this thesis is based on the WRF ARW core.
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The framework of WRF is highly modular, with options for different meteorolo-

gical schemes (e.g. boundary layer, microphysics, radiative transfer) defined within sub-

routines. The WRF model grid uses a terrain-following coordinate system (or sigma

coordinate), based on user-defined pressure levels, which allows the model to conform

to the surface terrain. Initial and boundary conditions for meteorology are provided to

WRF from analyses (e.g. National Centers for Environmental Prediction (NCEP) Final

Analysis (FNL) data), reanalyses (e.g. ECMWF Reanalysis version 5 (ERA5)), or other

model output (e.g. global models). These input data are often on a coarser resolution

than the desired model resolution of the WRF grid. Dynamical downscaling is technique

used by many high resolution regional models, such as WRF, to extrapolate these coarsely

resolved meteorological data to finer spatial resolution. Meteorological conditions from

such datasets may also be used to gently force the dynamical model variables toward a

physical reference state (i.e. the forcing dataset). This technique provides a more real-

istic representation of the atmospheric conditions and is common amongst CTMs, known

as “nudging” or “Newtonian relaxation”. Two types of nudging can be employed by the

WRF model; grid nudging and spectral nudging. Grid nudging is a processes in which for-

cing is applied in every grid cell toward the reference state (Stauffer and Seaman, 1990).

Alternatively, spectral nudging allows forcing to be applied only on the large-scale pro-

cesses, whilst maintaining small-scale variability (von Storch et al., 2000). The model

may also be run in a configuration without nudging toward any pre-defined meteorology;

this is known as a “free-running” simulation.

Meteorological model setup

The selected meteorological options for simulations performed in this thesis have been

chosen based on previous testing of boundary layer representation in the Arctic (Marelle

et al., 2017, 2021), and are described below. To model the entire Arctic, a horizontal

model resolution of 100⇥100 km is used, with a vertical resolution of 72 levels, up to

50 hPa. This work uses NCEP FNL (National Centers for Environmental Prediction,

2000) to initialise the model and to constrain the lateral boundaries for meteorological

variables (e.g. air temperature, humidity, winds). NCEP FNL data is provided on a 1⇥1
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degree grid, and boundary conditions of these input data are updated in WRF every 6

hours. Spectral nudging is applied within and above the boundary layer in WRF, nudged

towards NCEP-FNL data. A dynamical timestep of 5 minutes is used for the simulations

in this work.

To compute vertical mixing and boundary layer stability, the Mellor–Yamada Na-

kanishi Niino Level 2.5 Scheme (MYNN2, Nakanishi and Niino (2009)) is used together

with the MYNN surface layer scheme (Nakanishi, 2001). Additionally, land surface pro-

cesses are represented by the unified Noah Land Surface Model (Noah-LSM). Noah-LSM

is responsible for computing land-based variables such as soil moisture, skin temperature,

and snowpack depth to improve predictions of the land-atmosphere interactions (Tewari

et al., 2004). Radiative transfer calculations in the longwave and shortwave are treated

following the Rapid Radiative Transfer Model for Global applications (RRTMG) scheme

(Iacono et al., 2008). This model considers the radiative effects of all significant atmo-

spheric gases, and absorption and scattering properties of aerosols, liquid and ice clouds.

Cloud microphysics are represented in WRF using the bulk Morrison two-moment micro-

physics scheme, which calculates the mass mixing ratios and number concentrations of

water and ice clouds (Morrison et al., 2009). This allows for the prediction of cloud form-

ation, cloud properties, grid-scale precipitation, as well as aerosol activation in clouds

and wet removal. An additional parameterization is used to resolve sub-grid scale cumu-

lus clouds, represented by the KF-CuP (Kain-Fritsch + Cumulus Potential) scheme (Berg

et al., 2015). KF-CuP is based on the Kain-Fritsch convective parameterization (Kain

and Fritsch, 2004; Kain, 2004) and the cumulus potential scheme (Berg and Stull, 2005),

recommended for simulations with horizontal resolutions coarser than 10 km. Both the

Morrison two-moment and KF-CuP schemes are coupled to aerosols in the model to ac-

count for aerosol-cloud interactions.

2.2.2 WRF coupled with chemistry (WRF–Chem) model

The WRF model coupled with chemistry (WRF–Chem) is used in this thesis to perform

regional simulations of Arctic atmospheric chemistry (Fast et al., 2000; Grell et al., 2005).

WRF–Chem is a fully coupled online model as it performs chemical and meteorological
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calculations simultaneously to predict atmospheric composition. Chemistry (gas-phase

and aerosol chemistry) is calculated within subroutines of the WRF-Chem code, rep-

resented by different mechanisms of varying complexity. The chemical component of

WRF-Chem is consistent with the meteorological component of WRF, both using the

same model grid, timestep, transport, and physics schemes. Applications of WRF-Chem

have included hindcast atmospheric chemistry studies and regional air quality forecast-

ing, where consideration of meteorological-chemical feedbacks are important. The op-

tions and inputs used for the chemistry-related settings in this investigation are described

below.

Chemistry and aerosol scheme

Gas-phase chemistry in WRF-Chem is also calculated by KPP, as in the PACT-1D model.

Chemical rates are calculated on an internal KPP timestep, which can differ to the dy-

namical timestep of the model. A number of chemical mechanisms have been developed

and exist within WRF-Chem that define the set of gas-phase reactions calculated by the

model. This investigation extends a recent development of the SAPRC-99 (Statewide

Air Pollution Research Center, 1999 version; Carter (2000)) chemical mechanism, which

includes halogen gas-phase chemistry (Marelle et al., 2021), by adding a number of mer-

cury redox reactions (see section 2.2.3). Photolysis rates are calculated using the Fast-J

photolysis scheme, based on the species absorption cross sections and modelled actinic

flux, before being passed into KPP (Wild et al., 2000).

Aerosols in WRF-Chem are represented by the MOSAIC (Model for Simulating

Aerosol Interactions and Chemistry) model and is coupled to the chemical mechanism.

MOSAIC uses a sectional approach to represent aerosols in 8 discrete size bins, with

radii ranging between 39 nm and 10 µm. Aerosol particles within the same size bin

are assumed to be internally mixed and therefore have the same chemical composition,

and different bins are externally mixed. Chemical concentrations and aerosol number

concentrations are calculated by MOSAIC within each grid cell, for a number of aerosol

species, including: sulfate (SO 2–
4 ), ammonium (NH +

4 ), nitrate (NO 2–
3 ), sodium (Na+),

calcium (Ca2+), Cl–, black carbon (BC), organic aerosol (OA), and other inorganics (OIN).
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Aerosol-cloud interactions are also treated explicitly in MOSAIC, with both interstitial

and cloud-borne aerosols treated explicitly.

Dry deposition velocities of gas-phase and aerosol species are calculated following

the Wesley resistance scheme (Wesely, 1989). These values are calculated within each

grid cell based on the surface type, local meteorology, and chemical properties of the

species (e.g. Henry’s law constant). For aerosols, dry deposition also includes gravita-

tional settling, which is an important removal process for large aerosols. Wet removal of

gases and aerosols is considered for both in-cloud (rainout) and below-cloud (washout)

processes (Easter et al., 2004). Rainout describes the scavenging of gases and aerosols by

cloud droplets (within clouds), whereas washout is the removal of aerosols and gases by

impaction during precipitation (below clouds).

Chemical initial & boundary conditions and emission inventories

Before running WRF-Chem, a number of inputs are provided to the model that describe

chemical emissions, initial, and boundary concentrations during the simulation. For this

investigation, initial and boundary chemical concentrations of trace gases and aerosols

are obtained from the global model CAM-Chem. This data is publicly available, hosted

by NCAR, for the purposes of providing boundary conditions to regional models. CAM-

Chem is run using a 0.9⇥1.25 degree horizontal model resolution with 56 vertical levels,

and model output data for boundary conditions are available every 6 hours. Chemistry

in the CAM-Chem model is based on the MOZART-T1 (Model for Ozone and Related

chemical Tracers) mechanism, with the full list of chemical species provided in (Emmons

et al., 2020).

Anthropogenic emissions are obtained from the global ECLIPSEv6b dataset (Eval-

uating the Climate and Air Quality Impacts of Short-Lived Pollutants version 6b), cre-

ated with the GAINS model (Greenhouse gas – Air pollution Interactions and Synergies).

Emission fields include: sulfur dioxide (SO2), NOx, ammonia (NH3), non-methane VOCs

(nmVOCs), BC, organic carbon (OC), organic matter (OM), particulate matter (PM2.5

and PM10), carbon monoxide (CO), and CH4. These data are provided on a global grid at

0.5⇥0.5 degree horizontal model resolution. ECLIPSEv6b accounts for emissions from a
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number of sectors including: energy; agriculture; waste; transport; residential and indus-

trial combustion; and international shipping. Anthropogenic emissions of Hg species are

also included in this work, from the global anthropogenic mercury emissions inventory

for 2015. This was prepared as part the 2018 AMAP/UNEP Global Mercury Assess-

ment (GMA, AMAP/UN Environment (2019)). Emissions of elemental mercury (Hg(0)),

gaseous oxidized mercury (Hg(II)), and particulate mercury (Hg(p)) are globally grid-

ded on a 0.25⇥0.25 degree horizontal resolution grid. These emissions are divided into

four distinct sectors: fuel combustion; industrial sectors; waste from intentional use; and

artisanal and small-scale gold mining (Steenhuisen and Wilson, 2019, 2022).

Biogenic emissions are calculated in WRF-Chem online by the MEGAN model

(Model of Emissions of Gases and Aerosols from Nature, Guenther et al. (2012)).

MEGAN calculates emission fluxes of biogenic compounds released naturally from ter-

restrial ecosystems. Emission fluxes are calculated based on climatological inputs of land

surface, vegetation types, and leaf area index, as well as WRF predicted surface temperat-

ure. Biomass burning emissions are also included in WRF-Chem from the FINNv2.5

inventory (Fire inventory from NCAR version 2.5) (Wiedinmyer et al., 2011, 2022).

FINNv2.5 includes emission estimates of trace gases and particulate matter, based on

satellite observations of fire size and burned area from the MODIS and VIIRS instru-

ments. Emissions are provided on a daily resolution and gridded on a 0.1⇥0.1 global

grid. This work also includes oceanic emissions of DMS, based on the emission scheme

of Nightingale et al. (2000) and Saltzman et al. (1993), with monthly DMS concentrations

derived from the Lana et al. (2011) climatology. DMS chemistry and emissions are not

part of the standard WRF-Chem model and have been added in previous work by Marelle

et al. (2016, 2017).

2.2.3 WRF-Chem model developments

Currently, halogen chemistry is not included in the chemical gas-phase mechanisms of

the main distributed version of WRF-Chem. Several recent studies have worked on de-

veloping WRF-Chem by including halogen chemistry and bromine activation to study

Arctic ozone depletion events (Herrmann et al., 2021; Marelle et al., 2021). These stud-
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ies have included polar bromine emissions and recycling mechanisms from snow and sea

ice, based on previous modelling works (Toyota et al., 2011; Yang et al., 2008). Notably,

Marelle et al. (2021) was the first study to implement and test descriptions of both surface

snow and blowing snow bromine emissions simultaneously in the same 3-D model (WRF-

Chem). Briefly, 3-D model descriptions of surface bromine emissions are parameterized

as a function of both reactive bromine and ozone deposition fluxes, with different efficien-

cies under sunlit and dark conditions (Falk and Sinnhuber, 2018; Herrmann et al., 2021;

Marelle et al., 2021; Toyota et al., 2011). This approach differs slightly to the one de-

veloped in the 1-D model (see Chapter 4) due to limitations in representing surface chem-

istry and processes in a 3-D model. The version of WRF-Chem published in Marelle et al.

(2021) therefore represented the state-of-the-art in regional modelling of Arctic halogen

chemistry at the beginning of this thesis and was the basis for all subsequent WRF-Chem

model developments in this work.

To investigate the coupled chemical cycles of halogens, ozone, and mercury, sev-

eral developments to the WRF-Chem model were first needed. The current version

of WRF-Chem used does not include any descriptions of mercury chemistry and are

therefore added in this work. Mainly, the model developments include: (i) mercury

gas-phase and heterogeneous chemistry, (ii) mercury dry and wet deposition, and (iii)

mercury re-emission from land-based snow and snow on sea ice. These updates are

briefly summarised here and are described in more detail in Chapter 5. The WRF-

Chem model version developed in this thesis is publicly available at Ahmed et al. (2022a)

(https://doi.org/10.5281/zenodo.7137482). This new model was developed not

only for the purposes of this investigation, but to also provide the research community

with a tool for future applications in polar mercury studies.

Mercury gas-phase and heterogeneous chemistry

A new mercury chemical mechanism, including gas-phase and heterogeneous redox

chemistry, is added to KPP in the WRF-Chem model. This new mechanism,

saprc99 mosaic 8bin vbs2 aq mercury, is an extension of the SAPRC99 mechanism,

which also includes halogen chemistry from a recent development of WRF-Chem

https://doi.org/10.5281/zenodo.7137482
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Table 2.1: New Hg species added to WRF-Chem 4.3.3. Hg(0) is elemental mercury, Hg(p) is

particulate-bound mercury, and HgX represents the unspeciated Hg(II) gas volatilizing

from Hg(p) and is treated as a photostable complex (HgCl2).

Hg(0) HgBr HgBrO HgCl

HgClO HgOH HgOHO HgBr2

HgBrOH HgBrNO2 HgBrHO2 HgBrBrO

HgBrClO HgBrCl HgClOH HgClNO2

HgClHO2 HgClBrO HgClClO HgOHOH

HgOHNO2 HgOHHO2 HgOHBrO HgOHClO

Hg(p) HgX

(Marelle et al., 2021). Mercury chemical reactions added here are based on an im-

proved mercury mechanism tested in the global model GEOS-Chem (Shah et al., 2021).

The list of newly added mercury species in WRF-Chem is shown in Table 2.1. In total,

26 Hg chemical species are added.

The redox mechanism implemented can be summarized as follows. Hg(0) is oxidized

via OH, Br, and Cl to form an intermediate Hg(I) species, which can before be reduced

back to Hg(0) (via photoreduction or thermal dissociation), or oxidized to Hg(II). Once

a Hg(II) species is formed, this may be deposited to the surface, undergo photoreduction

back to Hg(0), or participate in heterogeneous chemistry on aerosols and liquid clouds

forming Hg(p). In the particle phase, a fraction of Hg(p) can be volatilized to release

Hg(II) in the gas phase. This unspeciated Hg(II) gas is denoted as HgX in the model and

is treated as a photostable species. Photolysis rate coefficients for Hg(I) and Hg(II) are

calculated with the Fast-J photolysis scheme, using absorption cross sections reported in

previous computational studies. The full chemical mechanism developed here is provided

online at Ahmed et al. (2022a) (https://doi.org/10.5281/zenodo.7137482). In

total, 38 gas-phase, 18 photolysis, and 18 heterogeneous mercury reactions were added in

this work.

https://doi.org/10.5281/zenodo.7137482
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Mercury deposition

Dry and wet deposition of Hg(0), Hg(p), and all Hg(II) species is included. Hg(0) dry

deposition is treated based on the Wesley resistance scheme in WRF-Chem, with relevant

parameters and values described in Chapter 5. Dry deposition velocities of Hg(I) are

assumed to be zero as these species are unstable and short-lived. Hg(II) and Hg(p) dry

deposition velocities are assumed to be 1.0 cm s�1 and 0.1 cm s�1 respectively, based on

observational estimates to snow (Zhang et al., 2009). For wet removal, Hg(II) and Hg(p)

are scavenged by both washout and rainout processes, assuming a similar solubility as

nitric acid (HNO3), as in previous modelling studies (Gencarelli et al., 2014).

Hg(0) re-emission from snow and sea ice

Re-emission of Hg(0) from the Arctic snowpack has been measured in multiple studies

during spring (Durnford and Dastoor, 2011). Observed re-emission fluxes from snow

report large ranges (40–90 % of total deposited mercury re-emitted), with re-emission

found to be influenced by several factors, including: solar radiation, snow temperature,

chemical composition of snow, and snowpack ventilation. Here, a simplified paramteriz-

ation is added to describe Hg(0) re-emission from land-based snow and snow on sea ice.

Deposited reactive mercury (Hg(II) and Hg(p)) is stored in a surface snow reservoir in the

model, and, under sunlit conditions is re-released as Hg(0). The rate of this re-emission is

based on reported net reduction rates of oxidized mercury in snow (Durnford and Dastoor,

2011). A temperature threshold of 0 �C is also added, in which re-emission of Hg(0) is

only active in grid cells below this temperature. The specific parameterizations developed

are described in detail in Chapter 5.
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Preface

The first research objective of this thesis is to understand the origin and transport of ozone-

depleted and mercury-enriched air masses, based on Arctic observations. This aims to

address two key questions relevant for Arctic atmospheric chemistry. First, how are air

masses of ozone-depleted air transported in the Arctic and where do they originate from?

Second, what are the key emission source regions that explain the summertime peak in

Hg(0) concentrations observed in the Arctic? By characterizing the air mass histories

arriving at measurement sites, we are able to understand the contribution of different

surface types (e.g. land, sea ice, open ocean), and consequently, the potential exposure to

emissions and chemistry during transport.

This chapter presents results from two atmospheric transport models, using back

trajectory analysis, to understand air mass histories of ozone and mercury observations

in the Arctic. Two case studies are explored in this chapter. First, air mass trajectories of

ozone measurements from the coastal Arctic in spring 2012 are characterized to assess

the origins of ozone-depleted air. Measurement data during periods of background and

depleted ozone are separated to examine the origins and emission sensitivity to sea ice.

Second, back trajectories from Arctic mercury observations are evaluated to understand

the source of the summertime Hg(0) maximum. The work presented in this chapter is

based on work contributed to two co-authored publications.

Co-author contributions to:

1. Marelle, L., Thomas, J. L., Ahmed, S., Tuite, K., Stutz, J., Dommergue, A.,

Simpson, W. R., Frey, M. M., and Baladima, F. (2021). Implementation and impacts

of surface and blowing snow sources of Arctic bromine activation within WRF-

Chem 4.1.1. Journal of Advances in Modeling Earth Systems, 13:e2020MS002391.

doi: 10.1029/2020MS002391

2. Araujo, B. F., Osterwalder, S., Szponar, N., Lee, D., Petrova, M. V., Pernov, J. B.,

Ahmed, S., Heimbürger-Boavida, L.-E., Laffont, L., Teisserenc, R., Tananaev, N.,

Nordstrom, C., Magand, O., Stupple, G., Skov, H., Steffen, A., Bergquist, B., Pfaff-
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huber, K. A., Thomas, J. L., Scheper, S., Petäjä, T., Dommergue, A., and Sonke, J. E.

(2022). Mercury isotope evidence for Arctic summertime re-emission of mercury

from the cryosphere. Nature Communications, 13(1):4956. doi: 10.1038/s41467-

022-32440-8
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3.1 Introduction to trajectory and particle dispersion

modelling

As discussed in Chapter 1, Eulerian and Lagrangian models have different advantages

and the selection of a model is largely based on the research question to be investigated.

Often, Eulerian and Lagrangian models work complementary to one another. The models

described in the previous chapter are based on a Eulerian fixed frame of reference. To

understand air mass history however, Lagrangian models are more suited to explore such

questions. An extensive review of applying air-mass history analysis to observations can

be found in Fleming et al. (2012).

These types of models have been applied in many previous studies to address a broad

range of research questions. For example, their application to studying the transport and

origin of ozone depleted air masses in the Arctic has been well documented (e.g., Bot-

tenheim and Chan, 2006; Bottenheim et al., 2009; Halfacre et al., 2014; Jacobi et al.,

2010). Briefly, there are several types of Lagrangian models available with varying de-

grees of complexities. The most simple form of Lagrangian model is a trajectory model.

This type of model simulates the transport of a particle (or particles) within an air mass

which retains its identity along a single line (or trajectory). In this approach, the path of

an air mass is determined by the mean wind vector and the effects of turbulent diffusion

are neglected. Another type are Lagrangian models are stochastic models, also known

as Lagrangian particle dispersion models (LPDMs). LPDMs simulate the transport of air

parcels by calculating the random turbulent flow of particles via a stochastic (Markov)

process. This method can capture the effects of turbulent diffusion and simulate the ran-

dom dispersion of thousands of particles. LPDMs are therefore the most sophisticated, but

most computationally expensive, type of Lagrangian model. Semi-Lagrangian (or hybrid)

approaches also exist in which the transport of particles is simulated using a Lagrangian

framework, but, concentrations are calculated in a fixed Eulerian grid.

This chapter presents results from both a hybrid trajectory model and a LPDM. These

tools are used to analyze two Arctic cases of ozone and mercury observations, to better

understand the influence of (re-)emission sources in the Arctic during their transport to
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the measurement sites. First, I describe the case study of Arctic ozone transport during

depletion events in spring 2012. Second, I explore air mass histories of summertime Hg(0)

observations in the Arctic to characterize the likely source regions for Hg(0) re-emission.

3.2 Depleted ozone air mass origin

The case study presented in this section is part of the published work of Marelle et al.

(2021). To provide the context for my contribution in this research study, I introduce the

general aims and key results from the paper first. The WRF-Chem model was developed

and used to study Arctic ozone depletion events in spring 2012. Bromine and chlorine

chemistry were added to the WRF-Chem 4.1.1 model version, as well as polar bromine

emissions and recycling mechanisms from snow and sea ice. This study was the first to

implement and test descriptions of both surface snow and blowing snow bromine activa-

tion simultaneously in the same 3-D model. The model was used to study ozone depletion

and bromine chemistry at multiple Arctic sites, including the central Arctic using O-buoy

measurements (Halfacre et al., 2014; Knepp et al., 2010; Simpson et al., 2009). Results

from this work indicated that both surface snow and blowing snow emissions were im-

portant in initiating ODEs, but the surface snow emission mechanism dominated during

spring 2012.

The WRF-Chem simulations were performed by the lead author of this study, Louis

Marelle. As part of this study, I contributed by performing back trajectory simulations

using the Lagrangian particle dispersion model FLEXPART-WRF. The aim of my analysis

was to complement the WRF-Chem model results by simulating air mass histories from

Utqiaġvik, Alaska, to understand the origins of observed ozone-rich and ozone-depleted

air masses. My contribution in this work included setting up FLEXPART-WRF for the

specific spring 2012 case, performing the model simulations, and analysing the model

output.

3.2.1 FLEXPART-WRF model description

FLEXPART-WRF is an extension of the FLEXPART Lagrangian particle dispersion

model (Stohl et al. 2005), driven by meteorological fields from WRF. The model cal-
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culates the transport and dispersion of a large number of particles, described as infinites-

imally small air parcels, to predict the transport of air in the atmosphere. Each particle

(or air parcel) has an associated mass and the model output can be gridded onto a regular

grid. The model can be run in two configurations: forward or backward in time

When running FLEXPART-WRF forward in time, particles are released from a single

or multiple source locations at a given time or at particular intervals. FLEXPART-WRF

then simulates the long-range transport and dispersion of these particles. After a given

time, the concentration and distribution of these tracers originating from the point source

can be estimated in space on a regular grid. One application of this method is to investigate

the transport of a pollution plume from a known source.

Alternatively, the model can be run backward in time to predict air mass history. In

this configuration, the point of arrival (receptor) is known and the origin of the air mass

(source) is predicted; this is known as a source-receptor relationship. FLEXPART-WRF

also computes the potential emission sensitivity (PES), which describes the length of time

particles have spent at a particular location as they move backwards in time. This provides

information regarding the possible emission contributions an air mass has been exposed

to during transport.

3.2.2 FLEXPART-WRF model analysis

FLEXPART-WRF was used in the context of this study to identify the air mass origins

of ozone-rich and ozone-depleted air masses, measured at Utqiaġvik, Alaska in spring

2012. Long-term surface measurements of ozone at Utqiaġvik, Alaska are available on

an hourly resolution, provided by NOAA-ESRL; https://www.esrl.noaa.gov/gmd/

ozwv/surfoz/data.html). In April 2012, several ODEs were observed at Utqiaġvik

station (Figure 3.1), followed by periods of ozone recovery. Here, I use FLEXPART-

WRF to better understand how the transport and origins of these observed ozone-depleted

air masses differ from ozone-rich air. Ozone-depleted air is defined here as periods when

measurements of O3 were below 10 ppbv, and ozone-rich air is when O3 exceeded 30

ppbv.

The meteorological fields driving FLEXPART-WRF are used from the WRF-Chem

https://www.esrl.noaa.gov/gmd/ozwv/surfoz/data.html
https://www.esrl.noaa.gov/gmd/ozwv/surfoz/data.html
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(a) (b)

Figure 3.2: FLEXPART-WRF 7-day backwards trajectory potential emission sensitivity (PES).

(a) 0–100 m PES for particle releases during depleted ozone ([O3] < 10 ppbv) periods,

(b) 0–5000 m PES for particle releases during ozone rich ([O3] > 30 ppbv) periods.

WRF-predicted sea ice coverage for April 2012 is shown in grey.

in this figure that the mean altitude of ozone-depleted air (red curve) resided much closer

to the surface than the ozone-rich air (blue curve), up to 7 days before arrival. Depleted air

was often below 750 m in altitude from the surface for several days prior to measurement,

indicating higher sensitivity to surface emissions. Coupled with the PES from Figure

3.2a, it is evident that the arriving air masses were subject to surface emissions from sea

ice for several days before measurement. For ozone-rich air, it typically arrived to the

measurement site from higher altitudes (up to 1500 m) in the 7 days before observation.

This suggests that ozone-rich air was mixed down from the free troposphere and therefore

less influenced by emissions from the surface. These results are also in agreement with

previous studies, suggesting an important role for the sea ice surface in releasing reactive

bromine and depleting ozone (Bottenheim et al., 2009; Halfacre et al., 2014; Jacobi et al.,

2010).

3.3 Mercury re-emission source regions

This section is based on contributed analysis to the study of Araujo et al. (2022). Before

detailing my individual contributions to this study, I first highlight the context, aims, and

key results from the paper.

Observations of Arctic Hg(0) seasonality have regularly recorded springtime minima
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tions, peaking between June and July. High isotopic signatures of Hg(0) associated with

AMDEs (e.g. ∆199Hg) were also recorded at the start of the summer period, suggesting a

dominant cryospheric Hg(0) source from deposited Hg in spring. To support these find-

ings, I performed an analysis on back trajectory model data from the HYSPLIT model, to

characterize the air mass origins during summer 2018. It is important to note that previous

studies that suggested a terrestrial source for the Hg(0) summer maximum (Fisher et al.,

2012, 2013; Sonke et al., 2018; Steffen et al., 2005; Zhang et al., 2015) did not include

back trajectory analysis. Assessing air mass histories can provide additional information

regarding the source regions of measurements, as demonstrated in the previous case study

with FLEXPART-WRF.

3.3.1 HYSPLIT model description

The HYSPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) model was used

in this work to perform this analysis. HYSPLIT is an atmospheric transport model, de-

veloped by NOAA, used to simulate air mass trajectories (Rolph et al., 2017; Stein et al.,

2015). It can operate as both a simple trajectory model and a more sophisticated dis-

persion model. Similar to FLEXPART-WRF, HYSPLIT can be used to compute both

back trajectories and forward trajectories, for similar research applications. HYSPLIT

is a widely applied model in atmospheric research and simulations can be performed in-

teractively on the web at https://www.ready.noaa.gov/HYSPLIT.php. The model is

driven by meteorological input data derived from several sources, including global and

regional model data or reanalyses.

3.3.2 HYSPLIT model analysis

Measurements of Hg(0) at Alert, Zeppelin and Villum between 2018 and 2019 were made

continuously at a time resolution of 5–15 minutes. Isotopic Hg measurements were also

made at the same locations and the mean monthly values for Hg(0) and isotopic Hg are

shown in Figure 3.4 (reproduced from Araujo et al. (2022)). In June, mean Hg(0) con-

centrations in the Arctic were observed to increase (red curve), followed by a peak in

July, and a decline beginning in August. The isotopic signature of ∆199Hg is one which

https://www.ready.noaa.gov/HYSPLIT.php
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is associated with re-emission from snow, particularly following AMDEs (Sherman et al.,

2011). ∆199Hg also exhibits a seasonal variation (black line), with an increase in June,

coinciding with the onset of the summer increase in Hg(0) concentrations. To further

understand these observations and to characterize the origins of Hg(0)-enriched air in the

Arctic, back trajectory analysis using HYSPLIT was performed.

The HYSPLIT simulations were performed by Stefan Osterwalder, running for 10

days backward in time for the months of June, July, and August in 2018. Trajectories

were released from each measurement site (Zeppelin, Villum, and Alert) every 2 hours

during the sampling periods. HYSPLIT simulations were driven by meteorological input

data from the Global Data Assimilation System (GDAS), provided every 3 hours. In

Figure 3.5, I analyze the HYSPLIT model output by plotting the air residence maps for

the combined back trajectories during June, July, and August 2018 The air residence maps

represent the trajectories within the atmospheric boundary layer.

In June, the highest air residence times are clearly located over sea ice and snow

covered regions (Figure 3.5d), representing 62 % of air mass origins (see also Figure

3.4a, grey line). This coincides with the rise in measured Hg(0) concentration and the

distinct isotopic signatures associated with AMDE re-emissions (Figure 3.4a). During

the July peak of Hg(0), air masses begin to shift from sea ice and land-based snow (39

%) to the open ocean close to Greenland (51 %). In August, mean Hg(0) concentrations

begin to fall as well the air residence time over sea ice and continental snow (25 %).

Importantly, Figures 3.5d–f do not show high residence times of boundary layer air over

the Siberian coastal waters, where most terrestrial Hg inputs to the Arctic Ocean occur

(Sonke et al., 2018). Therefore, by combining the analyses of air mass histories and the

isotopic measurements of Arctic Hg(0) during summer, there is evidence for a cryospheric

source of summertime Hg(0) released from deposited Hg during AMDEs in spring.

3.4 Conclusions

The work presented here demonstrates the application of transport and dispersion model-

ling in two unique case studies. In the each case, I aimed to understand the influence of

cryospheric emissions on surface chemical observations made at coastal Arctic sites.
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Figure 3.4: Mean monthly Hg in the Arctic and air mass origins. (a) Mean monthly atmo-

spheric Hg(0) observations at Zeppelin (Svalbard), Alert (Canada), and Amderma

(Russia) stations between 2000 to 2009 (orange line), mean monthly Hg(0) (red line),

∆199Hg (black line), ∆200Hg (yellow line) concentrations at Zeppelin, Alert, and Vil-

lum between 2018 to 2019. The air mass origin contributions, calculated from HYS-

PLIT 10-day back trajectories, from Zeppelin, Alert, and Villum within the boundary

layer over open water (blue line) and sea ice and continental snow (grey line). (b)

Mean monthly δ 202Hg concentration (purple line), air mass origins over land (green

line), free troposphere (light blue line), and the boundary layer (dark blue line). The

monthly pan-Arctic Hg inputs from rivers (burgundy line) and coastal erosion (black

line). Error bars for ∆199Hg and δ 202Hg represent two standard deviations from the

mean and Hg(0) error bars represent one standard deviation. Yellow shaded region

indicates the summer period. Reproduced from Araujo et al. (2022).
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These two cases exemplify the cryosphere-atmosphere interactions, present in the

Arctic, that can greatly impact atmospheric chemical composition. Better understand-

ing the contribution of cryospheric emissions to the polar atmosphere is needed to more

accurately simulate near-surface atmospheric chemistry. The next two chapters aim to ex-

plore how (re-)emission processes of halogens and Hg(0), from snow and sea ice, impact

polar boundary layer chemistry.
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Preface

To address research objectives 2 and 3 of this thesis (outlined in Chapter 1), it was ne-

cessary to study the links between surface chemistry, where most chemical measurements

are made, and the overlying atmosphere. A 1-D model was the tool of choice to answer

these questions. However, prior to this investigation, no publicly available 1-D model ex-

isted that was able to sufficiently address these research aims. This motivated a need for a

publicly available 1-D model, capable of simulating surface chemistry and transport. The

two research questions investigated in this chapter are:

• What are the quantifiable impacts of halogen emissions from snow on boundary

layer chemistry and oxidative capacity? What combination of emissions, chemistry,

and transport can explain surface chlorine and VOC observations in the Arctic?

• What is the vertical extent of bromine and chlorine chemistry in the Arctic boundary

layer?

Arctic surface observations made during the 2009 Ocean-Atmosphere-Sea Ice-

Snowpack (OASIS) campaign, included a large number of chemical measurements,

including halogens and VOCs. In particular, high Cl2 concentrations were observed dur-

ing spring ([Cl2] > 400 pptv), indicating a highly reactive surface layer (Liao et al., 2014).

However, observations of VOC chemical lifetimes were not consistent with the predicted

lifetimes based on the Cl atom concentrations (Hornbrook et al., 2016). This presented an

ideal case study to explore the interplay between halogen snow emissions, chemistry, and

transport. Finally, the broader goal of this work was to also develop parameterizations of

halogen emissions from surface snow that can later be applied and tested in 3-D regional

models.

After: Ahmed, S., Thomas, J. L., Tuite, K., Stutz, J., Flocke, F., Orlando, J. J., Hornbrook,

R. S., Apel, E. C., Emmons, L. K., Helmig, D., Boylan, P., Huey, L. G., Hall, S. R.,

Ullmann, K., Cantrell, C. A., and Fried, A. (2022c). The Role of Snow in Controlling

Halogen Chemistry and Boundary Layer Oxidation During Arctic Spring: A 1D Modeling
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doi: 10.1029/2021JD036140
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Abstract

Reactive chlorine and bromine species emitted from snow and aerosols can significantly

alter the oxidative capacity of the polar boundary layer. However, halogen production

mechanisms from snow remain highly uncertain, making it difficult for most models to

include descriptions of halogen snow emissions and to understand the impact on atmo-

spheric chemistry. We investigate the influence of Arctic halogen emissions from snow

on boundary layer oxidation processes using a one-dimensional atmospheric chemistry

and transport model (PACT-1D). To understand the combined impact of snow emissions

and boundary layer dynamics on atmospheric chemistry, we model Cl2 and Br2 primary

emissions from snow and include heterogeneous recycling of halogens on both snow and

aerosols. We focus on a two-day case study from the 2009 Ocean-Atmosphere-Sea Ice-

Snowpack (OASIS) campaign at Utqiaġvik, Alaska. The model reproduces both the di-

urnal cycle and high quantity of Cl2 observed, along with the measured concentrations

of Br2, BrO, and HOBr. Due to the combined effects of emissions, recycling, vertical

mixing, and atmospheric chemistry, reactive chlorine is typically confined to the lowest

15 m of the atmosphere, while bromine can impact chemistry up to and above the surface

inversion height. Upon including halogen emissions and recycling, the concentration of

HOx (HOx = OH+HO2) at the surface increases by as much as a factor of 30 at mid-day.

The change in HOx due to halogen chemistry, as well as chlorine atoms derived from

snow emissions, significantly reduce volatile organic compound (VOC) lifetimes within

a shallow layer near the surface.

4.1 Introduction

Halogen chemistry has a large impact on tropospheric chemistry in the polar regions (e.g.,

Abbatt et al., 2012; Barrie et al., 1988; Oltmans et al., 2012; Simpson et al., 2007, 2015;

Steffen et al., 2008, 2013). Recently, new evidence of active Arctic chlorine chemistry

has been attributed mainly to photochemical activation of chloride present in surface snow

(Custard et al., 2017; Liao et al., 2014). Molecular chlorine (Cl2) and nitryl chloride

(ClNO2), emitted from snow and aerosols, are sources of atomic chlorine (Cl) following
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their photolysis (McNamara et al., 2019, 2021). The highly reactive nature of Cl atoms

makes it important even in trace amounts as Cl atoms react with volatile organic com-

pounds (VOCs) up to three orders of magnitude faster than the more abundant hydroxyl

radical (OH) (Atkinson et al., 2006). Active chlorine chemistry occurs simultaneously

with reactive bromine chemistry each spring (e.g., Abbatt et al., 2012; Barrie et al., 1988;

Simpson et al., 2007, 2015). The latter causes both ozone (O3) and mercury depletion

(Hg0) in the lowest part of the atmosphere (e.g., Oltmans et al., 2012; Steffen et al., 2008,

2013).

Halogens in the Arctic atmosphere ultimately originate from the ocean as halides

(Cl– and Br–), which are activated on salty surfaces such as snow on sea ice, continental

snow and aerosols (Abbatt et al., 2012). Chlorine and bromine species impact atmo-

spheric chemistry within the polar boundary layer via reactions (R4.1)–(R4.9) (where X,

Y = Cl or Br) (Abbatt et al., 2012; Simpson et al., 2015). Cl2 photolyzes very quickly

during the day (R4.1), with a photolysis lifetime of approximately 10 minutes, producing

Cl atoms that rapidly react with ozone (R4.2) or VOCs (including methane) ((R4.3) and

(R4.4)) (Atkinson et al., 2006). Reactions (R4.3) and (R4.4) constitute the major reac-

tion pathways of Cl atoms (Platt and Hönninger, 2003). This produces organic peroxy

radicals (RO2), including the methylperoxy radical (CH3O2), which ultimately contribute

to hydroperoxyl radical formation (HO2). HO2 production, driven by chlorine chemistry,

can impact HOx chemistry (HOx = OH+HO2) by decreasing the OH/HO2 ratio, as well

as affecting the reactive bromine cycle (Piot and von Glasow, 2009; Rudolph et al., 1999;

Thompson et al., 2015). Molecular bromine (Br2) is photolyzed very rapidly (photolysis

lifetime < 1 minute) to produce bromine atoms (Br) which can lead to efficient ozone

destruction and formation of bromine monoxide (BrO) (Wang et al., 2019). However, Br

atoms react appreciably only with a few specific VOCs such as ethyne and the aldehydes

and not with methane ((R4.3) and (R4.4) only occur for Cl). Br atoms can also react

with elemental mercury to deplete near-surface atmospheric Hg(0) levels and produce

more reactive forms of mercury (Hg(II)) (Steffen et al., 2008, 2013; Wang et al., 2019).

Subsequent reaction of BrO with HO2 forms HOBr (R4.5), which can be photolyzed to

re-form Br and OH (R4.6). The net result of reactions (R4.5) and (R4.6) is the regenera-
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tion of a Br atom, which can facilitate further ozone depletion, and the conversion of HO2

to OH, increasing the oxidative capacity of the atmosphere. At high BrO concentrations,

Br2 is also regenerated in the gas phase via self-reaction of BrO (R4.7).

X2
hν
�! 2X (R4.1)

X + O3! XO + O2 (R4.2)

Cl + RH + O2! RO2 + HCl (R4.3)

Cl + CH4! CH3 + HCl (R4.4)

XO + HO2! HOX + O2 (R4.5)

HOX
hν
�! X + OH (R4.6)

BrO + BrO! Br2 + O2 (R4.7)

Figure 4.1a highlights the typical diurnal behaviour of surface molecular halogen

concentrations, snow emissions, solar radiation, and the boundary layer height observed

during Arctic spring. Measured diurnal cycles of Cl2 have shown a double-peaked profile,

with peaks in the morning and late afternoon, followed by concentrations dropping below

0.8 parts per trillion by volume (pptv) after midnight (Custard et al., 2016; Liao et al.,

2014; McNamara et al., 2019). At sunrise, increased solar radiation drives photochem-

istry within the snow interstitial air which leads to the release of halogens to the overlying

atmosphere via diffusion and wind pumping (Bartels-Rausch et al., 2014; Grannas et al.,

2007; Pratt et al., 2013; Thomas et al., 2011; Toyota et al., 2014b). Boundary layer mixing

modulates surface Cl2 concentrations, with Cl2 decreasing during the day due to a com-

bination of its fast photolytic loss (R4.1) and the effects of boundary layer mixing. Solar

heating of the lower atmosphere can cause turbulent mixing of the surface layer, mixing

species away from the surface, and increasing the height of the boundary layer (Anderson

and Neff, 2008). Low light conditions (i.e., night and early morning) cause a reduction

in the photochemical loss of Cl2 (R4.1) and a collapse of the boundary layer. This effect

has previously been demonstrated to drive evening increases of reactive nitrogen species
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XONO2 + X–/Y– surface
�����! X2/XY + NO –

3 (R4.9)

At present, detailed descriptions of chlorine snow emissions remain absent from most

3D numerical models. Bromine mechanisms are included in some 3D models, but remain

under discussion as to the source and recycling mechanisms involving snow (Falk and

Sinnhuber, 2018; Fernandez et al., 2019; Herrmann et al., 2021; Marelle et al., 2021;

Toyota et al., 2011). Snow is a very complex photochemical medium and the release of

halogens is determined by many uncertain processes/variables, including: snow physics;

snow/ice chemistry (including photochemistry); gas transport within snow; and impurity

concentrations and locations (Bartels-Rausch et al., 2014; Domine et al., 2008; Grannas

et al., 2007; McNeill et al., 2012). As a result, modelling snow-covered environments

using a first principles approach remains challenging and uncertain (Domine et al., 2013).

Zero-dimensional box models are often used to study the effects of halogens on boundary

layer chemistry under Arctic conditions (Custard et al., 2015; Liao et al., 2012b, 2014;

McNamara et al., 2020; Piot and von Glasow, 2009; Thompson et al., 2015; Wang and

Pratt, 2017). An inherent limitation of 0D models, however, is the absence of the vertical

dimension necessary for simulating vertical transport and capturing concentration gradi-

ents in the atmosphere. Additionally, the physical conditions that characterise the polar

regions (low temperatures, limited sunlight during winter, high albedo, etc.) can often

create stable low-level temperature inversions resulting in shallow boundary layers (Kahl,

1990). This can greatly impact the vertical distribution of chemical species by acting as a

barrier to vertical mixing and transport. One-dimensional models are therefore extremely

useful tools which can include these processes to help us better understand the interac-

tions between snow and the atmosphere (Cao et al., 2016; Herrmann et al., 2019; Lehrer

et al., 2004; Piot and von Glasow, 2008; Thomas et al., 2011, 2012; Toyota et al., 2014b;

Wang et al., 2020).

The first observations of high Cl2 levels within the Arctic boundary layer were repor-

ted in spring 2009, during the Ocean-Atmosphere-Sea Ice-Snowpack (OASIS) campaign

at Utqiaġvik, Alaska (Liao et al., 2014). Cl2 mixing ratios of up to 400 pptv were observed

and an average noontime Cl atom concentration of 2⇥ 105 atoms cm�3 was estimated

from these observations. Daytime Cl2 mixing ratios were highly correlated with sunlight
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and surface ozone levels (r2 value = 0.86), indicating both are key requirements for Cl2

production. Measurements of VOCs made during the campaign showed a clear impact of

chlorine chemistry on VOC oxidation processes (Hornbrook et al., 2016). Measurement-

derived estimates of Cl atom concentration suggested the presence of a highly reactive

surface layer, which led to an overprediction of VOC production and loss rates compared

to the observations (Hornbrook et al., 2016). Interactions between radical chemistry, at-

mospheric mixing, and snow emissions need to be better understood in order to fully

explain these observations and the impacts of halogens on boundary layer oxidation pro-

cesses.

In this work, we address the following questions:

1. What combination of factors, including vertical mixing, land-based snow emis-

sions/recycling, and chemistry explain observations of halogens in the Arctic sur-

face layer?

2. How are halogens vertically distributed within the polar boundary layer?

3. What is the impact of halogen chemistry on boundary layer oxidation processes as

a function of altitude?

We answer these questions using an updated version of the Platform for Atmospheric

Chemistry and vertical Transport in 1-dimension (PACT-1D) model (Tuite et al., 2021),

which includes descriptions of halogen chemistry, emissions, and recycling. We compare

our model with surface measurements of chemical species, including Cl2 and Br2, recor-

ded during the 2009 OASIS campaign at Utqiaġvik, Alaska. In section 4.2, we introduce

the measurements used from the campaign and the new model halogen updates are de-

scribed in section 4.3. The model configuration used in this work is presented in section

4.4, followed by the model results and a discussion in section 4.5. Finally, the conclusions

and perspectives are presented in section 4.6.
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4.2 OASIS 2009 campaign measurements

In this study, we use measurements taken during the OASIS campaign, which was con-

ducted between March and April 2009 near Utqiaġvik, Alaska. The measurement site was

located approximately 5.5 km northeast of the town of Utqiaġvik (71.323 N, 156.663 W;

8 m above sea level) and was chosen for the prevailing northeasterly winds arriving from

over the Beaufort Sea. A map of the study site can be found in Boylan et al. (2014) and

Hornbrook et al. (2016). Observations from this campaign were chosen due to the extens-

ive chemical and meteorological measurements available, including direct measurements

of Cl2, Br2, BrO, and a large number of VOCs. A summary of the measurements used

in this study is given in Table 4.1 with the respective instruments/techniques used dur-

ing OASIS. Meteorological measurements (temperature, winds, relative humidity) were

made from two tower stations set up at the field site at several heights. At one of the tower

stations, turbulent flux measurements were made using ultrasonic anemometers located at

4 heights (0.6 m, 1.8 m, 3.2 m, and 6.2 m above ground level (AGL)). Inorganic halogens

(including Cl2, Br2, BrO and HOBr), as well as OH and HO2, were measured using chem-

ical ionization mass spectrometers (CIMS) at 1.5 m AGL (Hornbrook et al., 2011; Liao

et al., 2011, 2012b, 2014; Mauldin III et al., 1998; Tanner et al., 1997). Surface ozone

and NOx measurements were made using a chemiluminescence instrument on a second

tower station, operated by the National Center for Atmospheric Research (NCAR), at

3 different heights (0.6 m, 1.5 m and 5.4 m AGL) (Helmig et al., 2012; Villena et al.,

2011; Weinheimer et al., 1998). Additionally, measurements of formaldehyde (HCHO)

made by a Difference Frequency Generation Tunable Diode Laser Absorption Spectro-

meter (Barret et al., 2011; Weibring et al., 2007, 2010), and 18 VOCs measured by a

Trace Organic Gas Analyzer (TOGA) (Hornbrook et al., 2016) were made at these same

heights. Balloon soundings were also launched during the campaign to record vertical

profiles of ozone (Helmig et al., 2012; Oltmans et al., 2012). Carbon monoxide (CO)

measurements were made using a CO infrared absorption analyzer (Parrish et al., 1994).

Aerosol physical properties (size distribution and number concentration) were measured

using an optical particle counter and two scanning mobility particle sizers (Woo et al.,

2001). Finally, actinic flux measurements made by CCD Actinic Flux Spectroradiomet-
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Table 4.1: Measurements from the OASIS 2009 campaign used in this study.

Measurement Method Reference

Meteorology and Ultrasonic anemometers Boylan et al. (2014)

turbulent fluxes

Cl2, Br2, BrO, HOBr Chemical Ionization Mass Liao et al. (2011, 2012b, 2014)

Spectrometers (CIMS)

OH, HO2 Chemical Ionization Mass Hornbrook et al. (2011),

Spectrometers (CIMS) Mauldin III et al. (1998),

Tanner et al. (1997)

NO, NO2, O3 Chemiluminescence Helmig et al. (2012),

Villena et al. (2011),

Weinheimer et al. (1998)

HCHO Difference Frequency Generation Weibring et al. (2007, 2010)

Tunable Diode Laser

Absorption Spectrometer

CO IR absorption CO analyzer Parrish et al. (1994)

VOCsa Trace Organic Gas Analyzer (TOGA) Hornbrook et al. (2016)

Aerosol number density Optical Particle Counter (OPC) and Woo et al. (2001)

and radius Scanning Mobility Particle Sizers (SMPS)

Actinic flux CCD Actinic Flux Spectroradiometers Shetter and Müller (1999)

(CAFS)

aSee Table 1 in Hornbrook et al. (2016)

ers (CAFS) were used to calculate photolysis frequencies of 35 different reactions using

a modified version of the Tropospheric Ultraviolet and Visible (TUV) radiation model

version 4.4 (Madronich and Flocke, 1999; Shetter and Müller, 1999). Data from this

campaign are available through the National Science Foundation (NSF) Arctic Data Cen-

ter at https://arcticdata.io/ (Apel, 2009; Cantrell, 2009; Fried, 2009; Guenther,

2009; Hall, 2009; Smith et al., 2009; Weinheimer, 2009).

4.3 Description of halogen chemistry within PACT-1D

The Platform for Atmospheric Chemistry and vertical Transport in 1-Dimension (PACT-

1D) is the vertical column model used in this work to study Arctic halogen emissions and

https://arcticdata.io/
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their impact on oxidation processes during the OASIS campaign. A full description of

this model is given in Tuite et al. (2021). Chlorine and bromine gas-phase and hetero-

geneous reactions are added to this version of the model. Snow emissions and recycling

mechanisms of chlorine and bromine have also been implemented and are described in

the following sections.

4.3.1 Gas-phase and aerosol heterogeneous halogen chemistry

We update the existing PACT-1D mechanism to include additional chlorine and bromine

gas-phase and heterogeneous reactions. The chemical mechanism in PACT-1D is based

on the Regional Atmospheric Chemistry Mechanism version 2 (RACM2) (Goliff et al.,

2013) using the Kinetic PreProcessor (KPP) (Sandu and Sander, 2006). The additional

gas-phase bromine reactions are added following the implementation of Marelle et al.

(2021) and are listed in the model chemical mechanism (Ahmed et al., 2022b). Reactive

and non-reactive heterogeneous uptake reactions of halogens on aerosols are also added

to the model (Table 4.2). We do not include a full description of aerosol aqueous-phase

chemistry within the model. We track particulate chloride and bromide as separate species

that undergo heterogeneous chemistry to ensure mass balance, which are tracked in the

model. We do this by first initialising the concentration of aerosol-phase chloride and

bromide to the chloride and bromide concentrations in fresh sea salt aerosols and then

track release and reactive and non reactive uptake. Second-order heterogeneous reactions

consuming aerosol-phase halide ions are treated as pseudo first-order reactions, following

Marelle et al. (2021), maintaining mass conservation of each species.

4.3.2 Snow emission and recycling of Cl2 and Br2

Emissions of molecular halogens from snow have been identified as a key source of Arctic

halogen production (Custard et al., 2017; Pratt et al., 2013). Cl2 and Br2 production from

continental snow have been reported to be a function of both solar radiation and ozone

concentration (Custard et al., 2017; Liao et al., 2014; Liu et al., 2017). Halogen species

deposited to the snow surface can also undergo recycling mechanisms to re-emit reactive

halogens back into the atmosphere (Abbatt et al., 2012; Toyota et al., 2011). We therefore
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Table 4.2: Heterogeneous reactions and reaction uptake coefficients on aerosols (γa).

Reaction Heterogeneous Reference

reactive uptake (γa)

HOCl + Cl –
(aq)! Cl2 2⇥10�4 Ammann et al. (2013)

HOCl + Br –
(aq)! BrCl 2⇥10�4 Ammann et al. (2013)

ClONO2 + Cl –
(aq)! Cl2 + HNO3(aq) 0.03 Aguzzi and J. Rossi (1999)

ClONO2 + Br –
(aq)! BrCl + HNO3(aq) 0.05 Aguzzi and J. Rossi (1999)

ClONO2! HOCl + HNO3(aq) 0.03 Aguzzi and J. Rossi (1999)

HOBr + Br –
(aq)! Br2 0.05 Pratte and Rossi (2006),

IUPAC (2009)

HOBr + Cl –
(aq)! BrCl 0.05 Pratte and Rossi (2006),

IUPAC (2009)

BrONO2 + Br –
(aq)! Br2 0.06 Deiber et al. (2004)

BrONO2 + Cl –
(aq)! BrCl 0.04 Deiber et al. (2004)

BrONO2! HOBr + HNO3(aq) 0.04 Deiber et al. (2004)

N2O5 + Cl –
(aq)! ClNO2 + HNO3(aq) 0.02 Burkholder et al. (2019)

N2O5 + Br –
(aq)! BrNO2 + HNO3(aq) 0.011 Seisel et al. (1998)

Cl2 + Br –
(aq)! BrCl + Cl –

(aq) 0.2 Burkholder et al. (2019)

OH + HCl! 0.5⇤Cl2 0.1 Knipping et al. (2000),

Laskin et al. (2006)

add four parameterizations to describe emissions of chlorine and bromine in this version

of PACT-1D. We include (1) an emission of chlorine and bromine as a function of the

available solar radiation and the surface ozone concentration, and (2) a recycling source

of X2 from the surface conversion of XONO2 and HOX (where X = Cl, Br) on snow.

In both cases, the exact parameterizations are determined by comparing modelled and

observed halogen concentrations.

The emission of chlorine is parameterized as follows:

E
primary
Cl2

= F(p,Cl)⇥ (JCl2)
0.5
⇥ [O3] (4.1)
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E
recycling
Cl2

= γ(snow,Cl)⇥ (DClONO2
+DHOCl) (4.2)

where E
primary
Cl2

and E
recycling
Cl2

are the snow emission fluxes of Cl2, F(p,Cl) is a correction

factor which includes a scaling term and the height of the lowest model level (0.01 cm)

in units of cm s�
1
2 , JCl2 is the calculated photolysis rate of Cl2, [O3] is the measured O3

concentration (in molec cm�3), γ(snow,Cl) is the probability of heterogeneous conversion on

snow to re-form Cl2 (between 0 and 1), and DClONO2
and DHOCl are the model-calculated

deposition rates of ClONO2 and HOCl, respectively. In the case of primary chlorine

emissions (equation (4.1)), different values of F(p,Cl) were tested in order to reproduce the

Cl2 measurement data in the model (Figure A.1). Observed ambient concentrations of Cl2

showed a double peaked profile, with an increase in the early morning following sunrise,

and a second peak in the late afternoon before falling to almost zero at night. The best-fit

primary emission flux for chlorine is found to be a function of JCl2 to the power of 0.5,

with F(p,Cl) = 0.2 cm s�
1
2 . It is also well known that ClONO2 and HOCl are converted on

ice surfaces to re-form Cl2 (IUPAC, 2009). However, within snow there are a number of

complex physical and chemical processes that make these recommendations not directly

applicable for snow. We therefore performed a series of sensitivity tests varying γ(snow,Cl)

between 0 and 1, and found the best fit value of 0.1 for chlorine recycling on snow (Figure

A.2).

For bromine, the emission sources are described as:

E
primary
Br2

= F(p,Br)⇥ JBr2
⇥ [O3] (4.3)

E
recycling
Br2

= γ(snow,Br)⇥ (DBrONO2
+DHOBr) (4.4)

where E
primary
Br2

and E
recycling
Br2

are the snow emission fluxes of Br2, F(p,Br) is a correction

factor which includes a scaling term and the height of the lowest model level (0.01 cm)

in units of cm, JBr2
is the calculated photolysis rate of Br2, γ(snow,Br) is the heterogeneous

conversion efficiency on snow to re-form Br2 (between 0 and 1), and DBrONO2
and DHOBr

are the model-calculated deposition rates of BrONO2 and HOBr, respectively. For brom-
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ine, we found that the observations of bromine species are best described using primary

emissions (equation (4.3)) as a function of JBr2
, with F(p,Br) = 0.01 cm (equivalent to

the lowest model level height and a scaling factor of 1). The conversion of BrONO2

and HOBr on ice to re-form Br2 is known to be more efficient than for chlorine (IUPAC,

2009), which in part facilitates the well known bromine explosion chemistry (Abbatt et al.,

2012). We tested a range of possible conversion efficiencies for these reactions and found

γ(snow,Br) = 0.6 best reproduces the observations (Figure A.3). For both equations (4.2)

and (4.4), it is assumed that there is an infinite supply of Cl– and Br– in the snow. We do

not include conversion of N2O5 on snow to form reactive bromine and chlorine due to the

low NOx concentrations compared to pollution influence.

There are large uncertainties in describing both the primary emission flux (equa-

tions (4.1) and (4.3)) from land-based snow, as well as the recycling of both bromine

and chlorine species on snow (equations (4.2) and (4.4)), which must be considered in

future work that use or further refine these parameterizations. First, there are significant

uncertainties in vertical transport near the snow surface and in the lowest portion of the

atmosphere (⇠below 10 m). Therefore, as future work refines our knowledge of these

vertical transport processes, we will need to revisit the values used for F(p,Cl), F(p,Br),

γ(snow,Cl) and γ(snow,Br). Secondly, the main factors driving molecular halogen production

from the snowpack are still highly uncertain, with more work needed to improve our un-

derstanding. In addition, descriptions of halogen emissions from land-based snow within

3D models remain limited. Bromine emissions triggered from ozone deposition to snow

on sea ice is the main process considered by the bromine emissions/recycling scheme of

Toyota et al. (2011). Here, we use ambient ozone concentrations rather than ozone de-

position as the trigger for both bromine and chlorine on land-based snow, as suggested

from observations. Our equations can be re-formulated as a function of the ozone de-

position rate (which is directly dependant on ozone concentration) to be more consistent

with equations proposed for snow on sea ice. Finally, production of BrCl from Arctic

snow has been measured following irradiation of the snowpack, with multiphase reac-

tions on snow also predicted to be significant contributors of BrCl production (Custard

et al., 2017; McNamara et al., 2020). However, flux estimates of BrCl from snow remain
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uncertain and measurements of BrCl were not available during our selected simulation

period (see section 4.4.1). We therefore only include BrCl production via heterogeneous

reactions on aerosols (Table 4.2), but, this must be updated in future work to also include

BrCl emissions from continental snow.

4.4 Model setup

4.4.1 Selection of OASIS simulation period

The model was set up for the dates of 18� 19 March 2009 during the campaign; these

dates were selected due to the high Cl2 concentrations recorded and the limited influence

from local pollution sources (Figure A.4). The average daytime (06:00-20:00) Cl2 mix-

ing ratio for the two days was 59 pptv and surface ozone levels remained above 10 parts

per billion by volume (ppbv), indicating that there was not a major ozone depletion event

during this period. Ozonesonde data from profiles launched at the start and just after our

modelling case study showed that ozone was well distributed within the lower atmosphere

with no significant ozone gradients as a function of altitude (Figure 4c in Oltmans et al.

(2012) and Figure 13a in Helmig et al. (2012)). Average background levels of NOx and

CO over the entire campaign were recorded at ⇠ 84 pptv and ⇠ 160 ppbv, respectively

(Villena et al., 2011). Measurements of NOx and CO between 18�19 March do not sug-

gest polluted conditions, with CO levels close to the average background measurements

(⇠ 160 ppbv), however NOx levels were above the average background levels (50� 500

pptv). Influence from nearby anthropogenic sources was likely to be minimal during this

period as winds arriving at the measurement site originated from the Arctic Ocean (north

through northeast) for most of 18 and 19 March. Considering these criteria, the period

between 18�19 March best met the requirements for our modelling case study.

Figure 4.2a and 4.2b show the state of sea ice north of Utqiaġvik, on the 18 and

19 March, respectively. A key feature of Figure 4.2a and 4.2b is the presence of sea

ice leads close to the measurement site. Sea ice leads are visible on both days which are

important as they can induce convective mixing of air masses, impacting the concentration

of species recorded at the measurement site (Moore et al., 2014). This has been shown
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to replenish ozone-depleted air masses to near-background concentrations (Moore et al.,

2014) as well as influencing the vertical distribution of BrO by mixing it higher in the

atmosphere (Simpson et al., 2017).

4.4.2 Model configuration

We set up the vertical model grid (Figure 4.3a) using a total of 112 levels, with a log-

arithmic spacing for the lowest 1 m of the grid down to a lower boundary of 1⇥ 10�4

m. The model levels are linearly spaced up to 100 m, by 1-m increments, followed by a

non-linear spacing to an upper boundary of 3000 m. This highly resolved vertical model

grid allows us to analyse the impacts of halogen emissions on chemistry very close to the

surface.

The 1D model is driven by input data obtained from the measurements (where pos-

sible), model output data and calculated explicitly from parameterizations. The atmo-

spheric dynamics (temperature, pressure, relative humidity) are calculated using the 3D

Weather Research and Forecasting (WRF) meteorological model (Skamarock et al., 2019)

for Utqiaġvik, Alaska, and used to drive the 1D model physics in combination with the

OASIS ground measurements. We use a WRF set up specifically optimised for the Arctic,

described in Marelle et al. (2017), with the model domain centered at Utqiaġvik (domain

shown in Figure 4.3b). A horizontal resolution of 25 km ⇥ 25 km is used with a vertical

resolution of 50 levels, up to a pressure of 50 hPa. To validate the use of the WRF sim-

ulated meteorology, we compare WRF calculated temperatures at Utqiaġvik with surface

measurements from OASIS and available vertical temperature profiles in Figure 4.4. The

Integrated Global Radiosonde Archive (IGRA, Durre et al. (2006)) provides radiosonde

data twice a day at 00:00 and 12:00 UTC (15:00 and 03:00 AKST, UTC-9, respectively)

which we use to compare with our model results. Figure 4.4 shows that we are able to

obtain very good agreement of both the surface and vertical temperature profiles in WRF

compared to the observations.

The eddy diffusion coefficients (Kz) in the model are calculated following the para-

meterization described in Cao et al. (2016) and used in Herrmann et al. (2019). We cal-

culate these values as measurement data of eddy diffusion coefficients during this period
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Figure 4.3: (a) PACT-1D model grid used with numbers representing the upper model level height

in metres above the snow surface. A total of 112 vertical model levels were used. (b)

3D WRF model domain centred on Utqiaġvik, Alaska with a 25⇥ 25 km horizontal

resolution and 50 vertical levels up to a pressure of 50 hPa.

turbulent flux measurements. A comparison was made between the calculated Kz values

and the available measurement data which showed that calculated values were approxim-

ately a factor of 3 greater than the observations. Above the surface inversion layer, we

assume a fixed value of Kz = 1 cm2 s�1, following Cao et al. (2016). In our model runs, we

calculate the SIH using a description based on eddy viscosity scaling, following equation

(4.5) (Zilitinkevich et al., 2002; Zilitinkevich and Baklanov, 2002):

SIH =C2
s (u⇤L/| f |)

0.5 (4.5)

where Cs is an empirical constant (estimated as 0.7), u⇤ is the measured friction velocity, L

is the calculated Obukhov length from the measurements and f is the Coriolis parameter

(equal to 1.38⇥104 at the latitude of the study site).

Chemical concentrations in the model are initialised using both observations and

CAM-chem model data (Buchholz et al., 2019a; Emmons et al., 2020). Aerosol surface

area and number concentration are fixed to the observations for the duration of the run

throughout the boundary layer. To supplement the 35 reactions reported in the CAFS

data set, additional photolysis rates were added using the TUV radiation model (version
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5.0). Each of these additional rates is scaled to the reported NO2 photolysis rate (JNO2
).

Chemical emission of NO2 is also included in the model and is scaled as a function of

JNO2
. These emissions are added to the lowest model level, to simulate photochemical

production from snow, and scaled to align with the NOx levels measured during the sim-

ulation period. The 24-hour average NO2 emission flux we use is 1.71⇥1013 molecules

m�2 s�1, in reasonable agreement with previous Arctic NOx flux measurements (Honrath

et al., 2002). All input data are provided on 15 minute time resolution and the model is

run using a 20-second time step.

4.5 Results and discussion

We study the impact of halogen emissions on oxidation processes during OASIS by per-

forming the following model runs: a reference simulation without halogen emissions

from snow (NOSURF); a model run with surface snow emissions and recycling of halo-

gens active (BASE); and several sensitivity runs (FIXO3, AERO, BLD). The model runs

are summarised in Table 4.3 and are discussed in detail in the following section. In all

model runs, we include heterogeneous chemistry on aerosols, which participates in active

recycling of halogen species in all cases. We present the results and discussion in seven

sub-sections. First, we present the meteorological conditions at the measurement site dur-

ing the modelled period (section 4.5.1), followed by an analysis of the NOSURF (section

4.5.2) and BASE runs (section 4.5.3). We discuss in detail the results of the sensitivity

tests performed (section 4.5.4), the influence of snow emissions on the vertical extent

of halogen concentrations (section 4.5.5) and a comparison of the snow emission fluxes

with other estimates (section 4.5.6). Finally, we analyse the impacts on boundary layer

oxidation processes (section 4.5.7).

4.5.1 Meteorological conditions and air mass history

The measurements during OASIS were made approximately 5.5 kilometres northeast of

Utqiaġvik, Alaska, near the Arctic Ocean (Barret et al., 2011; Boylan et al., 2014; Helmig

et al., 2012; Hornbrook et al., 2016; Liao et al., 2012b, 2014; Villena et al., 2011). Fig-

ure 4.2a and 4.2b show the sea ice cover and lead information over Northern Alaska on
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Table 4.3: Description of the model runs performed in this study.

Model run Description

NOSURF Run with halogen snowpack emission routines deactivated.

BASE Run with halogen snowpack emission and recycling routines active.

FIXO3 BASE run + O3 fixed to the observations.

AERO BASE run + heterogeneous recycling efficiency on aerosols increased

by a factor of 10.

BLD BASE run + surface inversion height estimated using expression

from Pollard et al. (1973).

18 and 19 March 2009, respectively. Lead information is obtained from the dataset of

Willmes and Heinemann (2015) who used thermal-infrared data retrieved from MODIS

and applied a binary segmentation procedure to identify leads (Willmes and Heinemann,

2016). During March, the sample location was snow covered and the surrounding ocean

largely covered by sea ice, typically reaching its annual maximum in spring. Sea ice leads

are clearly visible during the simulation period north of Utqiaġvik, which are known to be

important for inducing convective mixing that influences atmospheric chemistry (Moore

et al., 2014; Simpson et al., 2017). Meteorological conditions, such as wind speed, wind

direction and surface temperature, can also alter surface chemical concentrations via im-

pacts on boundary layer dynamics. Winds on both days were recorded arriving from the

northeast, over the Beaufort Sea, carrying clean air masses to the measurement site. Dur-

ing this period, wind speeds were moderate to weak (< 5 m s�1) (Figure A.4), lower than

much of the campaign period, and surface temperatures were close to the March aver-

age. A strong low-level temperature inversion was also observed for the duration of these

two days, indicating stable boundary layer conditions, which is likely to inhibit vertical

mixing of species between the inversion layer top and the overlying atmosphere (Figure

A.5).

We use the regional meteorological model WRF (setup described in section 4.4.2)

to both drive the 1D model atmospheric physics and to understand the regional meteor-
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urement site. The PES indicates the air mass origin near the surface and represents the

length of time the air mass is sensitive to surface emissions. In Figure 4.2e and 4.2f, we

show that air masses on these days were unaffected by either the town of Utqiaġvik or

Prudhoe Bay (southeast of Utqiaġvik, not shown on map). Transport of air masses over

sea ice, including leads, may impact the halogen concentrations measured at the site. On

both days, the PES shows (Figure 4.2e and 4.2f) that air passes over leads (Figure 4.2a

and 4.2b) just before arrival at Utqiaġvik. Moore et al. (2014) showed that the rapid re-

covery of depleted mercury and ozone, which are both tied to the abundance of bromine,

can be explained by lead-initiated convection bringing higher concentrations of Hg0 and

ozone from aloft. This also indicates that high concentrations of bromine in these air

masses are likely diluted over leads during the induced convective mixing, as shown by

Simpson et al. (2017). Due to the air mass origins and lead locations, and the relatively

short lifetimes of Cl2 and Br2, our case is expected to be particularly sensitive to local

snow emissions and so we assume that this provides the main source of Cl2 and Br2 for

our case study (see section 4.5.2).

4.5.2 Model results without snow emissions or recycling

A model simulation without halogen emissions from snow or surface recycling (NOS-

URF) was first performed as a reference simulation. The results from this simulation are

compared to measured species at 1.5 m AGL in Figure 4.5 (blue curve). The halogen

species (Cl2, BrO, and HOBr) in this simulation remain negligible for the duration of the

simulation, with the exception of Br2 which is initialised as described below, showing that

additional sources of both chlorine and bromine are required to explain the observations.

Surface Br2 is initialised to the average midnight value (15 pptv) that was recorded during

OASIS (Liao et al., 2012b), which fell rapidly to zero after 08:00 on the first day, indic-

ative of photochemical loss. No significant levels of Br2 after this period are modelled,

suggesting that bromine recycling solely on aerosols is not efficient enough to replen-

ish measured levels of Br2 and other bromine species. Local snow emissions of Br2 are

therefore necessary to replenish bromine levels during the simulation period.

Surface measurements of both NO and NO2 were higher than the background aver-
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of NOx on both days, likely caused by these local emission sources, which are difficult

to estimate. In addition, a large increase of NO2 on the evening of 19 March was recor-

ded, corresponding with a change of wind direction and air mass, bringing air from more

polluted regions to the measurement site. Stable conditions and low wind speeds may

have also facilitated the build-up of higher NOx concentrations near the surface on these

two days. The impact of these local point sources, and of advected polluted air masses,

are therefore difficult to simulate in the model to represent the true NOx concentrations

observed at the measurement site. Modelled values reach and even exceed the measured

daytime peaks, with a large overestimation in NO on day 2, before falling to lower than

100 pptv at night. The low concentration of modelled halogens would certainly contribute

to the overestimation of NOx concentrations via halogen oxide limited reactions with NO

and NO2. Changes in the surface ozone levels over the two days are not fully captured

by either the NOSURF or BASE simulations. This is possibly due to sea ice leads and

convective mixing of ozone down from the free troposphere to the surface. The model cur-

rently does not account for the impact of sea ice leads on convective mixing of air masses,

and would require further testing to include. Finally, we find a general underestimation of

both HCHO and HO2 levels, indicating missing oxidants and oxidation chemistry, and a

predicted midday OH concentration between 0.7�1.5⇥106 molecules cm�3 for the two

days.

4.5.3 Model results with halogen emissions from snow and surface

recycling

When snow and recycling emissions of halogens are active (BASE run), we obtain much

better agreement with the measured surface mixing ratios compared to the NOSURF run.

Measured Cl2 levels reached up to 150 and 300 pptv on 18 and 19 March 2009 respect-

ively (10 minute average). Figure 4.5 (red curve) shows the model performs well, cap-

turing both the timing and intensity of the morning and late afternoon Cl2 peaks on the

first day, with some discrepancies on day 2. Early morning increase of Cl2 was recor-

ded after sunrise, suggesting a photochemical production mechanism, which is captured

by the model on both days. Daytime levels of modelled Cl2 on day 2 are overpredicted,
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by up to 100 pptv, with the difference possibly explained by weak vertical mixing and a

shallow daytime boundary layer. The effects of this on surface chemical concentrations

are discussed in more detail in section 4.5.5. Nighttime Cl2 mixing ratios fall to near-

zero levels in the model, which is consistent with the measurements on both days. Our

model results show that the nighttime (20:00-06:00) reduction of Cl2 at 1.5 m is largely

explained by depositional loss to the ground (see section 4.5.5). Together, vertical trans-

port and deposition represent the dominant nighttime loss processes (⇠ 94%) for Cl2 at

1.5 m. Heterogeneous uptake of Cl2 on aerosols and reaction with bromide has also been

suggested as a potential Cl2 sink (and a source of BrCl) (Hu et al., 1995; McNamara

et al., 2020; Wang and Pratt, 2017). We find that the reaction of Cl2 with bromide on

aerosols accounts for nearly 5% of nighttime removal of Cl2 at 1.5 m, which comprises

the majority (95%) of the nighttime chemical loss for Cl2.

Modelled bromine species (Br2, BrO, and HOBr; Figure 4.5b, 4.5c, and 4.5d, re-

spectively) are also in close agreement with the measurements, with a slight underes-

timation of BrO and HOBr on day 1. Daytime measurements of Br2 on these two days

are missing due to unstable background Br2 measurements that led to observations below

the detection limit (2.0 pptv) (Liao et al., 2012b). We find that modelled daytime levels

of Br2 are close to this 2 pptv detection limit, due its very fast photochemical loss. At

night, we find an accumulation of the photolabile Br2, via the surface recycling mechan-

ism, which provides reactive bromine for the following day. This is consistent with the

average diurnal profile measured for Br2 during OASIS (Liao et al., 2012b), as well as

other Arctic measurement campaigns during spring (McNamara et al., 2020; Wang et al.,

2019). Modelled BrO and HOBr diurnal profiles are also in agreement with the observa-

tions, with peaks at noon on the first day, indicative of production via Br atoms, and near

zero at night. On day 2, a second peak for both BrO and HOBr is recorded in the late

afternoon, coinciding with the evening peak of Cl2. This suggests that the second peak

in halogen species could possibly be due to a change in the boundary layer meteorology

(e.g., collapse of the boundary layer) rather than chemical production.

The model captures the general trend of NOx (Figure 4.5e and 4.5f) and we obtain

better agreement with the observations in the BASE run, however, the model does not
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capture some peaks which may be due to advection of more polluted air masses (e.g.,

evening of 19 March) or transient point sources. Simulated NOx levels are highly af-

fected by the presence of halogen emissions, with both NO and NO2 levels reduced in

the BASE run compared to NOSURF. Halogens can react with NOx to produce halogen

nitrites and nitrates (e.g., ClNO2, ClONO2, BrONO2), which act as an important reservoir

to sustain reactive halogen chemistry. These species can release halogens back into the

atmosphere either directly via photolytic destruction, or by chemical reactions on aero-

sols and surface snow. O3 levels in the BASE run also show a steady decline over the

two days, with O3 changes dominated by vertical mixing and deposition to the ground in

our particular simulation period (Figure 4.5h). Modelled HCHO (Figure 4.5g) and HO2

(Figure 4.5i) are also in better agreement with the observations following the addition of

halogen emissions. We find an increase in the daytime HOx (HOx = OH+HO2) levels by

roughly 20�30 times compared to the NOSURF run, indicating much more active HOx

chemistry, which can be attributed to halogen chemistry. Overall, we show that halogen

emissions from snow and snow-surface recycling are necessary to reproduce surface con-

centrations of several key species measured during OASIS, with a considerable impact on

HOx concentrations and oxidative chemistry.

4.5.4 Model sensitivity runs

We investigate the effects of different model uncertainties on surface chemical concentra-

tions by performing 3 sensitivity tests. The aim of these runs is to explore uncertainties

in both the chemical and dynamical mechanisms in our model and their associated im-

pacts on surface concentrations. Specifically, we test whether changes in the modelled

ozone concentration, halogen recycling on aerosols, or boundary layer dynamics impact

the conclusions drawn from this modelling study. Descriptions of the runs performed are

included in Table 4.3 and are summarised here, followed by a discussion of the results

compared with the surface observations (Figure 4.6).

1. FIXO3: We first address the impact of ozone on halogen concentrations by fixing

the modelled ozone to the measurements within the boundary layer (Figure 4.6,

dashed green curve). Bromine levels in this run are greatly affected by the change
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time HO2 concentration on day 2 is approximately 68% lower than the BASE run,

due to increased BrO levels and subsequent loss via reaction (R4.5). The results

from this run point to potential inaccuracies in the emission parameterizations of

bromine, uncertainties in the downward mixing of ozone in the model from above

the boundary layer, or, to the missing treatment of advected air masses, all of which

require further exploration and testing.

2. AERO: To test whether heterogeneous recycling on aerosols could contribute a

significant source of halogens, we increase the heterogeneous reactive uptake coef-

ficients for Cl2, Br2 and BrCl formation reactions by a factor of 10 (Figure 4.6,

dashed purple curve). This test fails to show a significant increase in the halogen

concentrations at the surface, indicating that recycling on aerosols contribute only

a minor source of reactive halogens at 1.5 m. Interestingly, nighttime Br2 levels de-

creased by up to 5 pptv when compared to the BASE run, caused by lower BrONO2

levels (⇠ 25% reduction) as it was more efficiently recycled on aerosols. We also

evaluate the difference in the vertical distribution of halogens between the AERO

and BASE run (Figure A.6). The modelled vertical distribution of halogens in the

BASE run is discussed in detail in section 4.5.5. We find differences of less than

10 pptv between halogens in the AERO run and the BASE run within the lowest 50

m of the model, and see no differences above this height. Specifically, we find an

increase in Cl2 concentrations of several pptv in the AERO run and a small decrease

for each modelled bromine species.

3. BLD: We explore uncertainties in the boundary layer dynamics by testing a differ-

ent expression to calculate the SIH from the meteorological measurements (Figure

4.6, dashed blue curve). The expression used in this run (equation (4.6)) was ori-

ginally developed for a stable mixed layer over the ocean by Pollard et al. (1973),

and was found to also be applicable to the South Pole by Neff et al. (2008):

SIH = 1.2u⇤( f NB)
�0.5 (4.6)

NB =

r

g

T

∂θ

∂ z
(4.7)
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where u⇤ is the measured friction velocity, f is the Coriolis parameter (equal to

1.38⇥ 104 at the latitude of the study site), NB is the Brunt-Vaisala frequency, g

is the acceleration due to gravity, T is the absolute temperature and ∂θ/∂ z is the

potential temperature gradient. This results in a SIH which is several metres greater

than previously used for the BASE run (Figure A.5), leading to some key differ-

ences in the modelled chemical species. Most notably, we see a reduction in day-

time Cl2 levels at 1.5 m, by up to 60 pptv, on day 2 compared to the BASE run

due to an increased SIH. This shows how sensitive surface concentrations can be

to small changes in the boundary layer conditions, with significant uncertainties in

vertical transport near the snow surface and lower atmosphere. This is discussed in

more detail in section 4.5.5.

In summary, the sensitivity runs performed here do not significantly improve model

agreement with the observations. However, these sensitivity tests show that modelled

surface concentrations are influenced by a number of parameters, which require better

understanding of specific processes in order to constrain halogen emissions. Changes in

ozone and boundary layer dynamics (vertical mixing) had the largest impacts on halogen

concentrations, as well as influencing surface NOx and HOx levels. We find that uncer-

tainties in heterogeneous reactions on aerosols do not explain the underestimation of BrO

and HOBr on day 1, and represent only a minor source contribution of halogens in our

model case. Additional studies designed to investigate these processes and reduce known

uncertainties for the Arctic region are needed to further evaluate the source contributions

of halogens from snow.

4.5.5 Vertical influence of snow emissions and recycling on halogens

In this section, we use the BASE run to understand the vertical distributions of Cl2 and

Br2 (Figure 4.7a and 4.7b respectively). No vertically resolved measurements were avail-

able for either species, therefore, no direct comparison can be made to the model results.

We find that the majority of modelled Cl2 (approximately 97%) is confined to the lowest

15 m of the atmosphere and rapidly decreases with altitude. This implies highly active

chlorine chemistry at the surface. Very little Cl2 is present above 15 m, indicating a strong
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vertical gradient in chemical reactivities, with the vertical distribution of Cl2 influenced

by the height of the surface inversion. During the campaign, the surface layer height

ranged from as low as a few metres up to several hundreds of metres and was estimated to

be very shallow (< 50 m) during the simulation period (Boylan et al., 2014). Low-level

temperature inversions and shallow boundary layers are a common phenomena in cold

polar regions and are frequently characterised by stable conditions and low wind speeds.

Typically, solar heating of the surface generates a turbulent well-mixed daytime boundary

layer, creating a larger volume in which chemical species can be distributed. This sim-

ultaneously increases the vertical transport of species away from the surface and results

in decreasing concentrations of chemical species that would otherwise build up near the

surface. The diurnal evolution of the surface layer can be seen following this behaviour

on the first day but not on the second. We are therefore able to capture the daytime re-

duction in surface Cl2 levels on day 1, following the morning peak, but overestimate Cl2

levels on day 2. This high daytime Cl2 concentration is simulated when the wind speed

and estimated SIH were very low (< 1 m s�1 and < 10 m, respectively), confining Cl2

to a very shallow layer close to the surface. The BLD sensitivity test also shows similar

behaviour of the surface layer on the second day, however estimated a SIH several metres

higher during the day, resulting in a reduction of Cl2 at this time (Figures S5 and S7).

Differences in the SIH estimates between equations (4.5) and (4.6) are discussed in detail

by Boylan et al. (2014), but further evaluation is beyond the scope of this study.

The modelled vertical distribution of Br2, presented in Figure 4.7b, shows that Br2 is

present up to and above the SIH during the simulation. During sunlit hours, Br2 is found

only within the first few metres of the model, whereas at night, Br2 is more abundant (ap-

prox. 10 pptv) reaching up to 40 m in height. Previous studies have examined the vertical

distribution of bromine in the Arctic via surface-based measurements of BrO (Peterson

et al., 2015; Simpson et al., 2017). Peterson et al. (2015) found that the percentage of

BrO within the lower troposphere (< 200 m) was highly dependent on atmospheric sta-

bility. During stable conditions, higher BrO mixing ratios were measured close to the

surface, with less BrO distributed within the lower troposphere, compared to unstable

conditions which were associated with more vertically distributed BrO events. Simpson
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is also important to note that the air masses arriving at the site could have possibly exper-

ienced some lead-induced convective mixing (see Figure 4.2), which would mix bromine

to higher altitudes and this is not considered in the model.

In Figure 4.7c and 4.7d, we plot the changes in concentration of Cl2 and Br2 due to

transport and deposition, respectively. The change in both Cl2 and Br2 concentrations,

due to vertical transport, is highest during the day following release from snow and trans-

port into the atmosphere. During the night, Cl2 is mainly transported downward to the

surface and lost via deposition to the ground. Deposition in the model is calculated using

an approach of molecular collisions with the ground and applying a non-reactive uptake

probability (α) (Tuite et al., 2021). This allows us to calculate deposition of different spe-

cies without prescribing a deposition velocity. For Cl2, we set α = 5⇥ 10�5, following

the lower limit recommendation of Burkholder et al. (2019). On 19 March, transport of

Cl2 is clearly limited by the height of the inversion layer, with Cl2 transport not exceeding

more than 15 m altitude, thereby concentrating Cl2 at the surface. Figure 4.7d shows that

the upward transport of Br2 is at its maximum during the day on 18 and 19 March. Day-

time Br2 concentrations are confined to the first few metres above ground, indicating that

daytime Br2 is lost via its fast photolytic destruction. Vertically resolved measurements of

halogens above the Arctic snow surface are highly desirable for further model evaluation

and development.

4.5.6 Modelled halogen snow emission fluxes compared to previous

estimates

Here, we compare the surface emission fluxes of Cl2 and Br2 estimated in this work to

previous flux estimates. The model emission flux contributions of Cl2 and Br2 are shown

in Figure 4.8a and 4.8b, respectively. Our modelled emissions of both Cl2 and Br2 peak

at solar noon on each day, coinciding with increased radiation at the snow surface, be-

fore falling to zero at night. The peak fluxes are similar to previously reported halogen

emission fluxes measured from the Arctic snowpack (Custard et al., 2017), while the exact

timing of emissions differs. During February 2014, snowpack flux estimates of Arctic Br2

and Cl2 were calculated, based on vertical gradient measurements, for the first time near
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mixing layer, this corresponds to an average emission flux of 3.3⇥ 109 molecules cm�2

s�1. This is slightly lower than the value we report here, which is likely due to our focus

on an extremely high Cl2 event during the campaign. Similarly, Wang and Pratt (2017)

conducted a 0D box modelling study to simulate halogen snowpack production during

March 2012 near Utqiaġvik. A peak Cl2 production rate of 2.9� 3.2⇥ 108 molecules

cm�2 s�1 was reported (assuming a 10 m effective mixing height), with ambient Cl2

concentrations ranging between 0�20 pptv for the modelled periods. The lower ambient

Cl2 concentrations during March 2012 suggest that solar radiation is not the driving factor

for differences between Cl2 emission fluxes during February and March. Other factors

such as atmospheric stability, vertical mixing, and snowpack chemistry are also likely to

play a role in controlling molecular halogen emission fluxes from snow. Production of Cl2

via snow surface recycling of HOCl and ClONO2 was also minimal over the two days,

with almost no production of Cl2 at night, which explains the difference in the nighttime

concentrations of Cl2 and Br2. There are uncertainties to the efficiency of this recycling

(see section 4.3.2), however, sensitivity tests showed no significant increase in Cl2 when

the recycling efficiency of these species was increased (Figure A.2).

Figure 4.8b shows the modelled Br2 emission fluxes, with midday values calculated

at 4.9⇥108 and 5.0⇥108 molecules cm�2 s�1 for 18 and 19 March, respectively. These

are in close agreement with the range reported by Custard et al. (2017) and are higher than

those modelled by Wang and Pratt (2017) of 2.1⇥108 and 3.5⇥106 molecules cm�2 s�1

for 15 March and 24 March 2012 respectively. Both primary photochemical and snow

recycling emissions of Br2 are important production mechanisms and contribute signific-

antly to the total Br2 emission flux. Surface recycling of BrONO2 is the main source of Br2

on day 1, highlighting the influence of NOx on bromine chemistry. This mechanism drives

the accumulation of Br2 at night, as this emission source remains significant later into the

evening on day 1 compared to the primary snow emission, which falls to zero after sunset.

Previous box modelling studies have shown that even under low NOx levels (< 100 pptv),

formation of BrONO2 is significant (Liao et al., 2012b; Thomas et al., 2012; Wang and

Pratt, 2017), and under high NOx levels (> 700 pptv) formation of both BrO and HOBr

are suppressed, whereas the rate of BrONO2 formation remained largely unaffected (Cus-
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tard et al., 2015). Due to the difficulty of measuring BrONO2, no measurements have yet

been reported in the Arctic to the best of our knowledge. Future work remains to compare

the partitioning of HOBr and BrONO2 under different NOx conditions.

4.5.7 Boundary layer VOC oxidation processes

We have shown (in section 4.5.3) that with the addition of halogen emissions (BASE run),

we obtain good agreement with the measured HO2 concentration at the surface and predict

an increase in OH (Figure 4.5). To further understand the links between halogens, HOx

cycling and oxidative chemistry, we analyse the major HOx production and loss reactions,

as well as VOC chemical lifetimes with respect to OH and Cl. First, we compare the

difference in modelled HOx concentrations between the NOSURF and BASE runs, as

well as the change in partitioning of OH/HO2 between the two runs.

Figure 4.9a shows the modelled HOx and Cl atom concentrations in the NOSURF

and BASE runs at 1.5 m AGL. We see a clear impact of halogens on surface HOx concen-

trations, with up to a 30 times increase at the surface when the halogen snow and recycling

emissions are active. This increase is largest within the daytime surface layer, coinciding

with the high levels of simulated chlorine atoms, and is shown in Figure 4.9b as a ratio of

HOx between the BASE and NOSURF runs. Modelled Cl atom concentration at noon is

higher than the average concentration predicted during the campaign of 2.0⇥ 105 atoms

cm�3 (Liao et al., 2014). We calculate values of 2.9⇥105 and 1.1⇥106 atoms cm�3 for

18 and 19 March at noon, respectively. Our higher values can partly be explained by the

overestimation of modelled Cl2 on day 2, as well as the higher Cl2 levels observed during

this period compared to the campaign average Cl2 levels.

Figure 4.9c shows the calculated OH/HO2 ratio at 1.5 m AGL in the NOSURF and

BASE model runs. We find a significant shift in the OH/HO2 ratio towards HO2 in our

BASE run following the addition of halogen emissions compared to the NOSURF run.

This difference is largest during the day, within the lowest 40 m of the atmosphere, with

up to an order of magnitude difference, as shown in Figure 4.9d. This shift towards HO2 in

the BASE run can be explained by two main reasons. Firstly, with the chlorine sources act-

ive in the BASE run, HO2 formation via Cl-mediated VOC oxidation is greatly increased,
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and loss reactions of both OH and HO2.

HOx chemical budget

The main HOx production and loss reactions at two heights (1.5 and 50.5 m) above the

snow are shown in Figure 4.10. A clear chemical reactivity gradient is shown, with rates

at 1.5 m approximately an order of magnitude greater than at 50.5 m, due to increased

HOx and Cl atom concentrations in the lower atmosphere. The principal OH production

source in the model is the HO2 recycling reaction with NO, at both the surface and above

the boundary layer at 50.5 m AGL. Halogen-influenced OH production is clearly shown

at 1.5 m, accounting for almost a quarter of surface OH production, with photolysis of

HOBr (R4.6) contributing 14% and reactions involving chlorine comprising nearly 10%.

This is a significant direct impact of snow-sourced halogens on the OH concentration.

Snow emissions of other species, such as nitrous acid (HONO) and hydrogen peroxide

(H2O2), could also be important sources of OH which may not be fully represented by our

simulations due to missing snow emissions of these species in our model runs. At 50.5 m,

modelled halogen concentrations are low with limited contribution to OH production at

this height. Reaction between ozone and HO2 is the second most important pathway for

OH production at this height and is particularly important as it continues to convert HO2

to OH for several hours after sunset. OH is lost via a multitude of reactions with organics,

which can both recycle OH back into HO2 and act as a source of CH3O2 and RO2. Mainly,

OH loss is dominated by the reaction with CO, accounting for approximately a quarter of

OH loss at both heights, which is also an important source of HO2.

At 1.5 m, the main HO2 production reaction is the CH3O2 + NO reaction (25%),

followed by CO + OH (16%). CH3O2 is formed following oxidation of VOCs and meth-

ane by OH and Cl, with the rate constant of Cl + CH4 roughly an order of magnitude

greater than OH + CH4. Figure 4.11 shows the major production reactions of CH3O2 in

our BASE run, with Cl + CH4 responsible for almost two-thirds (64%) of surface CH3O2

production, whereas OH + CH4 accounts for only 5%. At 50.5 m above the surface, pro-

duction via Cl + CH4 is negligible due to the low abundance of Cl atoms. Therefore, we

can determine that snow emissions of chlorine drive the increase of surface HO2 levels via
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Table 4.4: OH and Cl concentrations at 1.5 m and 50.5 m, at 12:00 AKST and 48-hour average in

the NOSURF and BASE runs.

1.5 metres 50.5 metres

Species 12:00 AKST 48-hour average 12:00 AKST 48-hour average

(molecules cm�3) (molecules cm�3)

[OH]NOSURF 6.98⇥105 2.37⇥105 3.23⇥105 1.04⇥105

[OH]BASE 1.22⇥106 4.57⇥105 3.21⇥105 1.04⇥105

[Cl]BASE 7.19⇥105 2.65⇥105 22 7

on the order of days. As previously shown, surface OH concentration increases following

the addition of halogen emissions, resulting in a reduction of VOC lifetimes by roughly

43% compared to the NOSURF run. This is a significant increase in the reactivity and

processing of VOCs via OH due to the presence of halogens. At 50.5 m above the surface,

this difference is minimal as levels of halogen radicals are very low, demonstrating the im-

pact of chlorine chemistry close to the ground. We also see a clear gradient in chemical

lifetimes with height and would expect longer lived VOCs above the boundary layer to

act as a reservoir and replenish surface VOC concentrations by downward transport.

Indeed, as shown in Hornbrook et al. (2016), the VOCs sampled indicated more im-

portant halogen influence on atmospheric chemistry between the early hours of 18 March

and 19 March. These VOC observations are likely a mix of local chemistry that is repres-

ented within our 1D model and chemistry that occurred while air masses resided over sea

ice prior to sampling. Hornbrook et al. (2016) used ethyne levels to show there was a fairly

consistent, but moderately low, Br atom influence atmospheric chemistry on 18 March.

At the same time, measured acetaldehyde, propanal, and butanal decreased by approx-

imately 50%, 75% and 90% respectively (see Figure 14 in Hornbrook et al. (2016)). As

well, the butanal observations indicated a gradient between the lowest sampling height,

0.6 m, and the other two sampling heights at 1.5 and 5.4 m, in which the mixing ratio

nearest the snow surface reached levels as low as half that at the higher sampling inlets,

consistent with Cl atom chemistry near the surface. Overall, our results show that meas-

urements above the Arctic snow surface can be highly influenced by halogen chemistry
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directly or indirectly via increases in HOx concentration, resulting in a highly reactive

surface layer. Deriving accurate Cl atom concentrations from VOC measurements can

therefore be challenging, as surface VOC and Cl atom concentrations are dependent on

vertical mixing, surface halogen emissions, and chemistry.

In a well-mixed system, downward transport of VOCs can replenish concentrations

at the surface, potentially resulting in an underestimation of the derived Cl atom concen-

tration at the ground.

4.6 Conclusions and perspectives

In this study, we examined the role of Arctic halogen emissions from snow on boundary

layer oxidation processes using an updated version of the PACT-1D model. Snow emis-

sions of Cl2 and Br2 were added to the model, including primary production from land-

based surface snow and heterogeneous recycling on aerosols and snow. We compared

the model against observations from the 2009 OASIS campaign at Utqiaġvik, Alaska,

when high atmospheric Cl2 levels were observed (18�19 March). The modelled halogen

concentrations showed excellent agreement with the observations upon the addition of

halogen emissions. The main conclusions of our study can be summarised as follows:

• Surface Arctic halogen observations are reproduced by the model when including

the combined effects of halogen emissions from snow, vertical mixing and atmo-

spheric chemistry. Primary emissions of Cl2 from snow, parameterized using solar

irradiance and measured surface ozone concentration, can describe surface obser-

vations of Arctic Cl2. Modelled Br2 levels are in good agreement with observations

when using a combination of both primary emissions from snow and heterogen-

eous surface recycling of BrONO2 and HOBr. Sensitivity analyses showed that in-

creased heterogeneous recycling of halogens on aerosols could not explain surface

observations and only provided a minor source of reactive halogens in our model

simulations (AERO simulation).

• Boundary layer dynamics, vertical mixing, chemistry and emissions all strongly

impact halogen vertical distribution. During the day, Cl2 is confined to within the
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Table 4.5: VOC lifetimes at 1.5 m and 50.5 m with respect to OH and Cl, at 12:00 AKST and 48-

hour average in the NOSURF and BASE runs. Units h, d, and y represent time in hours,

days, and years, respectively. HC3, HC5, and HC8 represent lumped hydrocarbon

species with similar reactivities and average carbon chains of 3, 5, and 8, respectively.

12:00 AKST 48-hour average

Species τNOSURF
OH τBASE

OH τBASE
Cl τNOSURF

OH τBASE
OH τBASE

Cl

1.5 metres

HC3 9.7 d 5.5 d 2.8 h 28.5 d 14.8 d 7.5 h

HC5a 4.4 d 2.5 d 1.6 h 13.1 d 6.8 d 4.4 h

HC8a 1.8 d 1.0 d 1.1 h 5.2 d 2.7 d 3.0 h

Ethane 139 d 79.4 d 7.1 h 1.1 y 212 d 19.3 h

Ethene 1.7 d 23.4 h 2.0 h 5.0 d 2.6 d 5.3 h

Acetaldehyde 20.9 h 12.0 h 4.8 h 2.6 d 1.3 d 13.1 h

Acetone 112 d 64.0 d 11.6 d 329 d 171 d 31.9 d

MEK 15.9 d 9.1 d 9.2 h 46.9 d 24.3 d 1.0 d

Aldehydes (�C3) 15.7 h 9.0 h 3.0 h 1.9 d 1.0 d 8.1 h

Toluene 2.2 d 1.2 d 6.5 h 6.4 d 3.3 d 17.8 h

50.5 metres

HC3 20.8 d 20.9 d 10.3 y 64.6 d 64.6 d 32.4 y

HC5a 9.5 d 9.6 d 6.0 y 29.7 d 29.7 d 18.9 y

HC8a 3.8 d 3.9 d 4.2 y 11.9 d 11.9 d 13.1 y

Ethane 295 d 297 d 26.6 y 2.5 y 2.5 y 83.5 y

Ethene 3.7 d 3.7 d 7.4 y 11.5 d 11.5 d 23.1 y

Acetaldehyde 1.9 d 1.9 d 18.0 y 5.9 d 5.9 d 56.6 y

Acetone 241 d 243 d 1042 y 2.1 y 2.1 y 3275 y

MEK 34.4 d 34.6 d 34.2 y 107 d 107 d 108 y

Aldehydes (�C3) 1.4 d 1.4 d 11.1 y 4.4 d 4.4 d 34.9 y

Toluene 4.7 d 4.8 d 24.4 y 14.7 d 14.7 d 76.8 y

aReactions of HC5 and HC8 with Cl were not included in the chemical mechanism.

We therefore calculate approximate chemical lifetimes using the rate constants of

n-pentane and isopentane (in equal proportions) with Cl for HC5 and n-octane and

iso-octane (in equal proportions) with Cl for HC8. Rate constants are obtained

from Calvert et al. (2015) at 248 K.
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lowest 15 m of the atmosphere on both days of the simulation period. Stable condi-

tions during this period resulted in a shallow surface layer, hindering vertical mixing

and impacting surface concentrations. In particular, changes in the model vertical

mixing and boundary layer dynamics result in a reduction of up to 60 pptv of Cl2 at

1.5 m during the day (BLD simulation).

• HOx radical concentration is increased by up to a factor of 30 with the inclusion

of halogen emissions in the model. The increase in OH was primarily driven by

elevated HOBr levels and its subsequent photolysis (R4.6). A significant contributor

of HO2 production is the CH3O2 radical formed via the Cl + CH4 reaction (R4.4).

This also caused a decrease in the modelled OH/HO2 ratio which is attributable to

chlorine chemistry.

• Increased HOx radicals and a high Cl atom concentration near the surface signific-

antly increases chemical reactivity within a shallow layer near the surface. Mod-

elled VOC lifetimes, with respect to OH, are reduced by approximately 43% due

to the presence of halogens (BASE run). Cl atoms concentrated near the surface

rapidly react with VOCs, but this reactivity becomes much weaker with height and

negligible over 15 m above the surface.

We have proposed two model parameterizations for Cl2 and Br2 emissions from

land-based snow that have been applied to understanding observations during OASIS.

Toyota et al. (2011) and recently Marelle et al. (2021) have considered bromine activa-

tion, triggered from snow on sea ice, with different efficiency in sunlit compared to dark

conditions. In these studies, land-based snow sustains bromine chemistry via conversion

of deposited HOBr, BrONO2, and HBr to form Br2 via reaction of trace quantities of

bromide that is assumed to be present in all land-based snow. This is likely too sim-

plified, but works, due to the fact that activated bromine in the atmosphere is lost via

deposition and other processes away from the coasts, which also turns off the land-based

snow source of Br2. Here we propose a slightly different approach, which is consistent

with our prior modelling study at Summit, Greenland (Thomas et al., 2011) that showed

trace amounts of bromide in snow can be activated via photochemistry without enhanced



4. The role of snow in controlling halogen chemistry: A 1D model study 100

atmospheric bromine already present. This approach is also consistent with the chamber

studies presented in Pratt et al. (2013), which showed that land-based snow can release

reactive bromine without the need for any other triggers than ozone and sunlight. Land-

based snow as a primary source of activated bromine should be tested in 3D regional

models using this proposed parameterization, however we note this may not be important

regionally compared to the quantities of bromine that are released from snow on sea ice

and sea salt aerosols. Physical changes in the snowpack or other properties tied to tem-

perature also influence bromine release from snow on sea ice. For example, Burd et al.

(2017) have shown that over the Arctic Ocean atmospheric bromine chemistry is quickly

deactivated upon warming to near freezing temperatures and that bromine chemistry is

reactivated upon fresh snowfall. The deactivation of bromine release from snow on sea

ice upon reaching near freezing temperatures is already included in some models (Marelle

et al., 2021; Toyota et al., 2011). At present, less is known on how temperature changes

(including related changes in snow physics, impurity locations, etc.) influence bromine

release from land-based snow. The inland snow source of reactive bromine is already par-

tially considered in the Toyota et al. (2011) land-based snow treatment which considers

all snow to have reactive bromide available for release upon HBr, BrONO2, and HOBr de-

position. However, the exact description of how this works is not known and hypotheses

should be tested in models and further characterised via observations in the future.

Our modelling work suggests that some description of chlorine emissions from snow

is needed to capture the atmospheric chemistry occurring near the surface during Arctic

spring. Coastal Arctic surface stations where chlorine has been observed are also the same

stations where all long term observations of VOCs, aerosols, and ozone are made. There-

fore, understanding and modelling how chlorine contributes to atmospheric chemistry

at these locations is essential. We have proposed a model parameterization of chlorine

release from land-based snow that depends on available sunlight and ozone. This descrip-

tion needs to be tested during other periods of the year and under different conditions.

How this chlorine source depends on other parameters, such as snow chlorine content,

snow properties, etc., is currently not known due to very limited observations of activated

chlorine in the Arctic atmosphere. There is also some evidence that chlorine emissions
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should be considered from snow on sea ice (e.g. Peterson et al. (2019)). The regional

and seasonal sensitivity to potential snow emissions of chlorine needs to be explored with

model sensitivity studies using reasonable hypotheses and with dedicated observations in

the future.

One of the most important conclusions from our study is that the vertical extent of a

highly oxidising layer with active chlorine chemistry may only extend to 15 metres above

the snow surface. This is much smaller than the vertical resolution of most regional and

global models. The effects of this highly oxidising layer on new particle formation, aer-

osol processing, VOC chemistry, and other atmospheric chemistry processes need to be

explored and eventually included in models. One possibility is to implement sub-grid

scale parameterizations of these processes with regional and global chemical models in

the future. The influence of bromine chemistry vertically and with respect to the pres-

ence of aerosols and mesoscale weather systems has been relatively well characterised

(Blechschmidt et al., 2016; Burd et al., 2017; Liao et al., 2012a; Oltmans et al., 2012;

Peterson et al., 2017; Simpson et al., 2017). However, less is known from observations

regarding whether there is active chlorine chemistry above the surface. More observations

are needed to quantify both bromine and chlorine chemistry above the surface in order to

understand how to best include these effects within models.
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Preface

Following the study of local scale halogen emissions and chemistry in PACT-1D, it was

also important to assess the regional impacts of halogen chemistry on the polar ozone and

mercury cycles. At the start of this PhD project, very few regional models were avail-

able that could accurately depict the springtime depletion of ozone and mercury in the

Arctic. Most available models were limited in some aspects, such as: missing descrip-

tions of halogen activation processes, simplified mercury redox chemical mechanisms,

poor representation of boundary layer dynamics, assumptions of monthly averaged oxid-

ant concentration, and low spatial/temporal resolution. This gap in the mercury modelling

community highlighted a need for an Arctic-focused model, capable of studying the in-

terconnected halogen, ozone, and mercury cycles during polar springtime. In addition,

recent measurements of Hg(0), O3, and BrO were obtained simultaneously in the central

Arctic, during the Multidisciplinary drifting Observatory for the Study of Arctic Climate

(MOSAiC) expedition. This presented a rare opportunity to study these coupled cycles

in the central Arctic, and, assess model performance where observations have generally

remained sparse.

These factors have inspired the work presented in this chapter, to address the follow-

ing research objectives of the thesis:

• Can regional modelling be used to accurately represent springtime ozone and mer-

cury depletion events in the central Arctic on an hourly timescale?

• How does mercury redox chemistry impact deposition rates in the Arctic? What are

the relative amounts of mercury re-emission and retention in the Arctic snowpack?

In addition, a secondary goal of this work was to provide the research community

with an improved model to study Arctic Hg chemistry at high resolution in future studies.

The model version developed and used in this chapter is publicly available at Ahmed

et al. (2022a) (https://doi.org/10.5281/zenodo.7137482)

This chapter is in review for publication in Elementa: Science of the Anthropocene.

https://doi.org/10.5281/zenodo.7137482
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Abstract

Near surface mercury (Hg(0)) and ozone (O3) depletion events occur in the lowest part of

the atmosphere during Arctic spring. Mercury depletion is the first step in a process that

transforms long-lived Hg(0) to more reactive forms within the Arctic that are deposited

to the cryosphere, ocean, and other surfaces, which can ultimately get integrated into the

Arctic food web. Depletion of both mercury and ozone occur due to the presence of re-

active halogen radicals that are released from snow, ice, and aerosols. In this work, we

add a detailed description of the Arctic atmospheric mercury cycle to our recently pub-

lished version of WRF-Chem 4.3.3 that includes Arctic bromine and chlorine chemistry

and activation/recycling on snow and aerosols. The major advantage of our modelling

approach is the online calculation of bromine concentrations and emission/recycling that

is required to simulate the hourly and daily variability of Arctic mercury depletion. We

use this model to study coupling between reactive cycling of Hg, O3, and bromine dur-

ing the Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC)

spring season in 2020 and evaluate results compared to land based, ship based, and re-

mote sensing observations. The model predicts that Hg(0) oxidation is largely driven by

bromine chemistry and that particulate mercury (Hg(p)) is the major form of oxidized

mercury. The model predicts that the majority (74 %) of oxidized mercury deposited to

land-based snow is re-emitted to the atmosphere as Hg(0), while a minor fraction (4 %)

of oxidized mercury that is deposited to sea ice is re-emitted during spring. Our work

demonstrates that hourly differences in bromine/ozone chemistry in the atmosphere must

be considered to capture the springtime Arctic mercury cycle including its integration into

the cyrosphere and ocean.

5.1 Introduction

Each spring halogens released from snow, sea ice, and sea salt aerosols cause the depletion

of boundary layer ozone (O3) and mercury (Hg) in the Arctic (Abbatt et al., 2012; Barrie,

1986; Barrie et al., 1988; Bottenheim et al., 1990; Lindberg et al., 2001; Oltmans, 1981;

Schroeder et al., 1998; Simpson et al., 2007; Skov et al., 2004; Wang et al., 2019). Deple-
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tion occurs when halogens and other radicals in the atmosphere oxidize Hg(0) to Hg(II),

which is much shorter-lived, and is directly taken up onto aerosols, snow, ice and the open

ocean (Douglas et al., 2012; Selin, 2009). Oxidized mercury present in particles is also

removed to ice, snow, and the ocean via both wet and dry deposition. Once deposited

to the Arctic Ocean, mercury can undergo transformation to more toxic forms, including

methylmercury, that are harmful to ecosystems and human health (Driscoll et al., 2013).

The main form of atmospheric Hg is long-lived, gaseous elemental mercury (Hg(0)), emit-

ted from both anthropogenic (e.g., coal burning and artisanal gold mines) and natural

sources (e.g., volcanoes) (AMAP, 2011; Lindberg and Stratton, 1998). Anthropogenic

Hg sources in the Arctic are estimated to be less than 1 % of global Hg emissions to air,

with most Arctic Hg(0) originally from emissions from distant sources (Dastoor et al.,

2022b; Durnford et al., 2010; Skov et al., 2020). Understanding the fate of Arctic Hg

that involves air-surface exchange processes remain a challenge, including: integration of

mercury from the atmosphere into the cryosphere and ocean; storage of oxidized mercury

in snow and ice; and photochemical re-emissions of mercury back to the atmosphere.

Developing models that describe diurnal variation and cycling of mercury in the low-

est part of the Arctic atmosphere has remained a challenge because of the complexity of

chemical and physical processes involved. In addition, closely coupled chemical cycles,

such as halogens, have recently been improved within Arctic atmospheric models (e.g.,

Falk and Sinnhuber, 2018; Fernandez et al., 2019; Herrmann et al., 2022; Marelle et al.,

2021; Swanson et al., 2022; Toyota et al., 2011; Yang et al., 2008, 2010, 2019). Figure 5.1

illustrates the main chemical processes of Hg in the Arctic boundary layer. During atmo-

spheric mercury depletion events (AMDEs), Hg(0) is oxidized forming gaseous oxidized

mercury (GOM or Hg(II)) and particulate mercury species (Hg(p)), which are deposited to

the cryosphere via dry and wet processes (Ariya et al., 2015; Brooks et al., 2006; Lindqvist

and Rodhe, 1985; Skov et al., 2006). AMDEs are linked to high concentrations of react-

ive bromine (e.g., Br2, Br, BrO, HOBr, and BrONO2), activated from trace amounts of

oceanic bromide on snow and ice surfaces (Brooks et al., 2006; Lu et al., 2001; Stephens

et al., 2012; Sommar et al., 2007; Wang et al., 2019). This occurs simultaneously with the

well-studied depletion of surface ozone, known as ozone depletion events (ODEs) (Abbatt
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Bromine is a central species in Arctic O3 and Hg(0) depletion and is considered to be

the major oxidant driving AMDEs (Wang et al., 2019). Elevated Br concentrations in the

Arctic are known to occur due to the uptake and emission of reactive bromine on surfaces,

which occurs via autocatalytic process on snow, ice, and aerosols known as the “bromine

explosion” (Simpson et al., 2007, 2015). Two main bromine activation mechanisms in

the Arctic have been proposed and tested in 3D chemical transport models. The first

method, proposed by Toyota et al. (2011), involves the activation of bromide in the top

layer of the snowpack, triggered by ozone deposition or heterogeneous recycling of HOBr

and BrONO2 (Falk and Sinnhuber, 2018; Fernandez et al., 2019; Herrmann et al., 2021;

Marelle et al., 2021; Swanson et al., 2022; Toyota et al., 2011). The second method

involves the release of bromine from sea salt aerosols (SSA), formed via sublimation

of lofted blowing snow, as proposed by Yang et al. (2008) (Huang and Jaeglé, 2017;

Huang et al., 2018, 2020; Rhodes et al., 2017; Yang et al., 2008, 2010, 2019, 2020).

Both mechanisms have been shown to have important impacts on reactive bromine and

ozone concentrations in the Arctic, thus necessary to consider in models for springtime

chemistry.

Descriptions of mercury in models often differ in their treatment of physical and

chemical processes, partly due to current knowledge gaps (Ariya et al., 2015). Multi-

model intercomparisons are therefore useful to assess the impacts of different model

parameterizations on the behaviour of atmospheric Hg (Angot et al., 2016; Dastoor et al.,

2022a; Travnikov et al., 2017). Arctic-focused model intercomparisons have shown that

several models are capable of simulating the seasonality in surface Hg(0) concentrations

(spring minima and summer maxima), however, can underestimate the amplitude of the

seasonal variation (Angot et al., 2016; Dastoor et al., 2022a). Several factors are likely

to contribute to this disparity, which underscore some of the limitations of current global

models. First, most global models that include Hg chemistry use monthly-averaged ox-

idant fields to simulate Hg(0) oxidation (Durnford et al., 2012; Holmes et al., 2010;

Horowitz et al., 2017; Shah et al., 2021; Song et al., 2015). For the purpose of study-

ing springtime mercury chemistry, this approach is inadequate as it neglects the diurnal

variability of oxidants, including bromine, in the Arctic (Angot et al., 2016). Secondly,



111 5.2. WRF-Chem model

the low spatial and temporal resolution of global models may not sufficiently resolve the

local chemistry and emissions occurring that contribute to AMDEs during spring (Toyota

et al., 2014b). Bromine production mechanisms from snow and sea ice can therefore be

inaccurately represented, which are crucial for polar atmospheric chemistry. In compar-

ison to global models, regional models are computationally less expensive at high spatial

resolution and can calculate oxidant concentrations online, making them ideal tools for

studying AMDEs.

Here, we update our Arctic specific version of the regional Weather Research and

Forecasting model coupled with Chemistry (WRF-Chem) model (Marelle et al., 2021)

to include the atmospheric mercury cycle described in (Shah et al., 2021). This ver-

sion of WRF-Chem 4.3.3 currently includes detailed bromine emissions from both Arctic

surface snow and blowing snow, previously shown to improve model representation of

Arctic ODEs (Marelle et al., 2021). In this dedicated Arctic study, we investigate the

impacts of polar bromine activation on springtime Hg and O3 chemistry and depletion,

during spring 2020. To evaluate the model, we compare with data from Arctic stations

and from the central Arctic obtained on board the Research Vessel (RV) Polarstern dur-

ing the Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC)

campaign in spring 2020 (Shupe et al., 2022). The new mercury developments and WRF-

Chem model setup are presented in Section 5.2, with the observations used to evaluate

the model described in Section 5.3. In Section 5.4, we evaluate the model against met-

eorological and chemical observations from MOSAiC. Section 5.5 assess the model per-

formance compared to other Arctic observations, as well as a discussion of the simulated

pan-Arctic impacts. Finally, the outcomes and conclusions are presented in Section 5.6.

5.2 WRF-Chem model

5.2.1 Implementation of mercury chemistry in WRF-Chem

We extend the work of Marelle et al. (2021) by including Hg gas-phase chemistry and

photolysis, heterogeneous uptake to aerosols and liquid clouds, dry and wet deposition

processes, and Hg(0) re-emission from continental snow and snow on sea ice. These up-
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dates are based largely on the latest developments in other Hg chemical transport models

(e.g., Amos et al., 2012; Fisher et al., 2012, 2013; Gencarelli et al., 2014; Holmes et al.,

2010; Horowitz et al., 2017; Shah et al., 2021), which are implemented in the WRF-

Chem model here. The model developments presented in this study are publicly available

as Ahmed et al. (2022a).

Hg gas-phase chemistry and photoreduction

Atmospheric Hg(0) oxidation is understood to proceed via several pathways, however the

relative importance of each oxidant on the global Hg budget remains a subject of debate

(Ariya et al., 2015; Subir et al., 2011). Determining the kinetics and speciation of ox-

idized mercury is an ongoing analytical challenge due to very low atmospheric Hg(II)

concentrations (picograms per cubic meter, pg m�3) and limitations in instrument sens-

itivity (Hynes et al., 2009; Subir et al., 2011). Here, we include gas-phase oxidation of

Hg(0) via Br, Cl, and OH, to the SAPRC-99 (Statewide Air Pollution Research Center,

1999 version; Carter (2000)) chemical mechanism in WRF-Chem, following the chem-

istry scheme of Shah et al. (2021). We have used the SAPRC-99 chemical mechanism

for this study due to the demonstrated performance of this setup for Arctic ozone inland

(see Figure 15 from Petäjä et al. (2020)) and during bromine-mediated ozone depletion

events (see Figures 3 & 4 from Marelle et al. (2021)). Chemical concentrations (includ-

ing oxidants such as OH and Br) are calculated online in the WRF-Chem model. Hg

gas-phase reactions are added to a previously developed chemical mechanism (Marelle

et al., 2021), which includes chlorine and bromine gas-phase chemistry, using the Kinetic

PreProcessor (KPP, Sandu and Sander (2006)). Hg(0) oxidation is treated as a two-step

process, first forming a Hg(I) intermediate, which can be reduced to Hg(0) (via photore-

duction or thermal dissociation), before undergoing further oxidation to Hg(II) (Goodsite

et al., 2004, 2012). The full list of oxidized Hg species included in the model is listed in

Table 5.1 (column 1).

The role of atmospheric Hg(II) reduction on the global Hg cycle is also uncertain,

as rate constants are largely based on theoretical estimates yet to be experimentally veri-

fied (Balabanov et al., 2005; Dibble et al., 2012, 2020; Francés-Monerris et al., 2020;
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Table 5.1: Modelled tropospheric Hg budget in the model domain during the simulation period

(March 14 – April 14 2020). Percent contributions of each Hg(I) and Hg(II) species

are represented as a fraction of the total Hg(I) and Hg(II) budget. HgX denotes gas-

phase Hg(II) volatilized from Hg(p) (treated as HgCl2 in the model).

Species Budget (Mg) Percent contribution (%)

Hg(0) 927 95.6

Hg(I) 1.34⇥10�4 < 0.1 (100)

HgBr 9.69⇥10�5 72.3

HgBrO 2.49⇥10�5 18.6

HgOHO 8.94⇥10�6 6.7

HgOH 3.34⇥10�6 2.5

HgClO 2.98⇥10�9 < 0.1

HgCl 2.50⇥10�9 < 0.1

Hg(II) 42.8 4.4 (100)

Hg(p) 27.1 63.2

HgX 15.0 35.1

HgOHOH 0.567 1.3

HgBrOH 0.165 0.4

HgBrBrO 1.44⇥10�3 < 0.1

HgBr2 1.35⇥10�3 < 0.1

HgBrClO 1.90⇥10�4 < 0.1

HgBrCl 2.01⇥10�4 < 0.1

HgClClO 1.78⇥10�4 < 0.1

HgOHClO 1.42⇥10�4 < 0.1

HgClOH 1.28⇥10�4 < 0.1

HgBrNO2 9.10⇥10�5 < 0.1

HgOHBrO 6.68⇥10�5 < 0.1

HgClBrO 6.41⇥10�5 < 0.1

HgBrHO2 5.63⇥10�5 < 0.1

HgOHNO2 5.54⇥10�5 < 0.1

HgClNO2 5.53⇥10�5 < 0.1

HgClHO2 4.43⇥10�5 < 0.1

HgOHHO2 4.06⇥10�5 < 0.1

Total 970 100
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Gómez Martı́n et al., 2022; Goodsite et al., 2004, 2012; Khiri et al., 2020; Saiz-Lopez

et al., 2018, 2019; Sitkiewicz et al., 2019). Recent modelling studies have shown that

atmospheric Hg(II) reduction must be considered in models to match observational es-

timates of total gaseous mercury lifetime against deposition (Horowitz et al., 2017; Shah

et al., 2021; Zhang and Zhang, 2022). We therefore add to WRF-Chem photoreduc-

tion reactions of Hg(I) and Hg(II) species, following the implementation of Shah et al.

(2021). Photochemical rates are calculated using the FastJ photolysis scheme in WRF-

Chem (Wild et al., 2000), from computationally-derived quantum yields (φ ) and absorp-

tion cross sections (σ ) of Hg(I) and Hg(II) species. For Hg(I), we use φ = 0 for non-

dissociative transitions in the wavelength range of 270 – 460 nm, and φ = 1 for trans-

itions in the 460 – 800 nm range, as in Saiz-Lopez et al. (2019). Values of σ for Hg(I)

species are also taken from Saiz-Lopez et al. (2019). For Hg(II), values of φ are taken

from Francés-Monerris et al. (2020) and σ values are taken from Saiz-Lopez et al. (2018).

We do not include the photoreduction of Hg(p) as the rate of this reaction remains highly

uncertain.

Heterogeneous uptake and gas-particle partitioning

Surface uptake of gas-phase Hg(II) onto aerosols and clouds is an important process for

the formation of Hg(p) in the Arctic, particularly during spring (Steffen et al., 2013, 2014).

Uptake and volatilization of Hg(II) to/from surfaces is a complex process influenced by

several variables including: temperature, fine particle concentration, and aerosol chemical

composition (Subir et al., 2012). We use a parameterized approach to represent Hg het-

erogeneous chemistry in WRF-Chem, using the 8-bin sectional aerosol scheme MOSAIC

(Model for Simulating Aerosol Interactions and Chemistry, not related to the MOSAiC

expedition) (Zaveri et al., 2008). We include the heterogeneous uptake of all Hg(II) spe-

cies on aerosols and liquid clouds. This process is treated as a kinetic process with the

uptake rate, khet, calculated for each aerosol size bin and summed to obtain a total hetero-

geneous uptake rate, following equation (5.1) (Jacob, 2000; Schwartz, 1986):

khet =
n=8

∑
i

Ai

✓

ri

Dg
+

4

να

◆�1

(5.1)
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where khet is the total reactive uptake rate (s�1), Ai and ri are the effective mean aerosol

surface area (cm2/cm3
air) and aerosol radius (cm) for aerosols in size bin i, Dg is the dif-

fusion coefficient (cm2 s�1), ν is the mean molecular speed (cm s�1) and α is the mass

accommodation coefficient (unitless). We assume α = 0.1 for uptake of all Hg(II) spe-

cies onto aerosols and liquid clouds, following Shah et al. (2021). For liquid clouds, we

calculate the uptake rate in a similar way to equation (1), using the average cloud droplet

surface area and radius for A and r, respectively (see Figure B.1 for average modelled

surface values). For computational efficiency, Hg(p) is not explicitly modelled in the

aerosol-phase and is treated here as an additional gas-phase species.

We also include the conversion of Hg(p) on aerosols back to gas-phase Hg(II) via vo-

latilization. This process is parameterized based on the empirical gas-particle equilibrium

of Amos et al. (2012) and is considered only for fine-mode aerosols ( 2.5 µm), corres-

ponding to the first 6 MOSAIC aerosol size bins. This empirical equilibrium, described

by Amos et al. (2012), defines the ratio of Hg(II) and Hg(p) available as a function of

particulate matter (PM2.5) concentration and air temperature. Volatilized Hg(II) gas, de-

noted as HgX, is treated in the model as HgCl2, which does not photolyze at tropospheric

wavelengths (Saiz-Lopez et al., 2018).

Dry and wet deposition of mercury

The transformation between Hg(0), Hg(II), and Hg(p) has important consequences on the

dry and wet deposition rates of Hg over the Arctic (Zhang et al., 2009). We include dry

deposition for all added Hg species (Hg(0), Hg(II), and Hg(p)), excluding Hg(I) species

as they are thermally unstable and short-lived intermediates. Dry deposition of Hg(0) is

calculated based on the Wesley resistance scheme (Wesely, 1989) and is implemented

using four species-specific parameters: the Henry’s law constant (H⇤); the Henry’s law

temperature correction factor (DHR); a surface reactivity factor ( f0); and the molecular

diffusivity (dvj). For Hg(0), we use values of H⇤ = 0.11 mol m�3 hPa�1 and DHR = 4800

K from Clever et al. (1985), f0 = 1.0⇥10�5 from Selin et al. (2008), and dvj = 0.071 cm�2

s�1 based on the inverse square root of the molar mass of Hg(0). Henry’s law constants

for Hg(II) species are less well known and so we assume a dry deposition velocity of
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0.1 cm s�1 for all Hg(II) species based on estimates of reactive gaseous mercury dry

deposition to ice surfaces (Lindberg et al., 2002; Skov et al., 2006; Zhang et al., 2009).

Measurements of the dry deposition velocity of Hg(p) currently remain limited, however

previous results have shown that Hg(p) deposits several times slower than Hg(II) (Poissant

et al., 2004; Zhang et al., 2012). We therefore assume a dry deposition velocity of 0.01

cm s�1 for Hg(p), but we note that this assumption should be revised in future work as

more measurements become available.

We also add to the model wet removal of Hg(II) and Hg(p) considering both in-

cloud (washout) and below-cloud (rainout) scavenging. Hg(II) is highly soluble however

the Henry’s law constants for each individual species remain relatively unknown. We

therefore assume the wet scavenging rates of Hg(II) and Hg(p) to be equal to that of

HNO3, based on similarities in solubility and on previous Hg modelling work (Gencarelli

et al., 2014; Seigneur et al., 2004). This assumption is an imperfect simplification and

should be revised in future developments of the model.

Hg(0) re-emission from snow and sea ice

The fate of deposited Hg(II) to the Arctic snowpack remains a major scientific question,

with reported Hg(0) re-emission ranging between 40–90 % of deposited Hg(II) during

AMDEs (Brooks et al., 2006; Dommergue et al., 2010; Douglas and Blum, 2019; Durn-

ford and Dastoor, 2011; Ferrari et al., 2008; Kirk et al., 2006; Lalonde et al., 2002; Poulain

et al., 2004; Skov et al., 2006; Sommar et al., 2007; Steffen et al., 2013). The amount of

Hg(0) re-emitted can depend on several factors including the chemical composition of

snow, the amount of solar radiation, snow temperature, liquid water content of snow, and

snowpack ventilation and gas transport (Dommergue et al., 2007; Ferrari et al., 2005;

Lalonde et al., 2003; Mann et al., 2015a,b, 2018; Poulain et al., 2004; Steffen et al., 2002,

2013). Here, we add a description of Hg(0) re-emission from both land-based snow and

snow on sea ice. Total reactive mercury (RM = Hg(II)+ Hg(p)) that has been deposited

to the snow surface is tracked in the model and stored as a surface reservoir. We assume

60% of deposited RM at the surface is photoreducible and available for re-emission under

sunlit conditions, following Holmes et al. (2010) and Fisher et al. (2012). The sensitivity
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of this value is tested by performing a simulation with 100 % of RM in snow available for

re-emission. The rate of Hg(0) re-emission from land-based snow and snow on sea ice is

parameterized in the model following equations (5.2) and (5.3), respectively:

Rsnow
Hg0 = ksnow

red ⇥ cos(SZA)⇥ fsnow (5.2)

Rsea ice
Hg0 = ksea ice

red ⇥ cos(SZA)⇥ fsea ice (5.3)

where Rsnow
Hg0 and Rsea ice

Hg0 are the rates of Hg(0) re-emission (s�1) from land-based snow

and snow on sea ice, respectively. ksnow
red and ksea ice

red are the net reduction rate constants

of RM (s�1) from land-based snow and snow on sea ice, respectively, cos(SZA) is the

cosine of the solar zenith angle (dimensionless), and fsnow and fsea ice are the fractions of

each grid cell (0� 1, dimensionless) covered by snow or sea ice, respectively. For land-

based snow, we use ksnow
red = 2.5⇥ 10�5 s�1 (0.09 h�1), following Poulain et al. (2004),

and for snow on sea ice we assume a lower value of ksea ice
red = 2.8⇥10�7 s�1 (0.001 h�1)

based on a mid-range value from observational estimates (Durnford and Dastoor, 2011),

following Fisher et al. (2012). Current estimates of kred in Arctic snow samples have a

large variability, with reported values ranging from 7⇥ 10�6 to 0.6 h�1 (Poulain et al.,

2004; Dommergue et al., 2007; Mann et al., 2015b, 2018). Part of this variability can be

explained by differences in measurement techniques, with some values reporting gross

Hg(II) photoreduction rate constants, thereby neglecting the effects of in-snow Hg(0) ox-

idation (e.g., Mann et al., 2015b, 2018). The values of kred used here are therefore tentative

estimates to be examined further in future studies. A temperature dependence is applied

for Hg(0) re-emissions, where re-emission is only active for snow-covered grid cells with

a skin temperature below 0 �C. We also apply a fractional sea ice cutoff of 75 % for

Hg(0) re-emission, in which grid cells below this sea ice threshold do not re-emit Hg(0),

following similar descriptions of Br2 emissions in Marelle et al. (2021).
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5.2.2 Model setup

Model domain and simulation period

We set up the model for the dates between March 1, 2020 and April 14, 2020 during

leg 3 of the MOSAiC expedition. In mid to late April 2020, warm air intrusions were

observed reaching the Polarstern, transporting pollution from southern latitudes to the

central Arctic (Dada et al., 2022). We therefore excluded this period from our model

simulation as these events require a detailed evaluation of pollution transport which is

beyond the scope of this study. The first 2 weeks of model output are considered spin-up

and are not included in the analysis (see section 5.4.2). A horizontal resolution of 100 ⇥

100 km is used to encompass the entire Arctic (model domain shown in Figure 5.2) with

a vertical resolution of 72 levels up to a pressure of 50 hPa. Details about the model setup

are given below and are selected based on extensive testing for the Arctic from previous

studies (Marelle et al., 2017, 2021). A summary of the specific model chemistry and

physics options selected are given in Table 5.2.
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Table 5.2: WRF-Chem 4.3.3 model namelist options and inputs.

Physics and meteorology Model option

Planetary boundary layer MYNN 2.5 level TKE scheme

(Nakanishi and Niino, 2009)

Surface layer MYNN (Nakanishi and Niino, 2009)

Land surface Noah LSM (Tewari et al., 2004)

Microphysics Morrison (Morrison et al., 2009)

SW radiation RRTMG (Iacono et al., 2008)

LW radiation RRTMG (Iacono et al., 2008)

Cumulus parameterization KF-CuP (Berg et al., 2015)

Meteorology initial and boundary conditions NCEP FNL

(National Centers for Environmental Prediction, 2000)

Chemistry and aerosol Model option

Gas-phase chemistry SAPRC-99(Carter, 2000; Marelle et al., 2021)

Aerosols MOSAIC 8 bins (Zaveri et al., 2008)

with VBS-2 SOA formation & aq. chem.

Photolysis Fast-J (Wild et al., 2000)

Chemical initial and boundary conditions CAM-Chem (Buchholz et al., 2019b; Emmons et al., 2020)

Hg(0) initial and boundary conditions Global model ensemble

Emissions Model input

Hg emissions Global Mercury Assessment 2018 (GMA)

(Steenhuisen and Wilson, 2019, 2022)

Anthropogenic emissions ECLIPSEv6b (Klimont et al., 2017)

Fire emissisions FINNv2.5 (Wiedinmyer et al., 2011, 2022)

Biogenic emissions MEGAN (Guenther et al., 2012)
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2021). Furthermore, we include an additional sea ice thickness variable from the TO-

PAZ4b model to better simulate surface temperatures over sea ice (E.U. Copernicus Mar-

ine Service Information, 2022).

Chemical concentration initial and boundary conditions are set using data from the

global CAM-Chem model (Buchholz et al., 2019b; Emmons et al., 2020). We also in-

clude an initial and boundary concentration of atmospheric Hg(0), obtained from model

output simulated by an ensemble of four chemical transport models (see section 5.3.4).

More details about the model ensemble and its performance in the Arctic can be found in

Dastoor et al. (2022a). Concentrations of RM are initialized as zero and are allowed to

reach a natural equilibrium during the model spin-up period.

Interactive halogen emissions and recycling

We consider bromine emissions from snow/ice and aerosols using both surface snow

and blowing snow sources of reactive bromine emissions and recycling, as described

in Marelle et al. (2021). These are interactive parameterizations within the model that

calculate Br2 emissions online. Specifically, the surface snow mechanism calculates the

emission of Br2 following the deposition of ozone to the snowpack over sea ice (Toyota

et al., 2011). This is accelerated under sunlit conditions compared to dark conditions.

The blowing snow mechanism calculates the release of Br2 and sea salt aerosols from

the sublimation of lofted snow under windy conditions (wind speeds >7 m s�1) (Yang

et al., 2008, 2019). Finally, heterogeneous recycling of bromine on all frozen surfaces

is also considered in this work, following Marelle et al. (2021). These interactive brom-

ine emissions were evaluated in Marelle et al. (2021) by comparing with Arctic ozone

observations, including in the central Arctic from ice-tethered buoys (O-Buoys; Halfacre

et al. (2014); Knepp et al. (2010)), showing a good representation of springtime ozone

depletion.

Emission inventories

Biogenic emissions are calculated online using the Model of Emissions of Gases and Aer-

osols from Nature (MEGAN, Guenther et al. (2012)). Fire emissions are obtained from
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the Fire INventory from NCAR version 2.5 (FINNv2.5, Wiedinmyer et al. (2011, 2022))

and anthropogenic emissions are from the global ECLIPSEv6b inventory (Evaluating of

the Climate and Air Quality Impacts of Short-Lived Pollutants version 6b, Klimont et al.

(2017)). ECLIPSEv6b includes revised international shipping emissions compared to

previous versions of the inventory, relevant for capturing local Arctic emission sources.

We further add anthropogenic emissions of Hg(0), Hg(II), and Hg(p) from the global

anthropogenic mercury emissions inventory for 2015 (Steenhuisen and Wilson, 2022).

This inventory was prepared as part of the 2018 AMAP/UNEP Global Mercury Assess-

ment (GMA, AMAP/UN Environment (2019)) and groups emissions into four distinct

sectors: fuel combustion; industrial sectors; waste from intentional use; and artisanal and

small-scale gold mining (Steenhuisen and Wilson, 2019, 2022). To include anthropogenic

emissions of gas-phase Hg(II) in the model, we assume that these emissions are evenly

distributed between each gas-phase Hg(II) species in the model.

5.3 Measurement data

5.3.1 MOSAiC observations

The MOSAiC expedition took place on board the Polarstern icebreaker, between October

2019 and September 2020, and is the largest scientific exploration of the Arctic to date. A

comprehensive suite of measurements were made during drift through the Arctic Ocean

to better understand the links between the atmosphere, sea ice, and ocean (Nicolaus et al.,

2022; Rabe et al., 2022; Shupe et al., 2022). This extensive dataset provides a unique

insight into the chemical behaviour of the atmosphere in the central Arctic. More details

about the MOSAiC campaign can be found in Shupe et al. (2022). For the purpose of

our modelling study, we use a subset of meteorological and chemical observations made

during MOSAiC which are introduced below.

Meteorological observations

Continuous surface meteorological measurements were made onboard the Polarstern at

various locations and heights. Measurements of air temperature and relative humidity
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were made at a height of 29 m above sea level using a Vaisala HMP155 probe. Wind

speed and wind direction were measured at 39 m above sea level using an ultrasonic

anemometer. The meteorological measurement data used here to evaluate the WRF-Chem

model are available at Schmithüsen (2021).

Radiosondes (model Vaisala RS41-SGP) measuring temperature, humidity, and

winds were routinely launched every 6 hours throughout the whole expedition (Matur-

illi et al., 2021). During synoptic events of special interest, such as major storms, the

launch frequency was enhanced up to three-hourly. The launches were performed from

the helicopter deck of the Polarstern, approximately 12 m above the sea level, so the data

do not capture the lowermost part of the boundary layer. Furthermore, polluted data may

exist in the lowermost ⇠100 m, in cases when the sonde flew through the ship’s exhaust

fan, or when it was otherwise influenced by the ship’s presence.

Elemental mercury (Hg(0)) observations

As described in Angot et al. (2022b), Hg(0) measurements were performed in the Univer-

sity of Colorado sea-container laboratory using a Tekran 2537B analyzer. Only Hg(0) was

collected and analyzed (as opposed to total gaseous mercury (TGM)) as cation-exchange

membranes were used to remove potential divalent Hg species. All instruments located

within this container were automatically backflushed with zero-air when wind direction

was more than ±130 degrees from the ship bow to prevent any contamination of the

sampling line by the ship exhaust. This explains the presence of gaps in the Hg(0) time

series. The Hg(0) dataset can be accessed at Angot et al. (2022a).

Ozone observations

Ozone ambient air mole fractions were monitored in three different sea-container labor-

atories using commercial instruments. The three individual ozone time series were cross-

evaluated and used to generate the hourly-averaged merged dataset used in this study.

This merged dataset limits gaps in the ozone time series (as opposed to the Hg(0) time

series, see above). More information can be found in Angot et al. (2022b). The O3 dataset

can be accessed at Angot et al. (2022c).
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BrO observations

The Multi-Axis Differential Optical Absorption Spectroscopy (MAX-DOAS) technique

(Lohberger et al., 2004; Plane and Saiz-Lopez, 2006; Platt and Stutz, 2008) was used

to make observations of BrO during the MOSAiC expedition. The instrument (Prados-

Roman et al., 2015) has an external telescope used to collect scattered sunlight connected

to an indoor spectrometer using an optical fibre. The outdoor unit consisted of a tele-

scopic lens (focal length of 200 mm, diameter 50.8 mm), which focused light onto an

optical fibre. The optical fibre was connected to the indoor unit consisting of a spec-

trometer (Princeton Instruments SP500i) and a Charge-Coupled Device detector (cam-

era CCD Princeton Instruments Pixis 400B). The instrument was placed at a height of

15 m from the sea surface and an inclinometer was used to correct the measured elevation

angles using the actual pitch and roll of the instrument during the expedition. The solar

spectra were then analysed using the QDOAS software (Fayt et al., 2011) to retrieve the

absorption due to the oxygen dimer (O4) and BrO at different viewing elevation angles,

using the zenith spectra as a reference (see Figure B.2). The resulting Differential Slant

Column Densities (DSCDs) are the difference of the slant column densities (SCDs) in the

viewing direction and the SCD in the zenith direction. The DOAS retrieval settings are

given in Table B.1 and an example of the DOAS fit can be found in Benavent et al. (2022).

The AC-2 radiative transfer model (Benavent, 2020), was then used to derive mixing ra-

tios of BrO by estimating the path length from the O4 DSCDs. This is a two-step process

where the O4 DSCDs are used to estimate the light path length and subsequently the mix-

ing ratio of BrO is estimated. Considering that in most cases BrO was above the detection

limit only at the lowermost angles (< 3 degrees), an average mixing ratio across the first

kilometer is computed due to lack of information above it. Photographs of sky conditions

were used to filter the data for blowing snow and broken cloud cover to avoid multiple

scattering effects, which can lead to the incorrect conversion of DSCDs into mixing ratios.
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5.3.2 Arctic stations

Mercury observations

TGM measurements at Villum Research Station (Station Nord, Greenland), Zeppelin Ob-

servatory (Svalbard), and the Dr. Neil Trivett Global Atmosphere Watch Observatory

(Alert, Nunavut, Canada) were performed using Tekran 2537 instruments and are part of

ongoing long-term monitoring efforts (e.g., MacSween et al., 2022). Teflon inlet filters

were used to remove gaseous oxidized mercury (GOM) during sampling, but it is possible

that small amounts of GOM are measured by the analyzers. It is assumed that this con-

tribution is small, relative to the overall Hg(0) signal, and therefore these measurements

are henceforth referred to as Hg(0). Hg(II) and Hg(p) measurements at Alert were made

using a Tekran 1130/1135 speciation unit, sampled at a 2h time resolution and reported

on a 3h time interval (Steffen et al., 2014). More information on the instrumental setup

and quality control procedures can be found elsewhere (Angot et al., 2016; Berg et al.,

2013; Skov et al., 2020; Steffen et al., 2014).

Ozone observations

Surface ozone data from Villum (Greenland) and Zeppelin (Svalbard) were retrieved from

the EBAS database (http://ebas-data.nilu.no/default.aspx). All measurements

were performed using commercial UV absorption instruments (detection limit of 1 ppb).

Surface ozone data from Utqiaġvik (Alaska), Summit (Greenland), and the Polar Envir-

onment Atmospheric Research Laboratory (Eureka, Nunavut, Canada) were provided by

the NOAA Global Monitoring Laboratory (https://www.esrl.noaa.gov/gmd/ozwv/

surfoz/data.html). These measurements are also performed using a commercial UV

absorption instrument. More information can be found in Platt et al. (2022).

5.3.3 Satellite BrO observations

Satellite BrO data of the high-resolution TROPOspheric Monitoring Instrument (TRO-

POMI) on the Sentinel-5 Precursor (S5P) satellite was used to retrieve total BrO columns

by applying the method from Seo et al. (2019). To obtain the tropospheric BrO Slant

http://ebas-data.nilu.no/default.aspx
https://www.esrl.noaa.gov/gmd/ozwv/surfoz/data.html
https://www.esrl.noaa.gov/gmd/ozwv/surfoz/data.html
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Column Density (SCD), the stratospheric part was removed from the total column using

the stratospheric correction method described in Theys et al. (2011). It requires strato-

spheric ozone and NO2 columns from TROPOMI and the tropopause height, which was

taken from the NCEP Reanalysis 1 product (Kalnay et al., 1996). The tropospheric BrO

Vertical Column Densities (VCDs) were obtained from the tropospheric SCDs using an

air mass factor suitable for a surface BrO layer of 400 m thickness over a bright sur-

face. As a result, boundary layer BrO over dark surfaces such as open oceans may be

underestimated.

5.3.4 Global model ensemble output

Simulations for the MOSAiC year (Oct 2019 – Sept 2020) were performed with the multi-

model ensemble (GLEMOS, GEOS-Chem, GEM-MACH-Hg, and DEHM) used for the

recent Global Mercury Assessment (AMAP/UN Environment, 2019) and Arctic Monitor-

ing and Assessment Programme reports (AMAP, 2021). A description of the four models

can be found in Dastoor et al. (2022a), along with a full evaluation of their performances

in the Arctic. A subset of this simulation (March – April 2020) was used to provide initial

boundary conditions of Hg(0) in the model simulation presented here.

5.4 Model evaluation with MOSAiC observations

We evaluate the hourly model outputs against meteorological and chemical measurements

made onboard the Polarstern during MOSAiC. We use several metrics to provide a com-

parison between the model and observations, including: the Pearson correlation coef-

ficient (r), root-mean-square error (RMSE), and mean bias error (MBE). Performance

metrics between the model and the MOSAiC observations are given in Table 5.3.

5.4.1 Simulated meteorological conditions during MOSAiC

Polar boundary layer stability is crucial in modulating atmospheric chemical composition

near the surface via impacts on vertical mixing, surface emissions, and chemistry. Ac-

curately modelling boundary layer structure is therefore necessary to investigate surface
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Table 5.3: Goodness-of-fit statistics between model and observations for chemical and meteoro-

logical variables observed along the MOSAiC shiptrack. Correlation coefficients (r),

root mean square error (RMSE), and mean bias error (MBE).

Variable r RMSE MBE

Surface air temperature 0.85 2.67 K 1.95 K

Vertical air temperature

05:00 0.97 0.59 K �0.14 K

11:00 0.94 0.57 K �0.20 K

17:00 0.94 0.58 K �0.08 K

23:00 0.96 0.42 K �0.08 K

Relative humidity 0.31 9.49 % �7.69 %

Wind speed 0.97 1.03 m s�1 �0.15 m s�1

Wind direction 0.77 78.2 � �1.68 �

Hg(0) 0.81 0.24 ng m�3 �0.09 ng m�3

O3 0.82 6.53 ppb 0.35 ppb

BrO 0.42 11.85 ppt 9.78 ppt

chemistry and air-snow exchange processes. We evaluate the meteorological configura-

tion of the model by comparing the simulated boundary layer meteorology with obser-

vations obtained onboard the Polarstern. Figure 5.3 shows the comparison between the

simulated and observed meteorology for several variables including air temperature, rel-

ative humidity, wind speed, and wind direction. Simulated variables are extracted at the

nearest model grid cell to the location of the ship. Modelled air temperatures are largely

in good agreement with the observations (Figure 5.3a, r = 0.85), despite a mean positive

bias (MBE = 1.95 K) slightly overestimating both warm and cold periods. The model also

shows good performance in simulating surface wind speeds and wind directions (r = 0.97

and r = 0.77, respectively), with the exception of relative humidity (r = 0.31), which is

biased low (MBE = �7.69 %).

To evaluate the vertical structure of the boundary layer, we compare the average sim-

ulated and observed temperature profiles above the Polarstern in Figure 5.4. Radiosondes
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periods of missing measurement data (e.g., 18 – 23 March and 31 March – 3 April) are

therefore likely to be consistent with O3 concentrations, which exhibit regular depletion

during these periods. Our model predicts substantial depletion of both Hg(0) and O3, in

relatively good agreement with the observations (r = 0.81 and r = 0.82 for Hg(0) and O3,

respectively). In particular, the model is able to capture the prolonged periods of Hg(0)

and O3 depletion in late March/early April. However, simulated Hg(0) has a small negat-

ive bias (MBE = �0.09 ng m�3), potentially due to high bromine-initiated oxidation, and

the model also underestimates certain periods of ozone recovery (e.g., March 21 – 23).

Comparing the simulated time series of Hg(0) and O3, we find a very strong correlation

(r = 0.99), indicating oxidation by Br is the major process in the model.

To further assess the extent of bromine-initiated oxidation of Hg(0) and O3, we com-

pare in Figure 5.5c the average modelled BrO in the lowest 1 km of the atmosphere

to MAX-DOAS observations. We also show the TROPOMI tropospheric column BrO

along the MOSAiC ship track as a reference for comparison (Figure 5.5c, right axis). We

highlight here that there is some uncertainty in directly comparing the lowest 1 km of

model data with the MAX-DOAS measurements, however, this uncertainty is difficult to

quantify. Our model predicts high BrO concentrations above the shiptrack of up to 40 ppt.

The observed concentrations are up to a factor of 5 times smaller than the model predicted

estimates (r = 0.42, MBE = 9.78 ppt), with many periods of BrO below the detection limit

and uncertainty typically below 1 pptv. The average concentrations in the lowest 1 km of

our WRF-Chem simulation are, however, consistent with timing and relative abundance

of BrO from the total tropospheric column retrieved from TROPOMI (Figure 5.5c). Put-

ting these measurement data in the context of previous Arctic BrO observations, this is

much lower than peak levels of around 50 pptv recorded from satellite and ground-based

observations (Hönninger and Platt, 2002; Peterson et al., 2017; Simpson et al., 2017; Wag-

ner et al., 2001). It should be noted that these observations of BrO during the MOSAiC

spring season are mainly during periods when ozone was near complete depletion. It is

well known that reactive bromine can be present even when there are low BrO concen-

trations, due to the fact that BrO formation cannot occur when O3 is depleted. There are

several possible causes for the difference between modelled and observed BrO. The main
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loss of BrO is via reaction with hydroperoxyl radicals (HO2), forming HOBr. Inaccur-

ate HO2 concentrations from VOC oxidation may result in insufficient HOBr production,

which could maintain high concentrations of BrO. In addition, our description of brom-

ine activation assumes an infinite bromide reservoir from snow on both first year sea ice

(FYI) and multi-year sea ice (MYI) (Herrmann et al., 2022). This assumption may over-

estimate bromine activation from MYI regions, where measurements of bromide in snow

on Arctic MYI have recorded lower concentrations than on FYI (Krnavek et al., 2012;

Peterson et al., 2019). Uncertainties related to the BrO retrievals that allow for calcula-

tion of the BrO concentrations from the MAX-DOAS observations may also contribute

to these differences. Finally, heterogeneous recycling on aerosols may sustain reactive

bromine concentrations above the surface, independent of snowpack activation (Peterson

et al., 2017). An overestimation in modelled aerosol concentrations, or a high reactive

uptake probability of bromine, may therefore contribute to an enhancement of bromine

recycling and BrO concentrations at altitudes above the surface.

In summary, the model is able to simulate Hg(0) and O3 depletion in the central

Arctic, in good agreement with the observations. There is strong correlation between the

Hg(0) and O3 time series (observed and modelled), indicating oxidation of both species

is driven by bromine. However, modelled BrO quantities are overestimated compared to

the observations, which may positively bias oxidation of Hg(0) and O3 by bromine. A

recent study, based on reactive bromine and iodine measurements, has attributed a large

contribution of ozone destruction to iodine chemistry, on a level comparable with brom-

ine (Benavent et al., 2022). These measurements were made during MOSAiC, at the

same time and location modelled in this study, and are the first measurements of iodine

monoxide (IO) in the central Arctic. In this work, we did not include iodine chemistry

in our model and our halogen descriptions are limited to bromine and chlorine cycling.

Future investigations could aim to extend our model chemical mechanism to include de-

scriptions of this chemistry, and, explore its impact on ozone depletion. However, for this

work which is focused on the mercury cycle, the impact of iodine chemistry is expected

to be minimal on mercury oxidation and deposition.



133 5.5. Model evaluation of regional Arctic mercury, ozone, and bromine chemistry

5.5 Model evaluation of regional Arctic mercury, ozone,

and bromine chemistry

5.5.1 Model evaluation at Arctic stations and with satellite retrievals

In addition to the model comparison with MOSAiC observations, we further evaluate the

model with measurement data at other Arctic locations. Here, we compare the simulated

surface Hg and O3 concentrations to observations at Arctic stations, as well as modelled

tropospheric BrO vertical column density (VCD) with satellite-derived measurements.

An additional comparison of meteorology at 3 Arctic stations is also provided in Figures

B.6, B.7, and B.8.

Hg(0) at Arctic stations

Figure 5.6 compares modelled surface Hg(0) to hourly averaged observations at Villum

(Greenland) and Zeppelin (Svalbard), and 3h averaged observations at Alert (Canada).

Overall, we find relatively good agreement between the model and observations in cap-

turing the timing of AMDEs at each measurement site. There is a general negative bias

in the simulated Hg(0) time series compared to the observations (Table 5.4), suggesting

either too much net Hg(0) oxidation (via high bromine concentrations) or low/missing

sources (including re-emission from snow, open ocean sources, and transport from mid-

latitudes).

At Villum (Figure 5.6a), the model is able to simulate key features of the observed

Hg(0) time series (r = 0.50), with some discrepancies discussed below. During the simu-

lated period, six AMDEs were observed (March 27, March 30 – 31, April 2 – 4, April 9 –

10, April 10 – 13, and April 14). The model is able to simulate most features (timing and

intensity) of five out of the six events. On April 2, a depletion event lasting approximately

two days was observed, where Hg(0) concentrations fell below 0.5 ng m�3. The intens-

ity and duration of this event is captured by the model, although recovery to background

levels in the model lags by approximately one day, possibly suggesting low re-emission

from snow in the model. The model incorrectly predicts a depletion event between March

24 and March 29 which was not observed. These differences can partly be explained by
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by low/missing land-based sources (including re-emission from snow). Limitations in

model resolution may also contribute to this negative bias by poorly representing the

local mountain meteorology at Zeppelin. Chemistry, emissions, and transport at this site

can therefore all be impacted as a consequence. Despite the mean negative bias (MBE =

�0.49 ng m�3), the timing of depletion and replenishment of Hg(0) are often captured by

the model at Zeppelin.

Overall, the model is generally able to reproduce the behaviour of Hg(0) at these

sites, with the timing of depletion events often simulated correctly by the model, but

underestimating Hg(0) concentrations. The negative bias in modelled Hg(0) concentra-

tion is likely a factor of the coarse horizontal resolution of the model, resulting in high

bromine oxidation and low Hg(0) re-emission at these sites. Higher resolution model

runs are therefore desirable to discern the contributions of bromine oxidation and Hg(0)

re-emission from land-based snow and from sea ice at coastal Arctic stations.

Ozone at Arctic stations

Figure 5.7 compares modelled and hourly averaged observations of surface O3 at six

Arctic stations: Villum (Greenland), Alert (Canada), Zeppelin (Svalbard), Utqiaġvik

(Alaska), Summit (Greenland), and Eureka (Canada). Model performance metrics are lis-

ted in Table 5.4. At Villum (Figure 5.7a), observations of O3 are correlated with the Hg(0)

time series (r = 0.93), shown in Figure 5.6a. Modelled O3 is in reasonable agreement with

the observations (r = 0.54), with similar features and discrepancies as previously shown

in the modelled Hg(0) time series. In particular, an ODE between April 2–4 was observed

coinciding with depletion of Hg(0), which is reproduced by the model. However, the

model also incorrectly predicts depletion of O3 between March 23 and March 31, indic-

ating an overestimation of bromine. Modelled O3 at Alert (Figure 5.7b), is relatively well

captured by the model (r = 0.64). The observed time series of O3 and Hg(0) also show

very similar features, with a depletion event recorded for both species between March

23–25. At Zeppelin (Figure 5.7c), multiple ODEs were observed and O3 concentrations

exhibit a strong correlation with the Hg(0) measurements (r = 0.88). The timing and in-

tensity of these ODEs are mostly captured by the model (r = 0.56). However, there is
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Table 5.4: Goodness-of-fit statistics between model and observations for Hg and O3 variables

observed at Arctic sites. Correlation coefficients (r), root mean square error (RMSE)

and mean bias error (MBE).

Station Variable r RMSE MBE

Villum
Hg(0) 0.50 0.53 ng m�3 �0.35 ng m�3

O3 0.54 19.1 ppb �15.1 ppb

Alert

Hg(0) 0.54 0.27 ng m�3 �0.05 ng m�3

Hg(II) �0.08 59.0 pg m�3 43.2 pg m�3

Hg(p) 0.26 150 pg m�3 53.9 pg m�3

O3 0.64 8.15 ppb �2.49 ppb

Zeppelin
Hg(0) 0.53 0.64 ng m�3 �0.49 ng m�3

O3 0.56 14.4 ppb �7.61 ppb

Utqiaġvik O3 0.52 16.6 ppb �11.3 ppb

Summit O3 0.64 9.01 ppb 6.67 ppb

Eureka O3 0.52 11.9 ppb �0.10 ppb

an overall mean negative bias in the model (MBE = �7.61 ppb), with a marked under-

estimation between March 23 and March 26 (as in the Hg(0) comparison). This again is

suggestive of an overestimation in bromine activation during this period. Comparing the

modelled O3 and Hg(0) time series at these three stations, we find very strong correla-

tion at each site (Villum r = 0.73, Alert r = 0.88, and Zeppelin r = 0.99), indicating that

bromine is also the major Hg(0) oxidant in the coastal Arctic.

Ozone measurements at Utqiaġvik show several ODEs which the model is only par-

tially able to capture (Figure 5.7d). In general, the model overpredicts ozone depletion

indicating highly active bromine chemistry (r = 0.52, MBE = �11.3 ppb). At Summit

(Figure 5.7e), no depletion events were observed or simulated by the model due to the

location of the station (r = 0.64). Summit is situated at a high altitude (⇠ 3216 m above
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period (March 18 – April 14), the model performs very well to capture the timing and

intensity of ODEs observed at this site (r = 0.52). However, ozone concentrations in the

first week of the simulation are overpredicted and the depletion is completely missed by

the model.

Figure 5.8 shows the average surface O3 concentration during the simulation period.

On the whole, we find good representation of ozone in the model at several coastal and

non-coastal Arctic stations. Most ODEs (including the timing, intensity, and duration)

are captured by model, with the exception of some events which are missed (e.g., at

Eureka) or overpredicted by the model (e.g., at Villum). For coastal sites, there is a

general negative bias in O3 suggesting an overestimation in bromine-initiated oxidation.

Increased horizontal resolution could again potentially address some of the disparities

between model and observations at all sites.

Figure 5.8: Simulated mean surface ozone concentration. Surface ozone concentration is aver-

aged for the full simulation period (March 14 – April 14, 2020). Observational aver-

ages for the same period are shown by markers with the same colour scale.
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and transported to higher altitudes in the free troposphere where they can be transported

longer distances away from the original emissions sources over sea ice covered regions.

However, the rate of recycling and re-emissions on aerosols remains uncertain. To explore

the effect of recycling on aerosols away from the surface and its impact on sustaining BrO

activation away from sea ice, we have completed a sensitivity run with aerosol bromine

recycling turned off. The result of this run (Figure 5.9c) is in better agreement with BrO

VCD observed, with an underestimation in BrO abundances. This is clearly not a realistic

representation of bromine aerosol chemistry, but provides valuable information regard-

ing the role of bromine activation and transport via recycling aerosols in the Arctic. This

shows the need for future work on both evaluating modelled aerosol concentrations and/or

inaccuracies in the treatment of heterogeneous bromine chemistry.

There are also differences in the central Arctic between TROPOMI (Figure 5.9a) and

the modeled BrO (Figure 5.9b) VCDs, over the sea ice covered regions, for example at the

north pole (90� N). Here and over other sea ice covered regions the model under predicts

the total BrO column compared to the satellite VCD. There are several possible reasons

for this, including the fact that the model under predicts total BrO due to uncertainties in

emissions, vertical transport, and recycling on aerosols (discussed in the last paragraph).

A key issue that may control BrO abundance near the surface in the model is the ability to

replenish ozone-rich air from above the surface down to the key bromine emission sources

near the surface, which are snow on sea ice and sea salt aerosols. When ozone is depleted,

BrO cannot form even if there is activated bromine radicals present. The under prediction

of central Arctic BrO VCDs by the model can also be due to the inaccurate representation

of vertical transport of activated bromine away from the surface into the free troposphere,

where large quantities of ozone are available for reaction to form BrO. The simulated

boundary layer (Figure B.9) was often below 700 m, which indicates the volume in which

emitted bromine is in direct contact with the surface and can be recycled on surface snow

and aerosols. BrO formed near the surface was found to be mixed above the boundary

layer height (Figure B.10), with ozone depletion extending up to 2 km above the surface

(Figure B.11). While aloft, recycling of bromine is limited to aerosol surfaces as shown

in Peterson et al. (2017), resulting in less frequent events of elevated BrO aloft above the
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boundary layer height.

5.5.2 Mercury speciation in the Arctic

In Figure 5.10, we plot the modelled chemical speciation of surface Hg(0), Hg(II), and

Hg(p) averaged over the simulation period. Observational averages from Arctic stations

(where possible) and the MOSAiC shiptrack are also plotted for the same period. Mod-

elled Hg(0) (Figure 5.10a) shows depletion in the central Arctic, due to bromine emissions

from sea ice, with higher Hg(0) concentrations over land. The simulated surface average

is in good agreement with the available observations, and, predicts a latitudinal gradient

with increasing Hg(0) concentrations at lower latitudes. Simulated surface gaseous Hg(II)

(Figure 5.10b) concentrations are in the range of 0–100 pg m�3, with the highest concen-

trations around the coasts and minima over the central Arctic. The five major contribut-

ing species in the model are HgX (gaseous Hg(II) volatilized from aerosols), HgOHOH,

HgBrOH, HgBrBrO, and HgBr2, indicating high bromine oxidation (Table 5.1). Meas-

urements at Alert report an average Hg(II) concentration of approximately 10 pg m�3

during this period, lower than the model average of 48 pg m�3. Modelled Hg(p) con-

centrations (Figure 5.10c) are close to an order of magnitude greater than Hg(II). During

the simulated period, the mean Hg(p) concentration observed at Alert was 125 pg m�3,

with the model average in close agreement (158 pg m�3). The tropospheric budget of Hg

(Table 5.1) shows that approximately 63% of all oxidized mercury in the model is present

as Hg(p), indicating high aerosol processing. We note here that we do not include the

photoreduction of Hg(p) on organic aerosols to Hg(0), as in previous Hg modelling stud-

ies (e.g., Shah et al., 2021; Zhang and Zhang, 2022), as this photolysis rate is still poorly

constrained. By including this process we could expect to see a decrease in the mod-

elled average Hg(p) concentration, and an increase in mean surface Hg(0) concentrations.

Overall, the mean modelled Hg(0), Hg(II), and Hg(p) concentrations show reasonable

agreement with Arctic observations, within the measurement uncertainty.

We discuss these results in the context of previous Hg speciation measurements in the

Arctic during spring. Observations have consistently shown greater Hg(p) concentrations

than gaseous Hg(II) in early spring, over both tundra and sea ice (Cobbett et al., 2007;
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that Hg(0) was often significantly higher over tundra than over sea ice, indicating higher

re-emission (Steffen et al., 2013). This finding is consistent with the observations in 2020

(Figure 5.10a) as well as the model prediction, where Hg(0) concentrations over contin-

ental snow are higher than over sea ice. Further discussion of Hg(0) re-emission over

land-based snow and sea ice is provided in section 5.5.4.

Figure 5.11 shows the time series of simulated and 3h averaged observations of

gaseous Hg(II), Hg(p), and total Hg at Alert (Canada). The model overestimates Hg(II)

at this site (Figure 5.11a), and for Hg(p), we find relatively good agreement with the ob-

servations during March, but overestimated Hg(p) concentrations in April (Figure 5.11b).

Several factors may contribute to this overestimation. Firstly, uncertainties in the meas-

urements may partially explain some of this difference (Gustin et al., 2015). There is

growing evidence that Hg speciation measurements may be biased low by a factor of 1.5–

12 (e.g., Gustin et al., 2013, 2015; Huang et al., 2013; Osterwalder et al., 2021) due to

analytical challenges. Whether measurements in high latitudes are biased low or not is,

however, still a matter of discussion as relative humidity and ozone levels (both shown to

influence the collection efficiency of the denuders) are typically low. Model inaccuracies

in Hg gas-particle partitioning and other relevant processes are also likely to contribute.

As shown previously in Figure 5.6b, modelled Hg(0) concentrations at Alert are in good

agreement with the observations. Additionally, the total Hg concentration is well repro-

duced by the model (Figure 5.11c), suggesting that high Hg(II) and Hg(p) concentrations

are unlikely to be solely caused by an overestimation in Hg(0) oxidation or re-emissions.

Consequently, this indicates a potential underestimation in the loss of Hg(II) and Hg(p)

via deposition. The relative amounts of atmospheric Hg(II) and Hg(p) have been shown

to directly impact snow Hg concentrations in the Arctic (Steffen et al., 2014). Mercury

deposition to snow and sea ice is discussed further in section 5.5.3). Finally, we once

again note the potential role of coarse model resolution on differences between the model

and observations, with large variation shown for Hg(II) and Hg(p) in neighbouring grid

cells (shaded regions in Figure 5.6).

Overall, the model is capable of simulating the average springtime speciation of

Hg(0), Hg(II), and Hg(p) over snow and sea ice compared to observations. Hg(II)/Hg(p)
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5.5.3 Mercury deposition in the Arctic

Modelled Hg deposition fluxes (dry and wet) are presented in Figure 5.12. We find that

dry deposition (Figure 5.12a) is the main Hg deposition process over land and sea ice. The

majority of dry deposited Hg in the model is from Hg(II) and Hg(p), accounting for 88 %

of total Hg dry deposition, with only 12 % from Hg(0). Over sea ice, the model predicts an

even greater fraction of dry deposition from RM (⇠ 98 %). The percentage contribution of

RM to dry deposition is consistent with the higher fraction of RM during spring, compared

with other seasons. For wet removal (Figure 5.12b), the model predicts maximum wet

deposition over the open ocean, consistent with previous Hg modelling studies (Holmes

et al., 2010; Horowitz et al., 2017; Shah et al., 2021; Travnikov et al., 2017; Zhang and

Zhang, 2022). We also find minimal wet deposition of Hg in the central Arctic and over

land. This is unsurprising as the Arctic typically exhibits low precipitation rates (snow and

rain) during spring, and consequently low wet deposition. To contextualize these results,

we compare our modelled deposition fluxes with previous observational and modelling

results in the Arctic.

Figure 5.12: Accumulated model mercury deposition during the simulation period. (a) Hg dry

deposition, (b) Hg wet deposition, and (c) total Hg deposition between March 14 –

April 14, 2020.

Annually averaged observations of Hg wet deposition fluxes in the Arctic and sub-

Arctic have been reported in the range of 0–5 µg/m2/year (Pearson et al., 2019; Sanei

et al., 2010; Sprovieri et al., 2017). In Alaska, mean annual Hg wet deposition fluxes of

2–5 µg/m2/year were recorded at 5 different locations, over several years (2008–2015)
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(Pearson et al., 2019). Sprovieri et al. (2017) also reported multi-year (2012–2015) mean

fluxes of Hg wet deposition of 0.8–1.7 µg/m2/year at Ny-Ålesund, Svalbard. Furthermore,

measurements from two Canadian sub-Arctic sites have shown wet deposition fluxes of

0.5–2.0 µg/m2/year (Sanei et al., 2010). Direct comparison between the model and ob-

servations is not entirely feasible, as the simulation is not temporally consistent with the

observations, thus ignoring seasonal variation in precipitation rates, chemistry, and de-

position. Measurement challenges also introduce some uncertainty in these values as the

collection efficiency of samplers can be affected by the type of precipitation (rain vs.

snow) (Prestbo and Gay, 2009; Rasmussen et al., 2012). However, these observations can

still serve as a good indicator of general model performance.

Compared to the reported measurements above, the model underestimates Hg wet de-

position over all of these locations, predicting a negligible amount of Hg wet deposition.

One explanation is the seasonal differences in precipitation rates, with trends showing an

annual peak in the Arctic during summer, likely contributing to greater Hg wet depos-

ition. During the simulated period, our model predicts low precipitation above 60� N,

with a cumulative average of 78 mm. Cumulative snowfall measurements from MOSAiC

reported estimates of 72–107 mm, between 31 October 2019 and 26 April 2020, giving

evidence to the low precipitation rates in the central Arctic (Wagner et al., 2022). Another

possibility is the model implementation of Hg(II) wet deposition. This is currently treated

by considering the solubility of Hg(II) equal to that of HNO3, however, this assumption

is a broad simplification and should be addressed in future model developments. The

model-predicted average of total Hg deposition in the Arctic (> 60� N) is 1.65 µg/m2

(Figure 5.12c). This value is on the lower range of the recent model-ensemble predic-

tions of Dastoor et al. (2022a) (10.5±5.0 µg/m2/year, between March–May). However,

our modelled deposition rates are not truly representative of the entire spring season, and

would expect higher deposition rates in late spring as a result of the transition from high

Hg(p) to high Hg(II) in the Arctic (Steffen et al., 2014). There is also a large variabil-

ity in simulated springtime deposition fluxes between models (e.g., Angot et al., 2016;

Dastoor et al., 2022a), due to differences in model performance of simulating AMDEs.

Further evaluation of modelled Hg deposition fluxes with springtime measurements are



147 5.5. Model evaluation of regional Arctic mercury, ozone, and bromine chemistry

needed, particularly at Arctic sites where observations are limited. Alternatively, a year-

long model simulation could provide a better comparison with observations, however,

additional model developments would be required (e.g., improved description of Hg(II)

and Hg(p) wet deposition) before this can be performed.

5.5.4 Hg(0) re-emission from snow and sea ice

Figure 5.13 shows the simulated mean Hg(0) re-emission flux, based on deposited RM to

snow and sea ice. Mean Hg(0) re-emission fluxes up to 2.5 ng m�2 h�1 are predicted over

coastal snow-covered regions, whereas re-emission from sea ice is considerably lower (⇠

0.1 ng m�2 h�1). In the context of Arctic observations, Hg(0) re-emission fluxes from

snow have been reported with large variability, ranging from mean net negative fluxes

(e.g., Brooks et al., 2006; Cobbett et al., 2007; Manca et al., 2013; Steen et al., 2009)

to mean positive fluxes up to 534 ng m�2 h�1 during spring (Ferrari et al., 2005, 2008;

Kamp et al., 2018; Mann et al., 2015b; Schroeder et al., 2003; Sommar et al., 2007; Steen

et al., 2009). Direct comparison between reported values and the modelled fluxes is diffi-

cult due to differences in measurement techniques, sampling locations, AMDE frequency,

and time of year, resulting in different atmospheric conditions and snowpack properties.

As a broad assessment however, the simulated re-emission fluxes here (0 – 2.5 ng m�2

h�1) are within the ranges reported by many Arctic and sub-Arctic measurement studies

(Dommergue et al., 2003; Ferrari et al., 2005, 2008; Mann et al., 2015b; Schroeder et al.,

2003; Sommar et al., 2007). Caution should also be taken when evaluating mean fluxes as

studies have shown large re-emission fluxes immediately following AMDEs, often sev-

eral times greater than the average springtime re-emission flux (e.g., Ferrari et al., 2008;

Kamp et al., 2018; Manca et al., 2013). A subsequent investigation of Hg(0) re-emission

following AMDEs in the model is therefore useful to assess re-emission flux variability

during the spring season, and, potentially complement location-based measurement stud-

ies. Measurement data of Hg(0) re-emission from sea ice are even more scarce, making

it difficult to assess the model values against observations. Additional measurements of

snowpack Hg(0) re-emission fluxes over sea ice are particularly desirable to better evalu-

ate and refine the current Hg(0) re-emission parameterization in the central Arctic.
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been hypothesized to increase Hg retention via stabilisation of Hg(II) and a suppression

of photoreduction (Hintelmann et al., 2007; Lehnherr and St. Louis, 2009; Poulain et al.,

2004). Recent experimental evidence has supported this hypothesis, showing a negative

relationship between chloride concentrations and the amount of photoreduced Hg in snow

(Mann et al., 2018). In the context of the Arctic, snow on sea ice is overall more likely

to retain mercury than land-based snow as sea ice regions are typically more enriched

with chloride (Krnavek et al., 2012; Peterson et al., 2019). The exact mechanism of Hg

stabilization by chloride in snow remains unclear, with theories proposing the formation

of photostable chlorocomplexes, or by increased Hg(p) concentration in snow considered

to be more stable against photoreduction (Brooks et al., 2006; Hintelmann et al., 2007;

Poulain et al., 2007). For this study, we assumed deposited Hg(p) to be equally photoredu-

cible as Hg(II), however, this assumption may need to be revisited as future work refines

our knowledge of the fate of Hg in snow.

We also assess the sensitivity of our assumption that 60 % of deposited RM to snow

and sea ice is available for re-emission by performing a simulation where 100 % of depos-

ited RM is assumed to be photoreducible (Figure 5.14)). Results from this sensitivity test

show minimal change to the re-emission fluxes from land-based snow, but re-emissions

over sea ice increase by approximately 60–70 %. The uncertainty associated with the

rate and magnitude of RM photoreduction in snow remains large, motivating more obser-

vational and modelling studies to improve our understanding of these processes. Future

model development could also look to refine these parameterizations by testing for differ-

ent seasons, particularly during summer when Hg(0) re-emissions are known reach their

annual maximum (Araujo et al., 2022).

5.6 Summary and future perspectives

This study presents a comprehensive development of the WRF-Chem model, including

Hg gas-phase and aerosol chemistry, deposition, and re-emission processes in the Arctic.

The recently improved mercury chemical mechanism of Shah et al. (2021) is added to

a version of WRF-Chem that includes polar bromine emissions from surface snow and

blowing snow together (Marelle et al., 2021), and tested in a dedicated regional Arctic
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uncertainty in Hg(II) and Hg(p) observations, additional measurement campaigns,

and long term observations are needed to better evaluate the model.

• Both deposition fluxes of oxidized mercury and re-emission fluxes of Hg(0) from

snow/ice remain uncertain. Despite this, the balance of oxidation, deposition, and

re-emission predicted here provides reasonable modelled quantities of gas-phase

Hg(0) compared to measurements. Based on experimental evidence, we can expect

an average systematic uncertainty of ⇠ 10 %, and in extreme cases up to 20 %, for

Hg(0) measurements (Slemr et al., 2015).

• For our modelled period, only 4 % of deposited Hg(II) and Hg(p) over the Arctic

Ocean is re-emitted compared to 96 % that remains trapped in snow/ice. Over snow-

covered land, the percentage of re-emitted Hg(0) is higher (74 % re-emitted vs. 26

% retained in the snowpack). The implications of this for Arctic Hg(0) summertime

re-emission (Araujo et al., 2022), and under long-term environmental changes (e.g.,

sea ice loss), are important to consider in future work.

This work serves as a basis for future studies to explore some key questions regarding

Arctic Hg chemistry. For example, the contribution of the Arctic Ocean to summertime

Hg(0) re-emission is an outstanding research question which could be tested using this

model. Additionally, the broader impacts of future climate scenarios on Hg chemistry,

emissions, and deposition in the Arctic may also be assessed. Overall, this could enable

better predictions on the long-term implications of climate change on Hg contamination

of Arctic ecosystems. Finally, we note below the key processes for mercury included in

the model that remain uncertain:

• Chemical kinetics – Identification of Hg(II) species is a top priority to improve

our understanding of mercury redox chemistry. This requires additional theoretical,

experimental, and modelling studies to reduce uncertainties in the reaction rates of

mercury. In particular, photoreduction of Hg(II) and Hg(p) should be investigated

further to better constrain the contribution of reduction kinetics to atmospheric Hg

chemistry.
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• Dry and wet deposition – Model descriptions of Hg dry and wet deposition should

be revised in future work to more accurately determine the transfer of Hg to snow

and ice surfaces.

• Gas-particle partitioning – Better understanding of the main model paramet-

ers (e.g., heterogeneous uptake rate, partitioning coefficient) that control Hg gas-

particle partitioning is needed. An evaluation of modelled aerosol concentrations

using observations is needed to refine bromine and mercury heterogeneous recyc-

ling on aerosols.

• Re-emission fluxes from snow and snow on sea-ice – Hg(0) emissions from snow

and ice remain difficult to constrain in models due to the complexity of processes

that contribute to them and the difficulty of measuring fluxes. Model assumptions

(e.g., 60 % reducible Hg in snow, photoreduction rate constants from snow and

snow on sea ice) need additional testing. A more accurate representation of factors

which influence Hg(0) re-emission (e.g., snowpack chloride concentration) will also

likely be needed in future work.

Data availability

The updated WRF-Chem model code used in this study is available on Zenodo at Ahmed

et al. (2022a), https://doi.org/10.5281/zenodo.7137482. The surface meteoro-

logy measurements made onboard the Polarstern can be accessed at Schmithüsen (2021).

The MOSAiC radiosonde data are available at Maturilli et al. (2021). The elemental

mercury dataset from MOSAiC is available at Angot et al. (2022a). The merged ozone

dataset from MOSAiC is available at Angot et al. (2022c). BrO MAX-DOAS meas-

urement data are available at Mahajan (2022). Surface elemental mercury data at Vil-

lum (Greenland) are available at the EBAS website (https://ebas.nilu.no/). Sur-

face ozone data at Villum (Greenland) and Zeppelin (Svalbard) were also retrieved from

the EBAS database. The surface Hg measurement dataset at Alert (Canada) is avail-

able upon request by contacting the co-authors A. Steffen and G. Stupple. Surface ele-

mental mercury data at Zeppelin (Svalbard) are available upon request by contacting the

https://doi.org/10.5281/zenodo.7137482
https://ebas.nilu.no/
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co-author K. Pfaffhuber. Surface ozone data at Utqiaġvik (Alaska), Summit (Green-

land), and Eureka (Canada) were provided by the NOAA Global Monitoring Laborat-

ory (https://www.esrl.noaa.gov/gmd/ozwv/surfoz/data.html). Surface ozone

measurements from Alert (Canada) are provided from the Canadian Air and Precipitation

Monitoring Network (CAPMoN). Satellite BrO VCD data from TROPOMI are available

upon request by contacting the co-authors A. Richter and B. Zilker.

Author contributions

Conceptualization, design, and initial draft of the manuscript: SA, JLT, ADo, HA,

RL, JSt. Model developments: SA, JLT, LM. Model simulations: SA. Data acquisi-

tion: HA, SDA, A-MB, BB, IB, LB, MB, NB, JHC, ADa, SD, DHo, DHe, H-WJ, TJ, TL,

ASM, KP, KAP, LLJQ, ARin, ARy, ARic, AS, AS-L, GS, HS, JSc, OT, BZ. Editing and

revision of the manuscript: All authors

Acknowledgements

We would like to thank the following individuals for their contributions during MOSAiC:

Jacques Hueber, Matthew D. Shupe, Marion Maturilli, and Holger Schmithüsen. We also
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Chapter 6
Conclusions & Perspectives

This work has aimed to better understand Arctic halogen atmospheric chemistry and its

impacts on the ozone and mercury chemical cycles. Several questions were posed at the

beginning of this thesis and each are individually answered below. The future perspect-

ives of this work are also presented in this chapter.

1. Using Lagrangian transport models, what can we learn about the geograph-

ical origin and transport pathways of observed ozone-depleted and mercury-

enriched air masses in the Arctic? What is the influence of exposure to sea ice

on atmospheric mercury and ozone?

Atmospheric transport modelling was first used (FLEXPART-WRF and HYSPLIT)

to analyse air mass histories, based on coastal Arctic observations of ozone and

mercury. Two particular case studies were investigated. First, measurements of

surface ozone in the coastal Arctic showed several instances of ODEs during April

2012. Air mass trajectories during these depletion events showed highest potential

emission sensitivities from regions over sea ice, with little influence from land.

Additionally, in the 7 days preceding the ozone measurements, ozone-depleted air

travelled much closer to the surface on average (less than 750 m), compared to

ozone-rich air which originated from much higher in the free troposphere (up to

1500 m). Air masses during ozone-depleted periods were therefore much more

sensitive to surface and blowing snow emissions of bromine from sea ice. This
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analysis was in contribution to the study of Marelle et al. (2021).

In the second case study, I performed an analysis on back trajectory model out-

put from the HYSPLIT model, in contribution to Araujo et al. (2022). This work

was done to understand the emission source regions of the summertime maximum

in Hg(0), recorded at three coastal Arctic sites during summer 2018. In June

2018, back trajectory analysis indicated approximately 62 % of boundary layer air

resided over sea ice and land based snow. During the summer Hg(0) maximum in

July 2018, approximately 39% of boundary layer air was associated with sea ice

and snow-covered land, suggesting a cryospheric source for the summertime Hg(0)

maximum observed in the Arctic. This is in contradiction with previous studies

(e.g., Fisher et al., 2012; Sonke et al., 2018; Zhang et al., 2015), which did not as-

sess air mass origins, as presented in this thesis. In both case studies, observations

of ODE occurrence and Hg(0) re-emission can be directly linked to the cryosphere,

with important implications on future trends under Arctic warming scenarios.

2. What are the quantifiable impacts of halogen emissions from snow on bound-

ary layer chemistry and oxidative capacity? What combination of emissions,

chemistry, and transport can explain surface chlorine and VOC observations

in the Arctic?

To address this question, I first needed to develop the 1-D model, PACT-1D, to

include a new parameterization describing molecular halogen emissions of Cl2

and Br2 from surface snow. I then used PACT-1D to study the impacts of halo-

gen emissions on the oxidative capacity of the polar boundary layer during spring.

Model results were evaluated using observations from the 2009 OASIS campaign

at Utqiaġvik, Alaska, focused on a two-day period between 18–19 March 2009.

The model shows good performance in capturing surface measurements of various

halogen species, including Cl2, Br2, BrO, and HOBr. Modelled Cl2 and Br2 emis-

sion fluxes are also within a reasonable range of previously measured and simulated

snowpack halogen emission fluxes (Custard et al., 2017; Wang and Pratt, 2017).
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The model-predicted impact of halogen emissions on oxidative chemistry can be

summarized as follows. With surface halogen emissions active, HOx concentra-

tions increased by up to a factor of 30 at the surface (1.5 m above ground level).

This increase was largely driven by Cl-initiated oxidation of CH4, forming CH3O2

and converted to HO2 via reaction with NO. As a consequence, surface VOC life-

times with respect to OH were reduced by approximately 43 % in the presence

of halogens at the surface, compared to when halogen emissions were deactiv-

ated. Therefore, surface reactivity was significantly enhanced with the inclusion

of halogen emissions, both directly via Cl-driven oxidation, and indirectly through

increased HOx concentrations.

3. What is the vertical extent of bromine and chlorine chemistry in the Arctic

boundary layer?

The next step of this investigation was to assess the vertical extent of halogen chem-

istry and the impacts on reactivity within the boundary layer. During the simulated

period, Cl2 was confined to approximately the lowest 15 m of the atmosphere, with

negligible concentrations of Cl2 above this height. As a result, a strong vertical re-

activity gradient was predicted by the model. Chemical lifetimes of VOCs showed

negligible change at altitudes above 50 m, with respect to OH, when emissions of

halogens were active or deactivated. These results suggest that the vertical extent

of this highly oxidizing layer may only extend up to 15 m above the surface. In

the case of bromine, Br2 was found to be present up to and above the surface in-

version height (⇠ 40 m), due to heterogeneous activation on aerosols. Finally, the

work presented in Chapter 4 was published in Journal of Geophysical Research:

Atmospheres (Ahmed et al., 2022c). The model is also publicly available to en-

courage other research work using this newly developed tool (Ahmed et al., 2022b).

4. Can regional modelling be used to accurately represent springtime ozone and

mercury depletion events in the central Arctic on an hourly timescale?



6. Conclusions & Perspectives 158

Following the 1-D model investigation, I explored the regional impacts of spring-

time halogen chemistry on ozone and mercury using the 3-D regional model WRF-

Chem. At the start of my thesis, there was a lack of chemical transport models

suited to investigate the coupled cycles of halogens, ozone, and mercury in the

Arctic simultaneously and at sufficient resolution. In this work, I implemented a

major development to the WRF-Chem model to include Hg redox chemistry, based

on recently improved mechanistic descriptions from Shah et al. (2021). This new

chemical mechanism was then applied to an Arctic-focused study for the first time.

These developments also extend the recent work of Marelle et al. (2021) which in-

cluded polar bromine emission sources in WRF-Chem. Therefore, the model study

presented in this thesis is also the first to simulate Hg chemistry using bromine

emission descriptions from both surface snow and blowing snow simultaneously in

the Arctic. This model version is published online, freely available for the wider

use of the atmospheric research community (Ahmed et al., 2022a).

I performed simulations with updated WRF-Chem model for spring 2020, during

the MOSAiC expedition. Model results of Hg(0) and O3 showed good agreement

with the MOSAiC observations, capturing the extended periods (up to several

weeks) of depletion in the central Arctic. The model predicted widespread deple-

tion of both Hg(0) and O3 in the central Arctic, associated with bromine emissions

from sea ice. It is also predicted by the model that bromine is the major oxidant

of Hg(0) in the Arctic, consistent with previous Arctic observations (Wang et al.,

2019). These results highlight the importance of using online-calculated concen-

trations of bromine in models, needed to accurately simulate oxidation chemistry

and depletion events during spring.

5. How does mercury redox chemistry impact deposition rates in the Arctic?

What are the relative amounts of mercury re-emission and retention in the

Arctic snowpack?

By including a better representation of Hg oxidation chemistry, it is now possible

to more accurately simulate its deposition to the cryosphere and ocean. Model
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predicted deposition rates indicated that the majority of deposited Hg in the Arctic

during spring was via dry deposition of oxidized Hg (88 %). Once deposited, I

also included descriptions of Hg(0) re-emission from snow and sea ice, following

photoreduction. Model predictions indicated that approximately 40 % of deposited

Hg during spring was re-emitted to the atmosphere, and 60 % was retained in the

snowpack (land-based and snow on sea ice). This has important implications for

the transfer of atmospheric Hg to the cryosphere and Arctic Ocean, where it can

be transformed into toxic methylmercury, as well as for the summer re-emission

maximum of Hg(0) during the melt period. These results are presented in Chapter

5, which is currently in preparation to be submitted for publication in Elementa:

Science of the Anthropocene.

Perspectives

This thesis makes an important contribution to our understanding of Arctic halogen chem-

istry and its impacts on ozone and mercury. However, there are several limitations which

could help advance this work. Here, I propose several improvements and broader research

topics to be addressed in future work:

1. Snowpack emissions in WRF-Chem: As demonstrated in this thesis, snowpack

halogen emissions greatly influence the oxidative capacity of the boundary layer.

This is an important component of polar atmospheric chemistry that is often neg-

lected or simplified by 3-D models. The parameterizations of snowpack emissions

for molecular halogens, developed in PACT-1D, could be included in WRF-Chem

(or other 3-D models) and tested on a regional scale. In addition, this work did not

assess the emission of BrCl from snow. Recent measurements in the Arctic have

shown that BrCl was produced in snowpack interstitial air, together with Cl2 and

Br2 (Custard et al., 2017). Including snow emissions of BrCl in PACT-1D could

also be tested to assess its contribution to reactive halogen chemistry.

2. Modelling snow and aqueous-phase chemistry: A limitation of the PACT-1D



6. Conclusions & Perspectives 160

model is that the snowpack is not explicitly represented. This simplification neg-

lects many of the chemical reactions occurring within the snowpack on ice and

snow grain surfaces. These multiphase reactions are particularly important for

regulating halide concentrations (e.g. HCl and HBr) in the snow and therefore

halogen emission fluxes. Additionally, transport processes between the snow inter-

stitial air and overlying atmosphere (e.g. wind pumping) are not accounted for here

which may affect the magnitude of snowpack emission fluxes and consequently

surface layer atmospheric chemistry. Therefore, including descriptions of aqueous

chemistry and snowpack processes would further extend the work in this thesis,

building a more realistic representation of the interactions between the snow and

atmosphere. These developments could follow similar approaches used in previous

1-D modelling studies (e.g., Thomas et al., 2011; Toyota et al., 2014b) to advance

the PACT-1D model in future work.

3. Modelling iodine chemistry: Iodine chemistry is not included as part of the cur-

rent chemical mechanisms in either PACT-1D or WRF-Chem. Although quantities

of iodine (I2) in the Arctic are low, I2 is highly reactive and therefore important to

polar atmospheric chemistry, including ODEs (Raso et al., 2017). Recent meas-

urements of iodine monoxide (IO) in the central Arctic have shown that iodine

can contribute to ODEs on a level comparable to bromine (Benavent et al., 2022).

Testing this in the version of WRF-Chem used in this thesis would help to further

understand the contributions of iodine and bromine to ozone depletion in the Arctic.

4. Arctic winter/summer modelling: This thesis was mainly focused on atmospheric

chemistry during Arctic springtime. WRF-Chem could also be used to study Arctic

atmospheric chemistry during different seasons and conditions (e.g. polar night

(winter) and polar day (summer)). For example, investigating potential nocturnal

sources of reactive bromine precursors could be important in understanding the

onset of bromine activation during polar sunrise (Simpson et al., 2018). Addition-

ally, testing Hg(0) re-emission processes from cryospheric sources during summer
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could help to better understand the summertime maximum in Hg(0) concentrations

(Araujo et al., 2022)

Finally, there are two broader perspectives that I wish to highlight:

1. Arctic model intercomparison: Since the most recent polar model intercompar-

ison project (POLMIP, Emmons et al. (2015)), many models have improved their

descriptions of different aspects of Arctic atmospheric chemistry (e.g., Fernandez

et al., 2019; Herrmann et al., 2021; Huang et al., 2020; Marelle et al., 2021; Yang

et al., 2020). A new Arctic model intercomparison study could evaluate the state-

of-the-art in polar atmospheric chemistry modelling, allowing a direct evaluation

between the treatment of halogen-driven processes in different models. The recent

measurement data from MOSAiC also provides a good opportunity to assess model

performances in the central Arctic.

2. Representation of sea ice leads in models: Sea ice leads are important features

of the Arctic which impact convective mixing of gases in the polar boundary layer

(Moore et al., 2014). However, the representation of sea ice leads in atmospheric

chemistry models are difficult to accurately capture. Therefore, efforts to couple

cryosphere-atmosphere models will be crucial to consider the impacts of Arctic sea

ice changes on atmospheric chemistry in a warming climate.





Appendix A
Supplementary material for Chapter 4

This appendix contains supplementary material to Chapter 4, including 1 table with model

performance statistics and 8 figures displaying the measurement data from OASIS and

results from the sensitivity runs. Table A.1 contains goodness-of-fit statistics between the

PACT-1D model and observations made during OASIS. Model results from the sensitivity

tests performed with PACT-1D, based on the chlorine and bromine emission parameteriz-

ations, are shown in Figures A.1, A.2, and A.3. The full OASIS timeseries of observations

used to select the model time period is shown in Figure A.4. A comparison of the calcu-

lated surface inversion height derived from two different expressions is plotted in Figure

A.5. Modelled differences between the halogen vertical distributions in the AERO and

BASE runs are shown in Figure A.6. The vertical distribution of Cl2 and Br2 in the BLD

sensitivity run is shown in Figure A.7, and finally, vertical distributions and transport rates

for BrO and HOBr in the BASE run are plotted in Figure A.8.
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Table A.1: Goodness-of-fit statistics between PACT-1D model simulation (BASE run) and OASIS

observations. Correlation coefficients (r), root mean square error (RMSE), and mean

bias error (MBE).

Variable r RMSE MBE

Cl2 0.69 36.6 pptv 7.1 pptv

Br2 0.83 2.0 pptv 0.5 pptv

BrO 0.72 4.4 pptv -2.6 pptv

HOBr 0.55 5.8 pptv -3.0 pptv

NO2 -0.15 139.3 pptv -68.9 pptv

NO 0.12 45.0 pptv -22.5 pptv

HCHO 0.58 158.3 pptv 59.8 pptv

O3 -0.22 12.0 ppbv -2.4 ppbv

HO2 0.79 1.8 pptv -0.5 pptv



















Appendix B
Supplementary material for Chapter 5

This appendix contains supplementary material to Chapter 5, including 1 table with

MAX-DOAS retrieval settings and 11 figures displaying additional WRF-Chem model

output. Table A.1 contains the MAX-DOAS retrieval settings used to record BrO concen-

trations during MOSAiC. Figure B.1 shows the WRF-Chem calculated cloud properties.

The BrO Differential Slant Column Densities (DSCDs) retrieved during the MOSAiC

campaign are plotted in Figure B.2. Figures B.3, B.4, and B.5 show the modelled and

observed vertical profiles of relative humidity, wind speed, and wind direction above the

MOSAiC shiptrack. Modelled meteorology at Utqiaġvik (Alaska), Summit (Greenland),

and Zeppelin Observatory (Svalbard), are compared with observations in Figures B.6,

B.7, and B.8, respectively. The simulated planetary boundary layer height above the MO-

SAiC shiptrack is presented in Figure B.9. Finally, the WRF-Chem simulated vertical

distributions of BrO and O3 above the MOSAiC shiptrack are shown in Figures B.10 and

B.11, respectively.
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Table B.1: DOAS retrieval settings used in this study.

Parameter O4 (UV) BrO

Fitting window 338 – 370 nm 338 – 357 nm

O4 (Thalman and Volkamer, 2013) X X

BrO (Fleischmann et al., 2004) X X

NO2 294 K (Vandaele et al., 1998) X X

NO 220 K (Vandaele et al., 1998) X X

O3 223 K (Serdyuchenko et al., 2014) X X

O3 270 K (Serdyuchenko et al., 2014) X X

HCHO (Meller and Moortgat, 2000) X X

OClO (Bogumil et al., 2003) X

Ring (Chance and Spurr, 1997) X X

Polynomial order 5 2

Intensity offset Order 0 Order 0
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(a) (b)

Figure B.1: Model calculated cloud properties. (a) Average cloud surface area for the lowest

model level. (b) Effective mean cloud droplet radius for the lowest model level.

Figure B.2: BrO Differential Slant Column Densities (DSCDs) retrieved during the MOSAiC

campaign. Coloured points represent the different elevation angles (in degrees). BrO

above the detection limit (filled circles) was only observed during the springtime.
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Lana, A., Bell, T. G., Simó, R., Vallina, S. M., Ballabrera-Poy, J., Kettle, A. J., Dachs, J.,

Bopp, L., Saltzman, E. S., Stefels, J., Johnson, J. E., and Liss, P. S. (2011). An updated

climatology of surface dimethlysulfide concentrations and emission fluxes in the global

ocean. Global Biogeochemical Cycles, 5(1). doi: 10.1029/2010GB003850.

Laskin, A., Wang, H., Robertson, W. H., Cowin, J. P., Ezell, M. J., and Finlayson-

Pitts, B. J. (2006). A New Approach to Determining Gas-Particle Reaction Probab-

ilities and Application to the Heterogeneous Reaction of Deliquesced Sodium Chloride

Particles with Gas-Phase Hydroxyl Radicals. The Journal of Physical Chemistry A,

110(36):10619–10627. doi: 10.1021/jp063263+.

Lee, J.-Y., Marotzke, J., Bala, G., Cao, L., Corti, S., Dunne, J., Engelbrecht, F., Fischer,

E., Fyfe, J., Jones, C., Maycock, A., Mutemi, J., Ndiaye, O., Panickal, S., and Zhou, T.

(2021). Future Global Climate: Scenario-Based Projections and Near-Term Inform-

ation, page 553–672. Cambridge University Press, Cambridge, United Kingdom and

New York, NY, USA. doi: 10.1017/9781009157896.006.

Lehnherr, I. and St. Louis, V. L. (2009). Importance of Ultraviolet Radiation in the Pho-

todemethylation of Methylmercury in Freshwater Ecosystems. Environmental Science

& Technology, 43(15):5692–5698. doi: 10.1021/es9002923.

Lehrer, E., Hönninger, G., and Platt, U. (2004). A one dimensional model study of the

mechanism of halogen liberation and vertical transport in the polar troposphere. Atmo-

spheric Chemistry and Physics, 4:2427–2440. doi: 10.5194/acp-4-2427-2004.

Lelieveld, J., Gromov, S., Pozzer, A., and Taraborrelli, D. (2016). Global tropospheric

hydroxyl distribution, budget and reactivity. Atmospheric Chemistry and Physics,

16(19):12477–12493. doi: 10.5194/acp-16-12477-2016.

Liang, Q., Rodriguez, J. M., Douglass, A. R., Crawford, J. H., Olson, J. R., Apel, E.,

Bian, H., Blake, D. R., Brune, W., Chin, M., Colarco, P. R., da Silva, A., Diskin, G. S.,



207 Bibliography

Duncan, B. N., Huey, L. G., Knapp, D. J., Montzka, D. D., Nielsen, J. E., Pawson,

S., Riemer, D. D., Weinheimer, A. J., and Wisthaler, A. (2011). Reactive nitrogen,

ozone and ozone production in the Arctic troposphere and the impact of stratosphere-

troposphere exchange. Atmospheric Chemistry and Physics, 11(24):13181–13199. doi:

10.5194/acp-11-13181-2011.

Liao, J., Huey, L. G., Liu, Z., Tanner, D. J., Cantrell, C. A., Orlando, J. J., Flocke, F. M.,

Shepson, P. B., Weinheimer, A. J., Hall, S. R., Ullmann, K., Beine, H. J., Wang, Y.,

Ingall, E. D., Stephens, C. R., Hornbrook, R. S., Apel, E. C., Riemer, D., Fried,

A., Mauldin, R. L., Smith, J. N., Staebler, R. M., Neuman, J. A., and Nowak, J. B.

(2014). High levels of molecular chlorine in the Arctic atmosphere. Nature Geoscience,

7(2):91–94. doi: 10.1038/ngeo2046.

Liao, J., Huey, L. G., Scheuer, E., Dibb, J. E., Stickel, R. E., Tanner, D. J., Neuman, J. A.,

Nowak, J. B., Choi, S., Wang, Y., Salawitch, R. J., Canty, T., Chance, K., Kurosu, T.,

Suleiman, R., Weinheimer, A. J., Shetter, R. E., Fried, A., Brune, W., Anderson, B.,

Zhang, X., Chen, G., Crawford, J., Hecobian, A., and Ingall, E. D. (2012a). Character-

ization of soluble bromide measurements and a case study of BrO observations during

ARCTAS. Atmospheric Chemistry and Physics, 12(3):1327–1338. doi: 10.5194/acp-

12-1327-2012.

Liao, J., Huey, L. G., Tanner, D. J., Flocke, F. M., Orlando, J. J., Neuman, J. A., Nowak,

J. B., Weinheimer, A. J., Hall, S. R., Smith, J. N., Fried, A., Staebler, R. M., Wang,

Y., Koo, J.-H., Cantrell, C. A., Weibring, P., Walega, J., Knapp, D. J., Shepson, P. B.,

and Stephens, C. R. (2012b). Observations of inorganic bromine (HOBr, BrO, and

Br2) speciation at Barrow, Alaska, in spring 2009. Journal of Geophysical Research:

Atmospheres, 117:D00R16. doi: 10.1029/2011JD016641.

Liao, J., Sihler, H., Huey, L. G., Neuman, J. A., Tanner, D. J., Friess, U., Platt, U., Flocke,

F. M., Orlando, J. J., Shepson, P. B., Beine, H. J., Weinheimer, A. J., Sjostedt, S. J.,

Nowak, J. B., Knapp, D. J., Staebler, R. M., Zheng, W., Sander, R., Hall, S. R., and

Ullmann, K. (2011). A comparison of Arctic BrO measurements by chemical ionization



Bibliography 208

mass spectrometry and long path-differential optical absorption spectroscopy. Journal

of Geophysical Research: Atmospheres, 116:D00R02. doi: 10.1029/2010JD014788.

Lindberg, S. E., Brooks, S., Lin, C.-J., Scott, K., Meyers, T., Chambers, L., Landis,

M., and Stevens, R. (2001). Formation of Reactive Gaseous Mercury in the Arctic:

Evidence of Oxidation of Hg�to Gas-Phase Hg-II Compounds after Arctic Sunrise.

Water, Air and Soil Pollution: Focus, 1(5):295–302. doi: 10.1023/A:1013171509022.

Lindberg, S. E., Brooks, S., Lin, C. J., Scott, K. J., Landis, M. S., Stevens, R. K., Goodsite,

M., and Richter, A. (2002). Dynamic Oxidation of Gaseous Mercury in the Arctic

Troposphere at Polar Sunrise. Environmental Science & Technology, 36(6):1245–1256.

doi: 10.1021/es0111941.

Lindberg, S. E. and Stratton, W. J. (1998). Atmospheric Mercury Speciation: Concen-

trations and Behavior of Reactive Gaseous Mercury in Ambient Air. Environmental

Science & Technology, 32(1):49–57. doi: 10.1021/es970546u.

Lindqvist, O. and Rodhe, H. (1985). Atmospheric mercury—a review. Tellus B,

37B(3):136–159. doi: 10.1111/j.1600-0889.1985.tb00062.x.

Liu, X., Qu, H., Huey, L. G., Wang, Y., Sjostedt, S., Zeng, L., Lu, K., Wu, Y., Hu, M.,

Shao, M., Zhu, T., and Zhang, Y. (2017). High Levels of Daytime Molecular Chlorine

and Nitryl Chloride at a Rural Site on the North China Plain. Environmental Science &

Technology, 51(17):9588–9595. doi: 10.1021/acs.est.7b03039.

Lohberger, F., Hönninger, G., and Platt, U. (2004). Ground-based imaging differential

optical absorption spectroscopy of atmospheric gases. Applied Optics, 43(24):4711–

4717. doi: 10.1364/AO.43.004711.

Lu, J. Y., Schroeder, W. H., Barrie, L. A., Steffen, A., Welch, H. E., Martin, K., Lock-

hart, L., Hunt, R. V., Boila, G., and Richter, A. (2001). Magnification of atmo-

spheric mercury deposition to polar regions in springtime: The link to tropospheric

ozone depletion chemistry. Geophysical Research Letters, 28(17):3219–3222. doi:

10.1029/2000GL012603.



209 Bibliography

MacSween, K., Stupple, G., Aas, W., Kyllönen, K., Pfaffhuber, K. A., Skov, H., Steffen,

A., Berg, T., and Mastromonaco, M. N. (2022). Updated trends for atmospheric mer-

cury in the Arctic: 1995–2018. Science of The Total Environment, 837:155802. doi:

10.1016/j.scitotenv.2022.155802.

Madronich, S. and Flocke, S. (1999). The Role of Solar Radiation in Atmospheric Chem-

istry, pages 1–26. Springer Berlin Heidelberg, Berlin, Heidelberg. doi: 10.1007/978-

3-540-69044-3 1.

Mahajan, A. S. (2022). Substantial contribution of iodine to Arctic ozone destruction -

data. Mendeley Data, V1. doi: 10.17632/bn7ytz4mfz.1.

Manca, G., Ammoscato, I., Esposito, G., Ianniello, A., Nardino, M., and Sprovieri, F.

(2013). Dynamics of snow-air mercury exchange at Ny Ålesund during springtime
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Shevchenko, V., Skov, H., Sonke, J. E., Spolaor, A., Stathopoulos, V. K., Strahlendorff,

M., Thomas, J. L., Vitale, V., Vratolis, S., Barbante, C., Chabrillat, S., Dommergue,

A., Eleftheriadis, K., Heilimo, J., Law, K. S., Massling, A., Noe, S. M., Paris, J.-D.,

Prévôt, A. S. H., Riipinen, I., Wehner, B., Xie, Z., and Lappalainen, H. K. (2020). Over-

view: Integrative and Comprehensive Understanding on Polar Environments (iCUPE)

– concept and initial results. Atmospheric Chemistry and Physics, 20(14):8551–8592.

Peterson, P. K., Hartwig, M., May, N. W., Schwartz, E., Rigor, I., Ermold, W., Steele,

M., Morison, J. H., Nghiem, S. V., and Pratt, K. A. (2019). Snowpack measurements

suggest role for multi-year sea ice regions in Arctic atmospheric bromine and chlorine

chemistry. Elementa Science of the Anthropocene, 7(14). doi: 10.1525/elementa.352.
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Rabe, B., Heuzé, C., Regnery, J., Aksenov, Y., Allerholt, J., Athanase, M., Bai, Y.,

Basque, C., Bauch, D., Baumann, T. M., Chen, D., Cole, S. T., Craw, L., Davies,

A., Damm, E., Dethloff, K., Divine, D. V., Doglioni, F., Ebert, F., Fang, Y.-C., Fer,

I., Fong, A. A., Gradinger, R., Granskog, M. A., Graupner, R., Haas, C., He, H., He,

Y., Hoppmann, M., Janout, M., Kadko, D., Kanzow, T., Karam, S., Kawaguchi, Y.,

Koenig, Z., Kong, B., Krishfield, R. A., Krumpen, T., Kuhlmey, D., Kuznetsov, I., Lan,

M., Laukert, G., Lei, R., Li, T., Torres-Valdés, S., Lin, L., Lin, L., Liu, H., Liu, N.,

Loose, B., Ma, X., McKay, R., Mallet, M., Mallett, R. D. C., Maslowski, W., Mertens,

C., Mohrholz, V., Muilwijk, M., Nicolaus, M., O’Brien, J. K., Perovich, D., Ren, J.,

Rex, M., Ribeiro, N., Rinke, A., Schaffer, J., Schuffenhauer, I., Schulz, K., Shupe,

M. D., Shaw, W., Sokolov, V., Sommerfeld, A., Spreen, G., Stanton, T., Stephens, M.,

Su, J., Sukhikh, N., Sundfjord, A., Thomisch, K., Tippenhauer, S., Toole, J. M., Vre-

denborg, M., Walter, M., Wang, H., Wang, L., Wang, Y., Wendisch, M., Zhao, J., Zhou,

M., and Zhu, J. (2022). Overview of the MOSAiC expedition: Physical oceanography.

Elementa: Science of the Anthropocene, 10(1). doi: 10.1525/elementa.2021.00062.

Rasmussen, R., Baker, B., Kochendorfer, J., Meyers, T., Landolt, S., Fischer, A. P., Black,

J., Thériault, J. M., Kucera, P., Gochis, D., Smith, C., Nitu, R., Hall, M., Ikeda, K., and

Gutmann, E. (2012). How Well Are We Measuring Snow: The NOAA/FAA/NCAR

Winter Precipitation Test Bed. Bulletin of the American Meteorological Society,

93(6):811–829. doi: 10.1175/BAMS-D-11-00052.1.

Raso, A. R. W., Custard, K. D., May, N. W., Tanner, D., Newburn, M. K., Walker, L.,

Moore, R. J., Huey, L. G., Alexander, L., Shepson, P. B., and Pratt, K. A. (2017).

Active molecular iodine photochemistry in the Arctic. Proceedings of the National

Academy of Sciences, 114(38):10053–10058. doi: 10.1073/pnas.1702803114.

Rhodes, R. H., Yang, X., Wolff, E. W., McConnell, J. R., and Frey, M. M. (2017). Sea ice

as a source of sea salt aerosol to Greenland ice cores: a model-based study. Atmospheric

Chemistry and Physics, 17(15):9417–9433. doi: 10.5194/acp-17-9417-2017.

Richter, A., Wittrock, F., Eisinger, M., and Burrows, J. P. (1998). GOME observations



219 Bibliography

of tropospheric BrO in northern hemispheric spring and summer 1997. Geophysical

Research Letters, 25(14):2683–2686. doi: 10.1029/98GL52016.

Ridley, B. A., Atlas, E. L., Montzka, D. D., Browell, E. V., Cantrell, C. A., Blake, D. R.,

Blake, N. J., Cinquini, L., Coffey, M. T., Emmons, L. K., Cohen, R. C., DeYoung,

R. J., Dibb, J. E., Eisele, F. L., Flocke, F. M., Fried, A., Grahek, F. E., Grant, W. B.,

Hair, J. W., Hannigan, J. W., Heikes, B. J., Lefer, B. L., Mauldin, R. L., Moody, J. L.,

Shetter, R. E., Snow, J. A., Talbot, R. W., Thornton, J. A., Walega, J. G., Weinheimer,

A. J., Wert, B. P., and Wimmers, A. J. (2003). Ozone depletion events observed in the

high latitude surface layer during the TOPSE aircraft program. Journal of Geophysical

Research: Atmospheres, 108(D4). doi: 10.1029/2001JD001507.

Rolph, G., Stein, A., and Stunder, B. (2017). Real-time Environmental Applications and

Display sYstem: READY. Environmental Modelling & Software, 95:210–228. doi:

10.1016/j.envsoft.2017.06.025.

Rudolph, J., Ru Fu, B., Thompson, A., Anlauf, K., and Bottenheim, J. (1999). Halo-

gen atom concentrations in the Arctic Troposphere derived from hydrocarbon meas-

urements: Impact on the budget of formaldehyde. Geophysical Research Letters,

26(19):2941–2944. doi: 10.1029/1999GL010869.

Saiz-Lopez, A., Acuña, A. U., Trabelsi, T., Carmona-Garcı́a, J., Dávalos, J. Z., Rivero, D.,
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