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La science est faite d’erreurs, mais d’erreurs qu’il est bon de commettre,

car elles menent peu a peu a la vérité.

— Jules Verne, Voyage au centre de la Terre (1864)

Science is made up of mistakes, but mistakes that are good to make,

because they lead little by little to the truth.

— Jules Verne, Journey to the Center of the Earth (1864)



Abstract

Halogens are an important component of Arctic atmospheric chemistry, responsible for
the depletion of boundary layer ozone and mercury, oxidation of hydrocarbons, and im-
pacts on nitrogen oxide chemistry and oxidative capacity. During spring, reactive halo-
gens are photochemically activated on salty surfaces (e.g. land-based snow, snow on sea
ice, aerosols) and released into the atmosphere. However, the interplay between polar
chemical emissions, recycling, transport, and chemistry is complex and remains poorly
understood. As a result, descriptions of such processes in atmospheric chemistry models
are largely simplified or neglected. This thesis presents an investigation of the role of
halogens (chlorine and bromine) on springtime Arctic boundary layer chemistry, through
the development and use of atmospheric chemistry models.

First, a 1-dimensional model (PACT-1D) is used to study molecular halogen emis-
sions from surface snow and the impact on oxidative chemistry within the boundary layer.
The model is used to simulate reactive halogen chemistry observed during the spring 2009
OASIS (Ocean-Atmospheric-Sea ice-Snowpack) measurement campaign in Utqiagvik,
Alaska. Model results show that halogens can be confined to a very shallow layer near
the surface, resulting in a large chemical reactivity gradient with altitude. Second, the
3-dimensional WRF-Chem model is used to investigate the interaction of halogens with
ozone and mercury during Arctic spring. Several major WRF-Chem model developments
are made in this work, including the addition of a new mercury chemical description.
The model is evaluated with unique data from the central Arctic, obtained during the
2020 MOSAIC (Multidisciplinary drifting Observatory for the Study of Arctic Climate)
expedition. Model results show that bromine emissions and recycling from surface snow

and sea ice are necessary to capture ozone and mercury depletion events. This work
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highlights a need for improved model descriptions of surface emissions to accurately

represent boundary layer chemistry, and provides a basis for future model developments.

Keywords: Atmospheric chemistry, Arctic, Halogens, Ozone, Mercury, Snow, Sea Ice,

Modelling



Résumé

Les composés halogénés sont des especes chimiques clés de la réactivité de la basse at-
mosphere arctique. Ils sont responsables de 1’appauvrissement de 1’ozone et du mercure
dans la couche limite, de I’oxydation des hydrocarbures et ont un impact sur la chimie
des oxydes d’azote et la capacité oxydante. Au printemps, des halogenes réactifs sont
générés via des mécanismes d’activation photochimique des surfaces salées (par exemple,
la neige terrestre, la neige sur la glace de mer, les aérosols) et libérés dans 1’atmosphere.
Cependant les mécanismes d’émissions et de recyclage de ces composés, leur transport
et leurs conséquences sur la chimie atmosphérique polaire sont trés complexes et mal
définis, ce qui conduit a des simplifications importantes dans les modeles de chimie at-
mosphérique. A travers le développement et I’utilisation de modeles de chimie atmo-
sphérique, ces travaux de these proposent ainsi une étude du role des halogenes (chlore et
brome) sur la chimie de la couche limite de I’ Arctique au printemps.

Tout d’abord, nous avons développé et utilisé un modele unidimensionnel (PACT-
1D) pour étudier les émissions d’halogenes moléculaires de la neige de surface et leur
impact sur la capacité oxydante dans la couche limite. Le modele est utilisé pour simuler
la chimie réactive des halogenes observée. Les résultats du modele, appliqué aux ob-
servations menées au printemps 2009 pendant la campagne de mesures OASIS (Ocean-
Atmospheric-Sea ice-Snowpack) a Utqiagvik, Alaska montrent que le chlore peuvent
étre confinés dans une couche atmosphérique tres fine prés de la surface, ce qui en-
traine un important gradient de réactivité chimique avec I’altitude. Deuxiemement, nous
avons appliqué le modele tridimensionnel WRF-Chem a I’étude des interactions entre les
halogenes, I’ozone et le mercure pendant le printemps arctique. Plusieurs développements

majeurs du modele WRF-Chem ont €té sont effectués dans cette these, notamment I’ ajout
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d’une nouvelle description chimique du mercure. Le modele a ensuite ét évalué avec
des données uniques du centre de I’Arctique, obtenues lors de 1’expédition 2020 de
MOSAIC (Multidisciplinary drifting Observatory for the Study of Arctic Climate). Les
résultats du modele ont montré que les émissions de brome et le recyclage de la neige
de surface et de la glace de mer sont nécessaires pour mieux représenter les événements
d’appauvrissement de I’ozone et du mercure. Nos travaux soulignent ainsi la nécessité
d’améliorer les descriptions des émissions de surface dans les modeles afin de représenter
avec précision la chimie de la couche limite en Arctique et fournissent une base pour les

développements futurs des modeles.

Mots clés: Chimie atmosphérique, Arctique, Halogeénes, Ozone, Mercure, Neige, Glace

de mer, Modélisation
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1. Introduction 2

General context

The Arctic is one of the most rapidly changing environments in the world and most prom-
inent examples of global climate change. Surface temperatures in the region are rising
two to three times faster than the global average, with sea ice extent quickly declining and
predicted to experience at least one ice-free September before 2050 (Lee et al., 2021).
Consequently, these changes are likely to: (1) reduce surface albedo via declining sea ice
and snow cover; (ii) increase the frequency of extreme events (e.g. wildfires); (iii) accel-
erate melting permafrost; (iv) increase anthropogenic emissions via shipping and resource
extraction; and (v) disrupt atmospheric chemistry cycles.

These changes have the potential to alter the chemical composition of the polar atmo-
sphere, with implications for Arctic pollution, air quality, and climate. In particular, ozone
and mercury pollution can detrimentally impact local ecosystems and human health, mak-
ing our understanding of the current and future state of the Arctic a major scientific and
policy issue (AMAP, 2021). Halogen chemistry (chlorine, bromine, iodine) is central
in determining the fate of both ozone and mercury in the atmosphere, yet, the effects of
future warming on halogen emissions and chemistry are difficult to predict. Chemical
transport models are useful tools for addressing such questions by exploring the complex
interconnected nature of the atmosphere. However, many models are currently unable
to represent key processes in the Arctic atmosphere due to simplified or missing model
descriptions. This thesis aims to address some of the current model deficiencies in the

representation of Arctic halogen, ozone, and mercury chemistry.
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1.1 Overview of the Earth’s atmosphere

Earth’s atmosphere is divided into several layers based on their unique chemical and phys-
ical characteristics. The lowest atmospheric layer is the troposphere, which can extend to
an altitude between 8—18 km from the surface, depending on latitude and season. Above
the troposphere is the stratosphere; this layer extends to an altitude of ~50 km. These
two layers are most important for atmospheric chemists as they hold over 99.9 % of
Earth’s atmospheric mass (Jacob, 1999). The lowermost portion of the troposphere that
is directly influenced by the planetary surface is known as the planetary boundary layer
(PBL). The height of the PBL can typically range between 100—2000 m, depending on the
atmospheric conditions (e.g. temperature, winds) and topographical features of the envir-
onment (Stull, 1988). PBL dynamics is important in modulating surface chemical con-
centrations, as it can determine the volume within which chemical species are dispersed.
During sunlit periods, solar radiation warms the surface generating turbulent eddies that
increase vertical mixing and the height of the PBL. In the absence of sunlight (e.g. at
night), atmospheric conditions become more stable due to cooling of the surface, which
dampens turbulent mixing and reduces the height of the PBL. Under these stable condi-
tions, chemical species can be trapped near the surface due to a suppression in vertical
mixing. This has important consequences for surface chemistry and air quality, as gases
and pollutants can accumulate near the surface.

Broadly, the chemical composition of the atmosphere is determined by the balance
between the rate of production versus the rate of removal for a particular chemical species.
At a given location, this can be described by four main processes: chemistry, transport,
emissions, and deposition. Chemical production (or loss) is governed by the availability
of reactants and by the atmospheric conditions (e.g. temperature, radiation). Transport
of air masses can redistribute long-lived chemical species globally. Emissions are influ-
enced by both natural and anthropogenic activity, releasing compounds directly into the
atmosphere. Deposition can remove species from the atmosphere, via both dry and wet
processes, and transfer these species to the ground. All of these terms can be expressed
mathematically in the form of the continuity equation (1.1), describing the conservation

of mass for a species, i (Jacob, 1999):
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aC;

=-V.F+P—L; 1.1
5 + (1.1)

where % is the change in concentration of species i with respect to time (¢), V- F is
the net flux in or out of a given volume, P; is the total production (sum of chemical
production and emissions), and L; is the total loss (sum of chemical loss and deposition).
The atmospheric lifetime (7) of a species, which is the average time a species remains in
the atmosphere, can be represented by its total atmospheric mass (M;) and the rate of its
production (or loss), as:

M; M;

T=—=—
P L

~

(1.2)

assuming steady state conditions (sources and sinks are equal) (Seinfeld and Pandis,

2006).

1.2 Specificities of the polar regions

The polar regions (Arctic and Antarctic) are cold and remote environments that exhibit
several unique characteristics, in terms of climate and geography, which distinguishes
them from other regions of the Earth. These distinct features have important implications
for polar atmospheric chemistry, the central research theme of this thesis. This thesis
will focus on the chemical processes occurring in the Arctic atmosphere, but, these cycles
are also equally relevant to the Antarctic. The key physical and chemical conditions that

characterize the Arctic and Antarctic are described below.

1.2.1 Physical and meteorological conditions

The Arctic region (defined as 60° N to 90° N) consists of the Arctic Ocean and is sur-
rounded by landmasses, whereas the Antarctic is a continent surrounded by ocean. A
large fraction of the Arctic Ocean is ice-covered year-round, with a maximum sea ice
extent during spring (March—April) and a minimum in autumn (September). Sea ice is a
crucial component of the cryosphere as it reflects visible radiation (due to high albedo),

modulates gas and heat exchange between the Arctic Ocean and atmosphere, and provides
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a surface for chemical reactions and re-emission of deposited chemical species. Total sea
ice extent has gradually declined over the past few decades, accelerated by rising global
temperatures, and is projected to be ice-free in the month of September before the end
of the 215 century (Lee et al., 2021). Figure 1.1 shows the rate of sea ice decline (in
September) over the past 40 years, declining at a rate of approximately 13 % per decade.
The reduction of Arctic sea extent has many far-reaching consequences on the global cli-
mate, such as the exacerbation of Arctic warming due to a reduction in surface albedo.
Arctic atmospheric chemistry is also affected by changes in emissions (e.g. increased
Arctic shipping, more open water emissions) and by a reduction in snow cover. Snow (on
land and sea ice) is a porous multiphase medium which can exchange trace gases between
the surface and the overlying atmosphere. It is a key component of the cryosphere as it
facilitates the production and release of a number of chemical species to the atmosphere.
One example is the formation of nitrogen oxides (NO,=NO+NO,) in the interstitial air
of surface snow, previously measured in the Arctic (Honrath et al., 1999, 2002). Many
chemical reactions within the porous snowpack, including NO, production, are driven by
photochemistry when sunlight resumes at the end of polar night (Bartels-Rausch et al.,

2014; Grannas et al., 2007).

Sea Ice Extent, Sep 2021

Northern Hemisphere Extent Anomalies Sep 1979 - 2021

1981-2010 mean = 6.4 million sq km
1980 1985 1990 1995 2000 2005 2010 2015 2020

slope = -12.7 + 2.0 % per decade
median ice edge 1981-2010 5

Total extent = 4.9 million sq km

Figure 1.1: (a) Monthly Arctic sea ice extent in September 2021. Magenta line indicates the 30-
year (1981-2010) median extent for September. (b) Time series of the mean Arctic
sea ice extent anomaly in September compared to the September 1981-2010 mean.
Image/photo courtesy of the National Snow and Ice Data Center, University of Color-
ado, Boulder.
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Because of the Arctic’s high latitude, the amount of available sunlight varies drastic-
ally depending on the season, with complete darkness during winter and all-day sunlight
in summer. The transition from polar night to polar sunrise in spring can have several
effects, including: changes in the surface energy budget, the initiation of photoactive pro-
cesses and chemistry, and impacts on boundary layer dynamics and atmospheric stability.
The cold climate and relatively homogeneous snow/ice surface of the polar regions can
often produce very stable conditions, known as surface temperature inversions (Anderson
and Neff, 2008). Temperature inversions are phenomena common to polar regions and
are present when there is a reversal of the adiabatic lapse rate, causing air temperature to
increase with altitude. This can occur when a warm air mass resides above a cooler one,
hindering vertical mixing between the two layers. Within the inversion layer, typically
10-100 m above the surface, conditions are stable further trapping pollutants and gases
very close to the surface. Another important feature of the Arctic is the presence of sea
ice leads and the impact they have on convective mixing of air masses. Leads are natur-
ally occurring cracks in sea ice that can cause large sensible and latent heat fluxes from
the sea ice surface to the atmosphere, due to temperature gradients between the warmer
ocean surface and cooler polar atmosphere. These temperature gradients cause strong
convective mixing in the atmosphere above the lead, resulting in strong ventilation of air
within the boundary layer. In such cases, air masses that are depleted in chemical species,
such as ozone or mercury, can be replenished by downward mixing of air from the free
troposphere, resulting in rapid changes in surface chemical concentrations (Moore et al.,

2014).

1.2.2 Arctic air pollution

A key difference between the Arctic and Antarctic is the proximity of the Arctic to the
surrounding landmasses, unlike the Antarctic which is surrounded by the Southern Ocean.
Anthropogenic emissions released from industrialized activities and open fires in the
Northern Hemisphere can therefore be transported long distances from the mid-latitudes
to the Arctic. This can bring large amounts of gaseous and particulate pollutants to the

Arctic, impacting local air quality. This is exemplified with the build up of Arctic haze;
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a fog-like accumulation of atmospheric aerosols (e.g. sulphate) and other air pollutants
(e.g. organic matter) which typically occurs during late winter/early spring (Quinn et al.,
2007). Local emissions are believed to be low compared to the pollution transported from
the mid-latitudes due to the remote nature of the Arctic. However, local sources such as
Arctic shipping routes can be an important source of local pollutants (e.g. NO,, sulphur
dioxide (SO,)) which are projected to increase as new shipping routes are made accessible
by the continuing decline of sea ice (Corbett et al., 2010; Mudryk et al., 2021; Stephenson
et al., 2018). Natural (re-)emissions from snow, sea ice, and the open ocean also contrib-
ute to the release of chemical species to the polar atmosphere, influencing surface layer
chemistry where most long-term Arctic observations are made. The combination of at-
mospheric conditions, chemical emissions, and transport result in atmospheric chemistry

cycles that are unique to the Arctic.

This thesis focuses on the chemical fate of two major pollutants: tropospheric ozone
(O3) and mercury (Hg). Tropospheric O3 (hereinafter referred to as ozone) is an important
greenhouse gas with a positive radiative forcing, estimated at approximately 0.40 W m 2
(Myhre et al., 2013). Oj is also a harmful air pollutant which can cause respiratory prob-
lems and affects millions of people globally each year (Anenberg et al., 2010). Mercury is
a toxic contaminant and a worldwide concern due to its adverse effects on human health.
Arctic communities and ecosystems are particularly vulnerable due to its bioaccumulation
in aquatic food chains (AMAP, 2015). In an effort to reduce human exposure to Hg, an
international agreement was reached in 2013 by the United Nations Environment Program
(UNEP) called the Minamata Convention on Mercury (United Nations Environment Pro-
gramme, 2013). This agreement was formally ratified in 2017 and aims to protect human

health and the environment by reducing emissions of Hg and Hg-containing compounds.

In the Arctic, the atmospheric cycles of both ozone and mercury are controlled by
halogens. However, the exact role that halogens play in these chemical cycles are still not
completely defined. As a result, it is currently difficult for models to accurately predict

the chemical transformations and lifetimes of ozone and mercury in the polar atmosphere.
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1.3 Arctic atmospheric chemistry

The chemical composition of the Arctic atmosphere is regulated by a combination of
chemistry, emissions, transport, and deposition. During spring, polar sunrise initiates
many photochemical reactions involving ozone, mercury, halogens, and NO,. These
chemical cycles ultimately impact the oxidative capacity of the atmosphere (HO, =
OH+HO,), controlling the chemical lifetimes of numerous trace gases. The coupled
nature between these reaction cycles is illustrated in Figure 1.2. Chemistry within the
troposphere can exhibit marked differences in behaviour compared to the stratosphere, as
each is subject to different atmospheric conditions (e.g. temperature, UV radiation). This
thesis is focused only on chemistry occurring within the troposphere. An overview of the
Arctic-relevant chemical cycles (bromine, chlorine, ozone, and mercury) investigated in
this thesis is given below. Examples of detailed reviews of Arctic atmospheric chemistry
can be found in Abbatt et al. (2012); Barrie and Platt (1997); Platt and Honninger (2003);
Saiz-Lopez and von Glasow (2012); Simpson et al. (2007, 2015). Note, although iod-
ine can also participate in these chemical cycles, it has not been addressed in this thesis.
Reviews for Arctic iodine chemistry can be found elsewhere (e.g., Carpenter, 2003; Saiz-
Lopez et al., 2012, 2014). Similarly, chemistry in the Antarctic is not discussed in this

thesis, however previous works are highlighted in the following sections where relevant.

1.3.1 Tropospheric ozone

Oj is one of the most studied compounds in the atmosphere for its role as both a green-
house gas and harmful air pollutant. Downward transport of stratospheric ozone is a
known source in the global tropospheric ozone budget (Shapiro et al., 1987). In addition,
O3 is chemically produced in the troposphere via reactions between NO, and volatile or-
ganic compounds (VOCs), released from anthropogenic emissions. This is estimated to
represent the main source of tropospheric O3 (Myhre et al., 2013). O3 is the major source
of hydroxyl radicals (OH); the primary atmospheric oxidant that determines the chem-
ical lifetimes of most species (Finlayson-Pitts and Pitts, 1999). OH radicals are produced

following the photodissociation of O3 under shortwave UV radiation:
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Figure 1.2: Simplified schematic of the Arctic chlorine, bromine, ozone, and mercury chemical
mechanisms investigated in this thesis. The species depicted in snow here are repres-
entative of gas-phase compounds in the interstitial air between snow grains.

03+ hy L0 6y 4 0, R1.1)
Oo('D) + H,0 — 20H (R1.2)

OH is highly reactive with an average chemical lifetime of 1-2 seconds in the troposphere
(Lelieveld et al., 2016). Key chemical reactions of OH include trace gases such as VOCs,

CHy, and carbon monoxide (CO), summarized by reactions (R1.3) and (R1.4):

RH + OH — R+ H,0, (R1.3)

R + 0, — RO, (R1.4)

where R represents a carbon chain (e.g. CH3). The products of this oxidation pathway are
peroxyl radicals (RO,), including the hydroperoxyl radical (HO,), which impact the over-
all oxidative capacity of the atmosphere. Under polluted conditions, emission-generated

NO, may react with RO, and HO, species to form tropospheric O3 (Crutzen, 1970). First,
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NO can be converted to NO, via reaction with HO, and regenerate an OH radical:

NO + HO, — NO, + OH (R1.5)

Photodissociation of NO,, under visible and ultraviolet radiation, then leads to the pro-

duction of O3, following reactions (R1.6) and (R1.7):

(A <430 nm)
~

NO, + hv NO + OCP), (R1.6)

oép) + 0, % 0, (R1.7)

where M is a third body (typically O, or N,). These reactions summarize the main pro-
cesses involved in the production of tropospheric ozone. As shown by reactions (R1.3)—
(R1.7), the rate of tropospheric ozone formation is largely determined by the abundance
of VOCs, NO,, and available sunlight. This is particularly important in polluted re-
gions, where emissions of ozone precursors are high, severely impacting local air quality.
In remote regions, such as the Arctic, long-range transport from the mid-latitudes and
stratosphere-troposphere exchange of O3 are the main sources of boundary layer ozone

(Liang et al., 2011).

1.3.2 Boundary layer ozone depletion

Background mixing ratios of O3 in the Arctic boundary layer range between 3040 parts
per billion by volume (ppbv or 10~° mol mol~!) during winter. In spring, O3 can exper-
ience periods of depletion to almost O ppbv (Barrie et al., 1988). These episodic events,
known as “Ozone Depletion Events” (ODEs), were first discovered in the Arctic in the
1980s and have since been regularly observed during spring (Barrie et al., 1988; Botten-
heim et al., 1986; Oltmans, 1981; Oltmans and Komhyr, 1986). In the Antarctic, boundary
layer ozone depletion was also observed to occur during austral spring, first reported in
the 1990s (Wessel et al., 1998). The onset of ODEs coincides with polar sunrise and their
duration and intensity can vary depending on both chemical (e.g. oxidant concentrations)

and physical factors (e.g. boundary layer stability). Numerous observations of ODEs
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have shown that these events can last anywhere between a few hours to several weeks
depending on the scale of depletion (Jacobi et al., 2010). Similarly, ODEs can extend sev-
eral hundreds of kilometers horizontally in the Arctic and up to 1 km vertically from the
surface (Ridley et al., 2003). During these events, an anti-correlation between ozone and
filterable bromine was first reported by Barrie et al. (1988), suggesting a halogen-driven
chemical mechanism to explain their occurrence. Many studies have since followed this
initial investigation, with strong evidence now attributing Arctic ODEs to halogen chem-

istry (Simpson et al., 2007).

1.3.3 Atmospheric mercury

Mercury is present globally and emitted to the atmosphere from natural sources (e.g. vol-
canoes) and anthropogenic activities (e.g. coal combustion, gold mining) (AMAP, 2011;
Lindberg and Stratton, 1998). Gaseous elemental mercury (Hg(0)), the main form of at-
mospheric Hg, is transported worldwide due to its relatively long atmospheric lifetime
(6 months to 1 year) (Selin, 2009). Hg(0) can be oxidized to divalent gaseous mercury
(Hg(II)) and particulate mercury (Hg(p)), which are readily deposited to environmental
surfaces (e.g. land, oceans) via dry and wet processes (Lindqvist and Rodhe, 1985; Lu
et al., 2001). Briefly, oxidation of Hg(0) to Hg(II) can be summarized by reactions (R1.8)
and (R1.9):

Hg(0)+ Y+ YHg!' (R1.8)

YHe'+ 7z s yHE'Z (R1.9)

where Y and Z = Br, Cl, OH. Determining the exact kinetics and speciation of these
reactions however is an ongoing research challenge (Subir et al., 2011). As a result, the
main oxidation pathway of Hg(0) globally remains a subject of discussion (Gustin et al.,

2015, 2021; Jaffe et al., 2014)
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1.3.4 Boundary layer mercury depletion

Similar to ozone, surface Hg(0) experiences depletion during spring in the Arctic bound-
ary layer, first observed in 1995 (Schroeder et al., 1998). Following this discovery, de-
pletion of boundary layer Hg(0) was also reported in the Antarctic during austral spring
(Ebinghaus et al., 1998). Background levels of Hg(0) in the Arctic are typically around
1.4 ng m~3 and depletion events are defined as Hg(0) concentrations below 1.0 ng m—>
(Cobbett et al., 2007; Steffen et al., 2005). Atmospheric mercury depletion events (AM-
DEs) are highly correlated and coincident with ODEs, implicating bromine as the major
oxidant driving Hg(0) depletion (Wang et al., 2019). During AMDESs, Hg(II) and Hg(p)
concentrations increase as Hg(0) is oxidized, simultaneously increasing the amount of
Hg deposited to the cryosphere (Steffen et al., 2014). Importantly, deposited Hg to snow
surfaces can be re-emitted back into the atmosphere (as Hg(0)) under sunlit conditions
(Durnford and Dastoor, 2011). Alternatively, Hg can remain within the snow and be re-
distributed to the Arctic Ocean during snowmelt. Here, it can be transformed into more
toxic forms such as methylmercury (MeHg); a highly toxic contaminant harmful to mar-
ine and human organisms (AMAP, 2015). The exact amount of Hg(0) re-emitted from
the Arctic snowpack is however uncertain, with estimates ranging between 40-90 % of
deposited Hg (Durnford and Dastoor, 2011). This large variability highlights the com-
plexity of Hg(0) re-emission from snow which can be influenced by several variables,
including: snow chemical composition, UV radiation, snow temperatures, and snow age
(Mann et al., 2014, 2015b, 2018). Changes in the Arctic climate could therefore impact
the Hg cycle, including its transfer to the Arctic Ocean and contamination of aquatic eco-
systems. A better understanding of the full polar mercury cycle is currently needed to

predict the long-term impacts of future warming on the fate of Arctic Hg.

1.3.5 Bromine chemistry

Bromine is considered to be the most well-understood halogen in Arctic atmospheric
chemistry, playing a central role in ODEs and AMDEs. The first measurements of brom-
ine monoxide (BrO), a key species in the bromine/ozone cycle, were made by Long Path-

Differential Optical Absorption Spectrometry (LP-DOAS) (Hausmann and Platt, 1994;
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Tuckermann et al., 1997). Instrumental techniques have since improved, enabling more
detailed investigations of bromine chemistry in the Arctic. Techniques including multi-
axis DOAS (MAX-DOAS) and chemical ionization mass spectrometry (CIMS) have been
employed at both ground-level and onboard aircrafts during many Arctic field campaigns
(e.g., Koo et al., 2012; Liao et al., 2011, 2012a,b; Neuman et al., 2010; Pratt et al.,
2013). These advances have allowed the characterization of more inorganic bromine spe-
cies (such as molecular bromine (Br,), hypobromous acid (HOBr), and bromine chloride
(BrCl)) at higher temporal resolution than previously possible (Foster et al., 2001; Liao
et al., 2012b; Spicer et al., 2002). This has enabled a more detailed understanding of
their diurnal profiles, revealing that Br, experiences a peak in concentrations at night,
before being photolyzed after sunrise (Liao et al., 2012b; McNamara et al., 2020; Wang
and Pratt, 2017; Wang et al., 2019). Satellite retrievals have also helped probe the spatial
distribution of Arctic bromine, particularly BrO, revealing a strong correlation between
BrO and sea ice cover (e.g., Bougoudis et al., 2020; Chance, 1998; Richter et al., 1998;
Salawitch et al., 2010; Wagner et al., 2001).

The springtime depletion of ozone and mercury by bromine can be summarized by
the following chemical reactions. First, the reaction cycle is initiated by photolysis of Br,

which has a very short photochemical lifetime (< 1 min):

Br, ™Y 2Br (R1.10)

Bromine atoms can then quickly react with O3 (forming BrO), or with Hg(0) (to form

Hg(II)):

Br+0; — BrO+0, (R1.11)
Br+ He(0) <X HeBr, (R1.12)
Br+ HgBr —— HgBr,, (R1.13)

BrO can further react with HO, to produce HOBr which is an important species involved

in the autocatalytic regeneration of Br,:

BrO +HO, — HOBr+ 0, (R1.14)
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HOBr may be photolyzed to reform Br atoms whilst also converting one HO, molecule
to OH: N
HOBr ~% Br+ OH (R1.15)
Under high BrO concentrations, BrO can self-react to reform Br,, restarting the reaction
cycle:
BrO+BrO—>Br2+02 (R116)
Alternatively, under high NO, conditions, reaction between BrO and NO, can result in

the formation of bromine nitrate (BrONO,):

BrO 4+ NO, —+ BrONO, (R1.17)

Recycling of reactive bromine on surfaces is crucial in sustaining high bromine concen-
trations which allows the depletion of ozone and mercury to proliferate. This recycling
occurs via reactions (R1.18) and (R1.19), where HOBr and BrONO, activate aqueous

bromide on salty surfaces (e.g. snow, sea ice, aerosols):

surface

HOBr(g) + Br(;q) + H(;q) —_— Brz(g) + HZO(I) (R118)
BrONOy g + Brizg) — s Bry(q, + NO5 (R1.19)

These reactions release two bromine atoms (as Br,) into the atmosphere, resulting in an
exponential increase in reactive bromine concentrations (Simpson et al., 2007). This is
known as the “bromine explosion” and it is the reason why reactive bromine concentra-
tions are sustained in the Arctic atmosphere capable of depleting ozone and mercury to
near-zero levels.

The source of bromine in the Arctic originates from seawater containing bromide
(Br"), which is transferred onto on snow, sea ice, and aerosols. This is then activated
and released to the atmosphere as Br,, following reactions (R1.18) and (R1.19). Whilst
several different bromine activation mechanisms have been proposed, all methods involve
heterogeneous surface reactions, converting Br™ into reactive bromine. Surfaces involved
in bromine recycling and activation include surface snow on land and sea ice, blowing

snow, and aerosols. The amount of bromine released to the atmosphere is dependent on
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several physical and chemical conditions. Firstly, surfaces must be acidic and enriched
with bromide, as reaction (R1.18) exhibits a strong pH dependence, shown by previous
laboratory and field experiments (Abbatt et al., 2012; Pratt et al., 2013; Wren et al., 2013).
The initiation of the bromine chemical cycle is driven by photochemistry, therefore, the
amount of available solar radiation will strongly influence bromine emissions. Laborat-
ory and field experiments have shown a strong correlation between solar radiation and
bromine production, with peak production under irradiated conditions (Custard et al.,
2017; Pratt et al., 2013; Wren et al., 2013). The presence of ozone gas in snow was also
shown to increase Br, production in these same studies. This is consistent with the brom-
ine chemical mechanism as higher ozone concentrations would favour the formation of
BrO, sustaining bromine recycling through the bromine explosion. In addition, surface
observations of BrO in the Arctic have indicated a negative correlation between temper-
ature and BrO abundance (Burd et al., 2017). Measurements suggested that recycling and
emission of BrO can occur up to temperatures of 0 °C, but above freezing, BrO recyc-
ling is hindered due to the onset of snowmelt. The physical properties of the snowpack
(e.g. morphology, liquid water content, gas transport and ventilation) may also impact the
release of bromine to the atmosphere, however, their impacts on bromine emissions are
still poorly understood (Bartels-Rausch et al., 2014). Boundary layer stability is another
important factor that can impact the vertical distribution of bromine (Anderson and Neff,
2008). Stable atmospheric conditions (e.g. low-level temperature inversions) can concen-
trate reactive bromine close to the ground, limiting its transport to the free troposphere

(Peterson et al., 2015; Simpson et al., 2017).

1.3.6 Chlorine chemistry

The bromine and chlorine cycles operate in conjunction and are directly linked through
interhalogen reactions, and, indirectly via their impacts on the oxidative capacity (see
Figure 1.2). Chlorine plays a different role to bromine in the Arctic, with only a minor
contribution to surface ozone depletion in the boundary layer (Platt and Honninger, 2003).
The main source of atmospheric chlorine is from oceanic sea salt, in the form of chloride

(CI™), activated on surfaces. Chloride is present in greater quantities than bromide in sea
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salt, and can react with inorganic bromine (e.g. HOBr) promoting the formation of BrCl

on surfaces (Simpson et al., 2007):

surface

HOX ) + Y(ag) + Haag) — XY (g +H20y (R1.20)
_ + surface _
XONOz(g) + Y(aq) + H(aq) e XY(g) +NO3(aq) (R121)

where X and Y = Br or Cl. Once BrCl is formed, it can be readily photolyzed releasing
both Br and Cl atoms to the atmosphere (R1.22), or react on surfaces to produce Br,

(R1.23) (Hu et al., 1995):

BrCl Y~ Br+Cl (R1.22)
_ surface _
BrCl(g) + Br(aq) _— Brz(g) + Cl(aq) (Rl 23)

Under polluted conditions, reactive nitrogen species (e.g. dinitrogen pentoxide (N,Os))
may also activate chloride by forming nitryl chloride (CINO,) which is an important
nighttime reservoir and Cl precursor (McNamara et al., 2019). This reaction is as fol-

lows:
N205 + Cl(gq) — C1N02 + NO?:(aq) (Rl 24)

The production of Cl atoms in the Arctic is dominated by Cl, and CINO, photolysis:

cl, s 2c1 (R1.25)
CINO, s C1+NO, (R1.26)

Importantly, Cl atoms are highly efficient atmospheric oxidants, reacting with VOCs and
CH, up to three orders of magnitude quicker than the more abundant OH radical (Atkinson
et al., 2006). This makes chlorine an important reactive species even in low quantities.
Measurements at Utqiagvik, Alaska revealed that Cl, concentrations could sometimes
reach as high as 400 pptv (parts per trillion by volume or 101> mol mol~!) during spring

(Liao et al., 2014). VOC oxidation by CI results in the formation of RO,, ultimately
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impacting HO, concentrations and the oxidative capacity of the atmosphere:

Cl+RH —22, RO, + HCI (R1.27)

Production mechanisms of Cl, are analogous to Br,, with surface observations in
the Arctic indicating a strong correlation to ozone and sunlight, suggesting both are pre-
requisites for Cl, production (Custard et al., 2016, 2017; Liao et al., 2014). Cl, has a
slightly longer photochemical lifetime than Br, (approximately 10 minutes), resulting in
distinct differences between their respective diurnal profiles. Arctic surface Br, measure-
ments have recorded maximum Br, concentrations at night and a minimum during the
day, whilst Cl, exhibits the inverse diurnal profile (daytime maxima and nighttime min-
ima) (Custard et al., 2016; Liao et al., 2012b, 2014; McNamara et al., 2019; Wang and
Pratt, 2017). Measurements of inorganic chlorine species in the Arctic are still relatively
rare, with open questions regarding their vertical and spatial distribution in the Arctic

boundary layer.

1.4 Atmospheric chemistry modelling

In remote regions (such as the Arctic), measurement data can often be sparse or in-
complete, and chemical transport models can help us to predict the composition of the
atmosphere. Specifically, CTMs are helpful in understanding the complex interactions
between competing processes and the non-linear feedbacks present in atmospheric chem-
istry cycles, such as the bromine explosion. Models are fundamentally based on math-
ematical expressions of atmospheric processes, designed to quantitatively understand the
evolution of chemical concentrations with time. This is done by numerically solving the
continuity equation (1.1) to simulate the changes in production, loss, and transport, of a

chemical species.

Atmospheric chemistry models represent the Earth (or regions of the Earth) in smal-
ler boxes (grid cells) and can operate on different spatial and temporal timescales. One
way to classify atmospheric models is according to their dimensionality (i.e. the number

of dimensions in which a computed variable is a function of). Box models (0-D), column
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models (1-D), and regional/global models (3-D) differ fundamentally in the complexity
of their descriptions of an atmospheric system, resulting in different uses and applications
(Figure 1.3). As the dimensions and size of a model domain increases, the number of
processes to be resolved grows drastically, increasing the computational cost of a model
simulation. Descriptions of processes in models are therefore often simplified or approx-
imated through model parameterizations, as a way of reducing the overall computational
load. Consequently, there is always a trade-off between model complexity and computa-

tional cost that must be considered before any modelling exercise.

Time scale
4 . g
Centuries Atmospheric General circulation
chemistry models model
Z
Years
Months é Regional model
- Column model
Box 7,
geconds model % //
Local Regional Global Spatial
(0-10km) (~10 - 100 km) (> 100 km) scale

Figure 1.3: Types of atmospheric chemistry models and examples of their typical use cases.

The underlying framework of CTMs can be characterized by two main categories:
Eulerian and Lagrangian models. Both types of models are used in this thesis and are
briefly described below. Eulerian models use a fixed coordinate system in which the
atmosphere is divided into grid cells stationary in space. Chemical concentrations are
computed in each model grid cell (assumed to be well-mixed within a grid cell) and trans-
ported in and out of each cell at the cell boundaries. These types of models are generally
used for large-scale climate applications and atmospheric chemistry studies. On the other
hand, Lagrangian models (also known as trajectory or particle dispersion models) employ

a moving frame of reference, in which air parcels are tracked over time. These mod-
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els simulate chemical concentrations as infinitesimally small air parcels moving through
space continuously. One advantage of Lagrangian models is the ability to accurately
simulate advection as there is no numerical diffusion, unlike in Eulerian models. This
preserves sharp gradients of species (e.g. within a plume) whereas these gradients are
smoothed out in Eulerian models. Conversely, Eulerian models are often computationally
less expensive than Lagrangian models (depending on the application and model resolu-

tion).

In this thesis, a combination of modelling tools are used, including: Lagrangian mod-
elling (Chapter 3), 1-D modelling (Chapter 4), and 3-D regional modelling (Chapter 5).
These models were specifically chosen to address particular aspects of the polar atmo-
spheric chemistry cycles, from surface snow chemistry and emissions, to regional scale

chemistry and air mass transport.

1.4.1 State-of-the-art in Arctic atmospheric chemistry modelling

Many models that exist today offer differing insights into the behaviour of physical and
chemical processes due to differences in model descriptions and complexity. It is there-
fore important to first assess the current state-of-the-art in atmospheric chemistry mod-
elling to identify model shortcomings and limitations. At the start of this thesis pro-
ject, many models still struggled to accurately represent key aspects of polar atmospheric
chemistry. For example, model predictions of boundary layer ozone in Arctic spring can
be incorrect due to missing or simplified descriptions of bromine chemistry and emis-
sions (Monks et al., 2015). No regional model using both surface snow and blowing snow
emissions of Arctic bromine could be found prior to the beginning of this thesis. This
motivated the study of Marelle et al. (2021), in which I jointly collaborated, to develop a
regional model with descriptions of both bromine emission mechanisms and study their
combined impact on Arctic ozone. Additionally, the effects of using hourly-calculated
bromine oxidant concentrations on polar springtime mercury chemistry have seldom been
explored. This research gap was one of issues addressed in this thesis (presented in

Chapter 5).

Model intercomparison studies are extremely valuable in providing comprehens-
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ive assessments of the current state-of-the-art and highlighting key model deficiencies.
For example, the POLARCAT Model Intercomparison Project (POLMIP) evaluated 3-D
model representation of Arctic atmospheric chemistry, motivated by a growing number
of observations in the Arctic (Emmons et al., 2015). In total, 11 global and regional
chemical transport models were evaluated against ground-based, aircraft, and satellite ob-
servations. Large differences were found between models in the concentrations of reactive
nitrogen species (NOy) and VOCs, which were often negatively biased and therefore un-
derestimated ozone formation in the troposphere. Furthermore, a comparison of surface
ozone concentrations revealed most models failed to capture ODEs during spring, as a res-
ult of missing/simplified descriptions of halogen chemistry and emissions (Monks et al.,
2015). Another example is the assessment of aerosols in atmospheric models, conducted
as part of the AeroCom project. Clouds and aerosols are two of the largest uncertainties
in atmospheric models, with important impacts on the global radiative balance. Aero-
sol chemistry is also an essential component of halogen activation and chemistry during
polar spring (Abbatt et al., 2012). Currently, model predictions of Arctic aerosols show
large inter-model variability due to differences in model descriptions of aerosol processes

(Sand et al., 2017).

Similarly, model representation of mercury chemistry in global models was recently
evaluated against a network of ground-based observations (Angot et al., 2016; Travnikov
et al., 2017). This work was conducted as part of the Mercury Modeling Task Force under
the Global Mercury Observation System (GMOS) project. In the model evaluation of An-
got et al. (2016), four contemporary mercury models (ECHMERIT, GEM-MACH-HG,
GEOS-Chem, GLEMOS) were evaluated with monthly-averaged surface mercury meas-
urements in the polar regions. Results showed that models were generally able to capture
the annual cycle of mercury in the Arctic. However, model performance in spring is dif-
ficult to assess, due to the use of monthly-averaged data which hides the daily variations
of mercury during AMDESs. This is crucial as spring is when most atmospheric Hg is
deposited to the cryosphere (Steffen et al., 2014). In addition, most mercury models are
currently faced with the limitation of using monthly mean oxidant concentrations (e.g.

Br), which neglects the diurnal variability of these species needed to accurately simulate
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mercury oxidation chemistry.

Lower dimensional models (e.g. box models and column models) have also been use-
ful in investigating small-scale processes, such as snow chemistry and snow-atmosphere
exchange of trace gases. Specifically, these types of models have been used to understand
how Arctic snow acts as a chemical source of NO, and halogens, to complement surface
chemical measurements (e.g., Custard et al., 2015; Thomas et al., 2011, 2012; Thompson
et al., 2015; Toyota et al., 2014b; Wang and Pratt, 2017; Wang et al., 2020). However,
due to the complexity of the snowpack and uncertainties surrounding snow chemistry
and transport, developments of fully coupled snow-atmosphere models have been lim-
ited (Domine et al., 2013). Continued model developments are therefore necessary to
improve the representation of physical (e.g. snow-atmosphere exchange) and chemical
(e.g. halogen emissions and chemistry) processes in the Arctic. More specifically, these
improvements are needed to refine our understanding of how the interconnected cycles of

halogens, ozone, and mercury operate during Arctic spring.

1.5 Objectives of this thesis

There are several knowledge gaps that remain to be addressed regarding the coupled Arc-
tic halogen, ozone, and mercury cycles. In this thesis, I focus on developing our under-
standing of these cycles by using a combination of chemical transport modelling tools
to study the relevant emission, chemical, and transport processes in the Arctic. Efforts to
address these knowledge gaps are crucial for better understanding cryosphere-atmosphere
interactions, and predicting the impacts of a warming climate on Arctic atmospheric

chemistry. Specifically, I aim to answer the following questions:

1. Using Lagrangian transport models, what can we learn about the geographical ori-
gin and transport pathways of observed ozone-depleted and mercury-enriched air
masses in the Arctic? What is the influence of exposure to sea ice on atmospheric

mercury and ozone?

2. What are the quantifiable impacts of halogen emissions from snow on boundary

layer chemistry and oxidative capacity? What combination of emissions, chemistry,
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and transport can explain surface chlorine and VOC observations in the Arctic?

3. What is the vertical extent of bromine and chlorine chemistry in the Arctic boundary

layer?

4. Can regional modelling be used to accurately represent springtime ozone and mer-

cury depletion events in the central Arctic on an hourly timescale?

5. How does mercury redox chemistry impact deposition rates in the Arctic? What are

the relative amounts of mercury re-emission and retention in the Arctic snowpack?

To answer these research questions, two main modelling tools (1-D and 3-D models)
have been developed and used in this work, described in Chapter 2. Chapter 3 presents
an investigation of ozone transport and mercury emission sources using trajectory mod-
elling, based on measurements from two different Arctic campaigns. In Chapter 4, 1-
D modelling is used to study the impact of halogen emissions from snow on boundary
layer chemistry. The model is evaluated with field measurements from the spring 2009
OASIS (Ocean-Atmosphere-Sea Ice-Snowpack) campaign at Utgiagvik, Alaska. Chapter
5 presents a regional Arctic modelling study, using a 3-D model developed in this thesis,
to explore the coupled chemical cycles of bromine, ozone, and mercury. Model perform-
ance is assessed with measurements made in the central Arctic during the 2020 MOSAIiC
(Multidisciplinary drifting Observatory for the Study of Arctic Climate) expedition. Fi-

nally, the conclusions and future perspectives are discussed in Chapter 6.
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Introduction

Predicting changes in the chemical composition of the atmosphere can be achieved by
using chemical transport models. Atmospheric models are particularly suited to con-
sidering many processes simultaneously and assessing their combined impact on atmo-
spheric composition. Their widespread usage has enabled advancements in many areas
of atmospheric chemistry research, including air quality prediction and in complement-
ing measurement-based studies. As discussed in Chapter 1, different types of models
possess distinct strengths and limitations, often characteristic to their foundational frame-
work. The choice of an atmospheric chemistry model is therefore largely dependent on
the research question(s) to be investigated.

A central research theme to this thesis is boundary layer chemistry in the Arctic.
As our understanding of certain boundary layer processes grows (e.g. chemical emis-
sions, reactivity, transport), this necessitates model developments to improve the repres-
entation of these processes. In this thesis, a combination of one-dimensional (1-D) and
three-dimensional (3-D) models are developed and used to address the research object-
ives mentioned in Chapter 1. Specifically, 1-D modelling is used to study near-surface
halogen emissions and reactivity, and 3-D modelling is used to investigate the regional
impacts of springtime halogen chemistry on mercury and ozone. This chapter describes

the two main atmospheric chemistry models developed and used in this thesis.

2.1 One-dimensional column modelling

Column models (or 1-D models) calculate chemical concentrations with respect to time
in the vertical dimension, assuming horizontally homogeneous layers. A key advantage
of one-dimensional modelling is the high vertical model resolution, which can resolve
processes at a much finer resolution than regional or global models at a lower computa-
tional cost. The vertical resolution of 1-D models can range from as low as the centimetre
scale up to the kilometre scale. These models are therefore useful for studying fine-scale

processes and for developing parameterizations to be incorporated into 3-D models.

A number of 1-D models have been developed and applied to a broad range of re-
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search questions to better understand different components of atmospheric chemistry. For
example, the 1-D model MISTRA has been used in several studies, exploring topics such
as marine boundary layer chemistry (von Glasow et al., 2002a,b), volcanic plume mod-
elling (Aiuppa et al., 2007), and snow-atmosphere chemical interactions in the Arctic
(Thomas et al., 2011, 2012). Another example is the 1-D model PHANTAS, developed
to study air-snow chemistry and exchange processes in the polar boundary layer (Toyota

et al., 2014b,a).

In this thesis, the Platform for Atmospheric Chemistry and Transport in One-
dimension (PACT-1D) model is developed to investigate the impact of halogen emissions
from snow on springtime boundary chemistry in the Arctic. Specifically, the model is
used to study atmospheric chemistry during the OASIS 2009 measurement campaign at
Utqgiagvik, Alaska. One of the reasons for using a 1-D model in this work was to provide
flexibility in developing parameterizations of halogen emissions by performing numerous
model simulations. This is something that can be done efficiently with a 1-D model at
much lower computational cost than in a 3-D model. Consequently, the model paramet-
erizations derived from the 1-D model can later be applied and tested in regional/global

models.

2.1.1 Platform for Atmospheric Chemistry and Transport in One Di-
mension (PACT-1D) model description

PACT-1D is a vertical column model which solves both chemical kinetics and vertical
transport with time. This is done by numerically solving the continuity equation (equa-
tion 1.1). Chemistry is calculated online in the model and the atmospheric physics and
dynamics are provided as inputs. The first description and use of PACT-1D can be found
in Tuite et al. (2021), which investigated surface nitrous acid (HONO) formation chem-
istry in Pasadena, California. PACT-1D is an open source model and publicly available
at Ahmed et al. (2022b) (https://doi.org/10.5281/zenodo.6045999). Several pro-
cesses are considered by the model, including: (i) gas-phase chemistry (including pho-
tolysis), (ii) heterogeneous chemistry on aerosols, (iii) vertical diffusion, (iv) deposition,

and (v) chemical emissions.
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The gas-phase chemical mechanism is based on the Regional Atmospheric Chem-
istry Mechanism version 2 (RACM?2) (Goliff et al., 2013). This mechanism lists the
set of chemical species, reactions, and rate expressions to be simulated by the model.
PACT-1D uses the Kinetic PreProcesseor (KPP) to compute the kinetic rates of all gas-
phase reactions and is done on a separate internal timestep (Sandu and Sander, 2006).
Photolysis rates are provided as inputs to the model, derived from external model out-
put, which are then passed to KPP. For example, the Tropospheric Ultraviolet-Visible
(TUV) radiation model is one such model which calculates photolysis rate coefficients
for different photodissociation reactions (https://www2.acom.ucar.edu/modeling/
tropospheric-ultraviolet-and-visible-tuv-radiation-model). These values
are calculated in TUV based on user input (e.g. location, time, surface albedo) to capture

the atmospheric conditions for the radiation calculations.

In addition, PACT-1D considers both non-reactive uptake of gases to aerosols and
heterogeneous surface reactions on aerosols. The model does not explicitly solve aerosol
physics and therefore considers heterogeneous reactions as surface reactions, with aerosol
concentrations and radii provided as inputs. Reactive uptake rates of gases to aerosols are

described in the model following equation (2.1):

1
khet = ZSvyJ 2.1

where ke 1s heterogeneous reaction rate, S is the aerosol surface area (assuming perfectly
spherical aerosol droplets), v is the mean molecular speed, 7 is the reactive uptake prob-
ability, and J is a correction factor for diffusion limitations of gas molecules close to the
aerosol surface. Aerosol surface area is calculated based on the mean aerosol radius and
number concentration, which is provided as input to the model. J is calculated according

to Fuchs and Sutugin (1971), as:

0.75y(1 + Kn)
J— 2.2)
Kn?+Kn+ (0.283Kn x y) +0.75y

where Kn is the Knudsen number which represents the ratio of the mean free path to the

aerosol radius.
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Vertical transport of gases is solved numerically using the Crank-Nicolson method,

following equation (2.3) (Brasseur and Jacob, 2017):

d 1 d

d
Ec(i,z,t) = ma—z (p(i,z,t)KD(i.,z,t)a_zc(i,z,l)> +Rii1) (2.3)

where C; . ) is the concentration of species i at altitude z and time 7, p; ., is the air

density, Kp(; ) is the sum of eddy diffusivity (K, ) and molecular diffusion (D).
and R(; 1 ;) 1s the loss of species in the lowest model level (deposition). Vertical exchange
(eddy diffusion) coefficients, K, ), are also provided as model input from surface meas-
urements or parameterizations, which vary with altitude and time. One approach to es-
timate K is based on the first-order parameterization of Pielke and Mahrer (1975), which
has been applied in previous 1-D modelling studies (Cao et al., 2016; Herrmann et al.,
2019),. This parameterization uses an empirical polynomial equation, described by equa-

tion (2.4):
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In equation (2.4), L is height of the boundary layer and L is the height of the surface
layer (assumed to be 10 % of the boundary layer height). L (and Ly) can be estimated
using different parameterization schemes (e.g. Pollard et al., 1973; Zilitinkevich et al.,
2002; Zilitinkevich and Baklanov, 2002; Neff et al., 2008) or based on measurement data
(e.g. turbulent flux measurements). Kg; is the estimated turbulent diffusion coefficient
at the top of the surface layer, calculated as Kg; = ku.Lo, where Kk = 0.41 is the von
Karman constant and u, is the friction velocity. Kr7 is the turbulent diffusion coefficient
in the free troposphere, assumed to be constant and equal to 1.0 cm? s~!. In the lowest

model levels near the surface (e.g. below 1 m), K, is set close to the molecular diffusion
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coefficient (~ 0.1-0.01 cm? s~!). Snowpack chemistry is not explicitly described in this
version of the model and is simplified using parameterizations for surface snow emissions

and recycling reactions. This is described in more detail in section 2.1.2.

Deposition to the surface (R in equation (2.3)) is treated by calculating the molecular
collisions of each species with the ground and applying a non-reactive uptake probabil-
ity (a). This approach allows the deposition rates of different species to be calculated
without prescribing a deposition velocity. Chemical emissions (E(,-m)) are provided as
input to the model, for specific model levels and times. Emissions can therefore be ap-
plied for specific species, varying with altitude and time. More complex descriptions of
surface chemistry and emissions can also be specifically developed using a parameterized

approach, as is presented in this work (see section 2.1.2).

PACT-1D is based on a modular framework with options for different routines (e.g.
vertical diffusion, halogen chemistry, chemical timestep, model output frequency), allow-
ing for routines to be easily activated or deactivated between different model simulations.
One benefit of this modular system is that sensitivity analyses can be performed effi-
ciently without major changes to the model code. Another advantage is that PACT-1D
can be configured to run as a 0-D box model, by simply deactivating the vertical diffusion

routine, for particular case studies.

2.1.2 PACT-1D model developments

Prior to this work, no publicly available 1-D model existed that was capable of address-
ing the research questions posed in this thesis. Furthermore, the version of PACT-1D
available at the start of this thesis did not include key model capabilities for studying
halogen surface chemistry. A number of developments were therefore first made to the
PACT-1D model code for the purposes of this investigation. Mainly, the developments
involve the addition of a new halogen chemical mechanism and a surface snow emis-
sion parameterization for molecular halogens (Cl, and Br,). Some additional technical
modifications were also performed to modularize the code and improve usability, but,
discussion of these updates are excluded from here. All model developments made

in this work are included in the public version of the code at Ahmed et al. (2022b)
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(https://doi.org/10.5281/zenodo.6045999).

Halogen gas-phase and heterogeneous chemistry

Gas-phase chlorine and bromine reactions were added to the existing PACT-1D chem-
ical mechanism, via KPP. Chemical rate expressions for these new reactions were ob-
tained from IUPAC (2009) and Burkholder et al. (2019). In total, 63 gas-phase halo-
gen reactions (including 13 photolysis reactions) have been included in this work. As
previously described, photolysis rates are calculated outside of PACT-1D, using the
TUV model, before being passed into KPP. The TUV model was also updated to cal-
culate photolysis rates of particular halogen reactions (not described here). Heterogen-
eous surface reactions of halogens on aerosols are also added to the model (14 reac-
tions). The reactive uptake coefficients (¥ in equation (2.1)) for these reactions are based
on recommended values obtained from IUPAC (2009) and Burkholder et al. (2019).
In some cases, the range of values reported for ¥ may be large depending on factors
such as the surface type and temperature. In these cases, values of ¥ were chosen
for low temperatures appropriate for snow/ice surfaces (where possible). More de-
tails are provided in Chapter 4 and in the model mechanism at Ahmed et al. (2022b)
(https://doi.org/10.5281/zenodo.6045999).

Deposition of halogens

Dry deposition is calculated by considering the number of molecular collisions of each
gas with the surface. Deposition of 8 halogens species is added to the model, treated
by assuming a non-reactive uptake to snow and ice surfaces. The mass accommodation
coefficient () is used to estimate the efficiency of non-reactive uptake to surfaces for
each particular species, set using values from Burkholder et al. (2019). Values of o are
added for the following species: Cl,, HOCI, HOBr, BrONO,, CIONO,, BrCl, HCI, and
BrCl. These values are listed in the model code at Ahmed et al. (2022b) (https://doi.
org/10.5281/zenodo.6045999).
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Emissions and recycling of halogens

Emissions of molecular halogens have been measured from the Arctic snowpack and were
found to depend on several factors. There is strong evidence that emission from snow
is driven by solar radiation, with peak emissions under irradiated conditions, reported in
both field and laboratory studies (Custard et al., 2017; Pratt et al., 2013; Wren et al., 2013).
The presence of ozone gas within the snow was also found to favour the production and
release of halogens, likely through the halogen explosion mechanism. Additionally, lower
pH values in snow have shown enhanced halogen production, indicative of heterogeneous

halogen recycling (Abbatt et al., 2012; Pratt et al., 2013; Wren et al., 2013).

Emissions and recycling of chlorine and bromine from surface snow are added to
PACT-1D following two methods. First, primary emissions of Cl, and Br, are described
based on available solar radiation and ambient ozone concentrations. As mentioned, these
two variables have been shown to be highly correlated with surface emissions of mo-
lecular halogens from snow (Custard et al., 2017; Pratt et al., 2013; Wren et al., 2013).
Second, recycling and re-emission of Cl, and Br, on the surface is included, following the
deposition of reactive halogen species (HOX and XONO,, where X = Cl, Br). A surface
heterogeneous conversion probability is applied for this recycling, with the sensitivity
of the chosen values explored in Chapter 4. The exact parameterizations used for these

surface halogen emissions are described in detail in Chapter 4.

2.2 Three-dimensional regional modelling

Developments in 3-D atmospheric modelling have increased the number and complexity
of processes considered in models, advancing our knowledge of the coupled Earth climate
system. 3-D models are among the most sophisticated chemical transport models, cap-
able of simulating atmospheric chemistry and dynamics simultaneously over the entire
globe. These models are fundamentally based on the same general form of the continuity
equation (equation (1.1)), with added terms to represent the treatment of advection and

turbulent transport.

Broadly, 3-D atmospheric chemistry models are designed in two main configura-
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tions. Models that do not generate their own meteorological variables (e.g. winds, temper-
ature, humidity) and use data from external meteorological models are known as “offline”
models. In contrast, models that resolve meteorology by numerically solving equations
for conservation of mass, momentum, and energy, (together with the chemistry) are re-
ferred to as “online” models. The advantage of online models is that the interactions
between chemistry and dynamics are fully coupled and accounted for (e.g. the impacts of

aerosol concentrations on radiative transfer and cloud formation).

3-D models also vary in terms of their horizontal resolution, applicable to local,
regional, and global scale applications. For investigations focused on a particular loca-
tion of Earth, regional models can be an ideal choice for these research problems. This
is because regional models are able to simulate highly resolved processes (e.g. aerosol
chemistry) at lower computational cost than global models. In addition, regional models
are typically capable of higher vertical resolution compared to global models, simulating
as many as tens of model levels within the planetary boundary layer which is important
for representing near-surface processes. In the case of simulating Arctic boundary layer
chemistry, a detailed representation of both chemistry and dynamics is needed, at a suffi-
cient horizontal and vertical model resolution. For these reasons, an online 3-D regional

model was chosen to address the research objectives of this thesis.

2.2.1 Weather Research and Forecasting (WRF) model

The Weather Research and Forecasting model (WRF) is the core 3-D model used in this
thesis. WREF is a mesoscale meteorological model developed and maintained by the US
National Oceanic and Atmospheric Administration (NOAA), in collaboration with other
global research institutes and organizations (Grell et al., 2005). The model is a numerical
weather prediction system, designed for both operational forecasting and for atmospheric
research applications. WRF has been widely used in many different studies within the
atmospheric research community. The model is based on two dynamical cores which deal
with the meteorological and physical processes; the Advanced Research WRF (ARW)
core and the Nonhydrostatic Mesoscale Model (NMM) core (Skamarock et al., 2019).
The work presented in this thesis is based on the WRF ARW core.
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The framework of WREF is highly modular, with options for different meteorolo-
gical schemes (e.g. boundary layer, microphysics, radiative transfer) defined within sub-
routines. The WRF model grid uses a terrain-following coordinate system (or sigma
coordinate), based on user-defined pressure levels, which allows the model to conform
to the surface terrain. Initial and boundary conditions for meteorology are provided to
WREF from analyses (e.g. National Centers for Environmental Prediction (NCEP) Final
Analysis (FNL) data), reanalyses (e.g. ECMWF Reanalysis version 5 (ERAS)), or other
model output (e.g. global models). These input data are often on a coarser resolution
than the desired model resolution of the WRF grid. Dynamical downscaling is technique
used by many high resolution regional models, such as WRE, to extrapolate these coarsely
resolved meteorological data to finer spatial resolution. Meteorological conditions from
such datasets may also be used to gently force the dynamical model variables toward a
physical reference state (i.e. the forcing dataset). This technique provides a more real-
istic representation of the atmospheric conditions and is common amongst CTMs, known
as “nudging” or “Newtonian relaxation”. Two types of nudging can be employed by the
WRF model; grid nudging and spectral nudging. Grid nudging is a processes in which for-
cing is applied in every grid cell toward the reference state (Stauffer and Seaman, 1990).
Alternatively, spectral nudging allows forcing to be applied only on the large-scale pro-
cesses, whilst maintaining small-scale variability (von Storch et al., 2000). The model
may also be run in a configuration without nudging toward any pre-defined meteorology;

this is known as a “free-running” simulation.

Meteorological model setup

The selected meteorological options for simulations performed in this thesis have been
chosen based on previous testing of boundary layer representation in the Arctic (Marelle
et al., 2017, 2021), and are described below. To model the entire Arctic, a horizontal
model resolution of 100x 100 km is used, with a vertical resolution of 72 levels, up to
50 hPa. This work uses NCEP FNL (National Centers for Environmental Prediction,
2000) to initialise the model and to constrain the lateral boundaries for meteorological

variables (e.g. air temperature, humidity, winds). NCEP FNL data is provided on a 1x1
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degree grid, and boundary conditions of these input data are updated in WRF every 6
hours. Spectral nudging is applied within and above the boundary layer in WRF, nudged
towards NCEP-FNL data. A dynamical timestep of 5 minutes is used for the simulations

in this work.

To compute vertical mixing and boundary layer stability, the Mellor—Yamada Na-
kanishi Niino Level 2.5 Scheme (MYNN2, Nakanishi and Niino (2009)) is used together
with the MYNN surface layer scheme (Nakanishi, 2001). Additionally, land surface pro-
cesses are represented by the unified Noah Land Surface Model (Noah-LSM). Noah-LSM
is responsible for computing land-based variables such as soil moisture, skin temperature,
and snowpack depth to improve predictions of the land-atmosphere interactions (Tewari
et al., 2004). Radiative transfer calculations in the longwave and shortwave are treated
following the Rapid Radiative Transfer Model for Global applications (RRTMG) scheme
(Tacono et al., 2008). This model considers the radiative effects of all significant atmo-
spheric gases, and absorption and scattering properties of aerosols, liquid and ice clouds.
Cloud microphysics are represented in WRF using the bulk Morrison two-moment micro-
physics scheme, which calculates the mass mixing ratios and number concentrations of
water and ice clouds (Morrison et al., 2009). This allows for the prediction of cloud form-
ation, cloud properties, grid-scale precipitation, as well as aerosol activation in clouds
and wet removal. An additional parameterization is used to resolve sub-grid scale cumu-
lus clouds, represented by the KF-CuP (Kain-Fritsch + Cumulus Potential) scheme (Berg
et al., 2015). KF-CuP is based on the Kain-Fritsch convective parameterization (Kain
and Fritsch, 2004; Kain, 2004) and the cumulus potential scheme (Berg and Stull, 2005),
recommended for simulations with horizontal resolutions coarser than 10 km. Both the
Morrison two-moment and KF-CuP schemes are coupled to aerosols in the model to ac-

count for aerosol-cloud interactions.

2.2.2 WRF coupled with chemistry (WRF-Chem) model

The WRF model coupled with chemistry (WRF-Chem) is used in this thesis to perform
regional simulations of Arctic atmospheric chemistry (Fast et al., 2000; Grell et al., 2005).

WRF-Chem is a fully coupled online model as it performs chemical and meteorological
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calculations simultaneously to predict atmospheric composition. Chemistry (gas-phase
and aerosol chemistry) is calculated within subroutines of the WRF-Chem code, rep-
resented by different mechanisms of varying complexity. The chemical component of
WRF-Chem is consistent with the meteorological component of WRE, both using the
same model grid, timestep, transport, and physics schemes. Applications of WRF-Chem
have included hindcast atmospheric chemistry studies and regional air quality forecast-
ing, where consideration of meteorological-chemical feedbacks are important. The op-
tions and inputs used for the chemistry-related settings in this investigation are described

below.

Chemistry and aerosol scheme

Gas-phase chemistry in WRF-Chem is also calculated by KPP, as in the PACT-1D model.
Chemical rates are calculated on an internal KPP timestep, which can differ to the dy-
namical timestep of the model. A number of chemical mechanisms have been developed
and exist within WRF-Chem that define the set of gas-phase reactions calculated by the
model. This investigation extends a recent development of the SAPRC-99 (Statewide
Air Pollution Research Center, 1999 version; Carter (2000)) chemical mechanism, which
includes halogen gas-phase chemistry (Marelle et al., 2021), by adding a number of mer-
cury redox reactions (see section 2.2.3). Photolysis rates are calculated using the Fast-J
photolysis scheme, based on the species absorption cross sections and modelled actinic

flux, before being passed into KPP (Wild et al., 2000).

Aerosols in WRF-Chem are represented by the MOSAIC (Model for Simulating
Aerosol Interactions and Chemistry) model and is coupled to the chemical mechanism.
MOSAIC uses a sectional approach to represent aerosols in 8 discrete size bins, with
radii ranging between 39 nm and 10 um. Aerosol particles within the same size bin
are assumed to be internally mixed and therefore have the same chemical composition,
and different bins are externally mixed. Chemical concentrations and aerosol number
concentrations are calculated by MOSAIC within each grid cell, for a number of aerosol
species, including: sulfate (SO42_), ammonium (NH;"), nitrate (NO32_), sodium (Na%),

calcium (Ca2+), CI7, black carbon (BC), organic aerosol (OA), and other inorganics (OIN).
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Aerosol-cloud interactions are also treated explicitly in MOSAIC, with both interstitial

and cloud-borne aerosols treated explicitly.

Dry deposition velocities of gas-phase and aerosol species are calculated following
the Wesley resistance scheme (Wesely, 1989). These values are calculated within each
grid cell based on the surface type, local meteorology, and chemical properties of the
species (e.g. Henry’s law constant). For aerosols, dry deposition also includes gravita-
tional settling, which is an important removal process for large aerosols. Wet removal of
gases and aerosols is considered for both in-cloud (rainout) and below-cloud (washout)
processes (Easter et al., 2004). Rainout describes the scavenging of gases and aerosols by
cloud droplets (within clouds), whereas washout is the removal of aerosols and gases by

impaction during precipitation (below clouds).

Chemical initial & boundary conditions and emission inventories

Before running WRF-Chem, a number of inputs are provided to the model that describe
chemical emissions, initial, and boundary concentrations during the simulation. For this
investigation, initial and boundary chemical concentrations of trace gases and aerosols
are obtained from the global model CAM-Chem. This data is publicly available, hosted
by NCAR, for the purposes of providing boundary conditions to regional models. CAM-
Chem is run using a 0.9x1.25 degree horizontal model resolution with 56 vertical levels,
and model output data for boundary conditions are available every 6 hours. Chemistry
in the CAM-Chem model is based on the MOZART-T1 (Model for Ozone and Related
chemical Tracers) mechanism, with the full list of chemical species provided in (Emmons

et al., 2020).

Anthropogenic emissions are obtained from the global ECLIPSEv6b dataset (Eval-
uating the Climate and Air Quality Impacts of Short-Lived Pollutants version 6b), cre-
ated with the GAINS model (Greenhouse gas — Air pollution Interactions and Synergies).
Emission fields include: sulfur dioxide (SO,), NO,, ammonia (NHj3), non-methane VOCs
(nmVOCs), BC, organic carbon (OC), organic matter (OM), particulate matter (PM; 5
and PMy), carbon monoxide (CO), and CH,. These data are provided on a global grid at

0.5x%0.5 degree horizontal model resolution. ECLIPSEv6b accounts for emissions from a



2. Developing atmospheric chemistry modelling tools 36

number of sectors including: energy; agriculture; waste; transport; residential and indus-
trial combustion; and international shipping. Anthropogenic emissions of Hg species are
also included in this work, from the global anthropogenic mercury emissions inventory
for 2015. This was prepared as part the 2018 AMAP/UNEP Global Mercury Assess-
ment (GMA, AMAP/UN Environment (2019)). Emissions of elemental mercury (Hg(0)),
gaseous oxidized mercury (Hg(Il)), and particulate mercury (Hg(p)) are globally grid-
ded on a 0.25x0.25 degree horizontal resolution grid. These emissions are divided into
four distinct sectors: fuel combustion; industrial sectors; waste from intentional use; and

artisanal and small-scale gold mining (Steenhuisen and Wilson, 2019, 2022).

Biogenic emissions are calculated in WRF-Chem online by the MEGAN model
(Model of Emissions of Gases and Aerosols from Nature, Guenther et al. (2012)).
MEGAN calculates emission fluxes of biogenic compounds released naturally from ter-
restrial ecosystems. Emission fluxes are calculated based on climatological inputs of land
surface, vegetation types, and leaf area index, as well as WRF predicted surface temperat-
ure. Biomass burning emissions are also included in WRF-Chem from the FINNv2.5
inventory (Fire inventory from NCAR version 2.5) (Wiedinmyer et al., 2011, 2022).
FINNV2.5 includes emission estimates of trace gases and particulate matter, based on
satellite observations of fire size and burned area from the MODIS and VIIRS instru-
ments. Emissions are provided on a daily resolution and gridded on a 0.1x0.1 global
grid. This work also includes oceanic emissions of DMS, based on the emission scheme
of Nightingale et al. (2000) and Saltzman et al. (1993), with monthly DMS concentrations
derived from the Lana et al. (2011) climatology. DMS chemistry and emissions are not
part of the standard WRF-Chem model and have been added in previous work by Marelle
et al. (2016, 2017).

2.2.3 WRF-Chem model developments

Currently, halogen chemistry is not included in the chemical gas-phase mechanisms of
the main distributed version of WRF-Chem. Several recent studies have worked on de-
veloping WRF-Chem by including halogen chemistry and bromine activation to study

Arctic ozone depletion events (Herrmann et al., 2021; Marelle et al., 2021). These stud-
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ies have included polar bromine emissions and recycling mechanisms from snow and sea
ice, based on previous modelling works (Toyota et al., 2011; Yang et al., 2008). Notably,
Marelle et al. (2021) was the first study to implement and test descriptions of both surface
snow and blowing snow bromine emissions simultaneously in the same 3-D model (WRF-
Chem). Briefly, 3-D model descriptions of surface bromine emissions are parameterized
as a function of both reactive bromine and ozone deposition fluxes, with different efficien-
cies under sunlit and dark conditions (Falk and Sinnhuber, 2018; Herrmann et al., 2021;
Marelle et al., 2021; Toyota et al., 2011). This approach differs slightly to the one de-
veloped in the 1-D model (see Chapter 4) due to limitations in representing surface chem-
istry and processes in a 3-D model. The version of WRF-Chem published in Marelle et al.
(2021) therefore represented the state-of-the-art in regional modelling of Arctic halogen
chemistry at the beginning of this thesis and was the basis for all subsequent WRF-Chem

model developments in this work.

To investigate the coupled chemical cycles of halogens, ozone, and mercury, sev-
eral developments to the WRF-Chem model were first needed. The current version
of WRF-Chem used does not include any descriptions of mercury chemistry and are
therefore added in this work. Mainly, the model developments include: (i) mercury
gas-phase and heterogeneous chemistry, (ii) mercury dry and wet deposition, and (iii)
mercury re-emission from land-based snow and snow on sea ice. These updates are
briefly summarised here and are described in more detail in Chapter 5. The WREF-
Chem model version developed in this thesis is publicly available at Ahmed et al. (2022a)
(https://doi.org/10.5281/zenodo.7137482). This new model was developed not
only for the purposes of this investigation, but to also provide the research community

with a tool for future applications in polar mercury studies.

Mercury gas-phase and heterogeneous chemistry

A new mercury chemical mechanism, including gas-phase and heterogeneous redox
chemistry, is added to KPP in the WRF-Chem model. This new mechanism,
saprc99_mosaic_8bin_vbs2 _aq_mercury, is an extension of the SAPRC99 mechanism,

which also includes halogen chemistry from a recent development of WRF-Chem
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Table 2.1: New Hg species added to WRF-Chem 4.3.3. Hg(0) is elemental mercury, Hg(p) is
particulate-bound mercury, and HgX represents the unspeciated Hg(II) gas volatilizing
from Hg(p) and is treated as a photostable complex (HgCl,).

Hg(0) HgBr HgBrO HgCl
HgClO HgOH HgOHO HgBr,
HgBrOH HgBrNO, | HgBrHO, | HgBrBrO
HgBrClO | HgBrCl HgCIOH | HgCINO,
HgCIHO, | HgCIBrO | HgCICIO | HgOHOH
HgOHNO, | HGOHHO, | HgOHBrO | HgOHCIO
Hg(p) HgX

(Marelle et al., 2021). Mercury chemical reactions added here are based on an im-
proved mercury mechanism tested in the global model GEOS-Chem (Shah et al., 2021).
The list of newly added mercury species in WRF-Chem is shown in Table 2.1. In total,

26 Hg chemical species are added.

The redox mechanism implemented can be summarized as follows. Hg(0) is oxidized
via OH, Br, and CI to form an intermediate Hg(I) species, which can before be reduced
back to Hg(0) (via photoreduction or thermal dissociation), or oxidized to Hg(II). Once
a Hg(II) species is formed, this may be deposited to the surface, undergo photoreduction
back to Hg(0), or participate in heterogeneous chemistry on aerosols and liquid clouds
forming Hg(p). In the particle phase, a fraction of Hg(p) can be volatilized to release
Hg(II) in the gas phase. This unspeciated Hg(II) gas is denoted as HgX in the model and
is treated as a photostable species. Photolysis rate coefficients for Hg(I) and Hg(Il) are
calculated with the Fast-J photolysis scheme, using absorption cross sections reported in
previous computational studies. The full chemical mechanism developed here is provided
online at Ahmed et al. (2022a) (https://doi.org/10.5281/zenodo.7137482). In
total, 38 gas-phase, 18 photolysis, and 18 heterogeneous mercury reactions were added in

this work.
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Mercury deposition

Dry and wet deposition of Hg(0), Hg(p), and all Hg(II) species is included. Hg(0) dry
deposition is treated based on the Wesley resistance scheme in WRF-Chem, with relevant
parameters and values described in Chapter 5. Dry deposition velocities of Hg(I) are
assumed to be zero as these species are unstable and short-lived. Hg(II) and Hg(p) dry
deposition velocities are assumed to be 1.0 cm s~! and 0.1 cm s~! respectively, based on
observational estimates to snow (Zhang et al., 2009). For wet removal, Hg(II) and Hg(p)
are scavenged by both washout and rainout processes, assuming a similar solubility as

nitric acid (HNOs), as in previous modelling studies (Gencarelli et al., 2014).

Hg(0) re-emission from snow and sea ice

Re-emission of Hg(0) from the Arctic snowpack has been measured in multiple studies
during spring (Durnford and Dastoor, 2011). Observed re-emission fluxes from snow
report large ranges (40-90 % of total deposited mercury re-emitted), with re-emission
found to be influenced by several factors, including: solar radiation, snow temperature,
chemical composition of snow, and snowpack ventilation. Here, a simplified paramteriz-
ation is added to describe Hg(0) re-emission from land-based snow and snow on sea ice.
Deposited reactive mercury (Hg(II) and Hg(p)) is stored in a surface snow reservoir in the
model, and, under sunlit conditions is re-released as Hg(0). The rate of this re-emission is
based on reported net reduction rates of oxidized mercury in snow (Durnford and Dastoor,
2011). A temperature threshold of 0 °C is also added, in which re-emission of Hg(0) is
only active in grid cells below this temperature. The specific parameterizations developed

are described in detail in Chapter 5.
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Preface

The first research objective of this thesis is to understand the origin and transport of ozone-
depleted and mercury-enriched air masses, based on Arctic observations. This aims to
address two key questions relevant for Arctic atmospheric chemistry. First, how are air
masses of ozone-depleted air transported in the Arctic and where do they originate from?
Second, what are the key emission source regions that explain the summertime peak in
Hg(0) concentrations observed in the Arctic? By characterizing the air mass histories
arriving at measurement sites, we are able to understand the contribution of different
surface types (e.g. land, sea ice, open ocean), and consequently, the potential exposure to
emissions and chemistry during transport.

This chapter presents results from two atmospheric transport models, using back
trajectory analysis, to understand air mass histories of ozone and mercury observations
in the Arctic. Two case studies are explored in this chapter. First, air mass trajectories of
ozone measurements from the coastal Arctic in spring 2012 are characterized to assess
the origins of ozone-depleted air. Measurement data during periods of background and
depleted ozone are separated to examine the origins and emission sensitivity to sea ice.
Second, back trajectories from Arctic mercury observations are evaluated to understand
the source of the summertime Hg(0) maximum. The work presented in this chapter is

based on work contributed to two co-authored publications.

Co-author contributions to:

1. Marelle, L., Thomas, J. L., Ahmed, S., Tuite, K., Stutz, J., Dommergue, A.,
Simpson, W. R., Frey, M. M., and Baladima, F. (2021). Implementation and impacts
of surface and blowing snow sources of Arctic bromine activation within WRF-
Chem 4.1.1. Journal of Advances in Modeling Earth Systems, 13:62020MS002391.
doi: 10.1029/2020MS002391

2. Araujo, B. F, Osterwalder, S., Szponar, N., Lee, D., Petrova, M. V., Pernov, J. B.,
Ahmed, S., Heimbiirger-Boavida, L.-E., Laffont, L., Teisserenc, R., Tananaev, N.,
Nordstrom, C., Magand, O., Stupple, G., Skov, H., Steffen, A., Bergquist, B., Pfaff-
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huber, K. A., Thomas, J. L., Scheper, S., Petdjd, T., Dommergue, A., and Sonke, J. E.
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3.1 Introduction to trajectory and particle dispersion

modelling

As discussed in Chapter 1, Eulerian and Lagrangian models have different advantages
and the selection of a model is largely based on the research question to be investigated.
Often, Eulerian and Lagrangian models work complementary to one another. The models
described in the previous chapter are based on a Eulerian fixed frame of reference. To
understand air mass history however, Lagrangian models are more suited to explore such
questions. An extensive review of applying air-mass history analysis to observations can

be found in Fleming et al. (2012).

These types of models have been applied in many previous studies to address a broad
range of research questions. For example, their application to studying the transport and
origin of ozone depleted air masses in the Arctic has been well documented (e.g., Bot-
tenheim and Chan, 2006; Bottenheim et al., 2009; Halfacre et al., 2014; Jacobi et al.,
2010). Briefly, there are several types of Lagrangian models available with varying de-
grees of complexities. The most simple form of Lagrangian model is a trajectory model.
This type of model simulates the transport of a particle (or particles) within an air mass
which retains its identity along a single line (or trajectory). In this approach, the path of
an air mass is determined by the mean wind vector and the effects of turbulent diffusion
are neglected. Another type are Lagrangian models are stochastic models, also known
as Lagrangian particle dispersion models (LPDMs). LPDMs simulate the transport of air
parcels by calculating the random turbulent flow of particles via a stochastic (Markov)
process. This method can capture the effects of turbulent diffusion and simulate the ran-
dom dispersion of thousands of particles. LPDMs are therefore the most sophisticated, but
most computationally expensive, type of Lagrangian model. Semi-Lagrangian (or hybrid)
approaches also exist in which the transport of particles is simulated using a Lagrangian

framework, but, concentrations are calculated in a fixed Eulerian grid.

This chapter presents results from both a hybrid trajectory model and a LPDM. These
tools are used to analyze two Arctic cases of ozone and mercury observations, to better

understand the influence of (re-)emission sources in the Arctic during their transport to
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the measurement sites. First, I describe the case study of Arctic ozone transport during
depletion events in spring 2012. Second, I explore air mass histories of summertime Hg(0)

observations in the Arctic to characterize the likely source regions for Hg(0) re-emission.

3.2 Depleted ozone air mass origin

The case study presented in this section is part of the published work of Marelle et al.
(2021). To provide the context for my contribution in this research study, I introduce the
general aims and key results from the paper first. The WRF-Chem model was developed
and used to study Arctic ozone depletion events in spring 2012. Bromine and chlorine
chemistry were added to the WRF-Chem 4.1.1 model version, as well as polar bromine
emissions and recycling mechanisms from snow and sea ice. This study was the first to
implement and test descriptions of both surface snow and blowing snow bromine activa-
tion simultaneously in the same 3-D model. The model was used to study ozone depletion
and bromine chemistry at multiple Arctic sites, including the central Arctic using O-buoy
measurements (Halfacre et al., 2014; Knepp et al., 2010; Simpson et al., 2009). Results
from this work indicated that both surface snow and blowing snow emissions were im-
portant in initiating ODEs, but the surface snow emission mechanism dominated during
spring 2012.

The WRF-Chem simulations were performed by the lead author of this study, Louis
Marelle. As part of this study, I contributed by performing back trajectory simulations
using the Lagrangian particle dispersion model FLEXPART-WREF. The aim of my analysis
was to complement the WRF-Chem model results by simulating air mass histories from
Utqgiagvik, Alaska, to understand the origins of observed ozone-rich and ozone-depleted
air masses. My contribution in this work included setting up FLEXPART-WREF for the
specific spring 2012 case, performing the model simulations, and analysing the model

output.

3.2.1 FLEXPART-WRF model description

FLEXPART-WREF is an extension of the FLEXPART Lagrangian particle dispersion
model (Stohl et al. 2005), driven by meteorological fields from WREFE. The model cal-
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culates the transport and dispersion of a large number of particles, described as infinites-
imally small air parcels, to predict the transport of air in the atmosphere. Each particle
(or air parcel) has an associated mass and the model output can be gridded onto a regular

grid. The model can be run in two configurations: forward or backward in time

When running FLEXPART-WREF forward in time, particles are released from a single
or multiple source locations at a given time or at particular intervals. FLEXPART-WRF
then simulates the long-range transport and dispersion of these particles. After a given
time, the concentration and distribution of these tracers originating from the point source
can be estimated in space on a regular grid. One application of this method is to investigate

the transport of a pollution plume from a known source.

Alternatively, the model can be run backward in time to predict air mass history. In
this configuration, the point of arrival (receptor) is known and the origin of the air mass
(source) is predicted; this is known as a source-receptor relationship. FLEXPART-WRF
also computes the potential emission sensitivity (PES), which describes the length of time
particles have spent at a particular location as they move backwards in time. This provides
information regarding the possible emission contributions an air mass has been exposed

to during transport.

3.2.2 FLEXPART-WRF model analysis

FLEXPART-WRF was used in the context of this study to identify the air mass origins
of ozone-rich and ozone-depleted air masses, measured at Utqgiagvik, Alaska in spring
2012. Long-term surface measurements of ozone at Utgiagvik, Alaska are available on
an hourly resolution, provided by NOAA-ESRL; https://www.esrl.noaa.gov/gmd/
ozwv/surfoz/data.html). In April 2012, several ODEs were observed at Utgiagvik
station (Figure 3.1), followed by periods of ozone recovery. Here, I use FLEXPART-
WREF to better understand how the transport and origins of these observed ozone-depleted
air masses differ from ozone-rich air. Ozone-depleted air is defined here as periods when

measurements of O3 were below 10 ppbv, and ozone-rich air is when O3 exceeded 30
ppbv.
The meteorological fields driving FLEXPART-WREF are used from the WRF-Chem
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Figure 3.1: Hourly surface O; measurements at Utqiagvik, Alaska between April 1 2012 — May
1 2012. Data obtained from NOAA at https://www.esrl.noaa.gov/gmd/ozwv/
surfoz/data.html

simulation. Two back trajectory simulations were performed for April 2012: one for
ozone-depleted observations ([O3] < 10 ppbv) and one for ozone-rich observations
([O3] > 30 ppbv). In each case, a fixed number of particles were released for every
hour that O3 measurements were within these thresholds. In total, 100,000 particles were
released for each case. For the ozone-depleted simulation, this corresponded to 388 re-
leases. In the ozone-rich case, this included a total of 68 releases. FLEXPART-WRF was
then run for 7 days backward in time, from Utqiagvik, Alaska, to track the origin of air

masses and study the source-receptor relationships.

Figure 3.2 shows the mean PES for ozone-depleted (Figure 3.2a) and ozone-rich
(Figure 3.2b) air masses, up to 7 days before arriving at the measurement site. For periods
when ozone was depleted (Figure 3.2a), the surface (0—100 m) PES column shows that air
originated almost exclusively from over sea ice regions. Ozone-depleted air would have
therefore been exposed to emissions of bromine from sea ice, as evidenced by the high
PES values over sea ice regions. In contrast, for non-depleted periods (Figure 3.2b), the
0-5000 m PES column indicates that high ozone air originated from both land-based and
sea ice covered. This also shows that ozone-rich air was subject to long-range transport,

having originated from the Canadian Arctic before arriving to the measurement site.

To further understand the vertical origin of these air masses, the mean altitudes of air

arriving at Utqiagvik are evaluated in Figure 3.3 for the two cases. It can be clearly seen
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Figure 3.2: FLEXPART-WRF 7-day backwards trajectory potential emission sensitivity (PES).
(a) 0-100 m PES for particle releases during depleted ozone ([O3] < 10 ppbv) periods,
(b) 0-5000 m PES for particle releases during ozone rich ([O3] > 30 ppbv) periods.
WREF-predicted sea ice coverage for April 2012 is shown in grey.

in this figure that the mean altitude of ozone-depleted air (red curve) resided much closer
to the surface than the ozone-rich air (blue curve), up to 7 days before arrival. Depleted air
was often below 750 m in altitude from the surface for several days prior to measurement,
indicating higher sensitivity to surface emissions. Coupled with the PES from Figure
3.2a, it is evident that the arriving air masses were subject to surface emissions from sea
ice for several days before measurement. For ozone-rich air, it typically arrived to the
measurement site from higher altitudes (up to 1500 m) in the 7 days before observation.
This suggests that ozone-rich air was mixed down from the free troposphere and therefore
less influenced by emissions from the surface. These results are also in agreement with
previous studies, suggesting an important role for the sea ice surface in releasing reactive
bromine and depleting ozone (Bottenheim et al., 2009; Halfacre et al., 2014; Jacobi et al.,
2010).

3.3 Mercury re-emission source regions

This section is based on contributed analysis to the study of Araujo et al. (2022). Before
detailing my individual contributions to this study, I first highlight the context, aims, and

key results from the paper.

Observations of Arctic Hg(0) seasonality have regularly recorded springtime minima
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Figure 3.3: FLEXPART-WRF 7-day backwards mean air mass altitude (above sea level) for
ozone-rich (blue) and ozone-depleted (red) air. Root-mean-square values are indic-
ated by the error bars.

(during depletion events), followed by a summertime maxima in Hg(0) concentrations
(Durnford et al., 2010; Fisher et al., 2012; Skov et al., 2020). The cause of springtime
depletion events of Hg(0) have been well established for many years (Brooks et al., 2006;
Lindberg et al., 2002; Schroeder et al., 1998; Skov et al., 2004; Wang et al., 2019), how-
ever, the origin of the summertime Hg(0) peak is less well understood. Several sources
have been proposed to account for the Hg(0) maximum during spring, including: a riv-
erine Hg flux to the Arctic Ocean followed by marine evasion to the atmosphere (Fisher
etal., 2012; Sonke et al., 2018; Zhang et al., 2015); Hg(0) re-emission from snow and sea
ice following Hg deposition during spring depletion events (Hirdman et al., 2009; Lind-
berg et al., 2002); and long-range atmospheric transport from Asia to the Arctic (Durnford

et al., 2010).

The work of Araujo et al. (2022) aimed to better constrain the sources of the sum-
mertime Hg(0) maximum, using an ensemble of Arctic atmospheric Hg(0) measurements.
Briefly, isotopic measurements of atmospheric Hg(0) were made between 2018 and 2019
at three Arctic coastal sites (Alert, Villum, and Zeppelin research stations). Observations

of Hg(0) at each station recorded increases in summertime atmospheric Hg(0) concentra-



3. Modelling air-mass histories to interpret Arctic ozone and mercury observations 50

tions, peaking between June and July. High isotopic signatures of Hg(0) associated with
AMDE:s (e.g. A1”?Hg) were also recorded at the start of the summer period, suggesting a
dominant cryospheric Hg(0) source from deposited Hg in spring. To support these find-
ings, I performed an analysis on back trajectory model data from the HY SPLIT model, to
characterize the air mass origins during summer 2018. It is important to note that previous
studies that suggested a terrestrial source for the Hg(0) summer maximum (Fisher et al.,
2012, 2013; Sonke et al., 2018; Steffen et al., 2005; Zhang et al., 2015) did not include
back trajectory analysis. Assessing air mass histories can provide additional information
regarding the source regions of measurements, as demonstrated in the previous case study

with FLEXPART-WRE.

3.3.1 HYSPLIT model description

The HYSPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) model was used
in this work to perform this analysis. HYSPLIT is an atmospheric transport model, de-
veloped by NOAA, used to simulate air mass trajectories (Rolph et al., 2017; Stein et al.,
2015). It can operate as both a simple trajectory model and a more sophisticated dis-
persion model. Similar to FLEXPART-WRF, HYSPLIT can be used to compute both
back trajectories and forward trajectories, for similar research applications. HYSPLIT
is a widely applied model in atmospheric research and simulations can be performed in-
teractively on the web at https://www.ready.noaa.gov/HYSPLIT.php. The model is
driven by meteorological input data derived from several sources, including global and

regional model data or reanalyses.

3.3.2 HYSPLIT model analysis

Measurements of Hg(0) at Alert, Zeppelin and Villum between 2018 and 2019 were made
continuously at a time resolution of 5-15 minutes. Isotopic Hg measurements were also
made at the same locations and the mean monthly values for Hg(0) and isotopic Hg are
shown in Figure 3.4 (reproduced from Araujo et al. (2022)). In June, mean Hg(0) con-
centrations in the Arctic were observed to increase (red curve), followed by a peak in

July, and a decline beginning in August. The isotopic signature of A'’Hg is one which
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is associated with re-emission from snow, particularly following AMDEs (Sherman et al.,
2011). A]99Hg also exhibits a seasonal variation (black line), with an increase in June,
coinciding with the onset of the summer increase in Hg(0) concentrations. To further
understand these observations and to characterize the origins of Hg(0)-enriched air in the
Arctic, back trajectory analysis using HY SPLIT was performed.

The HYSPLIT simulations were performed by Stefan Osterwalder, running for 10
days backward in time for the months of June, July, and August in 2018. Trajectories
were released from each measurement site (Zeppelin, Villum, and Alert) every 2 hours
during the sampling periods. HYSPLIT simulations were driven by meteorological input
data from the Global Data Assimilation System (GDAS), provided every 3 hours. In
Figure 3.5, I analyze the HYSPLIT model output by plotting the air residence maps for
the combined back trajectories during June, July, and August 2018 The air residence maps
represent the trajectories within the atmospheric boundary layer.

In June, the highest air residence times are clearly located over sea ice and snow
covered regions (Figure 3.5d), representing 62 % of air mass origins (see also Figure
3.4a, grey line). This coincides with the rise in measured Hg(0) concentration and the
distinct isotopic signatures associated with AMDE re-emissions (Figure 3.4a). During
the July peak of Hg(0), air masses begin to shift from sea ice and land-based snow (39
%) to the open ocean close to Greenland (51 %). In August, mean Hg(0) concentrations
begin to fall as well the air residence time over sea ice and continental snow (25 %).
Importantly, Figures 3.5d-f do not show high residence times of boundary layer air over
the Siberian coastal waters, where most terrestrial Hg inputs to the Arctic Ocean occur
(Sonke et al., 2018). Therefore, by combining the analyses of air mass histories and the
isotopic measurements of Arctic Hg(0) during summer, there is evidence for a cryospheric

source of summertime Hg(0) released from deposited Hg during AMDE:s in spring.

3.4 Conclusions

The work presented here demonstrates the application of transport and dispersion model-
ling in two unique case studies. In the each case, I aimed to understand the influence of

cryospheric emissions on surface chemical observations made at coastal Arctic sites.
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Figure 3.4: Mean monthly Hg in the Arctic and air mass origins. (a) Mean monthly atmo-
spheric Hg(0) observations at Zeppelin (Svalbard), Alert (Canada), and Amderma
(Russia) stations between 2000 to 2009 (orange line), mean monthly Hg(0) (red line),
A Hg (black line), A?"°Hg (yellow line) concentrations at Zeppelin, Alert, and Vil-
lum between 2018 to 2019. The air mass origin contributions, calculated from HYS-
PLIT 10-day back trajectories, from Zeppelin, Alert, and Villum within the boundary
layer over open water (blue line) and sea ice and continental snow (grey line). (b)
Mean monthly §2°*Hg concentration (purple line), air mass origins over land (green
line), free troposphere (light blue line), and the boundary layer (dark blue line). The
monthly pan-Arctic Hg inputs from rivers (burgundy line) and coastal erosion (black
line). Error bars for A'”Hg and §?°?Hg represent two standard deviations from the
mean and Hg(0) error bars represent one standard deviation. Yellow shaded region
indicates the summer period. Reproduced from Araujo et al. (2022).
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June 2018

3

Figure 3.5: (a) — (c) Arctic sea ice extent from June to August 2018 from the National Snow and
Ice Data Center (Fetterer et al., 2017). (d) — (f) Air residence maps calculated from
combined HYSPLIT 10-day back trajectories from ALT, VRS, and ZEP for June to
August 2018. Air residence maps represent trajectories within the boundary layer.
ALT = Alert, Canada, VRS = Villum Research Station, Station Nord, Greenland, ZEP
= Zeppelin Station, Svalbard.

For ozone, springtime measurements at Utgiagvik showed several depletion episodes
during spring 2012. Using FLEXPART-WREF back trajectory analysis, I characterized the
origins of ozone-depleted air masses and found that they originated almost exclusively
from sea ice regions. The mean altitude of air depleted in ozone also travelled close to
the surface (within 750 m) in the 7 days before arriving at the measurement site. This
suggests that these air masses were subject to bromine emissions from sea ice, with little
influence from downward mixing of tropospheric air masses. For mercury, the source of
the summertime Hg(0) maximum remains an ongoing topic of discussion. The HYSPLIT
back trajectory analysis presented here shows a high residence time of boundary layer
air over sea ice and snow-covered land, during June (62 %) and July (39 %), when Hg(0)
concentrations peak in the Arctic. Moreover, the air residence maps and isotopic evidence
do not suggest a large terrestrial source of Hg(0), but support a cryospheric source of re-

emitted Hg deposited during AMDES in spring.
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These two cases exemplify the cryosphere-atmosphere interactions, present in the
Arctic, that can greatly impact atmospheric chemical composition. Better understand-
ing the contribution of cryospheric emissions to the polar atmosphere is needed to more
accurately simulate near-surface atmospheric chemistry. The next two chapters aim to ex-
plore how (re-)emission processes of halogens and Hg(0), from snow and sea ice, impact

polar boundary layer chemistry.
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Preface

To address research objectives 2 and 3 of this thesis (outlined in Chapter 1), it was ne-
cessary to study the links between surface chemistry, where most chemical measurements
are made, and the overlying atmosphere. A 1-D model was the tool of choice to answer
these questions. However, prior to this investigation, no publicly available 1-D model ex-
isted that was able to sufficiently address these research aims. This motivated a need for a
publicly available 1-D model, capable of simulating surface chemistry and transport. The

two research questions investigated in this chapter are:

e What are the quantifiable impacts of halogen emissions from snow on boundary
layer chemistry and oxidative capacity? What combination of emissions, chemistry,

and transport can explain surface chlorine and VOC observations in the Arctic?

* What is the vertical extent of bromine and chlorine chemistry in the Arctic boundary

layer?

Arctic surface observations made during the 2009 Ocean-Atmosphere-Sea Ice-
Snowpack (OASIS) campaign, included a large number of chemical measurements,
including halogens and VOCs. In particular, high Cl, concentrations were observed dur-
ing spring ([Cl,] > 400 pptv), indicating a highly reactive surface layer (Liao et al., 2014).
However, observations of VOC chemical lifetimes were not consistent with the predicted
lifetimes based on the Cl atom concentrations (Hornbrook et al., 2016). This presented an
ideal case study to explore the interplay between halogen snow emissions, chemistry, and
transport. Finally, the broader goal of this work was to also develop parameterizations of
halogen emissions from surface snow that can later be applied and tested in 3-D regional

models.

After: Ahmed, S., Thomas, J. L., Tuite, K., Stutz, J., Flocke, F., Orlando, J. J., Hornbrook,
R. S., Apel, E. C., Emmons, L. K., Helmig, D., Boylan, P., Huey, L. G., Hall, S. R.,
Ullmann, K., Cantrell, C. A., and Fried, A. (2022c). The Role of Snow in Controlling

Halogen Chemistry and Boundary Layer Oxidation During Arctic Spring: A 1D Modeling
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Abstract

Reactive chlorine and bromine species emitted from snow and aerosols can significantly
alter the oxidative capacity of the polar boundary layer. However, halogen production
mechanisms from snow remain highly uncertain, making it difficult for most models to
include descriptions of halogen snow emissions and to understand the impact on atmo-
spheric chemistry. We investigate the influence of Arctic halogen emissions from snow
on boundary layer oxidation processes using a one-dimensional atmospheric chemistry
and transport model (PACT-1D). To understand the combined impact of snow emissions
and boundary layer dynamics on atmospheric chemistry, we model Cl, and Br, primary
emissions from snow and include heterogeneous recycling of halogens on both snow and
aerosols. We focus on a two-day case study from the 2009 Ocean-Atmosphere-Sea Ice-
Snowpack (OASIS) campaign at Utqiagvik, Alaska. The model reproduces both the di-
urnal cycle and high quantity of Cl, observed, along with the measured concentrations
of Br,, BrO, and HOBr. Due to the combined effects of emissions, recycling, vertical
mixing, and atmospheric chemistry, reactive chlorine is typically confined to the lowest
15 m of the atmosphere, while bromine can impact chemistry up to and above the surface
inversion height. Upon including halogen emissions and recycling, the concentration of
HO, (HO, = OH+HO,) at the surface increases by as much as a factor of 30 at mid-day.
The change in HO, due to halogen chemistry, as well as chlorine atoms derived from
snow emissions, significantly reduce volatile organic compound (VOC) lifetimes within

a shallow layer near the surface.

4.1 Introduction

Halogen chemistry has a large impact on tropospheric chemistry in the polar regions (e.g.,
Abbatt et al., 2012; Barrie et al., 1988; Oltmans et al., 2012; Simpson et al., 2007, 2015;
Steffen et al., 2008, 2013). Recently, new evidence of active Arctic chlorine chemistry
has been attributed mainly to photochemical activation of chloride present in surface snow
(Custard et al., 2017; Liao et al., 2014). Molecular chlorine (Cl,) and nitryl chloride

(CINO,), emitted from snow and aerosols, are sources of atomic chlorine (Cl) following
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their photolysis (McNamara et al., 2019, 2021). The highly reactive nature of Cl atoms
makes it important even in trace amounts as Cl atoms react with volatile organic com-
pounds (VOCs) up to three orders of magnitude faster than the more abundant hydroxyl
radical (OH) (Atkinson et al., 2006). Active chlorine chemistry occurs simultaneously
with reactive bromine chemistry each spring (e.g., Abbatt et al., 2012; Barrie et al., 1988;
Simpson et al., 2007, 2015). The latter causes both ozone (O3) and mercury depletion
(Hgo) in the lowest part of the atmosphere (e.g., Oltmans et al., 2012; Steffen et al., 2008,
2013).

Halogens in the Arctic atmosphere ultimately originate from the ocean as halides
(CI" and Br™), which are activated on salty surfaces such as snow on sea ice, continental
snow and aerosols (Abbatt et al., 2012). Chlorine and bromine species impact atmo-
spheric chemistry within the polar boundary layer via reactions (R4.1)—(R4.9) (where X,
Y = Cl or Br) (Abbatt et al., 2012; Simpson et al., 2015). Cl, photolyzes very quickly
during the day (R4.1), with a photolysis lifetime of approximately 10 minutes, producing
Cl atoms that rapidly react with ozone (R4.2) or VOCs (including methane) ((R4.3) and
(R4.4)) (Atkinson et al., 2006). Reactions (R4.3) and (R4.4) constitute the major reac-
tion pathways of Cl atoms (Platt and Honninger, 2003). This produces organic peroxy
radicals (RO,), including the methylperoxy radical (CH;0,), which ultimately contribute
to hydroperoxyl radical formation (HO,). HO, production, driven by chlorine chemistry,
can impact HO, chemistry (HO, = OH+HO,) by decreasing the OH/HO, ratio, as well
as affecting the reactive bromine cycle (Piot and von Glasow, 2009; Rudolph et al., 1999;
Thompson et al., 2015). Molecular bromine (Br,) is photolyzed very rapidly (photolysis
lifetime < 1 minute) to produce bromine atoms (Br) which can lead to efficient ozone
destruction and formation of bromine monoxide (BrO) (Wang et al., 2019). However, Br
atoms react appreciably only with a few specific VOCs such as ethyne and the aldehydes
and not with methane ((R4.3) and (R4.4) only occur for Cl). Br atoms can also react
with elemental mercury to deplete near-surface atmospheric Hg(,) levels and produce
more reactive forms of mercury (Hg(Il)) (Steffen et al., 2008, 2013; Wang et al., 2019).
Subsequent reaction of BrO with HO, forms HOBr (R4.5), which can be photolyzed to
re-form Br and OH (R4.6). The net result of reactions (R4.5) and (R4.6) is the regenera-
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tion of a Br atom, which can facilitate further ozone depletion, and the conversion of HO,
to OH, increasing the oxidative capacity of the atmosphere. At high BrO concentrations,

Br, is also regenerated in the gas phase via self-reaction of BrO (R4.7).

hv

X, =5 2X (R4.1)

X +0;— X0 + 0, (R4.2)

Cl + RH + O, —+ RO, + HCI (R4.3)
Cl + CH4 — CH; + HCl (R4.4)
X0 + HO, -+ HOX + O, (R4.5)
HOX 2% X + OH (R4.6)

BrO + BrO — Br, + O, (R4.7)

Figure 4.1a highlights the typical diurnal behaviour of surface molecular halogen
concentrations, snow emissions, solar radiation, and the boundary layer height observed
during Arctic spring. Measured diurnal cycles of Cl, have shown a double-peaked profile,
with peaks in the morning and late afternoon, followed by concentrations dropping below
0.8 parts per trillion by volume (pptv) after midnight (Custard et al., 2016; Liao et al.,
2014; McNamara et al., 2019). At sunrise, increased solar radiation drives photochem-
istry within the snow interstitial air which leads to the release of halogens to the overlying
atmosphere via diffusion and wind pumping (Bartels-Rausch et al., 2014; Grannas et al.,
2007; Pratt et al., 2013; Thomas et al., 2011; Toyota et al., 2014b). Boundary layer mixing
modulates surface Cl, concentrations, with Cl, decreasing during the day due to a com-
bination of its fast photolytic loss (R4.1) and the effects of boundary layer mixing. Solar
heating of the lower atmosphere can cause turbulent mixing of the surface layer, mixing
species away from the surface, and increasing the height of the boundary layer (Anderson
and Neff, 2008). Low light conditions (i.e., night and early morning) cause a reduction
in the photochemical loss of Cl, (R4.1) and a collapse of the boundary layer. This effect

has previously been demonstrated to drive evening increases of reactive nitrogen species
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(NO4 = NO + NO,) at the surface in both the Arctic and Antarctic (Frey et al., 2015;
Honrath et al., 1999, 2002; Thomas et al., 2011).

(a)

BLH

Radiation
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Figure 4.1: (a) Diurnal evolution of boundary layer height (BLH), solar radiation, chemical
snowpack emissions, and surface concentrations of Cl, and Br, for an “average” day
in the Arctic during spring (not drawn to scale). (b) Schematic of key polar halo-
gen emissions from the continental snowpack (X = Cl, Br). Blue arrows represent
loss processes and red arrows indicate production. Primary production of halogens
is based on ozone and the availability of sunlight. Molecular halogens are also emit-
ted via surface snow and aerosol recycling reactions, dependent on the heterogeneous

reactive uptake coefficients 7y and 7,, on surface snow and aerosols, respectively.

Figure 4.1b illustrates some of the key known emission sources of halogens from

surface snow in the Arctic. Heterogeneous reactions involving hypohalous acids (e.g.,

HOCI and HOBr) (R4.8) and halogen nitrates (e.g., CIONO, and BrONO,) (R4.9), have

been recognized as a source of molecular halogens on halide-containing snow and aerosol

surfaces (Aguzzi and J. Rossi, 1999; Deiber et al., 2004; Finlayson-Pitts et al., 1989; Hu

et al., 1995; Pratte and Rossi, 2006). Bromine chloride (BrCl) is another product formed

via reactions (R4.8) and (R4.9) on snow and aerosols, linking the chlorine and bromine

chemical cycles (McNamara et al., 2020). BrCl can then be photolyzed, re-forming Br

and CI atoms, as in reaction (R4.1).

HOX + X/Y + H*

surface

_— XzD(Y + H20

(R4.8)
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XONO, + X /Y~ e , % /XY + NO; (R4.9)

At present, detailed descriptions of chlorine snow emissions remain absent from most
3D numerical models. Bromine mechanisms are included in some 3D models, but remain
under discussion as to the source and recycling mechanisms involving snow (Falk and
Sinnhuber, 2018; Fernandez et al., 2019; Herrmann et al., 2021; Marelle et al., 2021;
Toyota et al., 2011). Snow is a very complex photochemical medium and the release of
halogens is determined by many uncertain processes/variables, including: snow physics;
snow/ice chemistry (including photochemistry); gas transport within snow; and impurity
concentrations and locations (Bartels-Rausch et al., 2014; Domine et al., 2008; Grannas
et al., 2007; McNeill et al., 2012). As a result, modelling snow-covered environments
using a first principles approach remains challenging and uncertain (Domine et al., 2013).
Zero-dimensional box models are often used to study the effects of halogens on boundary
layer chemistry under Arctic conditions (Custard et al., 2015; Liao et al., 2012b, 2014;
McNamara et al., 2020; Piot and von Glasow, 2009; Thompson et al., 2015; Wang and
Pratt, 2017). An inherent limitation of 0D models, however, is the absence of the vertical
dimension necessary for simulating vertical transport and capturing concentration gradi-
ents in the atmosphere. Additionally, the physical conditions that characterise the polar
regions (low temperatures, limited sunlight during winter, high albedo, etc.) can often
create stable low-level temperature inversions resulting in shallow boundary layers (Kahl,
1990). This can greatly impact the vertical distribution of chemical species by acting as a
barrier to vertical mixing and transport. One-dimensional models are therefore extremely
useful tools which can include these processes to help us better understand the interac-
tions between snow and the atmosphere (Cao et al., 2016; Herrmann et al., 2019; Lehrer
et al., 2004; Piot and von Glasow, 2008; Thomas et al., 2011, 2012; Toyota et al., 2014b;
Wang et al., 2020).

The first observations of high Cl, levels within the Arctic boundary layer were repor-
ted in spring 2009, during the Ocean-Atmosphere-Sea Ice-Snowpack (OASIS) campaign
at Utgiagvik, Alaska (Liao et al., 2014). CI, mixing ratios of up to 400 pptv were observed

3

and an average noontime Cl atom concentration of 2 x 10° atoms cm > was estimated

from these observations. Daytime Cl, mixing ratios were highly correlated with sunlight
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and surface ozone levels (r* value = 0.86), indicating both are key requirements for Cl,
production. Measurements of VOCs made during the campaign showed a clear impact of
chlorine chemistry on VOC oxidation processes (Hornbrook et al., 2016). Measurement-
derived estimates of Cl atom concentration suggested the presence of a highly reactive
surface layer, which led to an overprediction of VOC production and loss rates compared
to the observations (Hornbrook et al., 2016). Interactions between radical chemistry, at-
mospheric mixing, and snow emissions need to be better understood in order to fully
explain these observations and the impacts of halogens on boundary layer oxidation pro-

CESSEes.

In this work, we address the following questions:

1. What combination of factors, including vertical mixing, land-based snow emis-
sions/recycling, and chemistry explain observations of halogens in the Arctic sur-

face layer?

2. How are halogens vertically distributed within the polar boundary layer?

3. What is the impact of halogen chemistry on boundary layer oxidation processes as

a function of altitude?

We answer these questions using an updated version of the Platform for Atmospheric
Chemistry and vertical Transport in 1-dimension (PACT-1D) model (Tuite et al., 2021),
which includes descriptions of halogen chemistry, emissions, and recycling. We compare
our model with surface measurements of chemical species, including Cl, and Br,, recor-
ded during the 2009 OASIS campaign at Utqgiagvik, Alaska. In section 4.2, we introduce
the measurements used from the campaign and the new model halogen updates are de-
scribed in section 4.3. The model configuration used in this work is presented in section
4.4, followed by the model results and a discussion in section 4.5. Finally, the conclusions

and perspectives are presented in section 4.6.
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4.2 OASIS 2009 campaign measurements

In this study, we use measurements taken during the OASIS campaign, which was con-
ducted between March and April 2009 near Utqiagvik, Alaska. The measurement site was
located approximately 5.5 km northeast of the town of Utqiagvik (71.323 N, 156.663 W;
8 m above sea level) and was chosen for the prevailing northeasterly winds arriving from
over the Beaufort Sea. A map of the study site can be found in Boylan et al. (2014) and
Hornbrook et al. (2016). Observations from this campaign were chosen due to the extens-
ive chemical and meteorological measurements available, including direct measurements
of Cl,, Br,, BrO, and a large number of VOCs. A summary of the measurements used
in this study is given in Table 4.1 with the respective instruments/techniques used dur-
ing OASIS. Meteorological measurements (temperature, winds, relative humidity) were
made from two tower stations set up at the field site at several heights. At one of the tower
stations, turbulent flux measurements were made using ultrasonic anemometers located at
4 heights (0.6 m, 1.8 m, 3.2 m, and 6.2 m above ground level (AGL)). Inorganic halogens
(including Cl,, Br,, BrO and HOBr), as well as OH and HO,, were measured using chem-
ical ionization mass spectrometers (CIMS) at 1.5 m AGL (Hornbrook et al., 2011; Liao
et al., 2011, 2012b, 2014; Mauldin III et al., 1998; Tanner et al., 1997). Surface ozone
and NO, measurements were made using a chemiluminescence instrument on a second
tower station, operated by the National Center for Atmospheric Research (NCAR), at
3 different heights (0.6 m, 1.5 m and 5.4 m AGL) (Helmig et al., 2012; Villena et al.,
2011; Weinheimer et al., 1998). Additionally, measurements of formaldehyde (HCHO)
made by a Difference Frequency Generation Tunable Diode Laser Absorption Spectro-
meter (Barret et al., 2011; Weibring et al., 2007, 2010), and 18 VOCs measured by a
Trace Organic Gas Analyzer (TOGA) (Hornbrook et al., 2016) were made at these same
heights. Balloon soundings were also launched during the campaign to record vertical
profiles of ozone (Helmig et al., 2012; Oltmans et al., 2012). Carbon monoxide (CO)
measurements were made using a CO infrared absorption analyzer (Parrish et al., 1994).
Aerosol physical properties (size distribution and number concentration) were measured
using an optical particle counter and two scanning mobility particle sizers (Woo et al.,

2001). Finally, actinic flux measurements made by CCD Actinic Flux Spectroradiomet-



4. The role of snow in controlling halogen chemistry: A 1D model study 66

Table 4.1: Measurements from the OASIS 2009 campaign used in this study.

Measurement

Method

Reference

Meteorology and
turbulent fluxes

Cl,, Br,, BrO, HOBr

OH, HO,

NO, NO,, O;

HCHO

Cco

VOCs?

Aerosol number density
and radius

Actinic flux

Ultrasonic anemometers

Chemical Ionization Mass
Spectrometers (CIMS)
Chemical Ionization Mass

Spectrometers (CIMS)

Chemiluminescence

Difference Frequency Generation
Tunable Diode Laser
Absorption Spectrometer

IR absorption CO analyzer

Trace Organic Gas Analyzer (TOGA)
Optical Particle Counter (OPC) and
Scanning Mobility Particle Sizers (SMPS)

CCD Actinic Flux Spectroradiometers

(CAFS)

Boylan et al. (2014)

Liao et al. (2011, 2012b, 2014)

Hornbrook et al. (2011),
Mauldin III et al. (1998),
Tanner et al. (1997)

Helmig et al. (2012),
Villena et al. (2011),
Weinheimer et al. (1998)
Weibring et al. (2007, 2010)

Parrish et al. (1994)
Hornbrook et al. (2016)
Woo et al. (2001)

Shetter and Miiller (1999)

4See Table 1 in Hornbrook et al. (2016)

ers (CAFS) were used to calculate photolysis frequencies of 35 different reactions using

a modified version of the Tropospheric Ultraviolet and Visible (TUV) radiation model
version 4.4 (Madronich and Flocke, 1999; Shetter and Miiller, 1999). Data from this

campaign are available through the National Science Foundation (NSF) Arctic Data Cen-

ter at https://arcticdata.io/ (Apel, 2009; Cantrell, 2009; Fried, 2009; Guenther,

2009; Hall, 2009; Smith et al., 2009; Weinheimer, 2009).

4.3 Description of halogen chemistry within PACT-1D

The Platform for Atmospheric Chemistry and vertical Transport in 1-Dimension (PACT-

1D) is the vertical column model used in this work to study Arctic halogen emissions and


https://arcticdata.io/

67 4.3. Description of halogen chemistry within PACT-1D

their impact on oxidation processes during the OASIS campaign. A full description of
this model is given in Tuite et al. (2021). Chlorine and bromine gas-phase and hetero-
geneous reactions are added to this version of the model. Snow emissions and recycling
mechanisms of chlorine and bromine have also been implemented and are described in

the following sections.

4.3.1 Gas-phase and aerosol heterogeneous halogen chemistry

We update the existing PACT-1D mechanism to include additional chlorine and bromine
gas-phase and heterogeneous reactions. The chemical mechanism in PACT-1D is based
on the Regional Atmospheric Chemistry Mechanism version 2 (RACM2) (Goliff et al.,
2013) using the Kinetic PreProcessor (KPP) (Sandu and Sander, 2006). The additional
gas-phase bromine reactions are added following the implementation of Marelle et al.
(2021) and are listed in the model chemical mechanism (Ahmed et al., 2022b). Reactive
and non-reactive heterogeneous uptake reactions of halogens on aerosols are also added
to the model (Table 4.2). We do not include a full description of aerosol aqueous-phase
chemistry within the model. We track particulate chloride and bromide as separate species
that undergo heterogeneous chemistry to ensure mass balance, which are tracked in the
model. We do this by first initialising the concentration of aerosol-phase chloride and
bromide to the chloride and bromide concentrations in fresh sea salt aerosols and then
track release and reactive and non reactive uptake. Second-order heterogeneous reactions
consuming aerosol-phase halide ions are treated as pseudo first-order reactions, following

Marelle et al. (2021), maintaining mass conservation of each species.

4.3.2 Snow emission and recycling of Cl, and Br,

Emissions of molecular halogens from snow have been identified as a key source of Arctic
halogen production (Custard et al., 2017; Pratt et al., 2013). Cl, and Br, production from
continental snow have been reported to be a function of both solar radiation and ozone
concentration (Custard et al., 2017; Liao et al., 2014; Liu et al., 2017). Halogen species
deposited to the snow surface can also undergo recycling mechanisms to re-emit reactive

halogens back into the atmosphere (Abbatt et al., 2012; Toyota et al., 2011). We therefore
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Table 4.2: Heterogeneous reactions and reaction uptake coefficients on aerosols (7,).

Reaction Heterogeneous Reference

reactive uptake (7,)

HOCI + Clge— Cl, 2x 107* Ammann et al. (2013)
HOCI + Br(yq— BrCl 2x 1074 Ammann et al. (2013)
CIONO; + Clzqy— Cly + HNO3 0.03 Aguzzi and J. Rossi (1999)
CIONO; + Brgq— BrCl + HNOjzy 0.05 Aguzzi and J. Rossi (1999)
CIONO,— HOCI + HNO3y) 0.03 Aguzzi and J. Rossi (1999)
HOBr + Brq— Br, 0.05 Pratte and Rossi (2006),
TUPAC (2009)
HOBr + Cl(;q)—> BrCl 0.05 Pratte and Rossi (2006),
TUPAC (2009)
BrONO; + Brg— Brp 0.06 Deiber et al. (2004)
BrONO, + Clq— BrCl 0.04 Deiber et al. (2004)
BrONO,— HOBr + HNOj3,, 0.04 Deiber et al. (2004)
N7Os5 + Claq— CINO; + HNOj3(y) 0.02 Burkholder et al. (2019)
N,05 + Br(yg— BINO, + HNOj3,q) 0.011 Seisel et al. (1998)
Cly + Brgg— BrCl + Clq 0.2 Burkholder et al. (2019)
OH + HCI— 0.5%Cl, 0.1 Knipping et al. (2000),

Laskin et al. (2006)

add four parameterizations to describe emissions of chlorine and bromine in this version
of PACT-1D. We include (1) an emission of chlorine and bromine as a function of the
available solar radiation and the surface ozone concentration, and (2) a recycling source
of X, from the surface conversion of XONO, and HOX (where X = Cl, Br) on snow.
In both cases, the exact parameterizations are determined by comparing modelled and

observed halogen concentrations.

The emission of chlorine is parameterized as follows:

EZ™ = Fp % (Ja,)* x [03] 4.1
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~ l‘
Eéel;yc e = ’}/(snow,Cl) X (DCION02 +DHOC1) “4.2)

where Eglrzimary and Eéel;y ¢S are the snow emission fluxes of Cl,, F(,,c1) is a correction
factor which includes a scaling term and the height of the lowest model level (0.01 cm)
in units of cm s_%, Jc, is the calculated photolysis rate of Cl,, [O3] is the measured O3
concentration (in molec cm ™), Y(snow,c1) 18 the probability of heterogeneous conversion on
snow to re-form Cl, (between 0 and 1), and Dciono, and Dyocy are the model-calculated
deposition rates of CIONO, and HOCI, respectively. In the case of primary chlorine
emissions (equation (4.1)), different values of F( p.Cl) Were tested in order to reproduce the
Cl, measurement data in the model (Figure A.1). Observed ambient concentrations of Cl,
showed a double peaked profile, with an increase in the early morning following sunrise,
and a second peak in the late afternoon before falling to almost zero at night. The best-fit
primary emission flux for chlorine is found to be a function of J¢, to the power of 0.5,
with F{,, c;y = 0.2 cm s~2. It is also well known that CIONO, and HOCI are converted on
ice surfaces to re-form Cl, (IUPAC, 2009). However, within snow there are a number of
complex physical and chemical processes that make these recommendations not directly
applicable for snow. We therefore performed a series of sensitivity tests varying ¥(suow,c1)
between 0 and 1, and found the best fit value of 0.1 for chlorine recycling on snow (Figure
A.2).

For bromine, the emission sources are described as:

Ege ™" = Fp pr) X Jpr, ¥ (O3] 4.3)
;
Elgerzyc "= Ysnow,Br) X (DBroNo, + DHOBr) 4.4)

where Egrr;mary and Elgeéy cling are the snow emission fluxes of Br, F{ppr) 1s a correction
factor which includes a scaling term and the height of the lowest model level (0.01 cm)
in units of cm, Jg;, is the calculated photolysis rate of Bra, ¥s0w,8r) 1S the heterogeneous
conversion efficiency on snow to re-form Br, (between 0 and 1), and Dgrono, and Dyopy

are the model-calculated deposition rates of BrONO, and HOBr, respectively. For brom-
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ine, we found that the observations of bromine species are best described using primary
emissions (equation (4.3)) as a function of Jg,, with Fl,Br) = 0.01 cm (equivalent to
the lowest model level height and a scaling factor of 1). The conversion of BrONO,
and HOBr on ice to re-form Br, is known to be more efficient than for chlorine (IUPAC,
2009), which in part facilitates the well known bromine explosion chemistry (Abbatt et al.,
2012). We tested a range of possible conversion efficiencies for these reactions and found
Y(snow,Br) = 0.6 best reproduces the observations (Figure A.3). For both equations (4.2)
and (4.4), it is assumed that there is an infinite supply of CI” and Br™ in the snow. We do
not include conversion of N,O5 on snow to form reactive bromine and chlorine due to the

low NO, concentrations compared to pollution influence.

There are large uncertainties in describing both the primary emission flux (equa-
tions (4.1) and (4.3)) from land-based snow, as well as the recycling of both bromine
and chlorine species on snow (equations (4.2) and (4.4)), which must be considered in
future work that use or further refine these parameterizations. First, there are significant
uncertainties in vertical transport near the snow surface and in the lowest portion of the
atmosphere (~below 10 m). Therefore, as future work refines our knowledge of these
vertical transport processes, we will need to revisit the values used for F(, c), F{,Br)
Yisnow,c1) and ¥gu0,Br)- Secondly, the main factors driving molecular halogen production
from the snowpack are still highly uncertain, with more work needed to improve our un-
derstanding. In addition, descriptions of halogen emissions from land-based snow within
3D models remain limited. Bromine emissions triggered from ozone deposition to snow
on sea ice is the main process considered by the bromine emissions/recycling scheme of
Toyota et al. (2011). Here, we use ambient ozone concentrations rather than ozone de-
position as the trigger for both bromine and chlorine on land-based snow, as suggested
from observations. Our equations can be re-formulated as a function of the ozone de-
position rate (which is directly dependant on ozone concentration) to be more consistent
with equations proposed for snow on sea ice. Finally, production of BrCl from Arctic
snow has been measured following irradiation of the snowpack, with multiphase reac-
tions on snow also predicted to be significant contributors of BrCl production (Custard

et al., 2017; McNamara et al., 2020). However, flux estimates of BrCl from snow remain
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uncertain and measurements of BrCl were not available during our selected simulation
period (see section 4.4.1). We therefore only include BrCl production via heterogeneous
reactions on aerosols (Table 4.2), but, this must be updated in future work to also include

BrCl emissions from continental snow.

4.4 Model setup

4.4.1 Selection of OASIS simulation period

The model was set up for the dates of 18 — 19 March 2009 during the campaign; these
dates were selected due to the high Cl, concentrations recorded and the limited influence
from local pollution sources (Figure A.4). The average daytime (06:00-20:00) CI, mix-
ing ratio for the two days was 59 pptv and surface ozone levels remained above 10 parts
per billion by volume (ppbv), indicating that there was not a major ozone depletion event
during this period. Ozonesonde data from profiles launched at the start and just after our
modelling case study showed that ozone was well distributed within the lower atmosphere
with no significant ozone gradients as a function of altitude (Figure 4c in Oltmans et al.
(2012) and Figure 13a in Helmig et al. (2012)). Average background levels of NO, and
CO over the entire campaign were recorded at ~ 84 pptv and ~ 160 ppbv, respectively
(Villena et al., 2011). Measurements of NO, and CO between 18 — 19 March do not sug-
gest polluted conditions, with CO levels close to the average background measurements
(~ 160 ppbv), however NO, levels were above the average background levels (50 — 500
pptv). Influence from nearby anthropogenic sources was likely to be minimal during this
period as winds arriving at the measurement site originated from the Arctic Ocean (north
through northeast) for most of 18 and 19 March. Considering these criteria, the period

between 18 — 19 March best met the requirements for our modelling case study.

Figure 4.2a and 4.2b show the state of sea ice north of Utqiagvik, on the 18 and
19 March, respectively. A key feature of Figure 4.2a and 4.2b is the presence of sea
ice leads close to the measurement site. Sea ice leads are visible on both days which are
important as they can induce convective mixing of air masses, impacting the concentration

of species recorded at the measurement site (Moore et al., 2014). This has been shown
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to replenish ozone-depleted air masses to near-background concentrations (Moore et al.,
2014) as well as influencing the vertical distribution of BrO by mixing it higher in the

atmosphere (Simpson et al., 2017).

4.4.2 Model configuration

We set up the vertical model grid (Figure 4.3a) using a total of 112 levels, with a log-
arithmic spacing for the lowest 1 m of the grid down to a lower boundary of 1 x 10™4
m. The model levels are linearly spaced up to 100 m, by 1-m increments, followed by a
non-linear spacing to an upper boundary of 3000 m. This highly resolved vertical model
grid allows us to analyse the impacts of halogen emissions on chemistry very close to the

surface.

The 1D model is driven by input data obtained from the measurements (where pos-
sible), model output data and calculated explicitly from parameterizations. The atmo-
spheric dynamics (temperature, pressure, relative humidity) are calculated using the 3D
Weather Research and Forecasting (WRF) meteorological model (Skamarock et al., 2019)
for Utqiagvik, Alaska, and used to drive the 1D model physics in combination with the
OASIS ground measurements. We use a WREF set up specifically optimised for the Arctic,
described in Marelle et al. (2017), with the model domain centered at Utqgiagvik (domain
shown in Figure 4.3b). A horizontal resolution of 25 km x 25 km is used with a vertical
resolution of 50 levels, up to a pressure of 50 hPa. To validate the use of the WRF sim-
ulated meteorology, we compare WRF calculated temperatures at Utqiagvik with surface
measurements from OASIS and available vertical temperature profiles in Figure 4.4. The
Integrated Global Radiosonde Archive (IGRA, Durre et al. (2006)) provides radiosonde
data twice a day at 00:00 and 12:00 UTC (15:00 and 03:00 AKST, UTC-9, respectively)
which we use to compare with our model results. Figure 4.4 shows that we are able to
obtain very good agreement of both the surface and vertical temperature profiles in WRF

compared to the observations.

The eddy diffusion coefficients (K;) in the model are calculated following the para-
meterization described in Cao et al. (2016) and used in Herrmann et al. (2019). We cal-

culate these values as measurement data of eddy diffusion coefficients during this period
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Figure 4.2: (a) Daily Arctic sea ice cover and leads from Willmes and Heinemann (2015) over
Northern Alaska on 18/03/2009 and (b) 19/03/2009 with the town of Utqiagvik
marked in magenta. Areas shaded in white represent either land cover or data ar-
tifacts. (c) 2-m temperature from WRF over Utqgiagivk at local noon on 18/03/09
and (d) 19/03/09 with 10-m wind speed and wind directions displayed as arrows. (e)
FLEXPART-WREF 6-hour backwards surface (0-100 m) potential emission sensitivity
(PES) from the measurement site (marked by the green cross) on 18/03/09 — 10:00
AKST and (f) 19/03/09 — 18:00 AKST. Numbers represent hourly intervals since re-
lease.

were sparse. Vertical K; profiles are calculated using the measured friction velocities (i)

at 1.8 m AGL, with the estimated surface inversion height (SIH) derived from the tower
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Figure 4.3: (a) PACT-1D model grid used with numbers representing the upper model level height
in metres above the snow surface. A total of 112 vertical model levels were used. (b)
3D WRF model domain centred on Utqgiagvik, Alaska with a 25 x 25 km horizontal
resolution and 50 vertical levels up to a pressure of 50 hPa.

turbulent flux measurements. A comparison was made between the calculated K, values
and the available measurement data which showed that calculated values were approxim-
ately a factor of 3 greater than the observations. Above the surface inversion layer, we
assume a fixed value of K, = 1 cm? s~ following Cao et al. (2016). In our model runs, we
calculate the SIH using a description based on eddy viscosity scaling, following equation

(4.5) (Zilitinkevich et al., 2002; Zilitinkevich and Baklanov, 2002):

SIH = C(u,L/|f])*? (4.5)

where C; is an empirical constant (estimated as 0.7), u, is the measured friction velocity, L
is the calculated Obukhov length from the measurements and f is the Coriolis parameter

(equal to 1.38 x 10* at the latitude of the study site).

Chemical concentrations in the model are initialised using both observations and
CAM-chem model data (Buchholz et al., 2019a; Emmons et al., 2020). Aerosol surface
area and number concentration are fixed to the observations for the duration of the run
throughout the boundary layer. To supplement the 35 reactions reported in the CAFS

data set, additional photolysis rates were added using the TUV radiation model (version
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5.0). Each of these additional rates is scaled to the reported NO, photolysis rate (Jno,)-
Chemical emission of NO, is also included in the model and is scaled as a function of
INO,- These emissions are added to the lowest model level, to simulate photochemical
production from snow, and scaled to align with the NO, levels measured during the sim-
ulation period. The 24-hour average NO, emission flux we use is 1.71 x 10'3 molecules
m~2 s~!, in reasonable agreement with previous Arctic NO, flux measurements (Honrath

et al., 2002). All input data are provided on 15 minute time resolution and the model is

run using a 20-second time step.

4.5 Results and discussion

We study the impact of halogen emissions on oxidation processes during OASIS by per-
forming the following model runs: a reference simulation without halogen emissions
from snow (NOSURF); a model run with surface snow emissions and recycling of halo-
gens active (BASE); and several sensitivity runs (FIXO3, AERO, BLD). The model runs
are summarised in Table 4.3 and are discussed in detail in the following section. In all
model runs, we include heterogeneous chemistry on aerosols, which participates in active
recycling of halogen species in all cases. We present the results and discussion in seven
sub-sections. First, we present the meteorological conditions at the measurement site dur-
ing the modelled period (section 4.5.1), followed by an analysis of the NOSUREF (section
4.5.2) and BASE runs (section 4.5.3). We discuss in detail the results of the sensitivity
tests performed (section 4.5.4), the influence of snow emissions on the vertical extent
of halogen concentrations (section 4.5.5) and a comparison of the snow emission fluxes
with other estimates (section 4.5.6). Finally, we analyse the impacts on boundary layer

oxidation processes (section 4.5.7).

4.5.1 Meteorological conditions and air mass history

The measurements during OASIS were made approximately 5.5 kilometres northeast of
Utqgiagvik, Alaska, near the Arctic Ocean (Barret et al., 2011; Boylan et al., 2014; Helmig
et al., 2012; Hornbrook et al., 2016; Liao et al., 2012b, 2014; Villena et al., 2011). Fig-

ure 4.2a and 4.2b show the sea ice cover and lead information over Northern Alaska on
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Table 4.3: Description of the model runs performed in this study.

Model run  Description

NOSURF  Run with halogen snowpack emission routines deactivated.

BASE Run with halogen snowpack emission and recycling routines active.

FIXO3 BASE run + Oj; fixed to the observations.

AERO BASE run + heterogeneous recycling efficiency on aerosols increased
by a factor of 10.
BLD BASE run + surface inversion height estimated using expression

from Pollard et al. (1973).

18 and 19 March 2009, respectively. Lead information is obtained from the dataset of
Willmes and Heinemann (2015) who used thermal-infrared data retrieved from MODIS
and applied a binary segmentation procedure to identify leads (Willmes and Heinemann,
2016). During March, the sample location was snow covered and the surrounding ocean
largely covered by sea ice, typically reaching its annual maximum in spring. Sea ice leads
are clearly visible during the simulation period north of Utqgiagvik, which are known to be
important for inducing convective mixing that influences atmospheric chemistry (Moore
et al., 2014; Simpson et al., 2017). Meteorological conditions, such as wind speed, wind
direction and surface temperature, can also alter surface chemical concentrations via im-
pacts on boundary layer dynamics. Winds on both days were recorded arriving from the
northeast, over the Beaufort Sea, carrying clean air masses to the measurement site. Dur-
ing this period, wind speeds were moderate to weak (< 5 m s~ ') (Figure A.4), lower than
much of the campaign period, and surface temperatures were close to the March aver-
age. A strong low-level temperature inversion was also observed for the duration of these
two days, indicating stable boundary layer conditions, which is likely to inhibit vertical
mixing of species between the inversion layer top and the overlying atmosphere (Figure

A.S).

We use the regional meteorological model WRF (setup described in section 4.4.2)

to both drive the 1D model atmospheric physics and to understand the regional meteor-
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