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Résumé

Cette thèse se concentre sur la conception de contrôleurs pour des systèmes d’aéronefs sans pilote (UAV)
opérant en essaim et confrontés à des retards de communication. L’étude se concentre sur deux aspects
principaux : la conception d’observateur et le contrôle de suivi de position.

La première partie de la thèse aborde la conception de l’observateur pour des systèmes non linéaires
sous des mesures retardées et son application aux quadrirotors UAV. La conception de l’observateur tient
compte à la fois des mesures retardées et bruyantes, et l’étude étend la conception pour traiter le cas où les
mesures sont à la fois retardées et bruyantes. La méthode proposée pour la conception de l’observateur
est de pointe, en utilisant la technique de l’inégalité de matrice linéaire (LMI) pour calculer les gains
d’observateur appropriés garantissant la stabilité pour n’importe quelle valeur de retard.

La seconde partie de la thèse explore le contrôle de suivi de position pour les quadrirotors UAV. Deux
algorithmes de contrôle adaptatif sont proposés, tous deux conçus pour améliorer la précision du système
de contrôle. Le premier algorithme utilise un réseau neuronal à fonction de base de rayon et la logique
floue pour concevoir un contrôleur à mode glissant adaptatif, tandis que le second algorithme utilise un
réseau neuronal de propagation et une technique de mode glissant pour la conception de contrôle.

S’appuyant sur la réussite de la conception d’observateur et de contrôleur pour un seul quadrirotor
UAV, la thèse propose un contrôleur de suivi de formation pour l’essaim. Le contrôleur proposé tient
compte du délai de communication qui existe entre les agents de l’essaim, garantissant ainsi que la
formation reste stable et précise même en présence de retards. L’étude souligne l’importance de prendre
en compte les retards de communication dans la conception des systèmes de contrôle UAV et démontre la
faisabilité des algorithmes proposés pour la conception d’observateur et de contrôle dans un environnement
d’essaim.

Cette thèse apporte des éléments de réflexion précieux sur la conception de contrôleurs pour des sys-
tèmes UAV opérant en essaim sous des retards de communication. L’étude contribue au développement de
systèmes de contrôle UAV plus avancés et fiables pouvant naviguer efficacement dans des environnements
difficiles.
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Abstract

This thesis delves into the design of controllers for unmanned aerial vehicle (UAV) systems operating in
a swarm and facing communication delays. The study focuses on two main aspects: observer design and
position tracking control.

The first part of the thesis addresses the observer design for non-linear systems under delayed mea-
surements and its application to quadrotor UAVs. The design of the observer takes into account both
delayed and noisy measurements, and the study extends the design to handle the case where measure-
ments are both delayed and noisy. The proposed method for observer design is state-of-the-art, using
the linear matrix inequality (LMI) technique to calculate the appropriate observer gains that guarantee
stability for any given delay value.

The second part of the thesis explores position tracking control for quadrotor UAVs. Two adaptive
control algorithms are proposed, both designed to improve the accuracy of the control system. The
first algorithm employs a radius basis function neural network and fuzzy logic to design an adaptive
sliding mode controller, while the second algorithm uses a propagation neural network and sliding mode
technique for control design.

Building on the successful observer design and controller design for a single quadrotor UAV, the thesis
goes on to propose a formation tracking controller for the swarm. The proposed controller takes into
account the communication delay that exists between agents in the swarm, ensuring that the formation
remains stable and accurate even in the presence of delays. The study emphasizes the importance of
taking communication delays into consideration in the design of UAV control systems, and demonstrates
the feasibility of the proposed observer design and control algorithms in a swarm environment.

This thesis provides valuable insights into the design of controllers for UAV systems operating in a
swarm under communication delays. The study contributes to the development of more advanced and
reliable UAV control systems that can effectively navigate in challenging environments.

5



6



Acknowledgements

This thesis has been realized in Écoles d’ingénieur-es généralistes (ESIGELEC) and funded by University
of Rouen Normandy.

First and foremost, I would like to express my sincere gratitude to my thesis advisor, Dr Sofiane
Ahmed Ali, Dr François Guérin, and my additional supervisor, Dr Rihab El Houda Thabet for their
guidance, encouragement, and support throughout my graduate studies. Their expertise in automation
control, their invaluable feedback on my work, and their constant availability to discuss my progress and
ideas have been instrumental in the successful completion of this thesis. With their enormous helps, I
have gained a lot of experiences working in the field of research, and lead me to many success scientific
publications throughout the work for this thesis.

Dr Sofiane Ahmed Ali, Dr François Guérin and Dr Rihab El Houda Thabet have been an invaluable
mentor, not only in the research and writing of this thesis, but also in guiding me through the process
of preparing my work for publication. Their insight, guidance, and support have been instrumental in
helping me to publish my work in prestigious journal and conference papers.

I am truly grateful for my supervisor’s dedication and commitment to my success, and I feel honored
to have had the opportunity to work under their supervision. I would not be where I am today without
their mentorship, and I am forever grateful for all that they have done for me

I would also like to thank Julien Marzat, and Nicolas Marchand, for their valuable feedback, insights,
and time spent on my thesis.

I would like to extend my appreciation to Dr. Nicolas Langlois and Mme. Isabelle RIGUIDEL for
their support and for providing me with the opportunity to work in IRSEEM, where I meet many friendly
colleagues, who always help me during my working time.

I would like to extend my deepest appreciation to the trainees who assisted me in the laboratory. An-
toine Hugo, Belin Gaëtan, Dimitri Cauffiez, Jean Lagrue and Yuxuan Tang. Their hard work, dedication
and enthusiasm were instrumental in the success of this research. Their expertise in C++ programming
language was invaluable in the development of the experiments that form the basis of this thesis. I am
extremely grateful for their invaluable contributions and insights, which greatly enhanced the quality of
the research. I would also like to thank them for their patience and support throughout the duration of
the project.

I would like to express my deepest gratitude to my friends for their unwavering love, support, and
understanding throughout my PhD journey. Their encouragement and belief in me have been a constant
source of motivation and inspiration. Their constant support and encouragement, for always being there
to listen and offer valuable advice, and for being a constant source of laughter and joy.

I am especially grateful to my family, for their love and support throughout the years. Their constant
encouragement and belief in me have been instrumental in my ability to achieve this goal. I would like
to thank my parents, for their unwavering support and for always being there for me.

I could not have completed this journey without the love and support of my friends and family. I am
forever grateful for all that they have done for me.

Additionally, I would like to acknowledge the funding received from ARTISMO project that made
many conference publications in this research possible.

Finally, I would like to express my sincere gratitude to all participants who took time out of their
busy schedule to contribute to this research.

Thank you all.

7



8



List of Abbreviations

{B} Body reference frame LQR Linear Quadratic Regulator

{E} Earth reference frame LQG Linear Quadratic Gaussian

2D Two dimensional MAVTD Maximum Allowable Value
of Time Delay

3D Three dimensional PID Proportional Integral Derivative

BPNN Back Propagation Neural Network PWM Pulse Width Modulation

CFD Computational Fluid Dynamics QUEST QUaternion ESTimator

CoM Centre of Mass RBFNN Radial Basic Functions
Neural Network

EKF Extended Kalman Filter SHGO Sampled High Gain Observer

ESC Electronic Speed Controller SMC Sliding Mode Controller

FHGO Filtered High Gain Oobserver SPD Symmetric Positive Definite

GPS Global Position Ssystem SITL Software In The Loop

HGO High Gain Oobserver TCP Transmission Control Protocol

HITL Hardware Iin The Loop TRIAD TRI-axial Attitude Determination

HOSMO Hight Order Sliding Mode Observer UAV Unmanned Aerial Vehicle

IMU Inertial Measurement Unit VOTL Vertical Take- Off and Landing

KLO Kalman Like Observer

LMI Linear Matrix Ineuqality

LPV Linear Parameter Variying

9



10



List of Symbols

R The real space

H The quaternion space

I The imaginary space

Rn×m The set of real matrices of n rows and m columns

R+ The set of non-negative numbers

tr(P ) trace of matrix P

eig(P ) The set of eigenvalues of square matrix P ∈ Rn×n

PT The transpose of matrix P

‖x‖ =
√∑n

i=1 x
2
i The norm of vector x ∈ Rn×1

diag(x) The diagonal matrix representation of vector x ∈ Rn×1

‖P‖ =
√
tr(PTP ) The norm of matrix P ∈ Rn×n

λmax(P ), λmin(P ) The maximum and minimum eigenvalues of P ∈ Rn×n

|.| The absolute value

Lfh(w(t)) The Lie derivative of the function h with respect to the vector f

∂f
∂x The partial derivative of function f with respect to the vector x.

df
dt The derivative of function f with respect to the time.

x(n) The nth derivative of x with respect to the time.⊗
The quaternion product.

11



12



Contents

Résumé 3

Abstract 5

Acknowledgements 7

List of Abbreviations 9

1 Introduction 19
1.1 Unmanned aerial vehicles (UAVs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2 UAV control system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.2.1 Global control structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.2 Flight control module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.3 Swarm of UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.1 Application of Swarm UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.2 Control of a Swarm UAV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.4 State estimation problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5 Contribution of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.6 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2 Quadrotor Platform 31
2.1 Mathematical Background and Quadrotor Modeling . . . . . . . . . . . . . . . . . . . . . 31

2.1.1 Reference frame representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.2 Attitude representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.3 Force and moment applied to the quadrotor UAVs . . . . . . . . . . . . . . . . . . 35
2.1.4 Dynamic model of a quadrotor UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2 Quadrotor UAV platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.1 Hardware components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.2 PX4 firmware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2.3 QGroundControl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.4 Gazebo simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.5 Control design using Pixhawk controller . . . . . . . . . . . . . . . . . . . . . . . . 45

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3 State estimation using continuous, discontinuous and delay measurement 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Continuous-delay observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Sampled-delay observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Application to state estimation of a quadrotors UAV . . . . . . . . . . . . . . . . . . . . . 60

3.5.1 Delay measurement problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

13



14 Contents

3.5.2 Simulation validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5.3 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.7 Delay identification for an unknown output delay . . . . . . . . . . . . . . . . . . . . . . . 66

3.7.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.7.2 Delay identifiability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7.3 State and delay estimation design . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4 Flight control design for a quadrotor UAVs 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2.1 Position controller architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 Sliding mode controller framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.2 Back-propagation neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.3 RBF Neural network and Fuzzy logic . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.4 Simulation validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.1 Hardware In The Loop (HITL) simulation . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.5 Experimental validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.6 Controller performance under the delay affected . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5 Formation flight of quadrotor UAVs 93
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.1.1 Mission control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.1.2 Formation control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.2 Basic concept on formation topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.1 Communication topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2 Relative position of agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.1 Dynamic model of multi-agent system with delay . . . . . . . . . . . . . . . . . . . 99

5.4 Formation tracking analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Simulation validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Conclusion 109

6 Source code for LMI solver 111
6.1 Source code for LMI (3.27) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Source code for LMI (3.54) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7 List of Publications 115
7.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.2 Conference Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3 Paper in preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Bibliography 117



List of Figures

1.1 Examples of miniature fixed-wing UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2 Examples of commercial fixed-wing UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Examples of single lift rotor helicopter UAVs . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4 Examples of coaxial rotors helicopter UAVs. . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Examples of Bi-copter UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6 Examples of tri-copter UAV, quad-copter UAV, hexa-copter UAV and octo-copter UAV . 21
1.7 Rotor’s configuration of hex-tri UAV and octo-quad UAV . . . . . . . . . . . . . . . . . . 22
1.8 Examples of VTOL Fixed-Wing UAVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.9 Quadrotor platform UAV used in research . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.10 Control structure of a UAV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.11 UAVs used in light shows for entertainment . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.12 Example of using multi UAV in collaborative transportation application . . . . . . . . . . 26
1.13 Diagram of using Pixhawk flight controller . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.14 Illustrate example of delay effect in communication between agents . . . . . . . . . . . . . 27

2.1 UAV body frame . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 A rotation represented by Axis Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Thrust and Hub force acting of the UAV . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Rotation description of a quadrotor UAV . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Hardware component to assembly the quadrotor UAV . . . . . . . . . . . . . . . . . . . . 40
2.6 Completed quadrotor UAV platform: 1. 1045 propellers; 2. 2216 brushless motors; 3.

Tattu LiPo 6S 4000mAh ; 4. The S500 frame; 5. Radio telemetry module; 6. Radio
receiver; 7. GPS module; 8. Pixhawk card; 9. Anti-vibration support. . . . . . . . . . . . 42

2.7 Quadground control software interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.8 Fly plan tool in Qgroundcontrol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.9 3D model of quadrotor UAV in Gazebo simulator provided by Px4 developer . . . . . . . 45

3.1 Synoptic diagram of the proposed continuous-delay observer . . . . . . . . . . . . . . . . . 52
3.2 Synoptic diagram of the proposed sampled-delay observer . . . . . . . . . . . . . . . . . . 55
3.3 The origin of the measurement problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Simscape-multibody 3D model of a quadrotor UAV . . . . . . . . . . . . . . . . . . . . . . 61
3.5 Simulation framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.6 Simulation results of state estimation for attitude estimation using FHGO (left), KLO

(Cuny et al., 2020) (middle), HGO (Assche et al., 2011b) (right). . . . . . . . . . . . . . . 63
3.7 Simulation results of position estimation using FHGO (left), KLO (Cuny et al., 2020)

(middle), HGO (Assche et al., 2011b) (right). . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.8 (Above) Experimental setup for the outdoor flight: 1. Radio controller; 2. Ground station

laptop with Matlab Simulink; 3. Quadrotor UAV; 4. Radio telemetry module; 5. Radio
receiver; 6. GPS module; 7. Pixhawk card. (Below) Experimental setup schema. . . . . . 64

3.9 Experimental results of state estimation for attitude estimation using FHGO (left), KLO
(Cuny et al., 2020) (middle), HGO (Assche et al., 2011b) (right). . . . . . . . . . . . . . . 65

15



16 List of Figures

3.10 Experimental results of position estimation using FHGO (left), KLO (Cuny et al., 2020)
(middle), HGO (Assche et al., 2011b) (right). . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1 Overall structure for the control design of a quadrotor UAV . . . . . . . . . . . . . . . . . 76
4.2 FL inputs membership functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 HITL environment (left), and HITL setup for the validation (right) . . . . . . . . . . . . . 84
4.4 Quadrotor UAV is flying in the Gazebo simulator (left), Qgroundcontrol mission control

platform (right) and the desired trajectory (brown line). . . . . . . . . . . . . . . . . . . . 84
4.5 Position tracking results using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-RBFNN-

F. Horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.6 Position tracking errors using PID-RBFNN, SMC-RBFNN, SMC-BPNN-F and SMC-

RBFNN-F. Horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.7 Desired attitude given by PID-RBFNN (first- up to down), SMC-RBFNN (second- up to

down), SMC-BPNN (third- up to down), SMC-RBFNN-F (last- up to down), compared
to its measured value, horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . 86

4.8 Tuned control gains c and k using SMC-RBFNN-F for the simulation, horizontal axis is
time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.9 Experimental setup for the outdoor flight: 1. Radio controller; 2. Ground station laptop;
3. Quadrotor UAV; 4. Radio telemetry module; 5. Radio receiver; 6. GPS module; 7.
Pixhawk card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.10 Experimental setup schema for safety mode . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.11 Desired trajectory from left to right for PID-RBFNN (first), SMC-RBFNN (second), SMC-

RBFNN-F (third), SMC-BPNN (last) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.12 Quadrotor UAV flies for the experimental validation . . . . . . . . . . . . . . . . . . . . . 88
4.13 Position tracking results using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-RBFNN-

F. Horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.14 Position tracking errors using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-RBFNN-

F. Horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.15 Desired attitude given by PID-RBFNN (first- up to down), SMC-RBFNN (second- up to

down), SMC-BPNN (third- up to down), SMC-RBFNN-F (last- up to down), compared
to its measured value. Horizontal axis is time in seconds . . . . . . . . . . . . . . . . . . . 89

4.16 Tuned control gains c and k using SMC-RBFNN-F for the experiment, horizontal axis is
time in seconds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.17 Control performance using the observer (left), using directly the delayed (τ = 0.18s), noisy
measurement (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.1 Visualization of communication strategies for mission control . . . . . . . . . . . . . . . . 94
5.2 Visualization of communication strategies for formation control . . . . . . . . . . . . . . . 94
5.3 Example of relative position between two agents in a swarm . . . . . . . . . . . . . . . . . 97
5.4 Example of formation with three agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.5 Block diagram of the formation swarm of UAVs. Example of communication in swarm

(above). Formation control scheme for one agent (below) . . . . . . . . . . . . . . . . . . . 98
5.6 Block diagram of delay effects into the swarm communication . . . . . . . . . . . . . . . . 99
5.7 Simulation scenario for formation tracking validation. Communication strategy (left),

Simscape-multibody 3D simulation platform (right). . . . . . . . . . . . . . . . . . . . . . 102
5.8 Control structure for formation tracking control . . . . . . . . . . . . . . . . . . . . . . . 102
5.9 Simulation results for delay compensation for the follower 1 measurement . . . . . . . . . 103
5.10 Simulation results for delay compensation for the measurement of follower 1 . . . . . . . . 104
5.11 Simulation results for formation tracking in 3D visualization (simulation 1) . . . . . . . . 104
5.12 Simulation results for formation tracking of a swarm of three quadrotor UAVs (simulation 1)105
5.13 Simulation results for formation tracking of follower 1 (simulation 1) . . . . . . . . . . . . 105
5.14 Simulation results for formation tracking of follower 2 ( simulation 1) . . . . . . . . . . . . 106
5.15 Simulation results for formation tracking of follower 1 (simulation 2) . . . . . . . . . . . . 106
5.16 Simulation results for formation tracking of follower 2 for the simulation 2 . . . . . . . . . 107



List of Tables

2.1 Rotation matrix in different sequences of rotation axes . . . . . . . . . . . . . . . . . . . . 33

3.1 Parameter of the UAV used in the application validation . . . . . . . . . . . . . . . . . . . 60

4.1 Fuzzy rule for c and k for the Sliding surface and controller design . . . . . . . . . . . . . 83
4.2 Fuzzy output value for c and k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.1 Advantages and disadvantages of centralized and decentralized architectures . . . . . . . . 94
5.2 Advantages and disadvantages of Leader-Follower and Virtual structure architectures . . . 95

17



18 List of Tables



CHAPTER 1

Introduction

In this chapter, the reader will find a brief but comprehensive review of Unmanned Aerial Vehicles (UAVs)
and the underlying reasons behind selecting a specific UAV platform for use in the present thesis. The
chapter further delves into the various research directions in the UAV study area, elucidating the different
approaches that researchers have taken to address the challenges associated with UAVs, such as controller
design, observer design. Moreover, the objectives of the thesis are clearly stated, giving the reader a clear
sense of what the study aims to accomplish. Finally, the structure of the thesis document is outlined,
providing a roadmap for the reader to navigate through the study’s various sections and chapters.

1.1 Unmanned aerial vehicles (UAVs)
In the last decade, UAV have been leading trends in robotic research. Due to their great advantages in
terms of speed and maneuverability, the UAVs have been employed in many applications from the military
aspect such as battlefield monitoring, carrying weapon, air-to-ground and air-to- air attacks, to the
industrial, commercial applications, such as photography, agriculture, disaster monitoring, environmental
surveillance and electric power inspection. Attracted by its huge potential, many company, research
organization and laboratories, R&D centers, universities and also governments have been participating in
the race to develop UAV system. Due to the different needs for each application, we find different types
of UAVs, which can be categorized as follows:

1. Fixed-wing UAVs: they provide a wide range of working with long endurance. However, in order to
operate a fixed-wing UAVs in a mission, a strong and long-distance communication such as satellites
system is required. Therefore this type of UAVs are often used in military application with large
scale, Figure 1.1 shows some examples of fixed-wing UAVs used in military applications.

(a) Global hawk RQ-4 UAV (b) Scaneagle UAV (c) RCExplorer Bicopter UAV

Figure 1.1: Examples of miniature fixed-wing UAVs

Fixed-wing UAVs with small scale are also used in some commercial applications (Figure 1.2). How-
ever, they have some limitations during the execution of missions in urban environments. Vertical
Take-Off and Landing UAVs (VTOL UAVs): VTOL UAVs have several advantages compared to
fixed-wing UAVs. Due to their ability to take off and land vertically, they require less space for
launch and recovery, as they do not need to use a runway like fixed-wing UAVs. Therefore, VTOL

19
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(a) HEE WING T-1 Ranger UAV (b) Opterra 2m UAV (c) Hubsan H301S Spy Hawk UAV

Figure 1.2: Examples of commercial fixed-wing UAVs

UAVs are well-suited for applications such as inspection and monitoring, where the UAVs need to
maintain a fixed position for a period of time. However, VTOL UAVs are not known for their
wide range of working and long endurance, which is a strength of fixed-wing UAVs. As a result,
VTOL UAVs are primarily used in civil and commercial applications. VTOL UAVs can be further
categorized into two smaller groups as follows:

• Helicopter UAVs: they operate on the same flight principles as manned helicopters. The most
common design of helicopter is the use of one rotor to generate lift and thrust, plus a tail rotor
that provides counter-torque. Figure. 1.3 presents some examples of this type of UAVs.

(a) Vapor helicopter UAV (b) Neo S300 helicopter UAV (c) Black Hornet UAV

Figure 1.3: Examples of single lift rotor helicopter UAVs

Beside this design, there exists also coaxial rotors helicopter, this design use a pair of rotors
mounted one above the other on concentric shafts. They rotate on the same axis of rotation,
but turning in opposite directions to control the yaw rotation. We can see some examples of
this type of UAVs in Figure. 1.4. Due to the simply motor configuration, the helicopter UAVs
can be designed in small, medium and large scale for different purposes. However, one of the
most disadvantages of helicopter UAVs is that they have to use complex variable rotor for roll
and pitch control.

(a) Ingenuity UAV (b) Modlab UAV (c) Koax X-240 UAV

Figure 1.4: Examples of coaxial rotors helicopter UAVs.

• Bi-copter UAVs or Dual-copter UAVs: They have two lift rotors, they rotate on different axis
of rotation one clockwise and the other counterclockwise. Lifts rotors which will generate
the thrust force for altitude control and rotation force for roll and yaw control. However, for
pitch control, complex variable pitch rotors are used (two fixed horizontal motors to adjust the
rotation axis of each lift rotors). The most disadvantage of using Bi-copter UAV is the balance
control complexities when the UAV generates two thrust forces which respond differently to
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disturbances across the arm direction. However, the configuration of Bi-copter UAV allows
the UAV the adjustment of the rotation axis for each lift rotor, which is more flexible than
helicopter. Hence thee vertical translation speed of this UAV can be higher. Figure 1.5 shows
some examples of Bi-copter UAVs.

(a) RCExplorer Bicopter UAV (b) V-Copter Falcon UAV (c) RC Bicopter UAV

Figure 1.5: Examples of Bi-copter UAVs

• Multi-copter UAVs: They have more than two lift motors. Unlike bi-copter UAV or Helicopter
UAV, Multi-copter UAV does not need complex variable rotors whose pitch varies as the blade
rotates for flight control. Multi-copter UAV often use fixed rotors. The motion control is
achieved by varying the relative speed of each rotor to produce the desired thrust force and
rotation torques for flight control. There are four popular Multi-copter UAVs, namely tricopter
(trirotor) UAV, quadcopter (quadrotor) UAV, hexacopter (hexarotor) UAV and octocopter
(octocrotor) UAV, which have respectively three, four, six and eight lift rotors. Figure. 1.6
shows the rotor configuration of four different Multi-copter UAVs.

(a) Tri-copter UAV (b) Quad-copter UAV

(c) Hexa-copter UAV (d) Octo-copter UAV

Figure 1.6: Examples of tri-copter UAV, quad-copter UAV, hexa-copter UAV and octo-copter UAV .

Beside these mentioned designs, there exists also some variations of hexacopter (hexarotor)
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UAV and octocopter (octocrotor) UAV, namely hex-tri UAV and octo-quad UAV. Hexa-tri
UAV has the same configuration as the tricopter UAV, except it uses six lift rotors instead
of three. Similarly, octo-quad UAV also has similar configuration to the quadracopter, but it
uses eight lift rotors to double the lift force. The rotor’s configuration of these UAV is shown
in Figure. 1.7

(a) Hex-tri UAV (b) Octo-quad UAV

Figure 1.7: Rotor’s configuration of hex-tri UAV and octo-quad UAV

2. VTOL fixed-wing UAVs: to overcome the disadvantages of fixed-wing UAV and VTOL UAV, a new
design, namely VTOL Fixed-Wing UAV (hybrid UAV) is born. This design combine the vertical
lift rotor to a Fixed-wing UAV, which allows the UAV to take of and landing vertically and flight
in a long distance with higher speed. This configuration creates a highly flexible UAV. However,
this design does not bring an optimal aerodynamic effects to the UAV when it work as fixed-wing
UAV or VTOL UAV. Figure. 1.8 shows some examples of VTOL fixed-wing UAVs.

Figure 1.8: Examples of VTOL Fixed-Wing UAVs

Among these configurations, quad-copter (quadrotor) UAV is the most popular in research, commer-
cial and entertainment because of low cost, low inertial force and simple flight control system. Quadrotor
UAV is the most popular commercialized UAV which has been successfully designed for research pur-
poses. As shown by figure .1.9, some popular platforms of quadrotor UAVs are usually used in research
namely:

• DJI F450 (Figure. 1.9a): This is one of the most popular quadrotor UAV platform used in research.
It is designed by DJI Technology. This is Do It Yourself (DIY) platform requires developer to
assemble all the component of UAV. Hence, this will allows the developer to modify the hardware
of UAV such as main control board, camera and sensors based on their research purpose.

• S500 (Figure. 1.9b): Similar to DJI F450, S500 is also DIY and developed by Holybro. DJI F450
and S500 normally come with Pixhawk control board. This is an open-source control board, which
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allows the developer to modify the control program. Hence, those type of UAV are very suitable
for some research such as controller and observer design.

(a) DJI F450 (b) S500

(c) AR Parrot (d) Draganflyer X4

Figure 1.9: Quadrotor platform UAV used in research

In this thesis, the S500 quadrotor UAV will be used to validate the proposed algorithms.

1.2 UAV control system
Due to the variety of configurations and use cases in many domains, the study of UAVs has gained
much interest around the world. However, from an academic perspective, the control design of UAV
systems remains challenging due to their nonlinear dynamic behavior, external unknown disturbances,
and unknown parameters, such as inertia and mass. These challenges have attracted much attention from
the automatic control community in recent years and have also motivated the study in this thesis. In the
following sections, the global control structure and the flight control module will be presented.

1.2.1 Global control structure
The control structure of a UAV normally consists of four mains part, namely: guidance, core controller,
actuator calculator and actuator controller as shown in Figure. 1.10. Each component has its own
function as follows:

• Guidance: The guidance module has input as the navigation signal from ground control computer
or radio controller. From these signal, this module will generate the corresponding reference tra-
jectories as desired angles, positions and velocities. This desired trajectory will be sent to the flight
control module (core controller). The guidance module can perform two main tasks, namely: mis-
sion planning and trajectory generation. Mission planning will generate flight plans, timing for the
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Figure 1.10: Control structure of a UAV

vehicle, route coordination and tactical goals, in real-time. This task is done in the autonomous
flight mode, and given by a human pilot or by the software system (for example, the Qgroundcontrol
software). Trajectory generation task will compute and provide real time reference trajectories for
the flight control. For more intelligent UAV system, the Guidance module might also perform the
Path-planning and obstacle avoidance task.

• Core controller (flight control module): this is the main part of the control structure for any UAV
system, this module will calculate the appropriate control signal to achieve the desired reference
given by the guidance module. Based on the signal coming from guidance module, the light control
module will perform the different tasks such as altitude control, position control, velocity control,
etc. To achieve these tasks, the core controller consists of two sub control systems, namely: position
controller (outer controller) and attitude controller (inner controller). This control block is in
charged of calculating the desired thrust force, rotation torques in order to track the desired position,
velocity and steering angle given by the guidance block.

• Actuator calculator: from the desired thrust force and rotation torques, the actuator calculator will
calculate the desired actuator signal for UAV. This calculator is different according to the used the
UAV system. For example, for the quadrotor UAV system the actuator calculator will calculate the
desired rotation velocity of four rotors.

• Actuator controller: This block will control the actuator of UAV based on the desired signal given
by the actuator calculator block. For example, in the quadrotor UAV, this block will contain four
motor controllers in order to control four lift motors of quadrotor UAV tracking the desired velocity
given by the actuator calculator block.

After many decades of developing, the control boards for UAV system are equipped nowadays with a
relatively perfect actuator calculator and actuator controller. The guidance block, which has to generate
the desired position, velocity and steering angle for UAV, is also well developed. Therefore, most of the
recent researches for UAV control are focusing on the core controller design.

1.2.2 Flight control module
The flight control module calculates the necessary moments and forces to control the UAV, to achieve
the tracking or navigational task, as well as to compensate the internal and external disturbances. It can
perform the following tasks:



1.3. Swarm of UAVs 25

• Position control: in this task, the controller controls the UAV in order to track a desired trajectory.
This task is achieved by combing both control loops namely inner and outer controllers.

• Altitude control: It is for controlling the height of the UAV to a desired value. "Take off" is also
included in this task. This task can be considered as a small task of position control where the
height is the only desired input.

• Attitude control: this task concerns only tracking the desired attitude and maintaining the UAV’s
height simultaneously. This task is usually deployed in manual control mode, where the UAV is
controlled by radio controller.

• Yaw or heading control: this task focuses on orienting the UAV to the desired orientation.

• Velocity control: it will deploy the position controller to calculate the desired attitude for the inner
controller and the thrust force, but rather give the desired position as a reference. The desired
velocity will be the reference in this case.

Beside the problem of controller design for UAV system. The case of multi UAVs will be also studied.

1.3 Swarm of UAVs
Since the study of UAVs has gained great interest, a power-full controller for a UAV has been provided,
and many application have been illustrated. However, UAVs exhibits limitations due to its size, its
payload capacity. For example, in many applications such as enhancing agriculture practices, fighting
fires, transportation search and rescue, it is obviously these task are not suitable for a single UAV due to
the mentioned limitation. Therefore, the study of control of multiple UAVs or so called Swarm of UAV
is very attractive.

1.3.1 Application of Swarm UAVs
Due to the ability of cooperating in large teams, the swarm of UAVs has overcome many limitations of
using individual UAV such as working rang, battery limitation, etc...

In the following, one shall present some of the most popular application of swarm UAVs over individual
UAV:

• Entertainment: Light shows can be considered as one of the most successful entertainment appli-
cation of swarm UAVs. In this application, each UAV will be equipped with LEDs to perform a
colorfully show. Firefly Drone Shows company provide a light show service using 100, 300 and 500
UAVs (Figure. 1.11a). Sky Elements Drone Shows company made a drone show ever seen in Texas
with 1001 drones (Figure. 1.11b). In Bussan, Korea, they present the colourful lights show based
on different themes like ‘Magic’ or ‘Racing Drone’ using more than 300 drones Figure. 1.11c.

(a) Firefly Drone Shows (b) Sky Elements Drone Shows (c) Busan Gwangalli Drone Show

Figure 1.11: UAVs used in light shows for entertainment

• Security and Surveillance: Compare to fixed CCTV cameras, one UAV itself provides several ad-
vantages due to its mobility. For example, the monitored areas will be vastly extended. However,
using single UAV for surveillance purpose comes with big drawback, which is the working time
or fly time of UAV. Due to the limitation of the battery capacity, the surveillance. Inherit this
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advantage, using swarm of UAVs in surveillance can cover much larger areas in shorter times. Due
to high number of drones using in swarm, then the time limitation problem can be solved. The
applications of multi-UAVs in security and surveillance can bee found in (Ahmadzadeh et al., 2006;
Petrlík, Vonásek, and Saska, 2019; Ding, Rahmani, and Egerstedt, 2010; Nigam et al., 2012; Scherer
and Rinner, 2020)

• Environmental Monitoring: similar to security and surveillance applications, swarm of UAVs can
be used for environmental monitoring applications by equipping with some special sensors. For
example, the swarm of UAV is used for flood monitoring in (Abdelkader et al., 2014).

• Collaborative Transportation: transportation and goods delivery are one of the most potential
wide used applications of UAV, especially for package delivery in the logistic sectors. However,
using single UAV for transportation presents a huge disadvantage due to the pay load capacity.
Hence, deploying multi UAVs for collaborative transportation task can extend the play load of the
object. Figure. 1.12 demonstrates some example of using multi UAV to execute a collaborative
transportation task .

(a) Two quadrotors UAV during a
collaborative transportation task
in (Loianno and Kumar, 2018).

(b) Four quadrotors UAV and two quadrotors UAV for collaborative trans-
portation task carrying a line-shape object (right) and EL-shape object (left)
in (Mellinger et al., 2013)

Figure 1.12: Example of using multi UAV in collaborative transportation application

To ensure all the mentioned tasks, an efficient controller for the swarm of UAVs is needed.

1.3.2 Control of a Swarm UAV
To control a swarm of UAVs the called multi agent control is used. The main problems of multi agent
study can be categorised as follows:

• Consensus problem: This is one of the most fundamental problems in multi-agent control. The
consensus problem concerns the cooperative behavior of multi-agents, which involves reaching an
agreement between the agents in the swarm to achieve a common goal. The study of consensus
focuses on representing the relationships among agents in the swarm through mathematical models.
For example, the communication topology of agents can be represented by a set of matrices using
Graph Theory.

• Formation planing: It is similar to path planing in control problem, which aims to design the desired
trajectory to achieve the control goal such as tracking, obstacle avoidance , etc. Formation planing
focus on providing the desired formation for the system to achieve the desired purpose.

• Formation control: It is the most active areas in multi-agent research. The formation control focus
on controlling the agents to move cohesively to perform cooperative task. This task is done by
controlling the agent so that some constraints, such as the relative distance, angle and velocity
between agents are achieved to obtain the desired formation. Then based on these relative relation,
each agent will build its own desired trajectory to fit with the desired formation for the multi-
agent system. In some study, lower controller such as position tracking for each agent is considered
perfect. Hence the formation control can be done by just giving the desired trajectory for each
agent.

Beside the problem of control design for highly nonlinear dynamic of UAV ans swarm of UAVs.
Knowing the full state vector of UAV is also necessary as it can be contribute to ensure better controller
performance for a UAV as well as a swarm of UAVs.
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1.4 State estimation problem
The state vector of UAV is not fully measurable. For example, the attitude of UAV is not directly
measured, but can be estimated from measurable values such as magnetic field, gyroscope by using
TRIAD or QUEST algorithms (M.D.shuster and S.D.Oh, 1981). As a results, its derivative which is
needed to build the controller can not be directly obtained. These estimations are also affected by the
quality of the measured data provided by sensors. Nowadays, many low-cost IMUs have been developed
to provide good measurements with a data fusion module embedded inside. However, these available
IMUs still can not solve the problem of providing the full state vector of the UAV. Therefore observer
design for state estimation become crucial.

In this context, sampling data, poor sensor synchronization, operational restrictions on the sensors
and time delay measurements constitute major drawbacks for the purpose of the state estimation design.
Despite its performance-degrading effect and the interest of this problem, in most of the existing state
estimation methods, time delay and sampled-data measurements has been widely neglected.

Furthermore, in the context of multi agents system, its control structure lies on the communication
between the agents. Therefore, the data transmission between agents is crucial. Indeed, due to the time
taken for transmission signal, the latency in signal rounding between agents is inevitable. Hence, the
control performance might be degraded, and in the extreme situations, they delay may cause the loss of
stability. In particular, the consensus time delay occurs, when the protocols depend on the relative state
information transmitted over the network, which connects the agents together. Therefore, the study of
delay effects during the communication between the agents for control design is necessary. In (Wang
et al., 2020; Zhang et al., 2019; Hua, Li, and Guan, 2019; Wang et al., 2017; Wang et al., 2019) the
problem of delay effect for multi agent control design is investigated.

Figure 1.13: Diagram of using Pixhawk flight controller

The Figure. 1.13 shows a simple diagram of using Pixhawk flight controller for the research propose,
as can be seen from this figure, the control board deploys some sensor such as IMU, GPS, Flow in order
to obtained the state vector for the sake of controller design and these measurement are affected by noise,
delay as reported by Px4 Firmware developers.

Figure 1.14: Illustrate example of delay effect in communication between agents

Figure. 1.14 illustrates an example of multi agents system with delay communication.
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1.5 Contribution of the Thesis
Motivated by the interesting problems mentioned above, this thesis aims to address the control design
problems for quadrotor UAVs and multi-agent systems. This work focuses on studying several crucial
and related problems regarding control design, including observer design for nonlinear systems subjected
to delay and sampled data measurements, adaptive control design for quadrotor UAV systems, and
formation control for multi-agent systems subject to delayed communication between the agents in the
swarm. The main contributions of this thesis are summarized as follows:

• To solve the problem of state estimation for nonlinear system subjected to delay, we propose an
innovative observer structure under very restrictive conditions namely: noisy, sampled and delayed
measurement. The proposed observer allows the reduction of noise effect and the compensation of
the delay effect.

• An adaptive controller for quadrotor UAV is proposed for trajectory tracking task. In this study, we
assume that the model and the external effect such as wind and aerodynamic drag, are unknown.
Then the adaptive controllers will be developed in this thesis using adaptive neural network and
fuzzy logic. The proposed controllers are well performed for trajectory tracking task, it is validated
through simulation and experimental results.

• Finally, based on the successes of the controller design and observer design, the last contribution
of this thesis is to develop a controller for controlling a swarm of UAV under communication delay
between UAVs. This study assume that there exits a communication delay between the agents.
Hence the transmissions between agents are always affected by a constant delay. Due to this
lagging, the formation tracking control can not converge with tracking error to zero. In this study,
under some specific conditions we proposed a controller for the formation tracking control so that
the tracking error can converge to zero.

1.6 Organization of the Thesis
The structure of this thesis is summarized as follows:

• In Chapter 1, some applications of UAV are summarised and the motivation of this thesis is illus-
trated.

• In Chapter 2, the modeling method of a quadrotor UAV system is presented. The attitude presen-
tation of UAV is firstly presented. Then the forces, torques and dynamic model of quadrotor UAV
system will be studied. The chapter ended with a brief presentation of quadrotor UAV platform
and the software which will be used in this thesis.

• In Chapter 3, the innovative methods for state estimation dealing with sampled, delay and noisy
affect to output measurement are presented. The chapter firstly starts with a brief review of the
state of the art for state estimation as well as dealing with sampled, delayed and noisy measurement.
Then a novel structure of a observer, namely the Filtered High Gain Observer (FHGO) is firstly
designed where the output measurements are only affected by the delay. Then, the proposed FHGO
is extended to the case of sampled-delayed outputs. Using a LMI design approach, the observer
parameters are then designed. The application for state estimation is then studied through the
simulation and experimental results. To highlight the effectiveness and the superior of the proposed
observers in this thesis, a comparison with Kalman-like observer and high gain observer is analysed.

• In Chapter 4: the design of the adaptive controllers for quadrotor UAV is presented. The uncer-
tainties such that unknown inertia, mass and external disturbances, nonlinear aerodynamic forces
are commonly challenging to design a model-based control scheme. The tracking process will be
illustrated in this chapter. The proposed controller in this study is designed based on Sliding Mode
technique. The different learning methods such as neural network and Fuzzy logic will be then pre-
sented and applied to improve the adaptive capacity of SMC controller. The control design method
will be derived from the stability analysis by means of Lyapunov functional. The simulation and
experimental are carried out to verify the performance and effectiveness of the proposed methods
in comparison with the current existing methods.

• In Chapter 5: In this chapter, the problem of formation flight for a swarm of quadrotor UAVs
with communication delays between the UAVs is analysed. The study in this chapter will focus
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on overcome the problem of delay effect into the formation control performance for achieving the
formation tracking task. Based on the controller and observer designed in the previous chapters, the
study of designing a controller for position and speed control of one quadrotor UAVs has been well
established. Then the problem of formation follow and maintenance under delayed communication is
proposed using the decentralized leader-follower strategy. To illustrate the effective of the proposed
work, a 3D simulation will be carried out.
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CHAPTER 2

Quadrotor Platform

2.1 Mathematical Background and Quadrotor Modeling
UAVs have revolutionized the way we think about aerial operations, offering unprecedented capabilities
and flexibility in a wide range of applications. One of the most versatile and agile types of UAVs is the
quadrotor, a device that uses four rotors to generate lift and control its motion. Quadrotors have become
increasingly popular in recent years, due to their ability to perform a wide range of tasks, from aerial
photography and surveillance to search and rescue operations. To achieve these capabilities, quadrotors
must be precisely controlled, using advanced algorithms and sensors to stabilize and guide their motion.
This requires a deep understanding of the quadrotor’s motion and behavior, which can be captured using
mathematical models.

Mathematical modeling is a crucial aspect of engineering and design, allowing engineers to capture
and analyze complex systems in a systematic and quantitative manner. In the case of quadrotors,
mathematical models can help us to understand and predict the drone’s motion and behavior, and
to design control algorithms that can stabilize and control the quadrotor in flight. These models can
capture the complex interactions between the drone’s motors, propellers, and sensors, and can provide a
powerful tool for analyzing and optimizing the quadrotor’s performance.

The dynamics of quadrotors are inherently complex, involving a wide range of physical phenomena
and interactions. To capture these dynamics, researchers have developed a range of mathematical models
that describe the quadrotor’s motion and behavior. These models typically consist of sets of differential
equations that describe the motion of the drone in response to external forces and torques. The equations
are derived from basic principles of physics, such as Newton’s laws of motion and the conservation of
energy, and can be solved numerically using simulation software.

One of the most widely used models of quadrotor dynamics is the rigid body model, which treats the
drone as a rigid body with six degrees of freedom. This model captures the drone’s motion and attitude
using a set of six equations, which describe the drone’s position and orientation in three-dimensional
space. The equations are based on the forces and torques acting on the drone, which are generated
by the rotors and other external factors such as wind and gravity. By solving these equations, we can
predict the drone’s motion and behavior under different conditions, and design control algorithms that
can stabilize and guide the drone in flight.

Another important aspect of quadrotor modeling is the aerodynamics of the rotors and propellers. The
behavior of the rotors and propellers is critical to the drone’s flight, as they generate the lift and thrust
necessary for flight. To model the aerodynamics of the rotors and propellers, researchers use a range of
techniques, including computational fluid dynamics (CFD) and empirical models based on experimental
data. These models capture the complex interactions between the rotor blades and the surrounding air,
and can provide accurate predictions of the drone’s lift and thrust characteristics.

In addition to the rigid body and aerodynamic models, quadrotor modeling also involves the devel-
opment of control algorithms that can stabilize and guide the drone in flight. Control algorithms use
feedback from sensors such as accelerometers, gyroscopes, and GPS to adjust the drone’s motion and
attitude in real time. These algorithms can be based on a range of techniques, including classical control
theory, modern control theory, and machine learning. The choice of control algorithm depends on the
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specific application and requirements of the quadrotor, and can have a significant impact on the drone’s
performance.

Unlike other ground mobile robots, quadrotor UAVs are highly nonlinear and coupled systems, oper-
ating with volatility and uncertainties caused by the external environment and aerodynamic phenomena.
Moreover, the motions of quadrotor UAV systems include two main components: rotation and translation,
which make the modeling task for quadrotor UAV systems more challenging.

In most of the work, attention is paid to the mathematical model in terms of rotation due to its
complexity, while the model for translation can be easily obtained using Newton’s second law. Hence, the
state representation of a quadrotor UAV in terms of rotation is crucial. In this chapter, we will introduce
the concept of reference frame presentation and attitude presentation, which will be used to present the
state and study the dynamic model of a quadrotor UAV in terms of rotation.

In this chapter, we will give an overview of the dynamic model describing the flying quadrotor. Firstly,
we will introduce the reference frame and the attitude presentation, which are the basic elements needed
to define the state vector of the quadrotor system. Secondly, we will introduce the concepts of forces
and moments applied to the quadrotor system, as these concepts are crucial for analyzing any dynamic
system that includes a quadrotor system. Finally, we will present the dynamic model of the quadrotor
UAV based on different methods.

2.1.1 Reference frame representation
a) Body-frame: The Body-frame {B} reference is associated to the vehicle and usually origins at the
Center Of Mass (COM) as shown in Figure. 2.1. The axes of body frame are given as follows:

• x-axis: this axis directs along the longitudinal axis oriented from the rear towards the front.

• y-axis: this axis directs along the transverse axis oriented from left to right.

• z-axis: this axis completes the direct Cartesian coordinate following the rule of the right hand.

Figure 2.1: UAV body frame

b) Earth-frame:
The earth frame {E} define a fix coordinate at a predefined fixed

point in the earth. This frame will be used to determine the global
position and attitude of UAV. The axes of earth frame is usually given
as follows:

• x-axis: this axis directs along the longitude axis oriented from
south to north.

• y-axis: this axis directs along the latitude axis oriented from west
to east.

• z-axis: this axis completes the Direct Cartesian coordinate follow-
ing the rule of the right hand.

2.1.2 Attitude representation
The orientation of UAV in space is crucial especially in aerospace ap-
plications such as flight control design. In this section, an overview of

different attitude presentation methods will be given.
a) Euler Angle
The Euler angles are three angles introduced by Leonhard Euler to describe the orientation of a rigid

body with respect to a fixed coordinate system. They can also represent the orientation of a mobile frame
of reference in physics or the orientation of a general basis in 3-dimensional linear algebra.

Euler angles can be defined by elemental geometry or by composition of rotations. The geometrical
definition demonstrates that three composed elemental rotations (rotations about the axes of a coordinate
system) are always sufficient to reach any target frame.

The three elemental rotations may be extrinsic (rotations around the axes xyz w.r.t {E} , which is
assumed to remain motionless), or intrinsic (rotations around the axes of the rotating coordinate system
XYZ w.r.t {B}, solidary with the moving body, which changes its orientation after each elemental
rotation).

Considering a quadrotor as a solid body evolving in a three dimensional space and subject to the main
vertical thrust and three torques. We will follow some conventions: the reference associates to the vehicle,
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with its origin at the CoM of the quadrotor, will be the body frame {B}, the reference which follows the
rotation of the earth origin of this reference is the center of the earth, will be the earth frame {E}. x, y,
z will stands for the coordinate of the quadrotor w.r.t {E}. In other words, x, y, z are the position of
the quadrotor. ẋ, ẏ, ẋ, will stands for translation velocities of quadrotor w.r.t {E}. iE =

[
iEx iEy iEx

]
represents the unit vector of three coordinate axes respect to {E}, iB =

[
iEx iEy iEx

]
represent the unit

vector of three coordinate axes w.r.t {B}. The relation between iE and iB is expressed as

iE = RiB (2.1)

Where R is the rotation matrix which expresses the transformation from the body frame to the earth
frame. let define ix =

[
1 0 0

]T , iy =
[
0 1 0

]T , iz =
[
0 0 1

]T
The rotation matrix R is derived from the combination of rotations around axes. In what follows we

will give the standard definition of the rotations about the three principle axes:
The rotation around x axis with rotation angle ϕ, namely Roll rotation is defined such that:

Rx(ϕ) =

1 0 0
0 cos(ϕ) −sin(ϕ)
0 sin(ϕ) cos(ϕ)

 (2.2)

The rotation around y axis with rotation angle θ, namely Pitch rotation is defined such that:

Ry(θ) =

 cos(θ) 0 sin(θ)
0 1 0

−sin(θ) 0 cos(θ)

 (2.3)

The rotation around z axis with rotation angle ψ, namely Y aw rotation is defined such that:

Rz(ψ) =

cos(ψ) −sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

 (2.4)

The rotation matrix R then can be thought of a sequence of three rotations, one about each principle
axis, without considering the possibility of using two different conventions for the definition of the rotation
axes (intrinsic or extrinsic) Table.2.1. There exist twelve possible sequences of rotation axes, divided in
two groups:

Proper Euler angles (z-x-z, x-y-x, y-z-y, z-y-z, x-z-x, y-x-y).
Tait–Bryan angles (x-y-z, y-z-x, z-x-y, x-z-y, z-y-x, y-x-z)
The Table.2.1 shows us the rotation matrix calculated by different sequences.

Proper Euler angles Tait–Bryan angles

XZX=

 c2 −c3s2 s2s3
c1s2 c1c2c3 − s1s3 −c3s1 − c1c2s3
s1s2 c1s3 + s1c2c3 c1c3 − s1c2c3

 XZY=

 c2c3 −s2 c2s3
s1s3 + c1s2c3 c1c2 c1s2s3 − s1c3
s1s2c3 − c1s3 c2s1 c1c3 + s1s2s3


XYX=

 c2 s2s3 s2c3
s1s2 c1c3 − s1c2c3 −c1s3 − s1c2c3
−c1c2 s1c3 + c1c2s3 c1c2c3 − s1s3

 XYZ=

 c2c3 −c2c3 s2
c1s3 + s1s2c3 c1c3 − s1s2s3 −c2s1
s1s3 − c1s2c3 s1c3 + c1s2s3 c1c2


YXY=

 c1c3 − s1c2c3 s1s2 c1s3 + s1c2c3
s2s3 c2 −s2c3

−s1c3 − s1c2c3 c1s2 c1c2c3 − s1s3

 YXZ=

c1c3 + s1s2s3 s1s2c3 s1c2
c2s3 c2c3 −s2

c1s2s3 − s1c3 c1s2c3 + s1s3 c1c2


YZY=

 c1c2c3 − s1s3 −c1s2 s1c3 + c1c2s3
s2c3 c2 s2s3

−c1s3 − s1c2c3 s1s2 c1c3 − s1c2s3

 YZX=

 c1c2 s1s3 − c1s2c3 s1c3 + c1s2s3
s2 c2c3 −c2s3
−s1c2 c1s3 + s1s2c3 c1c3 − s1s2s3


ZYZ=

c1c3 − s1c2s3 −c1c3 − c1c2s3 c1s2
c1s3 + s1c2c3 c1c3 − s1c2s3 s1s2
−s2c3 s2s3 c2

 ZYX=

c1c2 c1s2s3 − s1c3 s1s3 + c1s2c3
s1c2 c1c3 + s1s2s3 s1s2c3 − c1s3
−s2 c2s3 c2c3


ZXZ=

c1c3 − s1c2s3 −c1s3 − s1c2c3 s1s2
s1c3 + c1c2s3 c1c2c3 − s1s3 −c1s2

s2s3 s2c3 c2

 ZXY=

c1c3 − s1s2s3 −s1c2 c1s3 + s1s2c3
s1c3 + c1s2s3 c1c2 s1s3 − c1s2c3
−c2s3 s2 c2c3


Table 2.1: Rotation matrix in different sequences of rotation axes
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Tait–Bryan convention is widely used in engineering with different purposes. There are several axes
conventions in practice for choosing the mobile and fixed axes, and these conventions determine the signs
of the angles. For an aircraft, they can be obtained with three rotations around its principal axes if
done in the proper order. A yaw will obtain the bearing, a pitch will yield the elevation and a roll
gives the bank angle. Therefore, in aerospace they are sometimes called yaw, pitch and roll. To prevent
cumbersome, we use XY Z to represents the rotation matrix R = RxRyRz, the rotation angle will be 1,
2 and 3 will represent the first, second and thirst rotation angles and 1, 2 and 3 stand for ϕ, θ and ψ
respectively. For example, rotation XYZ and XYX can be computed as follows:

XY Z : Rz(1)Ry(2)Rz(3) = Rx(ϕ)Ry(θ)Rz(ψ); XY Z : Rx(1)Ry(2)Rx(3) = Rx(ϕ)Ry(θ)Rz(ψ)

b) Axis Angle

Figure 2.2: A rotation repre-
sented by Axis Angle

By Rodrigues’ rotation formula, the angle and axis determine the
transformation that rotates three-dimensional vectors. The rotation
occurs in the sense prescribed by the right-hand rule. The rotation axis
is sometimes called the Euler axis. It is one of many rotation formalisms
in three dimensions.

The axis-angle representation is a way of representing rotations in
three-dimensional space using an axis and an angle. The axis represents
the direction of the rotation, and the angle represents the magnitude
of the rotation around that axis.

The rotation can then be expressed as a combination of a rotation
matrix and a translation vector. The rotation matrix is constructed
using the chosen axis and angle, and the translation vector is typically
set to zero.

One advantage of the axis-angle representation is that it is very
intuitive and easy to visualize. For example, you can imagine spinning

a top around its axis, and the axis and angle of rotation would be the same as those used in the axis-angle
representation.

Another advantage of the axis-angle representation is that it is easy to convert to other representations
of rotations, such as quaternions or Euler angles. Additionally, it is often used in robotics and computer
graphics applications, where it is necessary to represent rotations in a way that is easy to manipulate
and understand.

The axis–angle representation is equivalent to the more concise rotation vector, also called the Euler
vector. In this case, both the rotation axis and the angle are represented by a vector ê with the rotation
axis whose length is the rotation angle θ (see Figure .2.2). Therefore a rotation k can be represented as

k = êθ (2.5)

The axis–angle representation is convenient when dealing with rigid body dynamics. It is useful
to both characterize rotations, and also for converting between different representations of rigid body
motion, such as homogeneous transformations and twists.

c) Quaternion
Quaternions are “hypercomplex” numbers, which means that they have three imaginary parts i, j, k

contrary to the traditional representation of complex number.
Quaternions are commonly used in computer graphics, robotics, and physics for their ability to rep-

resent rotations and orientations in three-dimensional space. They offer advantages over other methods
of representing rotations, such as Euler angles, because they avoid the problem of gimbal lock.

One of the key features of quaternions is that they have a well-defined multiplication operation, which
allows for easy composition of rotations. Another useful property is that they can be used to interpolate
between two rotations, which is useful in animation and other applications.

A quaternion is a four tuple that belongs to the quaternion space and can be seen as a number that
contains four parts one real part and three imaginary parts corresponding to imaginary units i, j, k.

Q = Q0 +Q1i+Q2j +Q3k;Q ∈ H
Q0, Q1, Q2, Q3 ∈ R
i, j, k ∈ I

(2.6)

In order to simplify the expression of quaternions in above equation, we express three different imaginary
parts as a vector in R3. Hence R3 can be seen as a subspace of quaternions space. Accordingly, a
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presentation is obtained as:

Q =
[
Q0
Q̄

]
; Q̄ =

Q1
Q2
Q3

 (2.7)

where Q stands for quaternion, q0 is the scalar part of Q, q̄ are the complex vectorial part of Q
The most used operation in quaternion algebra in this research is the quaternion product and inverse

quaternion. We assume P and Q is two quaternion number, then quaternion product of P ∈ H and
Q ∈ H is defined as:

Q
⊗

P =
[

Q0P0 − Q̄T P̄
P0Q̄+Q0P̄ + P̄ × Q̄

]
(2.8)

The quaternion conjugate of Q is defined as Q∗, then the quaternion inverse Q−1 will be obtained from
its conjugate as follows:

Q∗ =
[
Q0
−Q̄

]
;Q−1 = Q∗

‖Q‖
(2.9)

where ‖Q‖ is the quaternion norm, which is defined as:

‖Q‖ =
√
Q2

0 +Q2
1 +Q2

2 +Q2
3 (2.10)

As a result, if Q is unit quaternion, which means ‖Q‖ = 1, then Q−1 = Q∗

The rotation of a 3D vector from one body frame to inertial can be obtained by quaternion product.
Let us consider vector bi ∈ R3 w.r.t body frame and its quaternion is defined with the scalar part is 0
and the complex part is bi. Then the representation of ri in inertial frame then be obtained such that:[

0
ri

]
= Q⊗

[
0
bi

]
⊗Q−1 (2.11)

Base on the quaternion product properties mentioned above, we can deduce:

ri = Q2
0bi +Q0Q̄xbi + Q̄Q̄T bi +Q0Q̄× bi − Q̄× bi × Q̄

= (Q2
0 + 2Q0S(Q̄) + Q̄Q̄T + S2

(Q̄))bi
= (Id + 2Q0S(Q̄) + 2S2

(Q̄))bi

(2.12)

Where S(x) is skew matrix, which is defined as:

S(x) =

 0 −xz xy
xz 0 −xx
−xy xx 0

 ;x =

xxxy
xz

 (2.13)

A rotation matrix R can be calculated based on quaternion as follows:

R(Q) = Id + 2Q0S(Q̄) + 2S2
(Q̄) (2.14)

It is easy to verify that R(Q) = R(−Q). Therefore R defines two convering map from H to SO(3), then
R(Q) admits two rotation solutions by Q and −Q.

2.1.3 Force and moment applied to the quadrotor UAVs
The motion of a quadrotor is determined by the forces and moments acting on the quadrotor UAV, which
are generated by the four rotors and other external factors such as wind and gravity. Understanding
the dynamics of these forces and moments is crucial for developing accurate mathematical models of
quadrotor motion and for designing control algorithms that can stabilize and guide the drone in flight.

To understand the dynamics of these forces and moments, we can use the principles of mechanics and
physics. Newton’s laws of motion, for example, tell us that the forces acting on an object determine its
motion and acceleration. In the case of a quadrotor, we can use these laws to describe the forces acting
on the drone and how they affect its translational motion. Similarly, the principles of angular momentum
and torque can be used to describe the forces and moments acting on the quadrotor and how they affect
its rotational motion.

In this section, we will give the explicit presentation of forces and moment applied on a quadrotor
UAV.
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a) Forces
The forces acting on a quadrotor can be broken down into three categories: Gravity forces, lift/thrust

and hub forces and external force. Gravity forces are those that act in a straight line toward to the
center of the earth. Lift/thrust and hub , on the other hand, are generated by the rotors. These forces
determine the quadrotor’s translational motion, including its speed and direction of travel. External
forces are generated by aerodynamic drag and uncertainties.

Consider that the quadrotor UAV flying in a gravity environment in thesis context. Hence, there will
be three main forces acting on the UAV as follow:

Figure 2.3: Thrust and Hub
force acting of the UAV

• Gravity Force: Gravity force is along side with the z-axis (zE)
in Earth frame {E} and is given as:

FG = −mg (2.15)

where m is the total mass of the quadrotor UAV and g is the gravity
constant.
• Thrust and Hub force: The thrust force and the hub force are

generated by a rotor as shown in Figure 2.3, and are depended on the
rotation velocity Ωi of the rotor. The thrust force FTi is along side
with the z-axis (zB) in Body frame {B}, and the rest of the force is in
the plan xB , yB . The hub force FHi which is on the negative direction
of the horizontal velocity, can be decomposed into two components,
namely, FHix and FHiy. The explicit presentations of thrust force and
hub force generated by one rotor are:

FTi = cT ρA(Ωirr)2; FHi = cHρA(Ωirr)2 (2.16)

where cT and cH are aerodynamic coefficients, ρ is the air density, A is the effective propeller disk area
and rr is its radius.

Equivalently, the total thrust force and hub force applied to a quadrotor UAV are given as:

FT =
4∑
i=1

FTi; FHx = −
4∑
i=1

FHix; FHy = −
4∑
i=1

FHiy (2.17)

• External force: The quadrotor UAV in some specific condition such as flying outdoor will be affected
by the environment. The total external force acting on the quadrotor UAV can be considered as unknown
elements and affect the UAV in three axes as following:

Fδ =
[
Fδx Fδy Fδz

]T (2.18)

Consequently, the total force vector on a quadrotor UAV in the Earth frame {E} can be given as:

∑
F = R

FHxFHy
FT

+ Fδ −

 0
0
mg

 (2.19)

where R is a rotation matrix.
b) Moments
Together with forces, moments acting on the UAV generate a rotation movement, which is one of the

two main movement of UAV, namely, translation and rotation. They contribute to the control of the vehi-
cle. In this part, we will present the main moment applied on UAV and their direction in Body-frame {B}.

Figure 2.4: Rotation descrip-
tion of a quadrotor UAV

• Roll moment: Roll moment τφ generates the rotation movement
around x-axis in {B}. This moment is achieved by the difference in the
combined thrust forces acting on the UAV. The direction of roll moment
is decided according to the right hand rule. It is defined as follows:

τφ = l1 sin(α1)FT1 − l2 sin(α2)FT2 + l3 sin(α3)FT3 − l4 sin(α4)FT4
(2.20)

In the ideal case, where the quadrotor UAV is supper symmetric, one
gets l1 = l2 = l3 = l4 = l and α1 = α2 = α3 = α4 = α, hence the roll
moment will be rewritten as follow:

τφ = l sin(α) (FT1 − FT2 + FT3 − FT4) (2.21)
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• Pitch moment: Pitch moment τθ generates the rotation movement
around y-axis in {B}. Similar to roll moment, the direction of pitch moment is decided according to the
right hand rule. It is defined as follows:

τθ = −l1 cos(α1)FT1 + l2 cos(α2)FT2 + l3 cos(α3)FT3 − l4 cos(α4)FT4 (2.22)

in the ideal symmetrical case, the pitch moment will be rewritten as follow:

τθ = l cos(α) (−FT1 + FT2 + FT3 − FT4) (2.23)

• Yaw moment: Yaw moment τθ generates the rotation movement around z-axis in {B}. Different
to roll and pitch moments, the yaw moment is achieved by the aerodynamic forces acting on the blade
elements rather than the thrust force. All rotors induce the rotation of quadrotor UAV around z-axis
and provide the yaw moment. Each rotor generates a rotation moment as follow:

τψi = cψρA(Ωirr)2 (2.24)

where cψ is the aerodynamic coefficients.
Based on the movement of each rotor described in Figure .2.4, the total yaw moment acting of the

quadrotor UAV is derived as follow:

τψ = τψ1 + τψ2 − τψ3 − τψ4 (2.25)

• Hub moment: As previously analysed, the hub force acting on the UAV in x and y axes, will logically
generate a hub moment in z-axis. Whose expression is given as:

τH =
4∑
i=1

li sin(αi)FHxi −
4∑
i=1

li cos(αi)FHyi (2.26)

• Blade flapping moment: During the flight mode, when the quadrotor UAV replaces from one point
to the other, the advancing blade experiences a higher velocity relative to the air than the retreating blade.
This causes the advancing blade has more lift than the retreating blade. This difference of lift leads to a
gyroscope response and tilts the rotor disk back. Hence the blade flapping moment is perpendicular to
the plane formed by the rotor shaft and the forward velocity of the UAV. The blade flapping moment of
each rotor can be expressed as follows:

τbi = cbρA(Ωirr)2rr (2.27)

where cb is the aerodynamic coefficients.
The total blade flapping moment can be presented in x and y axis as following:

τbx = τbx1 + τbx2 − τbx3 − τbx4; τby = τby1 + τby2 − τby3 − τby4 (2.28)

• Gyroscopic moment: The gyroscopic effect exists when there are two rotations in two axes. These
rotation cause a third rotation, which is perpendicular to the plane formed by the two former axes. The
motor rotation itself is fixed in z-axis in body-frame. Hence together with the quadrotor rotation, there
will be two gyroscopic moment affecting the x and y axis. These moments are given as follows:

τgx = Jrωy (Ω1 + Ω2 − Ω3 − Ω4) ; τgy = −Jrωx (Ω1 + Ω2 − Ω3 − Ω4) (2.29)

where Jr is the inertia moment of a rotor.
• External moment: As previously mentioned, when the quadrotor UAV is in some specific

condition such as flying outdoor, these conditions will have several effects. External forces acting on
the quadrotor UAV can be considered as unknown elements, these forces respectively generate external
moments in three axes as following:

τδ =
[
τδx τδy τδz

]T (2.30)

The total moment acting on a quadrotor UAV has the following expression :

∑
τ =

τφ + τbx + τgx + τδx
τθ + τby + τgy + τδy
τpsi+ τH + τδz

 (2.31)
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2.1.4 Dynamic model of a quadrotor UAVs
The Dynamic model of a quadrotor UAV is a mathematical representation of its motion and behavior.
This model considers various factors such as the drone’s weight, thrust, and moments of inertia, and
uses them to predict the drone’s position, velocity, and attitude. The dynamic model allows engineers
and researchers to better understand the behavior of quadrotor UAVs, and to design and optimize their
control systems. By using this model, we can simulate the quadrotor’s flight in a virtual environment,
predict its response to different inputs, and evaluate its performance. Overall, the dynamic model of a
quadrotor UAV is a critical tool for developing and improving the capabilities of these aerial vehicles.

The first approaches is used to build the mathematical model that describe the relationship between
the force and the motion of UAVs is the Euler-Lagrange method due to its simplicity and easy to imple-
ment. In (González-Hernández et al., 2017) using this model, the author design an nonlinear controller
for a quadrotor UAV system. Newton-Euler is also widely used alternative method to build the dynamic
model for quadrotor UAV system. In (Safeer Ullah and Iqbal, 2020),(Chen et al., 2016) this model is
exploited to develop the controller, in (Dam et al., 2021), (Dam et al., 2022) the authors studied the
nonlinear observer with application to quadrotor UAV using this model. The common point of these
methods is that they lied on the classical Euler angles to present the model of UAV. The simplicity and
easy to implement of this method are obvious, however using Euler angles presents some problems, such
as singularities, and gimbal locks.

Quaternion dynamic is an alternative solution for representing the rotation motion of quadrotor,
this method provides great advantages compared to using Euler angles such as lack of singularities, and
gimbal locks. However, quaternion product has a different property compared to vector product, which is
used to describe the translation, hence the calculation when multiple rotations and translations is more
complicated.

In this section, one shall give a brief introduction about these methods.
a) Euler-Lagrange
The movement of a quadrotor system in three-dimensional space is governed by the main thrust force

and three torques. In this study, we examine how a quadrotor is represented in 3D space using the vehicle’s
coordinates denoted by p =

[
x y z

]T ∈ R3, which indicates the position of the center of mass relative
to the earth frame E, and the vehicle’s attitude represented by Euler angles η =

[
φ θ ψ

]T ∈ R3,
indicating the roll, pitch, and yaw angles relative to the earth frame E. Therefore, the Lagrangian
equation can be expressed as follows:

L(p, η) = K − P (2.32)
where K = Kt + Kr represents the total kinetic energy, which can be further divided into translational
kinetic energy, Kt = m

2 ṗ
T ṗ, and rotational kinetic energy, Kr = 1

2ω
TJω. The potential energy is

represented by P = mgiz
T p, where m denotes the total mass of the quadrotor, and g is the acceleration

due to gravity. The angular velocity of the quadrotor is denoted by ω =
[
ωx ωy ωz

]T ∈ R3 with

respect to the body frame B, and J =

Jxx Jxy Jxz
Jyx Jyy Jyz
Jzx Jzy Jzz

 ∈ R3×3 represents the moment of inertia of the

quadrotor.
It is worth noting that the first derivative of η, namely η̇, and the angular velocity ω are expressed in

different frames. In order to derive the dynamic equation, it is necessary to establish a transformation
between the angular velocity of the body frame, ω, and the first derivative of η, which can be expressed
as follows:

ω = T(η)η̇, η̇ = T−1
(η)ω

T(η) =

1 0 −s(θ)
0 c(φ) s(φ)c(θ)
0 −s(φ) c(φ)c(θ)

 , T−1
(η) =

1 s(φ)t(θ) c(φ)t(θ)
0 c(φ) −s(φ)
0 s(φ)/c(θ) c(φ)/c(θ)

 (2.33)

where c(.) = cos(.), s(.) = sin(.), t(.) = tan(.). Then one gets the total kinetic energy is given as:

K = m

2 ṗ
T ṗ+ 1

2 η̇
TTT(η)JT(η)η (2.34)

Using the Euler–Lagrange formulation one gets:

d

dt

∂L

∂p
− ∂L

∂p
=
∑

F −mgiz (2.35)

d

dt

∂L

∂η
− ∂L

∂η
=
∑

τ (2.36)
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where
∑
F is the total force (include gravity) applied to the quadrotor relative to {E},

∑
τ is the total

torques acting on the UAV. These force and moment are analysed in the previous part.
By replacing (2.32) into (2.35) and (2.36) we have:

mp̈−mgiz =
∑

F −mgiz (2.37)

TT(η)JT(η)η̈ +
[
d

dt

(
TT(η)JT(η)

)
− 1

2
∂

∂η

(
η̇TTT(η)JT(η)

)]
η̇ =

∑
τ (2.38)

Leading to

mp̈ =
∑

F (2.39)

TT(η)JT(η)η̈ =
∑

τ − Crη̇ (2.40)

Cr = d
dt

(
TT(η)JT(η)

)
− 1

2
∂
∂η

(
η̇TTT(η)JT(η)

)
∈ R3×3 is the Coriolis matrix, whose components are



C11 = 0
C12 = (Jyy − Jzz)[θ̇c(φ)s(φ) + ψ̇c(θ)(s2(φ)− c2(φ))]− Jxxψ̇c(θ)
C13 = (Jzz − Jyy)ψ̇c2(θ)c(φ)s(φ)
C21 = (Jzz − Jyy)[θ̇c(φ)s(φ) + ψ̇c(θ)(s2(φ)− c2(φ))]− Jxxψ̇c(θ)
C22 = (Jzz − Jyy)ψ̇c(φ)s(φ)
C23 = −Jxxψ̇c(θ)s(θ) + Jyyψ̇s

2(φ)c(θ)s(θ) + Jzzψ̇c
2(φ)c(θ)s(θ)

C31 = (Jyy − Jzz)ψ̇c2(θ)c(φ)s(φ)− Jxxθ̇c(θ)
C32 = (Jyy − Jzz)[θ̇c(φ)s(φ)− φ̇c(θ)(s2(φ)− c2(φ))]− C23
C33 = (Jyy − Jzz)φ̇c(φ)s(φ)c2(θ)− Jyy θ̇s2(φ)c(θ)s(θ)− Jzz θ̇c2(φ)c(θ)s(θ)

+Jxxθ̇c(θ)s(θ)

b) Newton-Euler
Let us consider the CoM of quadrotor placed at original of {B}. So the dynamic of quadrotor is

considered as this point, then its dynamic equation will be given using the Newton-Euler as:

mp̈ =
∑

F (2.41)

Jω̇ = S(ω)Jω +
∑

τ (2.42)

Tt is worth noting that
∑
F represents the total force acting on the vehicle relative to {E} and given by

(2.19). In the experiment, the drag coefficients which is used to determine the hub force are not always
available. For the sake of controller design, we will consider the hub force element as unknown elements
then the total force will be rewritten as follows:

∑
F =

cos(φ)sin(θ)cos(ψ) + sin(φ)sin(ψ)
cos(φ)sin(θ)sin(ψ)− sin(φ)cos(ψ)

−cos(φ)cos(θ)

FT −
 0

0
mg

+

δFxδFy
δFz

 (2.43)

where δFx, δFz, δFz are the combination external disturbances and the projection of hub forces into the
earth frame.

c) Quaternion
The dynamic equation that represents the motion of quadrotors using quaternion is given as (Abaunza,

Castillo, and Lozano, 2018):

mp̈ = Q
⊗∑

F
⊗

Q∗ (2.44)

Q̇ = 1
2Q
⊗

ω (2.45)

ω̇ = J−1S(ω)Jω + J−1
∑

τ (2.46)

With this method, we obtain a simpler model and without singularity point exit. However, the
quaternion product exhibits the main drawback while the position of the vehicle is in R3.
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2.2 Quadrotor UAV platform
In this section, we will present the detail of hardware components, which will be used to assembly a
quadrotor UAV. The aim was to build a relatively low cost and light-weight quadcopter in order to
perform some experiments to validate the proposed works.

Following by the hardware introduction, the software, which will be used to study the quadrotor UAV
application, will be then introduced.

2.2.1 Hardware components

(a) S500 frame with gears (b) Pixhawk 4 board
(c) 2216/880kv brushless
motors

(d) 1045 propellers (e) 40A ESC 2-6S OPTO
(f) LiPo 6S 4000mAh bat-
tery

(g) Power module PM02
(h) GPS UBLOX NEO-
M8N (i) PX4Flow

(j) 433MHz telemetry mod-
ule (k) Taranis X9-Lite (l) Radio receiver

(m) Anti-vibration sup-
port

Figure 2.5: Hardware component to assembly the quadrotor UAV

Through out this thesis, a S500 quadrotor UAV will be used in the application for validating the
proposed work in this thesis. The hardware components to assembly this platform are introduced as
following:

• S500 frame: The first step is to choose a frame that can accommodate a Pixhawk 4 control card.
The S500 frame (Figure 2.5a) appears to be a good option, considering the aforementioned criteria,
price, and weight. The arms are made of ABS plastic, which provides robustness, while the two
plates are made of fiberglass. The bottom plate includes an integrated Power Distribution (PDB).
This quadrotor X airframe allows for the construction of a Do It Yourself (DIY) drone with a total
flight weight ranging between 800 and 1200 grams. Additionally, landing gears are added for smooth
landings and to allow attachment of a sensor beneath the bottom plate.
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• Pixhawk 4 control board: Pixhawk 1 is an open source autopilot designed for autonomous systems.
Originally developed by students at ETH Zurich, it ended up being a reference for autonomous
systems in research and industry. It is composed of a flight controller board, a firmware and a
ground control station application named QGroundControl 2. As an open-source platform, Pixhawk
has also been integrated with other tools and software, including Matlab/Simulink. In this study,
we will be using the Pixhawk 4 flight controller board (Figure 2.5b), which is one of the models
developed in collaboration with various manufacturers. Manufactured by Holybro, this compact case
(44x84x12mm) is based on the Flight Management Unit (FMU) v5 architecture. It is equipped with
the NuttX operating system, capable of running the PX4 firmware in real-time. The board features
two processors: a main processor and an auxiliary processor dedicated to input/output processing.
Additionally, it incorporates four built-in sensors, including two gyroscopes, a magnetometer, and a
barometer. The board also provides various input/output interfaces for connecting communication
modules, sensors, motor controllers, and the included power management module (PM02).

• Brushless motors: The motors recommanded for the frame are 2212 or 2216 brushless motors (i.e
22mm diameter and 12 or 16mm height). Thus, Holybro 2216/880kv brushless motors are chosen
(Figure 2.5c), they consume 16.2A at full power. Four motors are requiered with two of them
spinning clockwise and the two other spinning counter-clockwise.

• Propellers: The recommended dimensions of propellers are 1045 (i.e 10cm diameter and 45mm step)
so two sets of 4 Holybro 1045 propellers (Figure 2.5d) has been taken for redundancy. Two can turn
clockwise and two counter-clockwise and so they must be attached to the corresponding motors.

• ESCs (Electronic Speed Controllers): This component is for control the brushless motors. The two
main characteristics of an ESC are the current that it can handled and the number of cells/stages
in the power supply mentioned before the S letter. The ESCs must be at least of 20A calibre to
support the maximum current of the motors. As the reseller was out of stock of 20A and 30A
ESCs, four 40A ESC 2-6S OPTO from Readystosky were taken (Figure 2.5e). This over-calibration
involves a small change in the connectors of the motors to be plugged in the ESCs. Moreover as
they are 2-6S (number of cells/stages of the battery), it lets a quite large freedom. The control
wires will be connected to the I/O PWM OUT port of the Pixhawk 4.

• Batteries: The batteries can now be picked up. Their capacity is given in mAh and the number of
stage is mentioned before the S letter as for the ESCs. Large capacity battery (more than 3000mAh)
would certainly give more autonomy. On the contrary, a low capacty battery (less than 1500mAh)
would not give enough autonomy and would constrained to short flights and frequent charging. For
this reason, two Tattu LiPo 6S 4000mAh (Voltage: 22.2V) batteries were used (Figure 2.5f), one
to flight and one for redundancy.

• Power module PM02 (Figure 2.5g):The Pixhawk 4 board comes with the power module PM02
(Figure 2.5g) due to its small size. It keeps the adaptability advantage but will ask some welds to
the PDB bottom plate of the frame. It powers the board by the POWER1 port.

• GPS sensor: GPS usually comes with the Pixhawk 4 as it is optimized for it, the UBLOX NEO-
M8N (Figure 2.5h). It was not included in the reseller offer so it has been bought separately. It
has a tricolor LED, a safety switch to allow arming the drone and a compass. As it is sensible to
the electromagnetic interferences, it has to be mounted as far as possible from the motors power
supply cables thanks to the provided mast. Indoor, as the coordinates are not available, only the
safety switch and the LED indicator are useful. The horizontal precision is about 2m, the velocity
precision is 0.05m/s and the heading precision is 0.3 degree. The GPS has a dedicated port on the
board. A second GPS can be connected to the TELEM2 port in order to increase precision.

• PX4Flow (Figure 2.5i): This sensor is an optical flow smart camera coupled with a sonar that
must be pointing down. Its purpose is to replace the GPS indoor to perform some stationary and
autonomous flights. The camera resolution is 752× 480 pixels and permit to estimate the x and y
translation velocities. The sonar estimates the altitude of the drone. It has a range from 30cm to
5m and scans at 10Hz. The PX4Flow is connected via the I2C port.

• Telemetry module: A telemetry module is required to establish a wireless connection between the
system and the ground control station. It allows to change some PX4 firmware parameters, send

1https://docs.px4.io/main/en/flight_controller/pixhawk4.html
2http://qgroundcontrol.com
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control messages to the drone and receive sensor data on the ground control station. The 433Mhz
Mini 3DR radio telemetry module (Figure 2.5j) is chosen for its small size and MAVLink 3 support.
It is wired on the TELEM1 port.

• Remote controller: The FrSky Taranis X9-Lite has been taken for its low cost (Figure 2.5k). It
uses the last ACCESS protocol and has 24 channels. The number of channels corresponds to the
number of different controllable functions.

• Radio receiver: Together with remote controller, they are used for manually control the drone. The
receiver must be adapted to the remote controller and it must have enough channels for the planned
usage. For these reasons and for its reduced size, the FrSky R-XSR receiver is chosen (Figure 2.5l).
It has 16 channels in SBUS protocol which will be used to connect with the Pixhawk 4 by the
dedicated port.

• Anti-vibration support (Figure 2.5m): Indeed, its accelerometers are sensitive to the vibrations
coming from the motors or some other external disturbances. Its size is 30.5× 30.5mm and it will
be mounted on the top plate of the frame.

The completed assembly of quadrotor UAV is given in Figure .2.6, the other component such as PX4Flow
and PM02 are enclosed below the UAV.

Figure 2.6: Completed quadrotor UAV platform: 1. 1045 propellers; 2. 2216 brushless motors; 3. Tattu
LiPo 6S 4000mAh ; 4. The S500 frame; 5. Radio telemetry module; 6. Radio receiver; 7. GPS module;
8. Pixhawk card; 9. Anti-vibration support.

2.2.2 PX4 firmware
The PX4 firmware purpose is to control many different vehicle types (air, ground and underwater)
while letting large possibilities in the choice of hardware components. It also provides some flexible and
powerful flight modes and safety features. PX4 has been developed to run on the NuttX OS as well as on
the main operating systems (macOS, Linux and Windows). As a result and thanks to simulation layer,
it can be tested on a computer before being used on a flight controller board.
The firmware consists in two main stages :

• The flight stack for estimation and control. It includes three main modules. An estimator which
computes the vehicle state based on combined sensor data. A controller that takes the estimated
attitude to compute the attitude and thrust set-points. A mixer which translates the controller
outputs into individual motor commands.

• The middleware for hardware integration and both internal and external communications. It mainly
consists of device drivers for embedded sensors, an external communication module and an internal
communication module. It also includes a simulation layer to perform simulations in a simulated
environment.

3https://docs.px4.io/main/en/middleware/mavlink.html
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The source code is split into modules communicating with each other through uORB 4 messaging us-
ing a publish-subscribe message bus. External communication is based on the MAVLink 2.0 protocol (for
last firmware versions) which can be used on a Serial link or an UDP (User Datagram Protocol) network
connection. Default UDP ports are established for MAVLink communication : 14540 for external APIs
(Application Programming Interface) and 14550 for ground control stations.

PX4 supports both Software In The Loop (SITL) and Hardware In The Loop (HITL) simulations.
In SITL, the flight stack runs on a computer whereas in HITL a simulation firmware is used on a flight
controller board. Simulators, connected by default on TCP (Transmission Control Protocol) port 4560,
allow the firmware to control a modeled vehicle in a simulated world through a ground control station
application, a joystick, a remote controller or an external API . The supported simulators are Gazebo,
jMAVsim, AirSim and XPlane which have their own advantages.

By its structure the firmware can be easily modified to answer a particular need. For instance, one
could make some changes in a module or implement some new ones, same thing for messages. Flight
control laws can be tuned or changed and so on.

2.2.3 QGroundControl

Figure 2.7: Quadground control software interface

QGroundControl is a ground control station open-source application that can be used with any
MAVLink enabled drone. It is a cross plateform so it can be used on the major operating systems
(Mac OS, Windows, Linux, iOS and Android) but it will be used on a laptop running Linux. Its usage is
quite easy and straightforward, even for beginners, while giving some high end features for experienced
users. The QGroundControl interface in present in Figure. 2.7.

The application allows to setup and configure the PX4 based autopilot vehicles. It provides some flight
support with a flight map with the vehicle position, flight track, waypoints and vehicle instruments. It
also supports video streaming and can deal with multiple vehicles. Moreover, it gives access to the
MAVLink communication between the vehicle and the application to monitor the exchanged data. Those
data can also be forwarded to be processed by another application.

In order to configure the system using QGroundControl, the board is plugged by USB to the ground
station laptop. All the steps are enumerated thereafter.

1. Firmware update :
Install the last stable firmware version in Pixhawk 4 (PX4 1.11.0 at the time of writing).

2. Airframe selection :
The quadrotor X airframe is selected in the dedicated tab. This configures the firmware parameters

4https://docs.px4.io/main/en/middleware/uorb.html
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to the chosen airframe.

3. Sensor orientation :
As the flight controller board and the GPS/compass have been mounted in the default orientation
(top side up with arrow pointing towards the front), there is no need to change their orientation
parameters.

4. Sensor calibration :
The compass calibration configures the magnetometers by placing the drone in a number of set
orientations and rotating the vehicle about the specified axis. Then, the gyroscopes are calibrated
by placing the vehicle on a flat surface and keeping it still. Next, the accelerometers calibration is
achieved by placing and holding the drone in a number of set orientations. After that, the level
horizon calibration is performed to compensate for small miss-alignment in controller orientation.
To finish, the PX4Flow sensor is enabled by setting the parameter SENS_EN_PX4FLOW to 1
and rebooting the board. Some other parameters are filled to enable its use for Extended Kalman
Filter data fusion.

5. Radio setup :
First, the radio remote controller needs to be bound to the receiver. This step is hardware specific
and easily done by following the instructions. Then the configuration is realized to assign the four
first channels to the main control inputs (roll, pitch, yaw and throttle) and the others channels to
the other remote inputs. Once done, flight modes and arming are assigned to switches.

6. Power setup :
The number of battery cells, the full and empty voltages per cell are filled out (respectively 3 cells,
4.2V and 3.5V).

7. ESC calibration :
The ESC PWM calibration is realized taking care that the propellers are removed.

8. Safety settings :
Some failsafe actions are defined when a safety issue occurs. For instance, to land when battery is
low or to return to the starting point when the remote control connection is lost.

When all the previous steps are successfully performed, the drone is ready to flight.

Figure 2.8: Fly plan tool in Qgroundcontrol

The Qgroundcontrol application also allows us to design the path for position tracking by using the
Fly plan tool. Figure .2.8 shows the Fly plan tool in Qgroundcontrol. The path planing for position
tracking is normally design by three steps, namely: take off , way point (design the trajectory in 2D
XY plan) and landing . Each step allows us to design the altitude of UAV, holding time, yaw angle
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and light max speed. The path planing finishes by uploading the designed fly plan to the UAV. The
Qgroundcontrol will then converted the designed path to desired position in x, y, z and yaw angle in ψ
and transfer to UAV flight board. The flight controller implemented in the flight board (Pixhawk) will
then track these desired signals.

2.2.4 Gazebo simulator

Figure 2.9: 3D model of quadrotor UAV in Gazebo simulator provided by Px4 developer

Gazebo is an open-source 3D robotics simulator, it will be used to develop a virtual environment for
quadrotor simulation. The Px4 source code come together with an open source 3D model of quadrotor
UAV for Gazebo simulation, the detail of Gazebo 3D model parameters can be found in this link 5.
Which will allows us to validate the proposed work in this thesis in Gazebo simulator easier. Figure .2.9
visualized the quadrotor UAV is flying in Gazebo environment for testing the controller performance.

2.2.5 Control design using Pixhawk controller
Pixhawk is an open-source autopilot 6 software for drones and other unmanned aerial vehicles (UAVs).
The source code is a collection of software modules written in the C++ programming language, designed
to run on micro-controller-based hardware such as the ARM Cortex-M series. The modular architecture
of PX4 allows developers to customize and add new features to the autopilot software, making it highly
flexible and adaptable for various UAV applications. This code-base is actively developed and maintained
by a global community of contributors, making it a highly reliable and cutting-edge autopilot system.

In the provided source code, there are different modules for the different tasks. In this thesis, our
studies are focus on attitude control module 7, position control module 8 and rate control module 9. The
source code allows us to implement our algorithms into the Pixhawk controller board by modifying the
code inside these modules.

2.3 Conclusion
This chapter provides an in-depth understanding of the quadrotors UAV platform, as well as the software
typically used to study it. Firstly, the mathematical background of a quadrotors UAV is thoroughly
explored, beginning with an explanation of how the state vector, specifically the attitude of the quadrotors

5https://github.com/PX4/PX4-SITL_gazebo-classic/blob/main/models/iris/iris.sdf.jinja
6https://github.com/PX4/PX4-Autopilot
7https://github.com/PX4/PX4-Autopilot/tree/main/src/modules/mc_att_control
8https://github.com/PX4/PX4-Autopilot/tree/main/src/modules/mc_pos_control
9https://github.com/PX4/PX4-Autopilot/tree/main/src/modules/mc_rate_control
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UAV, is presented. Additionally, the forces and moments applied to the quadrotor are analyzed in
great detail, and based on this analysis, the dynamic model of the quadrotors UAV is established. This
knowledge will be essential for the observer and controller developments discussed in the following chapter.

Furthermore, the mechanical platform of the quadrotors UAV, which will be utilized throughout the
thesis, is introduced, including a detailed examination of the hardware and software used to validate
the proposed controller and observer. This platform and software will serve as the foundation for the
experimental validations discussed later in the thesis.

Overall, this chapter provides a comprehensive understanding of the quadrotors UAV system and
the key mathematical concepts and principles that underpin its operation. The detailed analysis of the
forces and moments acting on the quadrotor, as well as the dynamic model of the quadrotors UAV, will
prove invaluable in the development of the observer and controller discussed in the following chapter.
By establishing a strong foundation in the mechanical and mathematical aspects of the quadrotors UAV,
this chapter sets the stage for the experimental validations to come, utilizing the platform and software
introduced in this chapter.



CHAPTER 3

State estimation using continuous, discontinuous and delay measurement

3.1 Introduction
Knowing the system states is necessary to solve many control theory problems, including the control design
of quadrotor UAVs. To fulfill this important task, several estimation methods have been developed in the
literature, starting with the linear case (Osorio-Gordillo, Darouach, and Astorga-Zaragoza, 2015; Osorio-
Gordillo et al., 2016), LPV (Pérez-Estrada et al., 2019; Pérez-Estrada et al., 2018), and nonlinear cases
such as extended Luenberger observers (Huong, Huynh, and Trinh, 2019), Lyapunov-based observers
(Raghavan and Hedrick, 1994; Phattanasak et al., 2016; Vaclavek and Blaha, 2009; Shin et al., 2016),
sliding mode observers (Koshkouei and Zinober, 2002; Dam et al., 2023a; Abhinav and Mija, 2021; Kumar
Singh, Arkdev, and Sarkar, 2018; Guezmil et al., 2015), and High-Gain Observers (HGO) (Gauthier and
Kupka, 1994; Khalil and Praly, 2013; Ali and Langlois, 2017; Abraham Efraim Rodríguez-Mata and Leal,
2018; A. E. Rodríguez-Mata and Amabilis-Sosa, 2018; ZHANG and XU, 2001; Dam et al., 2021; Dam
et al., 2022; Dam et al., 2023b).

In the following, we will provide a brief review of state estimation techniques, ranging from classical
methods such as the Luenberger observer to intelligent observers.

The Luenberger observer (Luenberger, 1964) represents a simple and easy method to estimate the
state vector of a system. However, there are several drawbacks to this technique, such as its lack of
robustness and less effective performance. Therefore, various methods have been applied to improve its
performance, including high gain, sliding mode, and more intelligent techniques.

High gain observers have become a widely used technique for state estimation in the nonlinear case.
The popularity of this method can be attributed to its simplicity of implementation and the ability to
adjust both accuracy and convergence rate through a single adjustable parameter known as the high-gain
parameter (Gauthier, Hammouri, and Othman, 1992a). These features make high gain observers an
attractive approach for state estimation, widely employed in the field of automation.

The idea was first described in (Doyle and Stein, 1978), and soon afterwards, the technique was further
developed by Gauthier, Hammouri, and others (Gauthier, Hammouri, and Othman, 1992a; Gauthier,
Hammouri, and Othman, 1992b; F. Deza and Rako-topara, 1992; Viel and Gauthier, 1995). Gauthier
and others focused on deriving global results under global Lipschitz conditions. Additionally, Hassan K.
Khalil made significant contributions to the development of the high gain observer in his independent
work (Khalil and Praly, 2013). The high gain observer has been applied to various applications such
as robot manipulators (Liaquat, Javaid, and Saad, 2017), inverted pendulums (Liu, Lv, and Wu, 2019),
autonomous underwater vehicles (Zhang et al., 2016), induction motors (Msaddek, Gaaloul, and Msahli,
2015), and electro-hydraulic actuators (Ali et al., 2016a), among others. Notably, studies on quadrotor
UAVs can be found in (Dam et al., 2021; Miladi et al., 2018; Dam et al., 2022; Rodriguez-Mata, Farza,
and M’Saad, 2019).

However, the high gain technique is applicable when the system is in diagonal form, where the dynamic
equation of the system satisfies the following form:

ẋ = A(x, u)x+ ϕ(x, u) (3.1)

where (A)ij = [ 6= 0 if j = i+ 1; 0 if j 6= i+ 1].

47



48 Chapter 3. State estimation using continuous, discontinuous and delay measurement

The main advantage of this method is that the speed of the estimator can be increased by increasing
the observer gain through the high-gain parameter. However, High-Gain Observers suffer from three
major drawbacks in the context of state estimation, namely:

• Numerical problems arising from the high dimension of the system and the high value of the high-
gain parameter.

• The well-known peaking phenomenon.

• Sensitivity to output disturbances, such as delay, sampled output, and measurement noise.

Motivated by these problems, a method was proposed in (Zemouche et al., 2018) to tune the high-
gain parameter effectively, while using a much smaller value compared to the primitive method. However,
by reducing the value of the high-gain parameter, the most important property of the high-gain tech-
nique, which is the ability to increase convergence speed, is implicitly compromised. Therefore, several
techniques have been proposed to overcome this problem.

Another aspect of interest in high gain observers is their effectiveness in dealing with disturbances and
measurement noises. An alternative solution is to filter the noise, resulting in a filtered high gain observer
(FHGO). This observer is based on the idea of designing a dynamic filter that acts on the output injection
term of the observer rather than the measured output. The appearance of noises is then processed by the
filter along with the state estimate. This idea is discussed in (Ball and Khalil, 2008) and (BUSVELLE and
GAUTHIER, 2005). The switch gain is introduced and studied in (Ball and Khalil, 2008), while ((Astolfi,
Zaccarian, and Jungers, 2021), (Tréangle, Farza, and M’Saad, 2019b), (Robles-Magdaleno et al., 2020),
(Astolfi et al., 2016), (Astolfi, Jungers, and Zaccarian, 2018), (Khalil and Priess, 2016)) propose FHGO
for a class of uniformly observable systems involving uncertainties. In (Nicolas Boizot and Gauthier,
2015), a study of high gain observer with adaptive gain extended Kalman filter for a class of nonlinear
systems is introduced. The applications of this method are studied in (Boizot N, 2007), (Sebesta and
Boizot, 2013), and (Aïda Feddaoui, 2018).

In (Abraham Efraim Rodríguez-Mata and Leal, 2018), (A. E. Rodríguez-Mata and Amabilis-Sosa,
2018), (López-Gutiérrez, 2017), (ZHANG and XU, 2001), an adaptive gain is applied to estimate both the
state vector and the magnitude of the disturbance. In (Ali and Langlois, 2017), a time-varying correction
gain for the high-gain observer is proposed to reduce the effects of measurement noises.

The adaptive gain in this case has overcome the above-mentioned problem when working in a noisy
environment. However, the main drawback of this technique is the complexity of the observer structure.
On the other hand, this method increases the stability of the observer under the effects of noise rather
than accurately estimating the real output signals.

It should be noted that the state estimation problem becomes more challenging when dealing with
discrete measurements. In this case, the output measurements are only available at fixed sampling times.
The observer design typically assumes that the outputs are continuously available. However, this is rarely
the case in practice, as these outputs are usually available at sampling instants 0 ≤ t0 < t1 < · · · < tk <
tk+1 < · · · with a sampling interval of h = tk+1 − tk. This sampling rate directly affects the stability of
the system, and therefore, the design of an observer will depend on the configuration of this sampling
rate.

Moreover, the issue of delay is strongly involved in signal transmission. In high-speed communication
networks, time delay represents a source of instability. Therefore, studying sampled-delay estimation
is crucial. In the following, we will provide a brief review of the proposed methods for addressing this
problem.

The problem of improving state estimation using discrete measurements has been addressed in recent
works, where a Sampled-data High Gain Observer (SHGO) is proposed (Ali et al., 2016b; Karafyllis
and Kravaris, 2009; Hernández-González et al., 2019; Tréangle, Farza, and M’Saad, 2019a). In the latter
work, a continuous-time HGO is coupled with an output predictor for discrete measurements, allowing the
prediction of unmeasurable outputs between two sampling times. The same idea has been demonstrated
and applied to practical applications in (Ali et al., 2016b; Ali et al., 2014; Ali and Langlois, 2017).
The condition for the maximum sampling period that ensures system stability is also detailed in these
references.

The problem of unmeasurable state estimation for nonlinear systems under time delays is even more
challenging compared to systems without delays. Furthermore, the problem of sampling data, caused by
the configuration of sensors in specific cases, can be transformed into systems with delayed measurements.

This problem has been addressed in many research papers and has been identified as one of the major
causes of performance degradation and loss of stability (Cacace, Germani, and Manes, 2010a; Fridman,
2014a; Talebi, Ataei, and Pepe, 2020).
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Motivated by this problem, several methods have been developed, namely the Luenberger observer
(Huong, Huynh, and Trinh, 2019), Extended Kalman Filter (EKF)-based observer (Raff and Allgower,
2006), LMI-based observer (Adil et al., 2020a; Briat, Sename, and Lafay, 2011), and High-Gain Observer
(HGO) (Dam et al., 2022; Kahelras et al., 2016; Ahmed-Ali et al., 2019; Assche et al., 2011a; Adil et al.,
2020a). In some works, similar to the sampling period, the time delay is also limited to ensure the
stability of the observer, as described in (Kahelras et al., 2016; Ahmed-Ali et al., 2019; Assche et al.,
2011a; Adil et al., 2020a). However, these methods propose limited conditions for the time delay, while in
many cases, the delay value is larger. Recognizing this intriguing problem, the cascade observer method
has been proposed, where the observer is decoupled into smaller steps to handle the large delay. The
cascade structure can be found in (Farza et al., 2018; Sajadi, Ataei, and Ekramian, 2018; Ahmed-Ali
et al., 2019; Tréangle, Farza, and M’Saad, 2019b).

In engineering applications, the problems of discrete measurements and delay measurements are usu-
ally coupled, and the assumption that the sampling data problem can be transformed into the form of
delayed measurements is very restrictive and not always satisfied. Attracted by this interesting prob-
lem, some solutions have been proposed in (Tréangle, Farza, and M’Saad, 2019b; Kahelras et al., 2016;
Ahmed-Ali et al., 2019; Shen, Zhang, and Xia, 2017; Assche et al., 2011a; Cuny et al., 2020).

In this chapter, motivated by these aforementioned problems, the study of observer design for nonlinear
systems subject to delay and noisy measurements is carried out.

The problem is initially considered for a class of nonlinear systems with delayed output measurements.
Then, a novel structure of FHGO is proposed to overcome this issue. The novelty of the designed
observer lies in two main components. The first component is a linear first-order filter that acts on the
output injection term of the observer. The second component is a new closed-loop output predictor term
that allows for the design of an appropriate observer gain based on the delay condition. Compared to
standard high-gain methodologies, this technique has surpassed the barrier of delay limitation without
using a cascade structure. The convergence of the proposed observer is ensured by means of a Lyapunov-
Krasovskii functional.

The extension of this result to the case of a nonlinear system with sampled-delayed output is then
introduced. The convergence of the extended FHGO is proven, and the observer design technique based
on the value of the delay and sampling period is provided using LMI. The application to a quadrotor
UAV is considered.

Compared to the existing method , the main contributions of the observer proposed in this chapter
can be summarized as follows:

• We consider firstly the case of delayed and noisy output-measurements and we propose a new
structure of a FHGO. The observer design based on LMI technique where the condition of delay
and sampling period are always guaranteed.

• We extend the obtained results to deal simultaneously with the triple issues namely the sampled,
delayed and noisy output measurements and then, a new structure of the FHGO is proposed.

• The structure proposed in this chapter requires less computation in comparison with other method
in term of dealing with high value of delay such as cascade structure.

The chapter is organized as follows: In section 3.2, the problem statement is formulated for the observer
design. The new structure of the proposed observer is given in section 3.3 and 3.4 for continuous delay
and sampled-delay respectively. The simulation and experimental results are presented in section 3.5.2,
3.5.3. Then, some concluding remarks are given in section 3.8 to highlight the observer effectiveness.
Some remain problems will be discussed in section 3.6. Finally, section 3.7 present a method to estimate
the delay when it is assumed unknown.

3.2 Problem statement

Let us recall the two main challenges to be handled in this chapter

• How to design a new FHGO, for nonlinear systems with delayed and noisy measurements?

• How to deal with sampled-delayed output measurements on the FHGO design?
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The basic goal of the work in this chapter is to provide a satisfactory solution to the above two questions.
Then, let us firstly focus on the following class of nonlinear systems with delayed output measurements: ẋ(t) = Ax(t) + ϕ(u(t), x(t)) +Bξ(t)

z(t) = Cx(t)
y(t) = z(t− τ) + υ(t)

(3.2)

where x(t) =
[
xT1 (t) xT2 (t) · · · xTm(t)

]T ∈ Rp×1, with xi ∈ Rn×1 and p = n.m, denotes the state
vector. ϕ(u(t), x(t)) =

[
ϕT1 (u(t), x1(t)) · · · ϕTm(u(t), x(t))

]T ∈ Rp×1 is the nonlinear function with
ϕi(u(t), x(t)) = ϕi(u(t), x1(t), x2(t), · · · , xi(t)) ∈ Rn×1 is triangular with respect to x(t). u(t) ∈ U ∈
Ru×1 denotes the control input. z(t) and y(t) are respectively the undelayed and delayed outputs. τ
represents the time delay. ξ(t) and υ(t) represent respectively the unknown but bounded disturbances
and the zero-mean Gaussian white noises. The matrices A, B and C are defined as following:

A =
[
0(m−1)n×n I(m−1)n

0n×n 0n×(m−1)n

]
∈ Rp;B =

[
0n · · · 0n In

]T ∈ Rp×n; (3.3)

C =
[
In 0n · · · 0n

]
∈ Rn×p

υ(t) denotes the measurement noise which can be modeled as a finite sum of sinusoids (Astolfi and
Marconi, 2015):

υ(t) = aNsin(ωN t+ fN ) (3.4)

where aN > 0, ωN > 0 and fN represent respectively the amplitude, the frequency and the phase of the
noise.

It should be noted that the quadrotor UAV will be considered as an application
As previously mentioned, the first objective of this work is to design a novel filtered high gain observer

for the class of systems (3.2), with noisy and delayed output measurements. In order to minimize the
effect of the noise and to compensate the sampling and time delay phenomenon. The proposed observer
will be designed under the following assumptions, corollary and lemmas :

Assumption 3.2.1. The disturbances ξ(t) are assumed unknown but bounded with known bounds:

∃ ε1 ∈ R+, sup
t≥0
‖ξ(t)‖ ≤ ε1 (3.5)

Assumption 3.2.2. The measurement noise υ(t) is assumed bounded:

∃ ε2 ∈ R+, sup
t≥0
‖υ(t)‖ ≤ ε2 (3.6)

Assumption 3.2.3. Based on (3.4) and (3.6), the first derivative of the measurement noise υ̇(t) can be
assumed bounded with known bounds:

∃ ε3 ∈ R+, sup
t≥0
‖υ̇(t)‖ ≤ ε3 (3.7)

Assumption 3.2.4. It is assumed that the function ϕi(u(t), x(t)) is Lipschitz with respect to x(t) and
u(t), ∀i = 1, . . . ,m. Then, ∃ Lϕ ∈ R+ such that ∀u ∈ U , ∀ x(t) and x̄(t) ∈ X :

‖ϕ̃i(t)‖ ≤ Lϕ ‖x̃(t)‖ (3.8)

with ϕ̃i(t) = ϕi(u(t), x(t))− ϕi(u(t), x̄(t)) and x̃(t) = x(t)− x̄(t)

Corollary 3.2.5. Assume that ∃τ ∈ R+ such that the function ϕi(u(t − τ), x(t − τ)) is Lipschitz with
respect to x(t− τ) and u(t− τ). Then,

‖ϕ̃i(t)− ϕ̃i(t− τ)‖ ≤ 2Lϕ ‖x̃(t)‖+ Lϕ

∫ t

t−τ

∥∥ ˙̃x(h)
∥∥ dh (3.9)

Proof: According to Assumption 2, one gets:

‖ϕ̃i(t)− ϕ̃i(t− τ)‖ ≤ Lϕ (‖x̃(t)‖+ ‖x̃(t− τ)‖) (3.10)
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Then, from the fact that:

‖x̃(t)‖+ ‖x̃(t− τ)‖ ≤ 2 ‖x̃(t)‖+ ‖x̃(t)− x̃(t− τ)‖ (3.11)

and using the Leibniz integration formula, we obtain:

‖x̃(t)‖+ ‖x̃(t− τ)‖ ≤ 2 ‖x̃(t)‖+
∥∥∥∥∫ t

t−τ
˙̃x(h)dh

∥∥∥∥ ≤ 2 ‖x̃(t)‖+
∫ t

t−τ

∥∥ ˙̃x(h)
∥∥ dh (3.12)

Based on (3.10) and (3.12), (3.9) can be derived.

Lemma 3.2.6. (Tréangle, Farza, and M’Saad, 2019a) Let M =
[
A −K1

CTC AT −K2

]
. A and C are two

matrices defined in (3.3). K1 and K2 are the block diagonal matrices given by:

K1 = diag[k11In, k12In, · · · k1mIn] (3.13)
K2 = diag[k21In, k22In, · · · k2mIn]

where k1i, k2i, i = 1, · · · , m are non zero real constant. There exists a choice of k1i, k2i, i = 1, · · · , m
such that the eigenvalues of matrix M can be arbitrarily assigned.

Proof : See the proof of Lemma 3.13 in (Tréangle, Farza, and M’Saad, 2019a), where An,Kn, Cn
and Dn are replaced respectively by A,K1, C and K2.

Corollary 3.2.7. Since the eigenvalues of the matrix M can be arbitrarily assigned to ensure its Hurwitz
character, then, there exist a symmetric, definite and positive matrices Px, Pη, Qx, Qη such that:

PM +MTP ≤ −Q (3.14)

where P = diag{Px, Pη} and Q = diag{Qx, Qη}. �

Lemma 3.2.8. Let f : [t− τ, t]→ R be a continuous integrable function then one gets:∫ 0

−τ

∫ t

t+r
‖f(s)‖2 dsdr ≤ τ

∫ t

t−τ
‖f(s)‖2 ds (3.15)

Proof : From (Fridman, 2014b), the equation of
∫ 0
−τ
∫ t
t+r ‖f(s)‖2 dsdr can be rewritten as follows:∫ 0

−τ

∫ t

t+r
‖f(s)‖2 dsdr =

∫ t

t−τ
(τ + s− t) ‖f(s)‖2 ds (3.16)

The function (τ + s − t) is a continuous function, ‖f(s)‖2 is a non-negative integrable function. Then
using the means value theorem one gets there exists c ∈ [t− τ, t] such that:∫ 0

−τ

∫ t

t+r
‖f(s)‖2 dsdr = (τ + c− t)

∫ t

t−τ
‖f(s)‖2 ds (3.17)

Using the fact that in the interval s ∈ [t− τ t], the function (τ + s − t) is a monotonically increasing
then max

s∈[t−τ, t]
(τ + s− t) = τ , thus we have:

∫ 0

−τ

∫ t

t+r
‖f(s)‖2 dsdr ≤ max

s∈[t−τ, t]
(τ + s− t)

∫ t

t−τ
‖f(s)‖2 ds = τ

∫ t

t−τ
‖f(s)‖2 ds (3.18)

3.3 Continuous-delay observer
3.3.1 Observer design
The proposed observer structure (depicted in Figure 3.1) consists of three cascaded subsystems. The
first subsystem is devoted to predicting the state vector. The second subsystem is a filter with the same
dimension as the original system, obtained by filtering the output estimation given in the first subsystem.
This design is similar to the approach in (Astolfi, Zaccarian, and Jungers, 2021), but it exhibits some
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Figure 3.1: Synoptic diagram of the proposed continuous-delay observer

fundamental differences. The last subsystem is dedicated to measurement delay compensation, inspired
by equation (8d) in (Cuny et al., 2020). However, in this work, a novel correction term is added, which
enables a closed-loop observer and guarantees the convergence not only of the state estimation but also
of the output estimation. This aspect distinguishes it from (Cuny et al., 2020) and previous works in the
literature. Importantly, this correction term allows for an increased Maximum Allowable Value of Time
Delay (MAVTD) compared to previous works while maintaining the simplicity of the observer structure.

The proposed observer structure is as follows:
˙̂x(t) = Ax̂(t) + ϕ(u(t), x̂(t)) +K1Λ∆η(t)
η̇(t) = Λ(AT −K2)η(t) + ΛCT [ẑ(t)− Cx̂(t)]
ẑ(t) = y(t) +

∫ t
t−τ C [Ax̂(s) + ϕ(u(s), x̂(s))] ds−

∫ t
0 ΛK3 [ẑ(s)− Cx̂(s)] ds

(3.19)

where K1, K2 and K3 = k3In are the proposed observer gains. Λ is the high-gain parameter and ∆ is
the block diagonal matrix given by:

∆ = diag[In, ΛIn, · · · , Λm−1In], Λ > 0 (3.20)

where diag returns a diagonal matrix from its input vector.

It is worth noticing that the gain K3, in which depends the correction term
∫ t

0 ΛK3 [ẑ(s)− Cx̂(t)] ds,
will be designed based on a new LMI. This LMI will be implicitly used to design the gains K1 and K2,
under some conditions, in order to ensure the stability of the observer (3.19), as given by the following
Theorem 3.3.1, Lemma 3.2.6 and Corollary 3.2.7.
Let now define the following estimation errors quantities:

x̃(t) = x(t)− x̂(t) (3.21)
z̃(t) = Cx(t)− ẑ(t) (3.22)
ϕ̃i(t) = ϕi(u(t), x(t))− ϕi(u(t), x̂(t)) (3.23)

ϕ̃i(t− τ) = ϕi(u(t− τ), x(t− τ))− ϕi(u(t− τ), x̂(t− τ)) (3.24)
εx(t) = ∆−1x̃(t) (3.25)
εz(t) = Λ−lz̃(t); l > 0 (3.26)

Theorem 3.3.1. Consider the system (3.2), under the assumptions 3.2.1, 3.2.3 and 3.2.4. For given
positive scalars µ and µ1, assume that there exist positive, definite and symmetric matrices Qx, Qη, Px, Pη
and a gain K3 ∈ Rn such that the LMI (3.27) holds:

Φ1 =

−Qx + LϕPx
Λ + µ1Ip 0p CTK3

Λl + 2LϕΛl C
T

∗ −Qη + µ1Ip −ΛlPηCT

∗ ∗ −2K3 +
(

1 + Lϕ
Λ

)2
In

Λl−1

 ≤ −µI2p+n (3.27)

then the observer (3.19) converges exponentially according to the following estimation errors bound:

lim
t→∞

‖x̃i(t)‖ ≤
2λ̄V1

Λ1−iµλV1

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
(3.28)
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where

λV1
= min(λmin(Px), λmin(Pη), 1); (3.29)

λ̄V1 = max(λmax(Px), λmax(Pη),Λµ1) (3.30)

Remark 3.3.1. Note that the solutions of the LMI (3.27) are the matrices P = diag{Px, Pη}, Q =
diag{Qx, Qη} and the observer gain K3. According to corollary 3.2.7, the eigenvalues of the matrix M
will be designed based on P and Q, which depend implicitly on K3. Then, according to Lemma 3.2.6,
these eigenvalues can be achieved by computing the appropriate matrices K1 and K2. These matrices can
be determined by applying the algorithm given by remark 2.2 in (Tréangle, Farza, and M’Saad, 2019a).

Proof of Theorem 3.3.1 :
From (3.19), the dynamic of x̃(t) and z̃(t) are given as follows:

˙̃x(t) = Ax̃(t) + ϕ̃i(t) +Bξ(t)−K1Λ∆η(t) (3.31)
˙̃z(t) = CA [x̃(t)− x̃(t− τ)] + C [ϕ̃(t)− ϕ̃(t− τ)] +K3Cx̃(t)−K3z̃(t)− υ̇(t) (3.32)

= CA

∫ t

t−τ
˙̃x(s)ds+ C [ϕ̃(t)− ϕ̃(t− τ)]−K3z̃(t) +K3Cx̃(t)− υ̇(t)

Using the facts that ∆−1A∆ = ΛA, C∆ = C, CAB = 0 and CA∆ = ΛCA one gets:

ε̇x(t) = ΛAεx(t) + ∆−1ϕ̃(t) + Λ1−mBξ(t)−K1Λη(t) (3.33)
η̇(t) = Λ(−K2 +AT )η(t)− Λl+1CT εz(t) + ΛCTCεx(t) (3.34)

ε̇z(t) = Λ1−lCA

∫ t

t−τ
ε̇x(s)ds+ Λ−lC [ϕ̃(t)− ϕ̃(t− τ)]− ΛK3εz(t) + Λ1−lK3Cεx(t) (3.35)

− Λ−lυ̇(t)

One gets:

‖CAε̇x(t)‖ ≤ ΛΩ1
∥∥X̃1

∥∥ ; ‖Cε̇x(t)‖ ≤ ΛΩ1
∥∥X̃1

∥∥ (3.36)

X̃1 =
[
εTx (t) ηT (t)

]T ; Ω1 = max
(
1 + Λ−1Lϕ;λmax(K1)

)
(3.37)

Consider now the following Lyapunov–Krasovskii function with time delay τ > 0:

V1 = εTx (t)Pxεx(t) + ηT (t)Pηη(t) + εTz (t)εz(t) + τα1

∫ 0

−τ

∫ t

t+r

∥∥X̃1(s)
∥∥2
dsdr (3.38)

where α1 is a positive scalar given as:

α1 = Λ2−lΩ2
1 + Λµ

τ
(3.39)

and the scalar µ1 is chosen such that:

τ2α1 − Λµ1 ≤ 0 (3.40)

Let’s define W1 =
[
εTx ηT εTz

]T , from(3.15) and (3.40) we have:

λV1
WT

1 W1 ≤ V 1 ≤ λ̄V1W
T
2 W2 (3.41)

From (3.60), (3.61), (3.35), (3.62) and by taking into account assumption 3.2.4 one gets:

V̇1 ≤ ΛX̃T
1
(
PM +MTP

)
X̃1 + 2LϕεTx (t)Pxεx(t)− 2ηT (t)PηΛl+1CT εz(t)

+ 4LϕΛ−l ‖εz(t)‖ ‖Cεx(t)‖+ 2Λ2−l
(

1 + Lϕ
Λ

)
Ω1 ‖εz(t)‖

∫ t

t−τ

∥∥X̃1(s)
∥∥ ds

− 2ΛεTz (t)K3εz(t) + 2εz(t)Λ1−lK3Cεx(t) + τ2α1
∥∥X̃1

∥∥2 − τα1

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds

+ 2λmax(Px)ε1
Λm−1 ‖εx(t)‖+ 2 ε3Λl ‖εz(t)‖+ Λµ1 ‖W1‖2 − Λµ1 ‖W1‖2

(3.42)
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Using Young’s inequality we obtain:

2
(

1 + Lϕ
Λ

)
Ω1 ‖εz(t)‖

∫ t

t−τ

∥∥X̃1(s)
∥∥ ds ≤ (1 + Lϕ

Λ

)2
‖εz(t)‖2 (3.43)

+ Ω2
1

∫ t

t−τ
X̃T

1 (s)ds
∫ t

t−τ
X̃1(s)ds

Using the Jensen’s inequality one gets:

Λ2−lΩ2
1

∫ t

t−τ
X̃T

1 (s)ds
∫ t

t−τ
X̃1(s)ds ≤ τΛ2−lΩ2

1

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds (3.44)

Thus, from (3.39), (3.43) and (3.44) we have:

− τα1

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds+ Λ2−lΩ2

1

∫ t

t−τ
X̃T

1 (s)ds
∫ t

t−τ
X̃1(s)ds (3.45)

≤ −Λµ
∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds

Hence, from (3.14), (3.39) (3.43), (3.44) and by taking into account corollary 3.2.7 one gets:

V̇1 ≤ ΛWT
1 Φ1W1 + τ2α1 ‖W1‖2 − Λµ1 ‖W1‖2 + 2

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
‖W1‖

− Λµ
∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds

(3.46)

Then, from (3.40) we obtain:

V̇1 ≤ −Λµ ‖W2‖2 + 2
(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
‖W1‖ (3.47)

≤ − Λµ
λ̄V1

V1 + 2√
λV1

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)√
V1

Or equivalently:

d
dt
√
V1 ≤ −

0.5Λµ
λ̄V1

√
V1 + 1√

λV1

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
(3.48)

Using the comparison lemma we obtain:√
V1 ≤ sup

c∈[t0−τ, t0]

∥∥∥√V1(c)
∥∥∥ e− 0.5Λµ

λ̄V1
(t−t0)

+ 2λ̄V1

Λµ
√
λV1

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
(3.49)

Let’s define W2 =
[
εTx ηT εTz

√∫ t
t−τ

∥∥X̃1(s)
∥∥2
ds
]T

hence one gets:

‖W2‖ ≤

√
λ̄V1

λV1

sup
c∈[t0−τ, t0]

‖W2(c)‖ e
− 0.5Λµ

λ̄V1
(t−t0)

+ 2λ̄V1

ΛµλV1

(
λmax(Px)ε1

Λm−1 + ε3
Λl

)
(3.50)

From the above equation and using εz(t) = ∆−1z̃(t), the result given in (3.28) can be obtained.
This ends the proof of theorem 3.3.1

3.4 Sampled-delay observer
The observer designed above assumes that the outputs are continuously available. However, this is rarely
in practice since these outputs are most of the time available at sampling instants 0 ≤ t0 < t1 < · · · <
tk < tk+1 < · · · with sampling interval h = tk+1 − tk. In this section, we propose an extended version of
the above observer that deals simultaneously with sampled and delayed outputs problem. For this sake,
we assume that the sampling interval h is bounded with a lower bound hm and an upper bound hM :

0 < hm ≤ h = tk+1 − tk ≤ hM , ∀k ≥ 0 (3.51)
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Figure 3.2: Synoptic diagram of the proposed sampled-delay observer

3.4.1 Observer design
In this part, a FHGO is re-designed. The proposed observer structure (depicted in Figure. 3.2) consists
of four main cascaded sub-systems extending the observer (3.19). Hence the first three subsystems are
similar to (3.19). The last subsystem is devoted to continuous-measurement estimation. Last but not
least, this correction term allows us to increase the MAVTD, compared to previous works, while keeping
the simplicity of the observer structure.

The proposed observer structure is as follows:
˙̂x(t) = Ax̂(t) + ϕ(u(t), x̂(t)) +K1Λ∆η(t)
η̇(t) = Λ(AT −K2)η(t) + ΛCT [ẑ(t)− Cx̂(t)]
ẑ(t) = ŷ(t) +

∫ t
t−τ C [Ax̂(s) + ϕ(u(s), x̂(s))] ds−

∫ t
0 ΛK3 [ẑ(s)− Cx̂(t)] ds

˙̂y(t) = C [Ax̂(t− τ) + ϕ(u(t− τ), x̂(s− τ))]− ΛK4 [ŷ(t)− Cx̂(t− τ)] , t ∈ [tk, tk+1[
ŷ(tk) = y(tk), t ∈ [tk, tk+1[

(3.52)

where ŷ(t) represents the estimation of the output in the interval [tk; tk+1[. This estimation is updated
at each instant tk as shown by the last equation in (3.52). K1,K2, K3 = k3In and K4 = k4In are the
proposed observer gains which are designed, under some conditions, in order to ensure the stability of
the proposed observer (3.52), as given by theorem 3.4.1. Λ is the high-gain parameter and ∆ is the block
diagonal matrix given by:

∆ = diag[In, ΛIn, · · · , Λm−1In], Λ > 0 (3.53)

Theorem 3.4.1. Consider system (3.2) under the assumptions 3.2.1, 3.2.3 and 3.2.4. For three pos-
itive scalars µ, µτ and µh, assume that there exists symmetric, positive and definite matrices R =
rIp, Qx, Qη, Px, Pη and a gain K3 such that the LMI (3.54) holds.

Φ2 =


−Qx + 2LϕPx

Λ + R
Λ + µτIp 0p ATCT+CTK3

Λl + Lϕ
Λl+1C

T 0p
∗ −Qη + µτIp −ΛlPηCT 0p
∗ ∗ −2K3 + K4

Λl−1
K4C
Λl

∗ ∗ ∗ −RΛ + µh
Λ Ip

 ≤ −µI4p (3.54)

K4 = k4In; Λk4 = 1. (3.55)

then the observer (3.52) converges exponentially according to the following estimation errors bound:

lim
t→∞

‖x̃i(t)‖ ≤
2λ̄V

Λ1−iµλV

(
λmax(Px)ε1

Λm−1 + Λ−lε2
e(t−tk)

)
(3.56)

lim
t→∞

‖z̃(t)‖ ≤ 2λ̄V
Λ1−lµλV

(
λmax(Px)ε1

Λm−1 + Λ−lε2
e(t−tk)

)
(3.57)

where:

λV = min(λmin(Px); 1) (3.58)
λ̄V = max(λmax(Px);λmax(Pη); Λµτ ;µh) (3.59)
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Proof of Theorem 3.4.1 :
Let us firstly define the estimation errors as follows:x̃(t) = x(t) − x̂(t), z̃(t) = Cx(t) − ẑ(t), εx(t) =

∆−1x̃(t), εz(t) = Λ−lz̃(t), l > 0, ϕ̃i(t) = ϕi(u(t), x(t))−ϕi(u(t), x̂(t)), ϕ̃i(t− τ) = ϕi(u(t− τ), x(t− τ))−
ϕi(u(t− τ), x̂(t− τ)).

Using the facts that ∆−1A∆ = ΛA, C∆ = C, CAB = 0 and CA∆ = ΛCA one gets:

ε̇x(t) = ΛAεx(t) + ∆−1ϕ̃(t) + Λ1−mBξ(t)−K1Λη(t) (3.60)
η̇(t) = Λ(−K2 +AT )η(t)− Λl+1CT εz(t) + ΛCTCεx(t) (3.61)

One gets:

‖CAε̇x(t)‖ ≤ ΛΩ1
∥∥X̃1

∥∥ ; ‖Cε̇x(t)‖ ≤ ΛΩ1
∥∥X̃1

∥∥ (3.62)

X̃1 =
[
εTx (t) ηT (t)

]T , Ω1 = max
(
1 + Λ−1Lϕ;λmax(K1)

)
Based on (3.52), the dynamics of ỹ(t) = Cx(t− τ)− ŷ(t) and z̃(t) = Cx(t)− ẑ(t) are given as follows:

˙̃y(t) = (CA+ ΛK4) x̃(t− τ) + Cϕ̃(t− τ)− ΛK4ỹ(t) (3.63)

˙̃z(t) = ˙̃y(t) + CA

∫ t

t−τ
˙̃x(s)ds+ C [ϕ̃(t)− ϕ̃(t− τ)] +K3Cx̃(t)−K3z̃(t) (3.64)

By taking into account that ỹ(tk) = υ(tk) and since the estimation of y, namely haty is computed in
t ∈
[
tk, tk+1

]
. Then the error estimation ỹ(t) can be obtained by solving the ODE (3.63) as follows:

ỹ(t) = e−ΛK4(t−tk)
∫ t

tk

[(CA+ ΛK4) x̃(s− τ) + Cϕ̃(s− τ)] e−ΛK4(s−tk)ds+ υ(tK)e−ΛK4(t−tk) (3.65)

From (3.64) and (3.65) one gets:

ε̇z(t) = −Λ2−lK4e
−ΛK4(t−tk)

∫ t

tk

[
(CA+K4) εx(s− τ) + C

Λ ϕ̃(s− τ)
]
e−ΛK4(s−tk)ds

− Λ1−lK4υ(tK)e−ΛK4(t−tk) + Λ1−l (CA+K3C) εx(t) + Λ−lCϕ̃(t)− ΛK3εz(t) + Λ1−lK4Cεx(t− τ)
(3.66)

Using the fact that in the interval s ∈ [tk; t], the functions ‖εx(s− τ)‖ and e−ΛK4(s−tk) are non-negative
integrable functions and since:

sup
s∈[tk, t]

e−ΛK4(s−tk)ds = 1 (3.67)

we can obtain the following inequality:∫ t

tk

[
(CA+K4) εx(s− τ) + C

Λ ϕ̃(s− τ)
]
e−ΛK4(s−tk)ds ≤

∫ t

tk

(
1 + k4 + Lϕ

Λ

)
‖εx(s− τ)‖ ds (3.68)

Note that the dynamic equations of εx(t) and η(t) are similar to (3.60) and (3.61).
Consider now the following Lyapunov–Krasovskii function with time delay τ > 0 and d = t− tk > 0:

V = εTx (t)Pxεx(t) + α

∫ 0

−τ

∫ t

t+r

∥∥X̃1(s)
∥∥2
dsdr + ηT (t)Pηη(t) + β(h− d)

∫ t

tk

‖εx(s− τ)‖2 ds (3.69)

+ εTz (t)εz(t)

where α and β are positive scalars given as:

2rΛΩ1 + Λµ = α (3.70)

hΛ2−lk4

(
1 + k4 + Lϕ

Λ

)2
+ Λµ = β (3.71)

the parameter µh and µτ are chosen as:

βh ≤ µh; τα ≤ Λµτ (3.72)
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From (3.15) and (3.72) one gets

λVW
T
5 W5 ≤ V ≤ λ̄VWT

3 W3 (3.73)

where:

W3 =
[
WT

4

√∫ t
tk
‖εx(s− τ)‖2 ds

√∫ t
t−τ

∥∥X̃1(s)
∥∥2
ds

]T
(3.74)

W4 =
[
εTx (t) ηT (t) εTz (t) εTx (t− τ)

]T (3.75)

W5 =
[
εTx (t) εTz (t)

]T (3.76)

From (3.60), (3.61), (3.62), (3.66), (3.68) and by taking into account the assumption (3.2.3) one gets:

V̇ ≤ ΛX̃T
1
(
PM +MTP

)
X̃1 + 2LϕεTx (t)Pxεx(t)− 2ηT (t)PηΛl+1CT εz(t) + 2LϕΛ−l ‖εz(t)‖ ‖Cεx(t)‖

− 2ΛεTz (t)K3εz(t) + 2Λ1−lεTz (t) (CA+K3C) εx(t)

+ 2Λ2−lk4e
−ΛK4(t−tk) ‖εz(t)‖

∫ t

tk

(
1 + k4 + Lϕ

Λ

)
‖εx(s− τ)‖ ds+ τα

∥∥X̃1
∥∥2

+ 2Λ1−lεTz (t)K4Cεx(t− τ)− α
∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds− β

∫ t

tk

‖εx(s− τ)‖2 ds+ β(h− d) ‖εx(t− τ)‖2

+ 2λmax(Px)ε1
Λm−1 ‖εx(t)‖+ 2 Λ1−lK4ε2

eΛK4(t−tk) ‖εz(t)‖
(3.77)

Using Young’s inequality we obtain:

2
∥∥εTz (t)

∥∥ ∫ t

tk

(
1 + k4 + Lϕ

Λ

)
‖εx(s− τ)‖ ds ≤ ‖εz(t)‖2 +

[(
1 + k4 + Lϕ

Λ

)∫ t

tk

‖εx(s− τ)‖ ds
]2

(3.78)

Using Jensen’s inequality one gets:(∫ t

tk

‖εx(s− τ)‖ ds
)2

≤ h
∫ t

tk

‖εx(s− τ)‖2 ds (3.79)

From (3.67), (3.71), (3.79), one gets:

Λ2−lk4e
−ΛK4(t−tk)

(∫ t

tk

(
1 + k4 + Lϕ

Λ

)
‖εx(s− τ)‖ ds

)2

− β
∫ t

tk

‖εx(s− τ)‖2 ds (3.80)

≤ −Λµ
∫ t

tk

‖εx(s− τ)‖2 ds

From (3.80) and by adding the term 0 = µτ
∥∥X̃1

∥∥2 − µτ
∥∥X̃1

∥∥2 + µh ‖εx(t− τ)‖2 − µh ‖εx(t− τ)‖2 +
rεx(t)T εx(t) − rεx(t − τ)T εx(t − τ − rεx(t)T εx(t) + rεx(t − τ)T εx(t − τ) into (3.77) and from that fact
that β(h− d) ≤ βh, ∀ t ∈

[
tk tk+1

]
we obtain:

V̇ ≤ ΛWT
4 ΦW4 + τα

∥∥X̃1
∥∥2 − Λµτ

∥∥X̃1
∥∥2 − α

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds+ βh ‖εx(t− τ)‖2 − µh ‖εx(t− τ)‖2

− rεx(t)T εx(t) + rεx(t− τ)T εx(t− τ)− Λµ
∫ t

tk

‖εx(s− τ)‖2 ds

+ 2λmax(Px)ε1
Λm−1 ‖εx(t)‖+ 2Λ1−lk4ε2

eΛk4(t−tk) ‖εz(t)‖
(3.81)

Using Leibniz’s integration formula and (3.62) we obtain:

− rεx(t)T εx(t) + rεx(t− τ)T εx(t− τ) = −2r
∫ t

t−τ
εx(s)T ε̇x(s)ds ≤ 2rΛΩ1

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds (3.82)
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Then from (3.70) one gets:

rεx(t− τ)T εx(t− τ)− rεx(t)T εx(t)− α
∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds ≤ −Λµ

∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds (3.83)

From (3.72) one gets: τα
∥∥X̃1

∥∥2 − Λµτ
∥∥X̃1

∥∥2 ≤ 0 and βh ‖εx(t− τ)‖2 − µh ‖εx(t− τ)‖2 ≤ 0. Hence:

V̇ ≤ ΛWT
4 Φ2W4 + 2λmax(Px)ε1

Λm−1 ‖W1‖+ 2Λ1−lk4ε2
eΛk4(t−tk) ‖W1‖ − Λµ

∫ t

tk

‖εx(s− τ)‖2 ds (3.84)

− Λµ
∫ t

t−τ

∥∥X̃1(s)
∥∥2
ds

From (3.54), we obtain:

V̇ ≤ −Λµ ‖W3‖2 + 2
(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛK4(t−tk)

)
‖W1‖ (3.85)

≤ −Λµ
λ̄V

V + 2√
λV

(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛK4(t−tk)

)√
V

Or equivalently:

d
dt
√
V ≤ − Λµ

2λ̄V

√
V + 1√

λV

(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛk4(t−tk)

)
(3.86)

Using the comparison lemma one gets:
√
V ≤ sup

c∈[t0−τ, t0]

√
V (c)e−

0.5Λµ
λ̄V

(t−t0) + 2λ̄V
Λµ
√
λV

(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛK4(t−tk)

)
(3.87)

From (3.73) one gets: λVWT
5 W5 ≤ V ≤ λ̄VWT

3 W3 we can obtain:
√
λV ‖W5‖ ≤

√
V ; sup

c∈[t0−τ, t0]

√
V (c) ≤√

λ̄V sup
c∈[t0−τ, t0]

‖W3(c)‖. Hence:

‖W5‖ ≤

√
λ̄V
λV

sup
c∈[t0−τ, t0]

‖W3(c)‖ e
−0.5Λµ
λ̄V

(t−t0) + 2λ̄V
ΛµλV

(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛk4(t−tk)

)
(3.88)

Or equivalently:

lim
t→∞

‖W5‖ ≤
2λ̄V

ΛµλV

(
λmax(Px)ε1

Λm−1 + Λ1−lk4ε2
eΛk4(t−tk)

)
(3.89)

Since the time t reach to sufficient large value, the convergence of (3.89) is guaranteed. Therefore, from
(3.63), one can obtain:
˙̃y(t) + ΛK4ỹ(t) = (CA+ ΛK4) x̃(t− τ) + Cϕ̃(t− τ) ≤ αy (3.90)

where αy is a small positive matrix with the same dimension with ỹ(t). Thanks to the existent of K4 in
(3.90), the convergence of ỹ(t) will be guaranteed as:

lim
t→∞

‖ỹ(t)‖ ≤ ‖αy‖Λk4
(3.91)

It is worth noting that the existent of K4 guarantees the exponential convergence of ỹ(t). This estimation
error is reversely proportional to k4. However the estimation errors (3.56), (3.57) are proportional to this
value due to measurement noise. Hence, in order to make sure the estimation errors converge to small
values for ‖ỹ(t)‖ as well as ‖z̃(t)‖, ‖x̃(t)‖, one proposed to design the gain K4 = k4In such that:

Λk4 = 1 (3.92)

Therefore, one gets:

lim
t→∞

‖W5‖ ≤
2λ̄V

ΛµλV

(
λmax(Px)ε1

Λm−1 + Λ−lε2
e(t−tk)

)
(3.93)

Recall εx(t) = ∆−1x̃(t), εz(t) = Λ−lz̃(t), l > 0 and W2 =
[
εTx (t) εTz (t)

]T , one derives the results in
(3.56), (3.57).

This ends the proof of theorem 3.4.1.
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Remark 3.4.1. According to theorem 3.4.1, the stability of the observer (3.52) can be achieved by com-
puting the appropriate gains K1, K2, K3 and K4 such that the LMI (3.54) hold. These gains can be
determined by applying the following procedure:

• Step 1: Choosing the parameters Λ, µ so that the estimation errors (3.56), (3.57) are small enough
and the convergence time as desired. Note that, the value of Λ should be chosen high and Λk4 = 1.

• Step 2: Based on the Step 1, solve (3.71) to obtain β. Then choosing the positive constant µh so
that (3.72) is satisfied.

• Step 3: From the obtained µh in Step 2, choose a maximum value for r such that r < rmax =
2(Λµ+µh) (this value can guarantee the feasibility of the LMI (3.54). i.e −r+µh+Λµ < 0). Then
solve (3.70) to obtain α. Then choosing the positive constant µτ so that (3.72) is satisfied.

• Step 4: Solving the LMI (3.54) based on the above condition, one obtains K3, Px, Pη Qx and Qη.

• Step 5: Replacing P = diag{Px, Pη}, Q = diag{Qx, Qη} into (3.14) results us the appropriate the
eigenvalues of matrix M .

• Step 6: Applying the algorithm given by Remark 2.2 in (Tréangle, Farza, and M’Saad, 2019a), the
appropriate matrices K1 and K2 can be computed.

Remark 3.4.2. It is worth noting that the method proposed in this paper provides a larger MAVTD than
those given in the literature. For example, when comparing it with the use of the High-Gain Observer
in (Adil et al., 2020b), the authors imposed a condition: 1

τ − 2µΛ2 > 0. In (Assche et al., 2011b), the
authors presented a condition: τ ∈

[
0; 1

2k2Λ

]
; k2 ≥ 2. It is evident that the standard HGO cannot tolerate

high MAVTD values when the high-gain parameter is chosen to be high. In other words, the higher the
Λ, the lower the τ . Contrastingly, the method proposed in this work provides a tool to design the observer
that satisfies any value of Λ and τ . Specifically, the LMI (3.54) is designed to ensure the satisfaction
of (3.72). Consequently, the high-gain parameter, time delay, and sampling period are considered as
the process parameters used to solve the LMI (3.54). Therefore, the conditions for not only the high-
gain parameter but also the time delay and sampling period can be arbitrary based on the developer’s
preferences.
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3.5 Application to state estimation of a quadrotors UAV

3.5.1 Delay measurement problem

Figure 3.3: The origin of the measurement problem

Parameter Simulation Experiment Unit
m 0.7427234 0.9885 kg
Ix 1.5044e− 02 0.028 kgm2

Iy 1.5044e− 02 0.028 kgm2

Iz 2.8369e− 02 0.0397 kgm2

Jr 6.2342e− 06 6.2342e− 06 kgm2

τIMU 0.001 0.001 s
τGPS 0.17 0.17 s
τa 0.01 0.01 s
τp 0.01 0.01 s
h 0.005 0.005 s
g 9.81 m/s2

Max speed 3.5 3.5 m/s
Max acceleration 1 1 m/s2

Max roll/pitch
angle

45 45 deg

Table 3.1: Parameter of the UAV used in the application validation

In the UAV application, the delay effect is influenced by two main processes, as illustrated in Figure
3.3. The first process involves the intervention or induction in the measurement instrument, which leads
to measurement delays (τIMU and τGPS). These delays represent the normal response time of the sensor,
and in this study, we consider them as contributing factors to the overall measurement delay.

The second source of delay arises from data fusion processes, including filtering and attitude and
position estimation. It should be noted that attitude, represented by Euler angles or quaternions, and
the position in the x, y, z coordinates are not directly measured. Instead, they are estimated based on
the available measurements.

For instance, attitude is typically estimated using values obtained from the magnetometer and gyro-
scope, resulting in a delay denoted as τa. Similarly, the position in Euclidean coordinates is estimated
using longitude and latitude values from GPS, leading to a delay denoted as τp.

Accordingly, the natural delay affected on the measurements can be summarised as:

Attitude measurement :τ1 = τa + τIMU (3.94)
Position measurement :τ2 = τp + τGPS (3.95)

The physical parameters of the UAV used are given in Table 3.1.
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3.5.2 Simulation validation
In this section, the application of the proposed observers to the quadrotor UAV is studied in a simulation
environment. In the first section, the simulation environment using Simscape-multibody 3D model is
presented, explaining how to run simulations of the system and how we embedded the observer. In a
second part, the obtained simulation results will be shown and discussed.

Simscape-multibody 3D simulation
Simscape-multibody is a toolbox provided by Mathworks in Matlab-simulink environment. Simscape

Multibody provides a remarkable simulation environment for 3D mechanical systems, such as robots,
vehicle suspensions, construction equipment, and aircraft landing gear.

Simscape Multibody provides very useful tool for developing control systems, observer and test system
level performance. We can parameterize our models using MATLAB variables and expressions, and design
controller, observers for our multibody system in Simulink.

In this simulation, we use the simscape 3D system of a quadrotor UAV as shown in Figure . 3.4. The
model parameters are given in Table 3.1.

Figure 3.4: Simscape-multibody 3D model of a quadrotor UAV

The simulation setup is shown in Figure. 3.5 which consists of seven parts:

• Guidance block: This guidance block is in charge of providing the desired position and the tearing
angle for the quadrotor UAV.

• Controller block: In this block, a controller is employed to control the quadrotor UAV toward the
desired position provided by the guidance part. The output of the controller block will be three
control rotation torques and a thrust force.

• Thrust force generator block: From the obtained three control rotation torques and a thrust force,
this block will be in charge of generating the appropriate thrust force needed for each rotor and its
corresponding rotation speed. Hence, these value will be transmit to the quadrotor UAV block.

• Quadrotor system block: This is the mechanical model of quadrotor system used in this study. The
thrust forces generated from "Thrust force generator block" will operate the quadrotor so that it
can execute the needed task.

• Output block: This block simulates the sensor and provides the output measurement for the observer
and controller studies.

• Virtual environment block: This is where we define the environment of our simulation environment
such as gravity, external disturbance, ground ...
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Figure 3.5: Simulation framework

• Observer block: this is where we can employ our observer to verify its performance.

Two simulations will be carried out. The first simulation is for validating the performance of the
proposed observer in comparison with the other methods, namely (Kalman-Like Observer) KLO in (Cuny
et al., 2020) and HGO in (Assche et al., 2011b). The second simulation is devoted to show the effects of
adding observer to improve the control performance when the measurement is delayed and noisy.

Based on the given parameters , one set Lϕ = 3, the high gain parameter and µ is chosen as Λ = 20,
µ = 1. Based on remark 3.4.1, the observer for position and attitude estimation are as follows:

Position estimation
Based on (3.70-3.72) one gets: β = 20.144, µh = 0.1, α = 1628 and µτ = 13.84 for the case of position

observer. Solving the LMI (3.54) one gets K3 = 0.6773I3; K4 = 0.05I3, the eigenvalues (triple) of the
matrix M can be obtained: [−0.3511 − 0.3525 − 15.8254 − 0.5389]. The gains K1 and K2 are given as
K1 = diag[0.5071I3, 1.0555I3], K2 = diag[1.2422I3, 15.8257I3].

Attitude estimation
Similarly, one gets: β = 20.144, µh = 0.1, α = 1628 and µτ = 0.9 for the case of attitude observer.

Solving the LMI (3.54) one gets K3 = 0.6934I3; K4 = 0.05I3, the eigenvalues (triple) of the matrix
M can be obtained: [−0.3381 − 0.3346 − 16.3168 − 0.4968]. The gains K1 and K2 are given as
K1 = diag[0.4508I3, 0.9170I3], K2 = diag[1.1693I3, 16.3170I3].

For the sake of validating the observer performance in term of compensating the delay effects and
noise measurement. The measurement noise is modeled as in (3.4) with the following parameters: a =
[0.02 0.01 0.007]T , ω = [10π 25π 12.5π]T and f = [π/5 π/7 π/3]T . To the output measurement of
attitude together with time delay τIMU = 0.02s. a = [0.06 0.03 0.031]T , ω = [10π 25π 12.5π]T and
f = [π/5 π/7 π/3]T to the output measurement of attitude together with time delay τGPS = 0.18s.

Since Λ = 20, the MAVTD for KLO and HGO are τ ≤ 0.0354s and τ ≤ 0.0125s. From these
conditions, we expect that the results given by KLO and HGO will diverge in the application for position
observer, due to the time delay in this case is determined as τ2 = 0.18s.

Simulation results
The state estimations are given in the Figure.3.6 and 3.7. The proposed FHGO provides a relatively

smooth state estimations comparing with HGO and KLO are highly affected by measurement noise.
Moreover, as depicted in Figure. 3.7 when the time delay increases to τ = 0.18, the estimations pro-

vided by KLO and HGO diverge while that given by FHGO converges. This results verify the effectiveness
of our proposed structure.
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Figure 3.6: Simulation results of state estimation for attitude estimation using FHGO (left), KLO (Cuny
et al., 2020) (middle), HGO (Assche et al., 2011b) (right).
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Figure 3.7: Simulation results of position estimation using FHGO (left), KLO (Cuny et al., 2020) (middle),
HGO (Assche et al., 2011b) (right).

3.5.3 Experimental validation
In this section, the experiment validation is carried out to illustrate the effectiveness of the proposed
FHGO compared to KLO in (Cuny et al., 2020) and HGO in (Assche et al., 2011b).

Experimental setup
In order to validate the proposed observer, a real outdoor flight experiment is performed. The ex-

perimental setup is shown in Figure. 3.8. The platform used in this experiment consists of three main
components:



64 Chapter 3. State estimation using continuous, discontinuous and delay measurement

• Quadrotor UAV: The UAV uses s500 quadcopter frame, enquired with a Pixhawk 4 autopilot
module. The Pixhawk 4 board includes two processors. A main one devoted to computation and
another one dedicated to input/output processing. Four sensors are embedded, two gyroscopes, a
magnetometer, an accelerometer and a barometer. A GPS module is also enquired to determine
the position of UAV. A radio receiver is connected with Pixhawk for receiving the radio controller
signal for manual control mode. A telemetry module used to communicate with Ground station
PC.

• Radio controller: The remote controller (FrSky Taranis X9-Lite) will be used to manually control
the UAV.

• Ground station PC. The ground station laptop allows us to install the observer in Matlab Simulink,
The laptop communicate with the UAV through the telemetry radio (200Hz) communication using
MAVlink protocol.

Figure 3.8: (Above) Experimental setup for the outdoor flight: 1. Radio controller; 2. Ground station
laptop with Matlab Simulink; 3. Quadrotor UAV; 4. Radio telemetry module; 5. Radio receiver; 6. GPS
module; 7. Pixhawk card. (Below) Experimental setup schema.

The Pihawk (Px4) provides a dynamic platform for academy research. The Firmware installed inside
the board is suitable for many aerospace research application such as bicopter, quadcopter, hexacopter,
helicopter and so on. We can easily configure the Px4 board to the suitable platform. However, this is also
the main disadvantages of using Px4 for a specific application, when specialization is more emphasized.
Due to heavy Firmware has been installed inside, the usable memory for developing and embedding the
other algorithm into the Px4 becoming difficult. Many modules are hidden and untouchable, while some
of them might not necessary for some specific research. For example, we need only to build the observer.
Moreover, the source code using for Pixhawk is under developing, and being updated daily. As a results
when we are using old Pixhawk board, this board might not be synchronized with the current open source
Firmware. For this reason, the researcher is required to update the Pixhawk board to the higher model,
and that might be expensive.

Due to the limitation in the memory resource, installing multiple observers into the card is impossible.
Hence, we chose to install the observers in the station laptop, the input of the observer obtained from the
measurement given by the UAV is the same as if install in the card, then the property and the effective
of the observer will be similar. Moreover, the comparative analysis with other observers can be easily
executed.
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The UAV is controlled by the Radio controller outdoor. The measurements such as position and
attitude of the UAV then will be obtained using Pixhawk board. These signal then will be transmitted
to the Ground PC through telemetry radio using MAVlink protocol.

The observer parameter used in this section will be the same as in simulation.
Experimental results
Figure 3.9 depicts the state estimation for attitude estimation application. The proposed FHGO

performs a relatively smooth estimation, thank to the adding low-pass filter η(t). By contrast, the results
given by KLO and HGO are highly affected by measurement noise and this effects proportionally increases
to the order of the state (effects in rate estimation is higher than that in angle estimation). These results
have well presented the disadvantages of using classical high gain technique with measurement noise.
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Figure 3.9: Experimental results of state estimation for attitude estimation using FHGO (left), KLO
(Cuny et al., 2020) (middle), HGO (Assche et al., 2011b) (right).

Figure 3.10 shows the position estimation results using different method. As discussed earlier, since
the delay in this case is larger, namely τ2 = 0.18, the stabilities of KLO and HGO are lost, which results
the estimations given by KLO and HGO diverge. This theoretical conditions is experimentally confirmed
in the application for position estimation. However, as depicted in Figure 3.10, the proposed method
provides a relatively smooth estimation and the noise rejection ability is well performed.
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Figure 3.10: Experimental results of position estimation using FHGO (left), KLO (Cuny et al., 2020)
(middle), HGO (Assche et al., 2011b) (right).

3.6 Discussion

The observers proposed in this chapter provide a very useful tool for the state estimation in the existence
of delay measurement. However, In the context of delay system, most of the works concerning the delay
problem including the previously proposed observer, the time delay is assumed known. This assumption,
although it simplifies the problem, can be restricted in applications due to the difficulty of measuring the
time-delay. Therefore, the identifiability and the estimation of the delay play an important role in the
field of time-delay system.

Motivated by this problem, the delay identification for an unknown output delay was studied. In order
to preserve the generality of the study, the estimator will be proposed for a drift observable non-linear
system in general.

3.7 Delay identification for an unknown output delay

Regarding the delay identification problem, many methods have been proposed, such as the identification
by using variable structure observers (Drakunov et al., 2006),(Orlov et al., 2003) and neural network
algorithms (Yadaiah et al., 2007). The reader can refer to (Belkoura et al., 2004; Drakunov et al., 2006)
and references therein for additional methods and details. In (Orlov et al., 2002) and (Deng et al., 2021),
the problems of identifiability and estimation of time-delay are studied for linear systems, where a simple
sufficient condition for delay identifiability was proposed. However, for a nonlinear time-delay systems,
this problem remains an open challenging issue.

In (Nguyen, Tan, and Trinh, 2021), a sliding mode observer has been proposed for nonlinear systems
to estimate the delay by minimizing a cost function. In (Cacace et al., 2016) and (Cacace et al., 2017),
a high-gain observer has been used to achieve simultaneous estimation of the states and the time-delay.
In (Anguelova and Wennberg, 2008), state elimination has been used to identify the delay. However, the
existing methods in the literature ((Cacace et al., 2016), (Nguyen, Tan, and Trinh, 2021), (Cacace et al.,
2017), (Anguelova and Wennberg, 2008)) are proposed under a restrictive condition. Indeed, the system
trajectory has to be monotonic, which is hard to satisfy from a practical point of view.

On the other hand, in many works such as (Cacace et al., 2016), (Cacace et al., 2017), (Drakunov
et al., 2006), and (Zheng, Polyakov, and Levant, 2018), where the state and the delay have been estimated
simultaneously, a partial derivative with respect to the estimated delay has been used to design the time
delay estimator. It is clear that using a partial derivative with respect to a time-varying function requires
heavy computation and may not be easily obtained.

In this part, the problem of simultaneously estimating the states and the output constant delay for
nonlinear systems is addressed. The proposed estimator uses a condition that is less restrictive than the
ones previously mentioned. Moreover, the need for the partial derivative with respect to the estimated
delay is eliminated, as the proposed delay estimator is based on the derivatives of known functions with
respect to time.
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3.7.1 Problem statement
In order to preserve the generality of the work, let us consider the following nonlinear system with output
delay as follow:

 ẋ(t) = f(x(t)) + g(x(t))u(t)
y(t) = h(x(t− τ))
x(t) = Ψ(t) where t ∈ [−τmax, 0]

(3.96)

where x(t) ∈ X ⊂ Rn is the system state which assumed to be bounded, u(t) ∈ U ⊂ R is the known
input which assumed to be predefined, y(t) ∈ R is the output. f, g and h are differentiable vector
functions, τ is the unknown constant delay which affects the output measurement and is assumed to be
bounded τ ∈ [τmin, τmax]. Ψ(t) represents the unknown continuous initial functions.

Let us now consider the change of coordinate w(t) = x(t − τ). Since τ is constant, one gets :
ẇ(t) = ẋ(t − τ). Under the assumptions that the functions f, g and h are differentiable, the system
(3.96) can be represented in the new coordinates as follows:{

ẇ(t) = f(w(t)) + g(w(t))u(t− τ)
y(t) = h(w(t)) (3.97)

It is worth noting that from (3.96) , the initial condition of w(t) is determined then w(t) is smooth
∀t >≥ 0 if f, g, u are smooth functions.

Remark 3.7.1. The time-delay τ is assumed to be unknown. As a result, the function u(t − τ) is
considered also unknown. Therefore, the system (3.97) can be considered as a non-delayed system affected
by unknown inputs. �

If f(w(t)), g(w(t)) and h(w(t)) have uniform observation relative degree equals to n ∀x ∈ X, i.e.

LgL
i
fh(x(t)) = 0; i = 0, 1, · · · , n− 2 (3.98)

where Lfh(w(t)) is the Lie derivative of the function h with respect to the vector f defined such that:

Lfh(w(t)) =
n∑
i=1

∂h(w(t))
∂wi(t)

fi(w(t)) (3.99)

and Lkfh(w(t)) represents the k-times repeated iteration of Lfh(w(t)), then, the following mapping z(t) =
Φ(w(t)) can be proposed:

z(t) = Φ(w(t)) =


h(w(t))
Lfh(w(t))

...
Ln−1
f h(w(t))

 (3.100)

Based on (Cacace, Germani, and Manes, 2010b) and using the change of coordinates z(t) = Φ(w(t)),
the dynamic of system (3.97) in the new base z(t) can be obtained as follows:

ż1(t) = z2(t)
ż2(t) = z3(t)

...

żn(t) = F (z(t), u(t− τ))
y(t) = z1(t)

(3.101)

where F (z(t), u(t− τ)) is defined as:

F (z(t), u(t− τ)) = F̄ (w, u, t, τ)|w(t)=Φ−1(z(t)) (3.102)
= fF (z, t) + gF (z, t)u(t− τ)

where

fF (z, t) = Lnfh(w(t))|w(t)=Φ−1(z(t)) (3.103)
gF (z, t) = LgL

n−1
f h(w(t))|w(t)=Φ−1(z(t)) (3.104)
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For the sake of notation simplicity, the function F (z(t), u(t− τ)) will be noted as:

F (z(t), u(t− τ)) = F (z, u, t, τ) : Rn × R→ R (3.105)

Since the function F (z, u, t, τ) is nonlinear, it is worth noticing that the identifiability of time-delay in
this nonlinear case is challenging. Therefore, the following part will be devoted for solving this problem.

The proposed delay estimator will be designed under the following assumptions:

Assumption 3.7.1. With the initial function Ψ(t), the system (3.96) has a unique smooth and bounded
solution on the compact set X ⊂ Rn, i.e x(t) ∈ X; ∀t ≥ −τmax

According to the assumption 3.7.1, the image z(t) of x(t), using the mapping (3.100), is smooth and
bounded i.e z(t) ∈ Z ⊂ Rn. Thus the ith derivative of output exists such that y(i)(t) is smooth and
bounded for 1 ≤ i ≤ n. Therefore, the following assumption can be considered:

Assumption 3.7.2. The (n+ 1)th derivative of the output measurement y(t) is bounded i.e:

∃ Ly > 0 such that ∀t > 0,
∣∣∣y(n+1)(t)

∣∣∣ ≤ Ly (3.106)

This assumption leads to the following inequality:∣∣∣∣ ddtF (z, u, t, τ)
∣∣∣∣ ≤ Ly, ∀t > 0 (3.107)

Assumption 3.7.3. f(w(t)), g(w(t)) and h(w(t)) of the system (3.97) have uniform observation relative
degree which is, at least, equal to n.

Assumption 3.7.4. The control function u(t) is a smooth and differentiable function.

3.7.2 Delay identifiability
Let us firstly introduce the following distinguishability definitions regarding different delays.

Definition 3.7.5. ∀z ∈ Z, u ∈ U, two different delays τ and τ̄ are said to be distinguishable if there
exists an interval [t− T ; t]; T > 0 such that:∫ t

t−T
|F (z, u, s, τ)− F (z, u, s, τ̄)| ds > 0 ∀ t > 0 (3.108)

They are globally distinguishable if (3.108) is satisfied for all τ, τ̄ ∈ R+ and locally distinguishable if
(3.108) is satisfied for τ, τ̄ in the interval [τmin, τmax].

Definition 3.7.6. ∀z ∈ Z, u ∈ U, the time-delay τ is said to be identifiable if in the interval [t−T ; t]; T >
0 the following condition is satisfied :∫ t

t−T
|F (z, u, s, τ)− F (z, u, s, τ̄)| ds = 0; ∀t > T (3.109)

which implies τ = τ̄ for all t > Tc. If (3.109) is satisfied for all τ̄ ∈ R+, then the identifiability is global.
If (3.109) is satisfied for τ̄ in the interval [τmin, τmax], then the identifiability is local. It is worth noting
that if condition (3.109) is verified, then one gets the following consequence:

|F (z, u, t, τ)− F (z, u, t, τ̄)| = 0 ∀ t > 0 (3.110)

In the following, a finite-time observer, using implicit Lyapunov function approach, will be applied to
estimate the state in the new base z(t) and the unknown constant delay.

3.7.3 State and delay estimation design
For the sake of delay estimation, the following assumptiion will be considered:

Assumption 3.7.7. The delay τ is at least locally identifiable.
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Based on assumptions 3.7.1 and 3.7.3 the system (3.96) can be transformed into the canonical form
(3.101) contains żi = y(i) for 1 ≤ i ≤ n.

In the following, based on assumption 3.7.2, 3.7.4, 3.7.7 the state and delay estimator will be proposed.
Notice that the estimation procedure is done into two steps: Firstly, a high order sliding mode observer
(HOSMO) based on (Levant, 2003) is proposed for the system (3.101) to estimate the state z(t) and the
function F (z, u, t, τ). It is worth noting that, the estimation of F (z, u, t, τ) is crucial for delay estimation.
Hence, in this case, the extended state technique is applied and F (z, u, t, τ) is considered as an augmented
state. This estimation is also known as input estimation and has been studied in (Dam et al., 2021). The
state estimation is proposed as follows:

˙̂z1(t) = ẑ2(t) + k1 |ẑ1(t)− y(t)|
−1
n+1 (ẑ1(t)− y(t)) (3.111)

˙̂z2(t) = ẑ3(t) + k2 |ẑ1(t)− y(t)|
−2
n+1 (ẑ1(t)− y(t)) (3.112)

...
˙̂zn(t) = kn |ẑ1(t)− y(t)|

−n
n+1 (ẑ1(t)− y(t)) + F̂ (z, u, t, τ) (3.113)

˙̂
F (z, u, t, τ) = kn+1 |ẑ1(t)− y(t)|−1 (ẑ1(t)− y(t)) (3.114)

where ∆(t,τ̂)F = F̂ (z, u, t, τ)−F (ẑ, u, t, τ̂), τ̂(0) is initial condition of the delay estimator and Γ presents
the estimator gain which should be just positive.

Remark 3.7.2. The observer (3.111-3.114) is designed based on HOSMO in (Levant, 2003). As men-
tioned in (Levant, 2003) with the appropriate design of the gains k1, k2, · · · , kn+1, the proposed ob-
server will converge in a finite time Tf . Thus, since t ≥ Tf one gets ẑi(t) = zi(t) for 1 ≤ i ≤ n and
F̂ (z, u, t, τ) = F (z, u, t, τ). The design of the gains k1, k2, · · · , kn+1 is detailed using implicit Lyapunov
functionnal given in (Polyakov, Efimov, and Perruquetti, 2015) will be designed in the following theorem.

Theorem 3.7.8. Consider the system (3.96) under the assumptions 3.7.1, 3.7.2. If there exists the SPD
matrices P and Z, and a matrix Y =PK (where K is the observer gain) given in , and α ≥ Ly such that
the following LMIs hold:PĀ+ ĀTP − C̄TY T − Y C + (1 + α)P P PB

P −Z 0
BTP 0 −L−1

 ≤ 0 (3.115)

[
1 Y T

Y P

]
≥ 0; Z ≤ P. (3.116)

then the observer (3.111-3.114) is uniformly finite-time stable and the observer gain K can be computed
as K = P−1Y

Secondly, based on the state estimation ẑ(t) and the estimated function F̂ (z, u, t, τ) resulting from
the finite time observer, the delay estimation is established (3.117)-(3.118) in the following theorem:

Theorem 3.7.9. Consider the system (3.96) under the assumptions 3.7.1, 3.7.2, 3.7.3 and 3.7.4.
If |gF (ẑ, t)u̇(t− τ̂)| > 0 ∀t > max (Tf ; τmax), and the estimation of time delay is designed as follows:

˙̂τ(t) = −
˙̂
F (z, u, t, τ) + ḟF (ẑ, t) + ġF (ẑ, t)u(t− τ̂)

gF (ẑ, t)u̇(t− τ̂) (3.117)

+
gF (ẑ, t)u̇(t− τ̂)− Γ∆(t,τ̂)F

gF (ẑ, t)u̇(t− τ̂) ; ∀t > max (Tf ; τmax)

τ̂(t) = τ̂(0); ∀t ≤ max (Tf ; τmax) (3.118)

then τ̂(t) converges locally and exponentially to τ ∀t ≥ Tf . �

Proof of Theorem 3.7.8: The problem of design finite-time observer (3.111-3.114) will be studied
in this part using implicit Lyapunov functionnal method proposed in (Polyakov, Efimov, and Perruquetti,
2015).

Let us define the estimation error of the finite-time observer as follow:

e =
[
z1(t)− ẑ1(t) · · · zn(t)− ẑn(t) −∆(t,τ̂)F

]T (3.119)
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Let us recall the framework of implicit Lyapunov functionnal defined as follows (Polyakov, Efimov, and
Perruquetti, 2015) :

Q(V, e) = eTDθ(V −1)PDθ(V −1)e− 1 (3.120)

where V ∈ R+ is a Lyapunov function, e ∈ Rn+1 represents the estimation error, P ∈ R(n+1)×(n+1) is a
SPD matrix and Dθ(.) is the diagonal matrix defined as:

Dθ(ε) = diag(εθ1 , εθ2 , · · · , εθn+1) (3.121)

with θ = [θ1, θ2, , · · · , θn+1]T ∈ Rn+1 and θi (∀i = 1, . . . , n+ 1) are a positive constants. In this study

we consider θ in (3.120) as θ =
[
1, n

n+1 , · · · ,
1

n+1

]T
. It is worth noting that the definition of matrix

Dθ(.) will be used through the proof with different parameter, then general definition (3.121) is necessary.
Based on (3.119) and the observer (3.111-3.114, the dynamic of the estimation error is given as:

ė =
(
Ā−Dθ̄

(∣∣C̄e∣∣−1)
KC

)
e+ B̄δ (3.122)

where θ̄ =
[

1
n+1 ,

2
n+1 , · · · ,

n
n+1 , 1

]T
, K = [k1, · · · , kn, kn+1]T where ki > 0,

Ā :
{(
Ā
)
i,j

= 1 if j = i+ 1; else
(
Ā
)
i,j

= 0
}

; i, j : 1 → n + 1, B̄ =
[
0 0 · · · 1

]T ∈ R(n+1)×1, C̄ =[
1 0 · · · 0

]
∈ R1×(n+1), δ(t) = d

dtF (z, u, t, τ).
Taking the partial derivative of Q(V, e) with respect to e and based on (3.122), one gets:

∂Q(V, e)
∂e

ė = 2eTDθ(V −1)PDθ(V −1)
[(
Ā−Dθ̄

(∣∣C̄e∣∣−1)
KC

)
e+ B̄δ

]
(3.123)

Let ε1 = Dθ(V −1)e, ε2 = −Θ(λ)K C̄e

|C̄e| , where λ = |C̄e|
V ∈ [0, 1], Θ(λ) = λ

[
Dθ̄

(
λ−1)− In+1

]
. and

ε3 = V
−1
n δ. Taking into account the fact that:

Dθ̄

(∣∣C̄e∣∣−1) = Dθ̄

(
λ−1)Dθ̄

(
V −1), Dθ(V −1)ĀD−1

θ (V −1) = V
−1
n Ā

and Dθ̄(V −1)KC̄ = V
−1
n D−1

θ (V −1)KC̄Dθ(V −1), then the equation (3.123) can be rewritten as:

∂Q(V, e)
∂e

ė = V
−1
n

[
ε1
ε2

]T
Φ3

[
ε1
ε2

]
+ 2εT1 PBε3 −

V
1
n

L
εT3 ε3 + V

−1
n
(
εT2 Zε2 − εT1 Pε1

)
− V

−1
n αεT1 Pε1 + V

1
n

L
εT3 ε3

(3.124)

where

Φ3 =
[
PĀ+ ĀTP − C̄TY T − Y C + (1 + α)P P

P −Z

]
(3.125)

where Z is a SPD matrix, a matrix Y = PK (K is the observer gain). If the matrix Y is design such as[
1 Y T

Y P

]
≥ 0; Θ(λ)ZΘ(λ) ≤ P, ∀ λ ∈ [0, 1] (3.126)

One gets εT2 Zε2 ≤ 1, due to Q(V, e) = 0 one gets εT1 Pε1 = 1, hence:

V
−1
n

(
εT2 Zε2 − εT1 Pε1

)
≤ 0 (3.127)

Based on Assumption 3.7.2, we have L2
yV

−2
n ≥ sup

t≥0

(
εT3 ε3

)
. Then, for a given α > Ly, one gets:

−V
−1
n αεT1 Pε1 + V

1
n

L
εT3 ε3 ≤ 0 (3.128)

Hence:

∂Q(V, e)
∂e

ė ≤

ε1
ε2
ε3

T
 V

−1
n Φ3

[
PB
0

]
[
BTP 0

]
−V

1
n

Ly


︸ ︷︷ ︸

Φ4

ε1
ε2
ε3

 (3.129)
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If the matrix Y is designed as followPĀ+ ĀTP − C̄TY T − Y C + (1 + α)P P PB
P −Z 0

BTP 0 −L−1

 ≤ 0 (3.130)

then from the Schur complement, the matrix Φ4 is negative semidefinite.
Now, let us give the expression of the partial derivative of Q(V, e) with respect to V :

∂Q(V, e)
∂V

= −V −1eTDθ(V −1) (HθP + PHθ)Dθ(V −1)e < 0 (3.131)

where Hθ = diag(θ1, θ2, · · · , θn+1) is a positive matrix.

Therefore, from (3.131) and (3.129) the derivative of Lyapunov function V can be derived as:

V̇ = −
(
∂Q(V, e)
∂V

)−1
∂Q(V, e)

∂e
ė ≤ 0 (3.132)

This completes the proof �
It is worth noting that the conditions (3.126) is nonlinear then for the sake of observer design, one shall
simplify this condition into the linear form. Due to λ ∈ [0, 1], hence, Θ(λ) ≤ In+1, then Θ(λ)ZΘ(λ) ≤ Z,
then the conditions (3.126) can be rewrite as:[

1 Y T

Y P

]
≥ 0; Z ≤ P. (3.133)

Remark 3.7.3. According the above proof, the finite-time convergence behaviour of the observer (3.111-
3.114) can be achieved by computing the appropriate gain K. This gain can be determined by Solving the
LMI (3.130) under the conditions (3.133) to obtain P and Y , then one gets K = P−1Y .

Proof of Theorem 3.7.9: According to Remark 3.7.2, in a finite time Tf we have ẑ(t) = z(t) and
F̂ (z, u, t, τ) = F (z, u, t, τ). Therefore, when t > Tf , one gets:

∆(t,τ̂)F = F̂ (z, u, t, τ)− F (ẑ, u, t, τ̂) (3.134)
= F (z, u, t, τ)− F (z, u, t, τ̂)

Let us now consider the first derivative of
∣∣∆(s,τ̂)F

∣∣ which is given as follow:

d
∣∣∆(t,τ̂)F

∣∣
dt

= sign(∆(t,τ̂)F )
d∆(t,τ̂)F

dt
(3.135)

From (3.102) and (3.134) one gets:
d∆(t,τ̂)F

dt
= ˙̂
F (z, u, t, τ)− ḟF (ẑ, t)− ġF (ẑ, t)u(t− τ̂) (3.136)

− gF (ẑ, t)u̇(t− τ̂)(1− ˙̂τ)

From (3.117) and (3.136) together with the condition |gF (ẑ, t)u̇(t− τ̂)| > 0 one gets:
d∆(t,τ̂)F

dt
= −Γ∆(t,τ̂)F (3.137)

Consider now the following Lyapunov function:

Vτ = 0.5
∣∣∆(t,τ̂)F

∣∣2 (3.138)

From (3.117) and (3.135) one gets:

V̇τ =
∣∣∆(t,τ̂)F

∣∣ sign(∆(t,τ̂)F )
d∆(t,τ̂)F

dt
(3.139)

By replacing (3.137) into (4.63) one obtains the following results:

V̇τ = −Γ
∣∣∆(t,τ̂)F

∣∣ sign(∆(t,τ̂)F )∆(t,τ̂)F (3.140)

Then, for Γ > 0 one gets V̇τ ≤ 0, which implies that |F (z, u, t, τ)− F (z, u, t, τ̂)| converges to zero in
a finite time, consequently,

∫ t
t−T |F (z, u, s, τ)− F (z, u, s, τ̄)| ds converges to zero.

According to Definition 3.7.6 τ̂(t) exponentially converges to τ . This completes the proof of Theorem
3.7.9 �
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Remark 3.7.4. Theorem 1 is based on the condition

|gF (ẑ, t)u̇(t− τ̂)| > 0; ∀t > max (Tf ; τmax) (3.141)

As the proposed method in this work is devoted to delay estimation and since the control input u(t)
can be given by the developer, then the value of u(t) can be arbitrary designed such that u̇(t − τ̂) 6= 0
∀t > max (Tf ; τmax). Therefore, the needed condition for delay estimator design can be rewritten as:

|gF (ẑ, t)| > 0; ∀t > max (Tf ; τmax) (3.142)

Remark 3.7.5. It is worth noting that the condition (3.142), considered in this paper, is less restrictive
than those given in the literature (Drakunov et al., 2006), (Cacace et al., 2016), (Cacace et al., 2017),
(Zheng, Polyakov, and Levant, 2018). Indeed, in (Drakunov et al., 2006) the authors imposed the strictly
monotonic condition:

∣∣∣dF (z,u,t,τ)
dt

∣∣∣ > 0, in (Cacace et al., 2016), (Cacace et al., 2017), the authors
proposed: x(t − τ) − x(t − τ̂) = 0 only if τ = τ̂ . These methods cannot be applied to non-monotonic
function. In (Zheng, Polyakov, and Levant, 2018) the problem of non-monotonic function is considered
under the very restrictive condition given as:∫ t

t−T
(F (z, u, s, τ)− F (z, u, s, τ̄))∂F (z, u, s, τ̄)

∂τ̄(t) ds 6= 0 (3.143)

It is clearly that this condition will not be satisfied if (3.110) is achieved. �

Remark 3.7.6. Notice that the delay estimator (3.117) proposed in this work is based on the derivative
of known functions w.r.t time, which is an advantage comparing to the other methods in the literature that
exploit the partial derivative w.r.t the estimation of delay, which is not always easy to obtain. Indeed, in
(Cacace et al., 2016), (Cacace et al., 2017) the author used ∂x̂τ̂ (t)

∂τ̂ and in (Zheng, Polyakov, and Levant,
2018) the author used ∂F (z,u,t,τ̂)

∂τ̂(t) .

3.8 Conclusion
This chapter presents a novel structure of FHGO for a class of nonlinear systems subject to sampled-
delayed measurements, bounded disturbances, and noises. The proposed method provides a new tool to
design the observer based on LMI, which can adapt to a wide range of values for high gain parameters,
time delay, and sampling period conditions. The relevance of our proposed method in compensating
for the effects resulting from sampled data measurements, output time delay, and filtering output noise
has been demonstrated through simulation and experimental results performed on a Quadrotor UAV. To
assess the performance of our proposed observer, we conducted a comparison with both high-gain and
Kalman-like observers.

Additionally, we have developed a novel method to estimate the unknown delay affecting output
measurements. Our method is based on a mathematical model that considers the characteristics of the
input signal and the measurement system. By applying our proposed method, we have proved its stability
and proposed a method to calculate the observer gain based on LMI. Our method has several advantages
over existing approaches, including its simplicity, computational efficiency, and ability to handle nonlinear
systems. In addition, our method does not require non-monotonic assumptions.

The proposed method in this chapter has the potential to make a significant contribution to various
fields that rely on accurate measurements, such as control systems, signal processing, and communication
systems. Future work could involve further validation of the method with additional experimental data,
as well as exploring ways to extend our approach to more complex systems such as multi-agent systems,
where delay communication is an interesting challenge.

Building on the observer developed in this chapter, the next step in this thesis will be to design and
implement a controller for the quadrotor UAV system. By using the insights gained from the observer,
the controller will be able to effectively regulate the quadrotor’s motion and improve its stability and
performance. Together, the observer and controller will form a robust control



CHAPTER 4

Flight control design for a quadrotor UAVs

4.1 Introduction
Quadrotors UAV, with four propellers symmetrically aligned and facing upwards, has become increasingly
popular for various applications in the field of UAVs. This is largely due to the quadrotor’s mathematical
simplicity, flight capabilities, and relatively low-cost implementation. Over the past two decades, the
quadrotor UAV has attracted a lot of interest in the automation community, with researchers focusing on
various aspects such as controller design, observation device design, fault detection, and more. Among
these areas of research, designing a controller for a quadrotor UAV has been the most popular topic. The
controller plays a crucial role in ensuring the stability and maneuverability of the quadrotor, which is
essential for its effective operation. Numerous control methods have been proposed for quadrotor UAVs,
ranging from the simple yet effective method of a PID controller to more complex structures such as
adaptive and intelligent controllers.

The linear control flight technique represents the basic structure for UAV, several control designs
have been proposed such as PID controllers, which have been studied extensively in (Pounds, 2012) and
(Moreno-Valenzuela et al., 2018), as well as LQR/LQG controllers, which have been analyzed in (Cowling
et al., 2007) and (Minh and Ha, 2010). State feedback control, another popular control design, has been
explored in (Ajmera and Sankaranarayanan, 2016) and other studies.

The PID controller is widely used in both flight control and various industrial applications due to its
straightforward controller design and easy-to-tune parameters. However, it is important to note that the
PID controller has a significant limitation concerning control parameters. These parameters are typically
tuned to work in specific conditions, which may not always reflect the practical working conditions that
can vary and be challenging to determine accurately due to the uncertainty surrounding the system’s
model.

The other popular control technique which belong to linear controller, namely Linear Quadratic
Regulator (LQR) and Linear Quadratic Gaussian (LQG). These techniques are classified as optimal
control technique, in the sense that they are based on minimizing a quadratic cost function to optimise
the control parameters. Compared to PID control technique, LQR/LQG provide a more optimal control
performance. However, these techniques require to linearized the system at the working point. It is a
matter of fact that these methods are more suitable for some simple task such as stabilise the UAV, while
for more complicated task where the working point is variate, the pre-determined control parameter can
not give the optimal control performances.

On the other hand, state feedback control is also another popular control technique for linear control
design. The method is based on approximating the nonlinear model of the UAV to a linear one. Compared
to the PID controller, the state feedback technique suggests that we can arbitrarily place the poles of a
system to design the control gain. Regardless of the controller’s design ability compared to PID, the state
feedback technique cannot overcome the existing problems of using a linear controller as aforementioned.

The main advantage of using linear control is its simplicity in control structure. However, the system
linearization might degrade the control performance due to the highly coupled nonlinear model of the
UAV. Moreover, another main problem when designing a flight control for a UAV is the presence of
external disturbances, which may not be well rejected by using a linear controller. To overcome such
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drawbacks, alternative control methods based on nonlinear control techniques were investigated in the
literature.

To solve the problems and overcome the limitations of using linear control approaches, many nonlinear
controllers have been studied from simple structure which is based on mathematical model of the system to
more complicated method using intelligent controller based on some self learning methods. To summarise
the state of the art of nonlinear control, a brief overview of the different non-linear controller will be
presented in this chapter,

The model-based control approach represents the foundational and most basic methodology for de-
signing nonlinear controllers. This approach involves using a mathematical model of the system being
controlled to design a controller that will steer the system towards a desired performance. Several widely
used techniques have been proposed to enhance the performance of model-based controllers, including
SMC and backstepping control.

SMC is a control technique that enables robust control of nonlinear systems in the presence of un-
certainties and disturbances by designing a sliding surface to govern the system’s behavior. The basic
concept of SMC design can be found in (Utkin, 1992). SMC control approach is one of the efficient tools to
design robust controllers for complex and high-order nonlinear systems under uncertainties. Research in
this area was initiated in the former Soviet Union about 60 years ago, and since then, the SMC technique
has received much attention from the international control community in various domains, including UAV
applications (Cheng and Liu, 2019; Falcón, Ríos, and Dzul, 2019; L’Afflitto, Anderson, and Mohammadi,
2018; Mofid and Mobayen, 2018; Safeer Ullah and Iqbal, 2020). The backstepping technique was first
proposed by (Kokotovic, 1992). This method involves recursively designing controllers to stabilize the
system’s states towards a desired equilibrium. These techniques have proven to be effective in enhancing
the performance of model-based controllers and have been widely implemented in various control systems.

These mentioned methods are simple and easy to implement. However, their accuracy depends on
the model parameters, and the control parameters are tuned to work in specific conditions. In practical
applications, the model parameters such as mass and inertia are usually unknown, and the working condi-
tions can vary. Therefore, more intelligent techniques that can guarantee acceptable control performance
without knowing the mathematical model are presented. Model Predictive Control (MPC) is proposed
and its application to a quadrotor UAV is shown in (Younes Al Younes and Hajjaji, 2016; Eskandarpour
and Sharf, 2020; Jalili, Rezaie, and Rahmani, 2018). A Fuzzy Logic Controller (FLC) is used for a
trajectory tracking problem of a quadrotor in (Nasr et al., 2018; Harik et al., 2017). Fuzzy logic rules
are used for online gain tuning of a PID controller in (Andrade et al., 2022; Dong J, 2018; Lei, Li, and
Chen, 2019). The adaptive fuzzy gain scheduling SMC technique is introduced in (Eltayeb et al., 2019).
These mentioned methods significantly improve the adaptive characteristics and the control performance
in the absence of a mathematical model.

However, it should be mentioned that the main limitation of the quadrotor UAV is their lightweight
which makes them sensitive to disturbances such as wind, rotor vibrations, with or without external
payload. Therefore, a robust and adaptive controller is required for such system. In an effort to address
the limitations of traditional control approaches in handling disturbances and uncertainties, additional
adaptive techniques have been investigated. These techniques aim to adapt the controller’s parameters to
accommodate changing conditions and improve performance. For instance, an intelligent fuzzy controller
has been proposed in (Kayacan and Maslim, 2017) to enhance the robustness of the controller against
uncertainties. Moreover, an adaptive observer-based fault estimation approach has been deployed in
(Kayacan and Maslim, 2017) to improve the fault tolerance capability of the control system.

Other studies have explored the use of neural network techniques to estimate and compensate for
disturbances and uncertainties. For example, an adaptive sliding mode controller has been introduced
in (Alqaisi et al., 2019), where a Radial Basis Function Neural Network (RBFNN) is used to estimate
disturbances and uncertainties in conjunction with a classical sliding mode controller. Similarly, in
(Doukhi and Lee, 2019), the authors combine an RBFNN and a PID controller to improve the robustness
of the control system. In (Qingzheng Xu and Zhen, 2019), the combination of RBFNN and backstepping
controller is studied. Among these methods, the use of neural networks to approximate and compensate
for disturbances and uncertainties has gained significant attention. The main advantage of using neural
networks is their self-learning capacity, which allows them to adapt to uncertain and unknown parts of the
system model without prior knowledge. As a result, the adaptive behavior of the system is significantly
improved, particularly in situations where the system model is uncertain or unknown.

Despite the mentioned advantages, using neural networks also exhibits some drawbacks, such as: 1)
high computational cost when there are a high number of neural nodes, and 2) the estimation provided by
the neural network takes time to converge, which can affect the control performance. The first problem
can be easily solved by using a small number of nodes. However, the second problem is more complicated
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when the control parameters are pre-designed. For example, in (Alqaisi et al., 2019), the proposed
controllers demonstrate their ability to compensate for uncertainties and bounded disturbances in the
simulation environment. However, in the experimental tests, there was inaccurate tracking of the desired
trajectory due to the requirement for faster convergence of disturbance estimation in the experiment.

After numerous years of research and development, quadrotor UAV have become highly sought-after
and there are a plethora of options available in the market. These options range from quadrotors designed
for entertainment purposes to quadrotors intended for research with highly stable controllers that have
been created and incorporated. As shown in the literature, the control structures of quadrotor UAV
consists of two control loop, namely the inner controller and the outer controller, both of them are in
charged of achieving trajectory tracking tasks. In the field of quadrotor UAVs, both for entertainment and
research purposes, the inner loop controller has been extensively developed and is generally considered
to be functioning optimally. Therefore, in the design of the overall control system, the inner control loop
is often treated as a closed loop, and attention is directed towards the outer loop controller design. This
approach allows for a more targeted and efficient design process, as it eliminates the need to modify a
well-functioning inner loop controller, and instead allows for a focus on improving the overall system
performance by optimizing the outer loop controller.

Motivated by this problem and conditions, we aim to develop an adaptive controller for trajectory
tracking of a quadrotor, under the assumption that the model parameter such as mass, moment of
inertia are unknown, the UAV is working under disturbance and aerospace-dynamic effects. The inner
loop controller in this case is supposed to work perfectly. This work focus on designing a controller
for the outer loop, which delivers desired attitude set points for the inner loop controller. To achieve
this objective, the sliding mode technique is firstly applied to build a robust non-linear controller, the
RBFNN then is deployed to estimate the value of model uncertainties and unknown disturbances. Using
the tracking error knowledge, a Fuzzy logic control law is used to tune the control parameters. This
method present a remarkable adaptive behaviour.

It is worth noting that while using neural networks, specifically RBFNNs, to approximate and com-
pensate for disturbances and uncertainties has gained significant attention, there are still limitations to
their self-learning capabilities. This is because the parameters of the neural network such as node center
value and width value of Gaussian function are typically chosen by the developer, which can restrict the
network’s ability to learn and adapt in real-time. To overcome such drawback, a second approach has
been proposed to address this limitation, which involves utilizing backpropagation to estimate the value
of model uncertainties and unknown disturbances based on the tracking error knowledge. By incorporat-
ing this method, the controller can more accurately adapt to changes in the system, leading to improved
overall performance.

By combining the advantage of adaptive neural network and the robustness of sliding mode technique.
The proposed structure remarkably enhances adaptive behaviour of the controller, and the uncertainties
are approximated more effectively in comparison to the previous work in the literature.

The chapter is organized as follows: The control problem statement is discussed in section 4.2. The
main part of this chapter, namely controller design will be presented in section 4.3. The simulation and
experimental validation will be given in section 4.4 and 4.5 respectively. Some conclusions will be made
in section 4.7 to summarise the different results presented in this chapter.

4.2 Problem statement
Industrial autonomous UAVs typically consist of two main control blocks: guidance and control, as shown
in Figure 4.1. The control station sends the desired trajectory to the drone, which first passes through
the guidance block. The guidance block performs three procedures: desired altitude (which sets the
desired altitude for the UAV based on the desired trajectory), heading (which steers the UAV to the
desired orientation), and move to desired position (which sets the desired x and y coordinates for the
UAV based on the desired trajectory). After these procedures, the guidance block provides the desired
position (xd, yd, zd) and the desired steering angle ψd to the control block. The control block then tracks
the desired signals to control the UAV. This part plays a crucial role in the control of a UAV system, and
hence, this work focuses on studying the control block.

The control block consists of two main different loops, namely the outer loop controller (position
controller and/or speed controller that provides the desired attitude for the inner loop), and the inner
loop controller (attitude controller).

For the sake of control design, the dynamic model of quadrotor in term of translation and rotation
will be presented in the next section.
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Figure 4.1: Overall structure for the control design of a quadrotor UAV

4.2.1 Position controller architecture
The outer loop controller must be designed so that the position of the quadrotor UAV can track the
desirable trajectory and then calculate the desired attitude for the inner controller. Following (2.41) and
(2.43)), the dynamic model of the quadrotor UAV for position control can be obtained as follows:{
Ẋt1 = Xt2
Ẋt2 = Ft(Xt) +GtUt + δt

(4.1)

where Xt =
[
XT
t1 XT

t2
]T is the state vector of quadrotor in term of translation defined as follows:

Xt1 =
[
x y z

]T ;Xt2 =
[
ẋ ẏ ż

]T (4.2)

Ft(Xt) =

 0
0
−g

 ;Gt =

 1
m 0 0
0 1

m 0
0 0 1

m

 (4.3)

Ut =

UtxUty
Utz

 =

cos(φ)sin(θ)cos(ψ) + sin(φ)sin(ψ)
cos(φ)sin(θ)sin(ψ)− sin(φ)cos(ψ)

cos(φ)cos(θ)

FT (4.4)

δt = 1
m

[
δx δy δz

]T (4.5)

In (4.4) three new control parameters Utx, Uty and Utz are called virtual control signals. These are the
projection of U1 related to the three axes X, Y and Z, hence one gets the following property:

FT =
√
U2
tx + U2

ty + U2
tz (4.6)

The virtual control signal together with desired heading (desired yaw angle) is used to generate the
desired roll and pitch angles as follows:

θd = arctan

(
Utysin(ψd)− Utxcos(ψd)

Utz

)
(4.7)

φd = arctan

(
Utycos(ψd) + Utxsin(ψd)

Utz
cos(θd)

)
(4.8)

In the following part, one shall address the design of an adaptive controller for the system quadrotor
UAV. To reduce the cumbersome, the controller will be design for the following class of nonlinear system
(4.9), and applied to the case of quadrotor UAV system.{
Ẋ1 = X2
Ẋ2 = F (X) +GU + δ

(4.9)
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where X =
[
XT

1 XT
2
]T is the state vector, F (x) is nonlinear function, U is the control input, δ is the

external disturbance. G is an invertible and positive-constant matrix.

Remark 4.2.1. It is worth noting that the nonlinear function F (X) can be easily determined in the simu-
lation. Then the nonlinear control technique such as backstepping controller (Araar and Aouf, 2014), (Yu
et al., 2019), sliding mode control in (Cheng and Liu, 2019) (Falcón, Ríos, and Dzul, 2019), (L’Afflitto,
Anderson, and Mohammadi, 2018), (Mofid and Mobayen, 2018), (Safeer Ullah and Iqbal, 2020) can be
used. However, in the experiment, the translation drag coefficient and the aerodynamic friction coeffi-
cients might not be determined and can not be measured. Then the function F (X) is normally unknown,
furthermore, the external disturbances δ is never identified accurately by any measurement method.

The proposed controller will be designed under the following assumptions:

Assumption 4.2.1. The disturbances δt and δr are assumed unknown but bounded with known bounds:

∃ εt, εr ∈ R+, sup
t≥0
‖δt‖ ≤ εt, sup

t≥0
‖δr‖ ≤ εr (4.10)

Assumption 4.2.2. The nonlinear functions Ft(Xt) and Fr(XR) are assumed unknown but bounded
with known bounds:

∃ εft, εfr ∈ R+, sup
t≥0
‖Ft(Xt)‖ ≤ εft, sup

t≥0
‖Fr(Xr)‖ ≤ εfr (4.11)

The main objective of the controller design is to build an adaptive controller for system (4.9), the
position controller then will be applied. The desired attitude for the inner loop controller will be derived
based on (4.7-4.8). Based on sliding mode technique, where the unknown nonlinear function F (X) and
the external disturbance δ can be estimated by using an adaptive neural network. In order to improve
the adaptive and robustness behaviour of the proposed controller, a fuzzy logic rule will be used for the
propose of online tuning of control parameter.

4.3 Controller design

4.3.1 Sliding mode controller framework
In this part, one shall design a controller so that the location of the quadrotor UAV can track the desired
trajectory. For this sake, let us define the desired trajectory as X1d and its derivative as X2d. One gets
the following tracking errors:

e = X1d −X1; ė = X2d −X2; E =
[
eT ėT

]T
. (4.12)

The objective can be realized by designing the controller such that the tracking error converges to zero
i.e lim

t→∞
e = 0, lim

t→∞
ė = 0

For this sake, based on the sliding mode technique, let us define the sliding surface as following:

S = ė+ ce (4.13)

where c is a sliding surface coefficient, which is positive definite. From (4.9), (4.12) and (4.13) one gets:

G−1Ṡ = G−1 (Ẋ2d − F (X)−GU − δ + cė
)

= −U +G−1 (Ẋ2d − F (X)− δ + cė
)

(4.14)

Now define Γ = G−1 (Ẋ2d − F (X)− δ + cė
)
, then (4.14) can be rewritten as follows:

G−1Ṡ = −U + Γ (4.15)

Hence the sliding mode controller is given as:

U = KS +K1sign(S) + Γ (4.16)

where K and K1 are the controller gains. That shall be designed in theorem 4.3.4.
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4.3.2 Back-propagation neural network
It is worth to mention that the function Γ is unknown due to lacking of knowledge about F (X) and δ.
Hence any controller requires the knowledge of Γ such as (4.16) can not be implemented. Motivated by
this problem, in the following part, an artificial neural network using back-propagation technique will be
exploited to estimate the unknown function Γ. Indeed, many studies have shown that for X restricted to
a compact set, and the neural network have a sufficiently number of hidden layer, then one gets:

Γ = Wµ (σE) + ζ (4.17)

where W is the ideal weight matrix of output layer, σ is the ideal weight matrix of hidden layer, ζ
represents the neural network approximation error. µ (σE) =

[
µ1 (σE) · · · µn (σE)

]T is the transfer
function of the hidden neurons, which is given by the following expression:

µi (σE) = 2
1 + exp(−2σiE) − 1; i = 1 · · ·n. (4.18)

where n is the number of node of hidden layer, σi is the ith row of σ.

Remark 4.3.1. From (4.18), one gets the following property

‖µi (σE)‖ ≤ 1 (4.19)

It is worth to notice that the ideal weight matrices W and σ are not available in this context. Hence,
the estimation of Γ will be provided based on the estimation of the idea weight matrices, namely Ŵ and
σ̂ such that:

Γ̂ = Ŵµ (σ̂E) (4.20)

According to (4.16) and (4.20), the adaptive neural network-bsed sliding mode control structure is given
as follows:

U = KS +K1sign(S) + Ŵµ (σ̂E) (4.21)

The objective is to train the neural network together with the sliding mode controller to give us the
online optimal estimate of Γ by guarantee Ŵ and σ̂ converge to W and σ respectively. To achieve this
objective, in the next section, one shall give the detail about designing the adaptation law of Ŵ and σ̂
respectively.
• Neural network design based on back-propagation technique
Once the structure of neural network is defined, a learning rule will be proposed in this section to

train the network. Using the back-propagation technique, let us consider the following adaptation law
for Ŵ and σ̂ as follows:

˙̂
W = −ηw

∂C
∂Ŵ

− ρw ‖S‖ Ŵ ; ˙̂σ = −ησ
∂C
∂σ̂
− ρσ ‖S‖ σ̂ (4.22)

where C = 0.5STS is the objective cost function that should be minimized, ηw, ρw, ησ, ρσ are the training
gains and will be design in the Theorem 4.3.4.

The estimation of weight matrices will be deduced from (4.22) by solving the partial derivative of cost
function. For this sake, let us define the following new variables:

ΩŴ = Ŵµ (σ̂E) ; Ωσ̂ = σ̂E (4.23)

Accordingly, the partial derivative ∂C
∂Ŵ

and ∂C
∂σ̂ can be decoupled as following:

∂C
∂Ŵ

= ∂C
∂S
× ∂S

∂ΩŴ
×
∂ΩŴ
∂Ŵ

(4.24)

∂C
∂σ̂

= ∂C
∂S
× ∂S

∂Ωσ̂
× ∂Ωσ̂

∂σ̂
(4.25)

Using the cost function with (4.23) one gets:

∂C
∂S

= ST ;
∂ΩŴ
∂Ŵ

= µ (σ̂E) ; ∂Ωσ̂
∂σ̂

= E (4.26)
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According to (4.15), (4.20) and (4.21), one gets:

∂G−1Ṡ

∂ΩŴ
= −K ∂S

∂ΩŴ
− I (4.27)

∂G−1Ṡ

∂Ωσ̂
= −K ∂S

∂ΩŴ
− Ŵ ∂µ (σ̂E)

∂ΩŴ
(4.28)

From (4.18) and (4.23), the partial derivative ∂µ(σ̂E)
∂ΩŴ

can be deduced as:

∂µ (σ̂E)
∂ΩŴ

=

1− µ2
1 (σ̂E) 0

. . .
0 1− µ2

n (σ̂E)

 = D (σ̂E) (4.29)

Equations (4.27) and (4.28) present a set of so-called back-propagation nonlinear dynamical systems,
which will be solved to obtain the solutions of ∂S

∂ΩŴ
and ∂S

∂Ωσ̂ . According to (Rahimilarki et al., 2019) and
due to the fact that the network converges relatively fast if the training gains are designed in a proper
manner, one can assume the static approximation of the gradient i.e ∂G−1Ṡ

∂ΩŴ
= 0 and ∂G−1Ṡ

∂Ωσ̂ = 0. Hence,
one gets:

∂S

∂ΩŴ
= −1

K
I; ∂S

∂Ωσ̂
= −1

K
ŴD (σ̂E) (4.30)

Consequently, by using above equation and (4.22), (4.24), (4.25), (4.26) the update rules of weight
matrices can be obtained as:

˙̂
W = ηw

K
SµT (σ̂E)− ρw ‖S‖ Ŵ (4.31)

˙̂σ = ησ
K

(
ST ŴD (σ̂E)

)T
ET − ρσ ‖S‖ σ̂ (4.32)

• Adaptive neural network based sliding mode controller design (SMC-BPNN)
As the structure of the controller and the training rules are known, it is possible to design the

controller gains and the training gains in a way that guarantees global stability of the system. This is
a critical requirement for any controller, as an unstable system can result in catastrophic consequences.
In this section, we will propose a design for the necessary gains based on the Lyapunov’s direct method.
This method is a widely used technique for designing control laws that guarantee stability, and it relies
on constructing a Lyapunov function that decreases along the trajectories of the system. By selecting
appropriate gains, we can ensure that the Lyapunov function decreases asymptotically and ultimately
converges to zero, which corresponds to the desired operating point of the system.

The proposed controller will be designed under the following assumptions:

Assumption 4.3.1. The quadrotor system is a bounded input, bounded output system, i.e there exists
the compact sets X ⊂ R6, U ⊂ R3 such that X ∈ X, U ∈ U. Moreover, for a bounded input, bounded
output system one can easily obtain:

∃ EM ∈ R+, sup
t≥0
‖E‖ ≤ EM (4.33)

Assumption 4.3.2. The desired weight matrices W and σ are bounded i.e:

∃ WM ; σM ∈ R+, sup ‖W‖ ≤WM , sup ‖σ‖ ≤ σM (4.34)

Assumption 4.3.3. The neural network estimation error ζ is assumed small, unknown but bounded with
known bounds:

∃ εζ <<,∈ R+, sup
t≥0
‖ζ‖ ≤ εζ (4.35)

The following theorem summarises the main results of this section.
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Theorem 4.3.4. Consider the system (4.9) under the assumption 4.2.1, 4.2.2, 4.3.3, 4.3.1, 4.3.2. If the
controller gains and the training gains respectively in (4.21), (4.31) and (4.32) are chosen such that

K
√
ρwρσ

ησ
≥ EM (4.36)

K1 ≥ max

(
ρwW

2
M ; 1

ρσ

(
ρσσM + EMWMησ

K

)2
)

+ εζ + 2WM (4.37)

ηw = K (4.38)

Then the stability of the controller (4.21) will be asymptotically and globally ensured.

Proof:
Let us define W̃ = W − Ŵ and σ̃ = σ − σ̂ are the estimation errors of weight matrices. From (4.31)

and (4.32), the first derivative of these estimation errors w.r.t times are given as:

˙̃W = −ηw
K
SµT (σ̂E) + ρw ‖S‖

(
W − W̃

)
(4.39)

˙̃σ = −ησ
K

(
ST
(
W − W̃

)
D (σ̂E)

)T
ET + ρσ ‖S‖ (σ − σ̃) (4.40)

From (4.17), (4.20) and (4.21). (4.15) can be rewritten as follow:

G−1Ṡ = −KS −K1sign(S) + W̃µ(σ̂E) + ω (4.41)

Under the assumption 4.2.1, 4.2.2, 4.3.3, where ω = ζ +W [µ (σE)− µ (σ̂E)]. One can easily obtain:

‖ω‖ ≤ εζ + 2WM (4.42)

Let us consider the following Lyapunov function:

V = 1
2S

TG−1S + 1
2 tr(W̃

T W̃ ) + 1
2 tr(σ̃

T σ̃) (4.43)

Derivating (4.43) w.r.t the time and together with (4.39), (4.40) and (4.41) yields :

V̇ = ST
[
−KS −K1sign(S) + W̃µ(σ̂E) + ω

]
+ tr

(
−W̃T ηw

K
SµT (σ̂E)

)
(4.44)

− tr
(
σ̃T

ησ
K

(
ST
(
W − W̃

)
D (σ̂E)

)T
ET
)

+ tr
(
σ̃T ρσ ‖S‖ (σ − σ̃)

)
+ tr

(
W̃T ρw ‖S‖

(
W − W̃

))
Taking into account the expression of ηw in (4.38). One gets:

ST W̃µ(σ̂E)− tr
(
W̃T ηw

K
SµT (σ̂E)

)
= 0 (4.45)

Taking into account the fact that ‖D (σ̂E)‖ ≤ 1, the following inequalities can be derived:

tr
(
W̃T ρw ‖S‖

(
W − W̃

))
≤ −ρw ‖S‖

∥∥W̃∥∥2 + ρwWM ‖S‖
∥∥W̃∥∥ (4.46)

− tr
(
σ̃T

ησ
K

(
ST
(
W − W̃

)
D (σ̂E)

)T
ET
)
≤ ησEMWM ‖S‖ ‖σ̃‖

K
+
ησEM ‖S‖ ‖σ̃‖

∥∥W̃∥∥
K

(4.47)

tr
(
σ̃T ρσ ‖S‖ (σ − σ̃)

)
≤ ρσσM ‖S‖ ‖σ̃‖ − ρσ ‖S‖ ‖σ̃‖2 (4.48)

Substituting (4.45), (4.46), (4.47) and (4.48) into (4.44) one can obtain:

V̇ ≤ ρwWM ‖S‖
∥∥W̃∥∥+

(
ρσσM + ησEMWM

K

)
‖S‖ ‖σ̃‖ − (K1 − ω) ‖S‖ (4.49)

− 1
2 ‖S‖

(
ρw
∥∥W̃∥∥2 + ρσ ‖σ̃‖2 −

2ησEM
K

‖σ̃‖
∥∥W̃∥∥)−K ‖S‖2

− 1
2 ‖S‖

(
ρw
∥∥W̃∥∥2 + ρσ ‖σ̃‖2

)
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Using the Young inequality one derives:

(K1 − ω) ‖S‖
2 + ρw ‖S‖

2
∥∥W̃∥∥2 ≥

√
(K1 − ω) ρw ‖S‖

∥∥W̃∥∥ (4.50)

(K1 − ω) ‖S‖
2 + ρσ ‖S‖

2 ‖σ̃‖2 ≥
√

(K1 − ω) ρσ ‖S‖ ‖σ̃‖ (4.51)

ρw
∥∥W̃∥∥2 + ρσ ‖σ̃‖2 ≥ 2√ρwρσ

∥∥W̃∥∥ ‖σ̃‖ (4.52)

From (4.37), (4.42), (4.50) and (4.51) one can obtain:

ρwWM ‖S‖
∥∥W̃∥∥+

(
ρσσM + ησEMWM

K

)
‖S‖ ‖σ̃‖ − (K1 − ω) ‖S‖ − 1

2 ‖S‖
(
ρw
∥∥W̃∥∥2 + ρσ ‖σ̃‖2

)
(4.53)

≤ 0

Similarly, from (4.36) and (4.52) one gets:

−1
2 ‖S‖

(
ρw
∥∥W̃∥∥2 + ρσ ‖σ̃‖2 −

2ησEM
K

‖σ̃‖
∥∥W̃∥∥) ≤ 0 (4.54)

By replacing (4.53) and (4.54) into (4.49) we can obtain:

V̇ ≤ −K ‖S‖2 (4.55)

This ends the proof of Theorem 4.3.4.

4.3.3 RBF Neural network and Fuzzy logic
The above back-propagation neural network provides a highly adaptive tool for designing the controller.
However, this technique requite a heavy computation. To tackle this problem, in this section, an artificial
neural network using RBF neural network will be used to estimate the unknown function Γ.
• RBFNN based sliding mode controller design (SMC-RBFNN)
The RBFNN consists three layers, namely input layer, output layer and a hidden layer. The hidden

layer consists n nodes, each node uses a Gaussian radial basis function as follow:

µi(E) = exp

(
−‖E − ri‖

2

ηi

)
; i = 1 · · ·n. (4.56)

where ri is the node center of basic function, ηi represents the width value of Gaussian function for neural
net i

Since we have a sufficiently number of hidden layer, the ideal value of Γ is computed by RBFNN is
given by the following expression:

Γ = WTµ(E) + ζ (4.57)

where W is the idea weight matrix, µ(E) =
[
µ1(E) · · · µn(E)

]T , ζ represents the neural network
approximation error. In the context of the problem at hand, the ideal weight matrix W is not available,
and therefore the desired value of Γ cannot be obtained directly from (4.57). Consequently, an alternative
approach is required to estimate the value of Γ. To this end, the estimation of the ideal weight matrix
W , denoted as Ŵ , will be used to obtain the estimation of Γ. This approach is based on the assumption
that the ideal weight matrixW and the unknown function Γ are related. By estimating Ŵ , an estimation
of Γ can be obtained, thus allowing for the design of the controller. Hence, the estimation of Γ will be
given as follow:

Γ̂ = ŴTµ(E) (4.58)

From (4.16) and (4.58), the adaptive neural network-based sliding mode controller will be designed as
follows:

U = KS +K1sign(S) + ŴTµ (E) (4.59)

The objective is to train the neural network to give us the online optimal estimate of Γ by guarantee Ŵ
converge to W .
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Theorem 4.3.5. Let us consider the system (4.9) under the assumption 4.2.1, 4.2.2, 4.3.3 . If the
controller gains and the updated law for weight matrix are designed as follow:

K > 0; K1 ≥ εζ (4.60)
˙̂
W = µ(E)ST (4.61)

Then the stability of the controller (4.59) will be asymptotically and globally ensured.

Proof: Let W̃ = W − Ŵ and Γ̃ = Γ − Γ̂ are the estimation errors of the ideal weight matrix and
the unknown function Γ respectively.

Consider the following Lyapunov function:

V = 1
2S

TG−1S + 1
2 tr

(
W̃T W̃

)
≥ 0 (4.62)

From (4.15), (4.60) one gets:

V̇ = ST
(
−KS −K1sign(S) + Γ− Γ̂

)
− tr

(
W̃

˙̂
W
)

(4.63)

Replacing Γ and Γ̂ by (4.57) and (4.58) respectively results:

V̇ = ST (ζ −K1sign(S))−KSTS + ST W̃Tµ− tr
(
W̃

˙̂
W
)

(4.64)

Since ˙̂
W = µST , which implies that ST W̃Tµ− tr

(
W̃

˙̂
W
)

= 0 and following the assumption 4.3.3 which
implies that:
ST (ζ −K1sign(S)) ≤ 0, one gets:

V̇ ≤ −KSTS ≤ 0 (4.65)

This ends the proof of Theorem 4.3.5.
SMC is known for its robustness, which is an outstanding advantage. However, this feature is only

applicable when the error dynamic reaches the sliding manifold. In order to ensure stability, it is required
that the control parameter k and sliding surface coefficient c satisfy certain positive sufficient conditions.
Different control gains are suitable for each stage of the sliding surface approach toward zero and the
error dynamic approach to the sliding surface. These conditions are detailed in several studies, including
(Cheng and Liu, 2019), (Falcón, Ríos, and Dzul, 2019), (L’Afflitto, Anderson, and Mohammadi, 2018),
(Mofid and Mobayen, 2018), and (Safeer Ullah and Iqbal, 2020).
• RBFNN and fuzzy logic based sliding mode controller design (SMC-RBFNN-F)

Figure 4.2: FL inputs membership functions

Hence choosing suitable values of c and k to optimal the tracking process is the next mission of
this work. To achieve this task, the Fuzzy Logic using Sugeno fuzzy inference will be used, with inputs
membership functions as shown in Figure 4.2. The rule ith designed according to the tracking error and
its derivative is designed as follows:

If e is xi and ė is yi, then the output level ui = coni.

(coni is a constant). The final output is given by the weighted average over all rule outputs:

output =
∑n
i=1 wiui∑n
i=1 wi

(4.66)
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where n is the number of rules, wi is the rule firing strength derived from the rule antecedent:

wi = And-Method(γ(e), γ(ė)) (4.67)

The fuzzy rules and the outputs are illustrated in table 4.1.

Fuzzy rule for c Fuzzy rule for k
e ė e ė

NB NS Z PS PB NB NS Z PS PB
NB B VB VS VB B NB VB B M B VB
NS S M B M S NS B M S M B
Z VS S M S VS Z M S VS S M
PS S M B M S PS B M S M B
PB B VB VS VB B PB VB B M B VB

Table 4.1: Fuzzy rule for c and k for the Sliding surface and controller design

SMC provides significant advantages, particularly in terms of robustness. This is due to the use of
the sign function, which enables the error dynamics to quickly reach the sliding manifold. However, the
use of the sign function is also known to cause chattering, which can be reduced by replacing it with an
alternative function, namely sat as following: sat(S) = 1 if S ≥ r

sat(S) = −1 if S ≤ −r
sat(S) = S otherwise

(4.68)

The use of the sat function has its limitations in ensuring the negative definiteness of V̇ , as it can
only guarantee this condition when S is outside the ball defined as |S| = r. When S moves towards
the inside of the ball, equations (4.65) and (4.55) may not hold, causing an increase in both V̇ and V .
However, this increase in V leads to an increase in S, which pushes S outside the ball where V̇ is negative,
ultimately reducing both V and S. This analysis shows that S is ultimately bounded, which also leads
to the ultimate boundedness of the tracking error E.

4.4 Simulation validation
This section deals with the simulation validation of our designed controllers. First, the simulation setup
is depicted, explaining how to run simulations and how we embedded the controller. Second, the obtained
simulation results will be shown and discussed.

4.4.1 Hardware In The Loop (HITL) simulation
The PX4 firmware, allows to run some simulations directly in the Px4 card, this is so called Hardware in
the loop simulation. The controller is firstly programmed using C++ programming language and then
upload to Px4 board. The Px4 then will be connected to the laptop where a simulator such as Gazebo
is used to visualize the operation of the quadrotor UAV. Then the common UDP ports (14550) are used
to connect to the Qgroundcontrol with the simulator. The desired position for the simulation will be
then designed in Qgroundcontrol. Figure 4.3 shows diagram from the PX4 documentation. It illustrates
a typical HITL environment and the HITL setup for the validation.

In order to demonstrate the effectiveness of the proposed controller, a comparative analyse with other
method, namely PID-RBFNN (Doukhi and Lee, 2019) controller and SMC-RBFNN (Alqaisi et al., 2019)
will be carried in this part. The simulation will be conducted as follow: the quadrotor UAV firstly takes of
to the desired altitude of 4 m, then the UAV will be tracking the pre-defined desired trajectory provided
by Qgroundcontrol as shown in Figure .4.4 (this trajectory can chosen based on the user), in this task
the controller have to guarantee the uav remains at the same altitude level 4 m. Finally, the UAV will
land to the ground since it reaches the end point.

The parameters for the controller (4.21) and the BPNN (4.31), (4.32) were chosen according to theorem
4.3.4. as: c = 0.8, K = 2.7, K1 = 2.5, ηw = 2.7, number of node n = 10, ησ = 0.14, ρw = ρσ = 0.1. The
SMC in (Alqaisi et al., 2019) will be designed with the same parameter , the PID controller in (Doukhi
and Lee, 2019) is designed with Kp = 2.16, Kd = 2.7, Ki = 0. The RBFNN is designed as follow:
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Figure 4.3: HITL environment (left), and HITL setup for the validation (right)

Figure 4.4: Quadrotor UAV is flying in the Gazebo simulator (left), Qgroundcontrol mission control
platform (right) and the desired trajectory (brown line).

Output VS S M B VB
c 0.6 0.7 0.8 0.9 1.0
k 2.4 2.6 2.8 3.0 3.2

Table 4.2: Fuzzy output value for c and k

rx = linspace(−0.5, 0.5, 10), ry = linspace(−0.5, 0.5, 10), rz = linspace(−0.7, 0.7, 10), ηi = 2. The gravity
is set as g = 9.81m/s2. The parameter for the controller (4.59) will be trained using Fuzzy logic based
on the the rules are given in table 4.1 and the output value given in table 4.2.

4.4.2 Simulation results
The tracking control performances obtained from the PID-RBFNN, SMC-RBFNN, SMC-BPNN, and
SMC-RNFNN-F controllers proposed in this work are shown in Figure 4.5. It can be observed that
all the proposed controllers successfully guarantee the trajectory tracking task. However, the results
obtained from the PID-RBFNN controller are less effective compared to the others. Figure 4.6 illus-
trates the tracking errors of these controllers, clearly demonstrating that our controller maintains the
quadrotor’s location closest to the desired position with the smallest tracking error. Additionally, the
control performance of SMC-RBFNN-F is relatively good compared to SMC-BPNN, while requiring less
computational resources.

Figure 4.7 presents the desired attitude given by the studied controllers (calculated based on (4.7) and
(4.8)) compared to the measured values. These results demonstrate that our controllers achieve smooth
and stable attitudes for the tracking task, resulting in a stable flight state for the drone. However, the
attitudes obtained using PID-RBFNN and SMC-RBFNN exhibit high oscillations, indicating that the
quadrotor is flying in a less stable state.
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Figure 4.5: Position tracking results using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-RBFNN-
F. Horizontal axis is time in seconds
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Figure 4.6: Position tracking errors using PID-RBFNN, SMC-RBFNN, SMC-BPNN-F and SMC-
RBFNN-F. Horizontal axis is time in seconds

The output of the Fuzzy law and the sliding surface are shown in Figure. 4.8.
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Figure 4.7: Desired attitude given by PID-RBFNN (first- up to down), SMC-RBFNN (second- up to
down), SMC-BPNN (third- up to down), SMC-RBFNN-F (last- up to down), compared to its measured
value, horizontal axis is time in seconds
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Figure 4.8: Tuned control gains c and k using SMC-RBFNN-F for the simulation, horizontal axis is time
in seconds

4.5 Experimental validation
This section focuses on the experimental validation of the proposed controller. The first part will present
the hardware setup, including the components of the quadcopter, their assembly, and configuration. In
the second part, the experimental results will be presented and discussed.

4.5.1 Experimental setup
In order to validate the proposed controllers, a real outdoor flight experiment was performed. The
experimental setup is shown in Fig. 4.9. The platform used in this experiment consists of three main
components:

• Quadrotor UAV: The UAV uses s500 quadcopter frame, enquired with a Pixhawk 4 autopilot mod-
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Figure 4.9: Experimental setup for the outdoor flight: 1. Radio controller; 2. Ground station laptop; 3.
Quadrotor UAV; 4. Radio telemetry module; 5. Radio receiver; 6. GPS module; 7. Pixhawk card

ule. The controller is embedded directly into the Pixhawk 4 using C++ programming language.
The UAV is connected with Qgroundcontrol in station PC through telemetry radio (200Hz) com-
munication using MAVlink protocol.

• Radio controller: The remote controller will be used to manually control the UAV (manual flight
mode) in the case of accident (lost connection with Qgroundcontrol). In the mission flight mode,
manual flight mode is deactivated as depicted in the Figure .4.10.

Figure 4.10: Experimental setup schema for safety mode

• Ground station PC. The ground station laptop allows us to provide the desired trajectory for the
UAV using Qgroundcontrol. Since the desired trajectory is designed, it will then be uploaded to
quadrotor using MAVlink protocol.

Figure 4.11: Desired trajectory from left to right for PID-RBFNN (first), SMC-RBFNN (second), SMC-
RBFNN-F (third), SMC-BPNN (last)

It is worth noting that for validating each controller, we have to update the corresponding Firmware
into the Pixhawk 4. After updating the Firmware, the configuration has to be redone for re-synchronizing
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the sensor with the new Firmware. Consequently, for each controller, we have to re-design the desired
trajectory. In order to make sure that the comparison with other method is fair, the desired trajectory
for each experiment will be chosen approximately similar as shown in Figure. 4.11.

The successful validation of the proposed controller is illustrated in Figure. 4.12, which depicts the
quadrotor UAV completing a mission flight assigned by qgroundcontrol.

Figure 4.12: Quadrotor UAV flies for the experimental validation

4.5.2 Experimental results
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Figure 4.13: Position tracking results using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-
RBFNN-F. Horizontal axis is time in seconds

As illustrated in Figure 4.13 and 4.14, the proposed controller has the capacity to provide a notable
trajectory tracking performance in a very uncertain environment, compared to PID-RBFNN and SMC-
RBFNN. These results showcase the power of Fuzzy logic in terms of tuning appropriate values for the
controller, as well as the adaptive property of the backpropagation technique, which guarantees better
tracking performance with smaller tracking errors. The output of the Fuzzy law and the sliding surface
are shown in Figure 4.16.

The adaptive characteristics of the proposed controller demonstrate higher stability quality in compar-
ison to PID-RBFNN and SMC-RBFNN, as shown in Figure 4.15. The SMC-RNFNN-F and SMC-BPNN
provide relatively smooth attitudes, while those given by PID-RBFNN and SMC-RBFNN exhibit high
oscillations.
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Figure 4.14: Position tracking errors using PID-RBFNN , SMC-RBFNN, SMC-BPNN and SMC-RBFNN-
F. Horizontal axis is time in seconds
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Figure 4.16: Tuned control gains c and k using SMC-RBFNN-F for the experiment, horizontal axis is
time in seconds

4.6 Controller performance under the delay affected

The previous simulations and experiments have illustrated the performance of the proposed controller in
comparison with other control methods. In this section the control performance of proposed controller
under delay effects in the measurement wil be evaluated. As demonstrated from the previous chapter,
when the delay exists, it might cause some instability in the control performance. Hence, the UAV might
cashed during the flight mode due to the delay affected in the measurement. Therefore, for the safety
reason, in this part, one shall present only the simulation.

The simulation setup for validating the controller is shown in Figure. 3.5. The controller block in this
simulation is SMC-RBFNN-F.

To evaluate the effects of delay into the control performance. Two simulations will be carried out.
The first simulation will use directly the delayed-noisy measurement. While the second simulation will
deploy a FHGO developed in the chapter 3 to compensate the effect of delay and noisy measurement
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Figure 4.17: Control performance using the observer (left), using directly the delayed (τ = 0.18s), noisy
measurement (right)

The Figure 4.17 shows the control performance using the same controller. One used directly the
delayed, noisy measurement and one used the proposed observer to compensate the delay and noise. As
can be seen from this figure, the adding observer significantly improves the control results. The tracking
error is relatively small in comparison with using poor measurement. This results have demonstrated the
importance of the observer.



4.7. Conclusion 91

4.7 Conclusion
This chapter outlines the process of designing a control system for a quadrotor UAV. Multiple controllers
are proposed and their respective advantages and disadvantages are thoroughly discussed. Notably, an
adaptive law for the neural network is derived, which allows the controller to compensate for the effects
of disturbance, model uncertainty, and unknown parameters without requiring knowledge of the system’s
model parameters.

The effectiveness of our proposed control method is demonstrated through simulation and experimen-
tal results obtained from the quadrotor UAV system. In particular, our approach is shown to successfully
compensate for the aforementioned effects, highlighting its practical relevance and potential applications.

To evaluate the performance of our proposed controller, we conduct a comparison with recent work
in the literature. This comparison serves as a comprehensive assessment of the efficacy of our control
method and its potential to outperform existing approaches.

Furthermore, the outstanding property in term on improving the control quality under delayed-noisy
measurement of the FHGO has been well emphasized in the last simulation.

Building on the control system designed in this chapter, the next step in this thesis will be to extend
this method to control a swarm of UAVs. The observer developed in the previous chapter and the
controller proposed in this chapter will serve as the foundation for this extension, allowing for the precise
and coordinated control of multiple UAVs.

By leveraging the insights gained from the development of the observer and controller, the swarm
control system will be capable of compensating for the effects of delay communication between multiple
UAVs.

The subsequent chapter will delve into the study of formation control for a swarm of UAVs, where
the SMC-RBFNN-F position controller proposed in this work will be employed to govern the position
control of each individual UAV in the swarm.
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CHAPTER 5

Formation flight of quadrotor UAVs

5.1 Introduction
Using a single quadrotor UAV can be limiting for certain complex tasks due to factors such as its size,
payload capacity, and ability to cover large areas. Applications such as agriculture, search and rescue,
environmental monitoring, infrastructure inspection, disaster response, military surveillance, film and
TV production, wildlife conservation, sports broadcasting, and construction site monitoring require more
extensive coverage and capabilities than a single UAV can provide.

To overcome these limitations, swarms of cooperating UAVs can be employed. Research in cooperative
control of multiple UAVs, or multi-agent control, is gaining interest due to its high level of autonomy
and ability to significantly reduce the human resources required to operate the system. Swarms can
communicate and share information with each other, allowing agents to work independently with a
central control station to achieve desired tasks. Compared to central-based control, cooperative control
is far more autonomous.

The study of multi-agent control has wide-ranging applications, from mobile robots to UAV systems.
Some examples of research in this field include studies on formation control, task allocation, commu-
nication protocols, and obstacle avoidance. References to these studies can be found in works such as
(Maneekittichote and Chanthasopeephan, 2020; Yang et al., 2015; Senanayake et al., 2016; Grandi, Fal-
coni, and Melchiorri, 2012; McLain et al., 2001; Acevedo et al., 2013; Hu and Jin, 2022; Borrelli, Keviczky,
and Balas, 2004; Ali et al., 2021; Gozzini et al., 2020). The potential for cooperative control to overcome
the limitations of single UAVs and enable more complex and extensive applications makes it a valuable
area of research in the control community. Multi-agent control or swarm control strategies often consists
of two component: mission control and formation control.

5.1.1 Mission control
Mission control in swarm control refers to the planning and coordination of tasks between the individual
agents in a swarm. This involves determining the objectives of the swarm as a whole, as well as assigning
specific tasks to individual agents to achieve those objectives. Mission control also involves routing
and coordination of the agents’ movements to ensure that they work together efficiently and effectively.
Depending on the communication strategy adopted, mission planning for swarm control can fall under
two main categories: centralized and decentralized architectures..

The centralized approach use a base station as depicted in Figure. 5.1a. All the agents in swarm
will communicate with this station and the station give the control command directly to each agent. All
computations and critical decisions are made at central base.

By contrast, the decentralized approach allows each agent in swarm have more autonomy property as
depicted in Figure. 5.1b. Each agent is capable of making its own decisions and communicate with its
neighbour agent. This approach eliminates the communication through the ground station. Hence, the
operation rang is significantly improved.

The critical advantages and disadvantages of centralized and decentralized architectures is compared
in Table. 5.1.

93
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(a) Centralized (b) Decentralized

Figure 5.1: Visualization of communication strategies for mission control

Method Advantages Disadvantages

Centralized
Central authority responsible for
critical decisions.

Communications limited to base
station range.

No need for agent-to-agent commu-
nications.

Complete reliance on base station
availability.

Agent loss has minimal impact on
mission objectives

Heavy computational requirements.

Decentralized
Individual agent autonomy. Hierarchy or a coordination algo-

rithm is needed.
Not limited to central base station
range.
System scales well.

Table 5.1: Advantages and disadvantages of centralized and decentralized architectures

5.1.2 Formation control

(a) Leader-Follower (b) Virtual Structure

Figure 5.2: Visualization of communication strategies for formation control

Formation control is the most actively studied topics for multi-agent systems, it refers to the ability of
multiple unmanned aerial vehicles (UAVs) to maintain a specific geometric arrangement or pattern while
performing a task. This can be achieved through communication and coordination between the UAVs,
which allows them to work together to achieve a common goal. The formation can be fixed or dynamic,
depending on the task and the environment, and the UAVs can adjust their position and trajectory
relative to each other to maintain the desired formation. The overview of formation control can be found
in following excellent surveys (Oh, Park, and Ahn, 2015; Yang, Xiao, and Li, 2021; Shi and Yan, 2021).
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Depending on the communication strategy adopted, the formation control strategy can be categorized
into two main approaches: leader-follower and virtual structure.

In the leader-follower approach, one agent is designated as the leader and the other agents follow its
movements to maintain a desired formation as depicted in Figure. 5.2a. Depends on the used algorithm,
the role of leader and followers can be switched between agents or not. In this configuration, the leader
plays a role of leading the swarm tracking the mission. Each follower will have different predetermined
offset that they follow depending on the mission requirement. This approach can be useful when there
is a need for a clear hierarchy of control and a designated leader who can make decisions for the group.
However, it can also present limitations in terms of scalability and robustness, as the entire swarm may
be affected if the leader agent fails or becomes unavailable.

On the other hand, the virtual structure approach is considered to be a rigid body and all the agent
moves as one whole group. The agent position will be maintained relative to the centroid of a virtual
structure as depicted in Figure. 5.2b. Hence, all the agents in this approach is independent to the other
agent. However, this lacking of communication between agents might caught the collision. Therefore, the
trajectories for each agent in swarm are constantly calculated and each agent will be transmitting and
receiving position information frequently. Consequently, the communication in this case is required high
speed and low latency.

The critical advantages and disadvantages of virtual structure and leader-follower architectures are
summarized in the Table. 5.2.

Method Advantages Disadvantages

Leader-
Follower

Simple communications Single-point of failure (Leader)
might cause a failure for the whole
swarm

Scalable to large group of followers
Simple to implement

Virtual
structure

Each drone is given precise trajecto-
ries

Communication is complex

More robust Each drone needs a unique ID sys-
tem
Dependent on controller

Table 5.2: Advantages and disadvantages of Leader-Follower and Virtual structure architectures

These mentioned missions and formation control methods, provide us four combinations of control
method to control a multi-agent system, namely: Centralized Leader-Follower, Centralized Virtual Struc-
ture, Decentralized Virtual Structure, Decentralized Leader-Follower. In what follows, we will shortly
review these method.
• Centralized Leader-Follower
This method deploys Leader-Follower formation control and uses a central station base for the mission

control. In Centralized Leader-Follower strategy, the leader will sent its position and velocity to the
ground station computer. Then all the calculation will be done in this computer and send to the followers.
In (Yun, Chen, and Lum, 2010), the author implemented this method for control a warm of unmanned
helicopters and validate this method in simulation. In (Santana, Brandão, and Sarcinelli-Filho, 2021)
this method is analysed experimentally for a two quadrotors UAV.
• Centralized Virtual Structure
Unlike Leader-Follower, where the agents are separated into to role, namely leader and follower. The

Virtual Structure consider the swarm as a rigid body, thus makes each agent is independent to the swarm
since all the calculations are done in the station base computer. This method theoretically is more robust
than Centralized Leader-Follower. However, the required calculations to maintain this structure stable
is heavier. The application of this method can be found in (Broek et al., 2011).
• Decentralized Virtual Structure
This strategy for swarm control involves treating the group of agents as a single, rigid body. However,

with the implementation of decentralized mission control, each individual agent can operate with a
greater degree of autonomy. This is made possible by equipping each agent with an autopilot system that
enables it to track its own reference trajectory, velocity, altitude, and heading. To determine its reference
trajectory, an agent communicates with its neighbors within the swarm. Researchers have explored this
method in developing controllers for swarms of UAVs, as seen in (Li and Liu, 2009), where each agent is
considered an individual access point within a self-configuring network. Another example is (CAI et al.,



96 Chapter 5. Formation flight of quadrotor UAVs

2020), which uses the same control strategy to design a swarm intelligent optimization algorithm for UAV
swarms.
• Decentralized Leader-Follower
Decentralized Leader-Follower is the most used control strategy to build the controller for multi-agent

systems and swarm of UAVs. Based on this framework, many control techniques have been applied to
build the controller for swarm of UAVs. In (Dong et al., 2017; Dong et al., 2015) the time-varying
formation tracking is analysed and designed for a formation control of a swarm of quadrotor UAVs. In
(Wang, Cheng, and Xiao, 2020), the author proposed a controller using Hopf bifurcation. Many other
excellent works using this framework can be found in (Mechali et al., 2022; Li, Yang, and Zhang, 2019;
Xia, Liu, and Liu, 2018; Zhi et al., 2021; Dong et al., 2014; Dong et al., 2019; Zhou, Dong, and Zhong,
2016; Zhou et al., 2014).

In this area, consensus control is the most popular topic, which aims to achieve the formation objective
by coordinating multiple agents. The communication between agents play a crucial part to maintain the
autonomous property of the system. Similar to many engineering system, the multi-agents system also
has to face with one of the most well known problem in communication, namely, time-delay. The existence
of delay makes the formation control design much more complicated, and is the resource of instability as
analysed in Chapter 3.

To overcome such interesting problem, many methods have been proposed to design a formation
control for multi-agents system subjected to delays. In (Wang et al., 2020), by assuming that the delay
affected to the control input, the authors combined a cascade structure predictive observer design for
consensus control. Using the same assumption, the consensus control for multi-agent have been studied
in (Zhang et al., 2019; Hua, Li, and Guan, 2019). In (Wang et al., 2017), the formation control problem
is studied for a system with delay measurements. In (Wang et al., 2019), the delay effect in both input
and output is considered.

Motivated by this problem and its drawback, our work aims to develop a controller for formation
tracking of a multi-agent system and application to a swarm of three quadrotor UAVs, under the assump-
tion that the delay affects both output measurements and control inputs. Our work inherits the success of
the proposed observer and controller given in Chapter 3 and 4. By assuming that the trajectory tracking
of each agent works perfectly, a formation controller is designed using the predictor feedback method
given in (Krstic, 2010).

5.2 Basic concept on formation topology
.

5.2.1 Communication topology
Communication topology is an important part to design the formation control. Indeed, this study is
devoted to presenting the complex communication between one agent and another in the swarm into a
simple algebraic representation. In the following, one shall give a brief introduction about concept on
formation communication topology.

Let considerG = {V (G);E(G);W (G);L(G)} is a weighted directed graph, where V (G) = {v1, v2, · · · , vn}
is the node set with n vertices where v1 defines the leader and the others define the followers, E(G) ⊆
{(vi, vj) : vi, vj ∈ V (G), i 6= j} is the edge set, W (G) denotes the weighted adjacency matrix and be de-
fined as: If there is information transfer between the node i and the node j, then wij = 1 otherwise
wij = 0, the Laplacian matrix L(G) can be defined as follows:

L(G) =
{
lij = −wij if i 6= j

lii =
∑n
j=1,i6=j wij i = 1 · · ·n

(5.1)

The graph G is said to have a spanning tree if there exists at least one vertex has a connection to all
other vertices.

5.2.2 Relative position of agents
The main objective of formation control is to maintain the distance between agents in a desired value.
Therefore, determine the relative position of agents is crucial, especially for leader-follower strategy, where
the followers have to trace the leader with a desired formation.

In this study, we consider the formation of swarm will have the same altitude. Therefore, the main
objective now is to determine the relative position of agents in XY plan. Figure. 5.3 shows an example
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Figure 5.3: Example of relative position between two agents in a swarm

of two agents in XY plan. One assumes that the position [x1(t), y1(t)] and the steering angle ψ1 of agent
1 are known. Hence, to obtained the desired formation, one shall determine the desired position of agent
2 based on the desired relative distance to agent 1 d and the desired angle α. There are two possible
positions for agent 2 satisfying the condition in which having a distance d away from agent 1 and having
an angle α, namely on the left side and on the right side of agent 1. For example, in Figure. 5.3 (left)
shows the agent 2 is in the left side of agent 1, 5.3 (right) shows the agent 2 is in the right side of agent
1.

Based on these properties, one shall give the expression of desired position for agent 2 regards to
agent 1 as follow:

On the left
{
x2d = x1 + dcos(−π2 − ψ1 − α)
y2d = y1 + dsin(−π2 − ψ1 − α)

; On the right
{
x2d = x1 + dcos(−π2 − ψ1 + α)
y2d = y1 + dsin(−π2 − ψ1 + α)

(5.2)

5.3 Problem statement

Figure 5.4: Example of formation with three agents

Let us consider a multi-agent system with n
agents. The communication between these agents
is described by the graph G with each agent being
a node in G . The swarm consists of one leader and
n − 1 followers. The main objective of formation
control is to make the followers tracking a prede-
fined formation regarding to the leader. Since the
controller for each agent is considered well devel-
oped, the path tracking is considered working per-
fectly. Hence the formation control now turns into
the design of the appropriate trajectory for the fol-
lowers based on the desired formation and leader
information. Let’s now define the state vector of
the agent ith as follows:

xi(t) =
[
pTi (t) vTi (t) ψi(t)

]T ; i = 1 · · ·n.
(5.3)

where pi(t) ∈ R3×1, vi(t)R3×1 and ψi are the position, the velocity and the steering angle of ith agent
respectively.

Let’s define the desired formation vector for the followers as follows:

hF =
[
hT2 (t) · · · hTn (t)

]T (5.4)

hi(t) =
[
hTpi(t) hTvi(t)

]T ; i = 2 · · ·n. (5.5)

where hpi(t) and hvi(t) corresponding to the position and velocity respectively.
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Figure. 5.4 shows an example of a swarm enclosing with three agents. The distance between the
followers 2 and leader 1 is h2. The distance between the followers 3 and leader 1 is h3.

Having established these definitions, we can now simplify the objective of formation control as follows:
controlling the followers in such a way that the following condition is met:

xi(t)− hi(t)− x1(t) = 06×1 (5.6)

In other words, we aim to control the follower in such a way that it can track a predetermined set point
given as follows:

xid(t) = hi(t) + x1(t) (5.7)

Given that the path tracking controller for each agent is assumed to be perfect, the condition (5.7)
can be easily achieved, which is lim

t→∞
xi(t) − x1(t) = hi(t). However, the primary objective of swarm

control is generally to follow a desired formation, which allows for a less restrictive condition, namely
lim
t→∞

pi(t) − p1(t) = hpi(t). By meeting this condition, the velocity of each agent can be considered as a
control signal for further research.

Communication delay
The condition proposed above assumes that there is perfect communication between the agents and

that data transmission occurs instantaneously. However, in the real application, there always exists the
delay in the communication between these agents. Hence the desired state (5.7), which is normally
calculated in the leader, will be affected by the delay when it arrived to the follower. Therefore, since the
delay exists, instead of guarantee lim

t→∞
pi(t)− p1(t) = hpi(t). The formation can only obtain lim

t→∞
pi(t)−

p1(t) = hpi(t− τ), τ is the time delay.

Figure 5.5: Block diagram of the formation swarm of UAVs. Example of communication in swarm (above).
Formation control scheme for one agent (below)

Figure. 5.5 shows an example of communication between the agents in swarm and the control structure
of each agent to obtain the formation tracking task. From this figure, we can see that, in decentralized
leader-follower strategy, the leader will send the desired formation and its state to the directly connected
agent (primary followers), for the agent does not have a connection with the leader (secondary follower).
It can still receive these information through primary followers. In the following, one shall consider the
dynamic model of a ith primary followers with its measurement obtained at the leader. For the secondary
follower, the same model can be delivered.

The upcoming section presents a proposed method that uses a delay observer, as discussed in Chapter
3, to mitigate the impact of delays on the system and enhance the quality of formation control. In order
to achieve this, a dynamic model of the swarm will be introduced.
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5.3.1 Dynamic model of multi-agent system with delay
The dynamic model of a multi-agent system in a leader- follower structure with delay is given as follows:{
ṗi(t) = vi(t)
y(t) = xi(t− τ) + ξ(t) (5.8)

In the above equation, y(t) represents the measurement taken by the leader, which includes the position
of the i-th agent, denoted as xi(t). The measurement is subject to a delay τ and measurement noise ξ(t),
which satisfies the assumption 3.2.2, 3.2.3.

The Figure. 5.6 demonstrates the delay effects in the communication between the agents in swarm.

Figure 5.6: Block diagram of delay effects into the swarm communication

Since the controller is assumed to be perfect, we can approximate velocity of this agent by its given
desired value, namely v1(t − τ) + hvi(t − τ). then since the control task is achieved the dynamic model
(5.8) can be rewritten by: ṗi(t) = v1(t− τ) + hvi(t− τ)

y(t) = pi(t− τ) + ξ(t)
pi(t) = Ψ(t) where t ∈ [−τ, 0]

(5.9)

where hvi(t) will be considered as the control signal. Then the objective is now to design the formation
control signal and the observer so that lim

t→∞
pi(t)− p1(t)− hpi(t) = 03×1. For this sake the system (5.10)

will be rewritten as follows: ṗi(t) = v1(t− τ) + hvi(t− τ)
y(t) = pi(t− τ) + ξ(t)
pi(t) = Ψ(t) where t ∈ [−τ, 0]

(5.10)

Remark 5.3.1. From Figure. 5.6 and the dynamic model (5.10), we can notice that the latency affects
both side of communication. Therefore the desired formation, which is usually used as control signal for
the agent arrives with the delay τ . Consequently, for an arbitrary desired formation, even if the trajectory
tracking controller inside agent is working perfectly, hence, there always exists a control error. For
example, the leader send the desired formation hpi(t) and its current position p1(t) to the ith agent. This
agent will receive hpi(t−τ) and p1(t−τ), since the tracking task in agent ith is achieved, namely tracking
hpi(t−τ) and p1(t−τ). there exists a formation control error: eF = hpi(t)+p1(t)−hpi(t−τ)−p1(t−τ).
Therefore the formation control task can not be achieved

The formation control problem will be solved under the following assumptions:

Assumption 5.3.1. With the initial function Ψ(t), the system (5.10) has a unique smooth, differentiable
solution on the compact set P ⊂ R3×1, i.e pi(t) ∈ P; ∀t ≥ −τ

Assumption 5.3.2. All the follower in swarm have smooth, differentiable and bounded velocities on the
compact set V ⊂ R3×1, i.e vi(t) ∈ V; ∀t ≥ 0

∃ εv ∈ R+, sup
t≥0
‖vi(t)‖ ≤ εv; i = 2, · · · , n (5.11)

Assumption 5.3.3. The leader in the swarm has smooth, differentiable and bounded velocity on the
compact set V i.e v1(t) ∈ V; ∀t ≥ −τ :

∃ sup
t≥0
‖v1(t)‖ ≤ εv (5.12)
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Assumption 5.3.4. The time-varying desired formation is smooth, differentiable and bounded i.e :

∃ εh1 ∈ R+, sup
t≥0
‖hpi(t)‖ ≤ εh1 (5.13)

∃ εh2 ∈ R+, sup
t≥0

∥∥ḣpi(t)∥∥ ≤ εh2 (5.14)

5.4 Formation tracking analyse
Let us rewrite the system (5.10) under the form of class (3.2) as follows (see in chapter 3):{
ṗi(t) = u(t− τ)
y(t) = pi(t− τ) + ξ(t) (5.15)

where u(t− τ) = v1(t− τ) + hvi(t− τ) is the control signal of the i-th agent.
Following the work given in chapter 3, we will propose an observer for system (5.15) as follows:
˙̂pi(t) = u(t) +K1Λ∆η(t)
η̇(t) = −ΛK2η(t) + Λ [ẑ(t)− p̂i(t)]
ẑ(t) = y(t) +

∫ t
t−τ u(s)ds−

∫ t
0 ΛK3 [ẑ(s)− p̂i(s)] ds

(5.16)

For the appropriate designed values of K1, K2 and K3 based on theorem 3.3.1, one gets in the finite time
the estimation p̂i(t). It will converge to pi(t) with a very small error. Hence one can assume the following
assumption:

Assumption 5.4.1. Since the convergence of the observer (5.16) is achieved. One can assume that

p̂i(t) = pi(t) (5.17)

Let us now define the formation control error as: eFi = pi(t)− p1(t)− hpi(t).

Theorem 5.4.2. Consider the swarm of UAVs whose dynamic is (5.8), under the assumption 5.3.1,5.3.2,5.3.3,5.3.4,5.4.1.
If the controller for the agent ith is chosen such that:

ui(t) = KF

(
p̂i(t)− p1(t)− hpi(t) +

∫ t

t−τ
ui(s)ds

)
+ ḣpi(t) (5.18)

Then the stability of the proposed controller will be globally ensured, with the controller error converging
exponentially to the following bound:

‖eFi(t)‖ ≤ sup
c∈[t0−τ, t0]

‖eFi(c)‖ e−|KF |(t−t0) − εF
KF

(5.19)

where εF is defined in (5.25), KF is a negative controller gain.

Proof of theorem 5.4.2 :
From (5.8) one gets the first derivative of the formation control error:

ėFi = v1(t− τ) + ui(t− τ)− v1(t)− ḣpi(t) (5.20)

where ui(t) = hvi(t) is the formation controller for the ith agent. Using the Leibniz integration formula
for (5.20), one gets:

eFi(t+ τ) =
∫ t+τ

0
ėFi(s)ds = eFi(t) +

∫ t

t−τ
ėFi(s+ τ)ds (5.21)

= eFi(t) +
∫ t

t−τ
ui(s)ds+

∫ t+τ

t

(
v1(s− τ)− v1(s)− ḣpi(s)

)
ds

Now from the assumption 5.4.1, the control signal of the ith agent (5.18) can be rewritten as follows:

ui(t) = KF

(
eFi(t) +

∫ t

t−τ
ui(s)ds

)
+ ḣpi(t) (5.22)

= KF eFi(t+ τ)−KF

∫ t+τ

t

(
v1(s− τ)− v1(s)− ḣpi(s)

)
ds+ ḣpi(t)
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Combining (5.20), (5.21) and (5.22) one gets:

ėFi = KF eFi−KF

∫ t

t−τ

(
v1(s− τ)− v1(s)− ḣpi(s)

)
ds−

∫ t

t−τ
v̇1(s)ds−

∫ t

t−τ
ḧpi(d)ds︸ ︷︷ ︸

fFi(t)

(5.23)

From (5.23) we derive finally:

‖eFi(t)‖ ≤ sup
c∈[t0−τ, t0]

‖eFi(c)‖ e−|KF |(t−t0) − ‖fFi(t)‖
KF

(5.24)

Based on assumptions 5.3.2,5.3.3,5.3.4, one can assume that:

∃ εF ∈ R+, sup
t≥0
‖fFi(t)‖ ≤ εF (5.25)

From (5.24) and (5.25) we can obtain:

‖eFi(t)‖ ≤ sup
c∈[t0−τ, t0]

‖eFi(c)‖ e−|KF |(t−t0) − εF
KF

(5.26)

This ends the proof of theorem 5.4.2.

Remark 5.4.1. The controller proposed in theorem 5.4.2 can guarantee the formation control error
converges to a value fFi(t), whose bound is given in (5.23). It is worth noting that this value presents
a significant improvement compared to that given in remark 5.3.1. Indeed, the controller proposed in
this section can guarantee the convergence of control error eFi to zeros in some specific condition. For
example, the formation requires only ḣpi is constant and the leader is moving with a constant speed,
namely, v1(t − τ) − v1(t) − ḣpi(t) = 0, v̇ = 0 and ḣpi(t) = 0. Since the decentralised leader-follower
strategy requires only the follower traces the leader, not vice versa, then maintain the constant speed for
leader is acceptable. Then in this case, with the desired constant formation, the proposed controller can
achieve the formation tracking task with control error converges to zeros.
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5.5 Simulation validation

Figure 5.7: Simulation scenario for formation tracking validation. Communication strategy (left),
Simscape-multibody 3D simulation platform (right).

In this section, the application of the proposed formation controller will be used to control a swarm
of three quadrotors UAVs in the Simscape-multibody 3D simulation environment. The swarm of UAV is
comprised of three Quadrotor UAV and will be controlled by decentralized leader-follower strategy. The
communication strategy and UAV 3D model has been depicted in Figure. 5.7.

In this scenario, we assume that the leader can communicate with the followers, but the follower can
only contact with the leader only. There exists a communication delay between UAVs equal to τ = 0.5s.

One can refer to Figure. 5.8 to visualize the formation control structure. It is worth noting that in
this chapter, the focus is on formation tracking, where the position and velocity controllers of each UAV
are assumed to be ideal and integrated within the UAV itself.

Figure 5.8: Control structure for formation tracking control

The control structure can be simply expressed as follows: The desired formation is firstly sent to the
leader. The leader then will calculate the relative position for ith follower , namely hi(t) based on its
position p1(t) and velocity v1(t), using (5.2). These data then will be sent to the formation control block
where the controller (5.18) will determine the appropriate control signal for each agent. Due to the delay
communication effects, an observer for delay compensation is deployed for estimating the current position
of follower, namely p̂i(t).

In order to validate the formation tracking control performances of the proposed controller, the sim-
ulation will be carried out as follow:

• Take off: This is the first phase of the formation fly. All the UAVs in swarm will take off to 3m
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height, with constant speed 0.5m/s. During the flight mode, this height will be maintained for all
the agents in swarm. Then the formation can perform the tracking in the horizontal XY plane.

• Move to desired formation: In this step, two followers will move to the desired formation with a
constant speed of ḣpi(t) = 0.5m/s. The leader will not move in this step. The formation is designed
as follows: Three UAVs will be formed into an equilateral triangle shape with the sides of triangle
equal to 4m.

• Move the swarm to an other position: In this step, the leader will move to an other position with a
constant speeds, namely v1x = 0.5m/s and v1x = 0.5m/s. The followers will be controlled so that
they follow the leader and maintain the formation form in equilateral triangle shape.

With these conditions, we expect that the proposed controller can control the swarm so that the formation
tracking task is achieved with a tracking error which converges to zero as mentioned in remark 5.4.1.

The initial position of each UAV in swarm is chosen as follows: (leader) p1(0) =
[
1 0 0

]T (m),
p2(0) =

[
0 0 0

]T (m), p3(0) =
[
3 −1 0

]T (m).
In order to validate the advantages of using the proposed controller in this work. One shall present

two simulations:

• 1: In the first simulation, the proposed controller will be used with the given control structure in
Figure. 5.8.

• 2: In this simulation, the observer and the proposed controller will be removed. The feed back from
the follower (pi(t)) will be directly sent to leader, and the formation control signal (p1(t), v1(t), hi(t))
will be sent directly to the follower.

Simulation 1 :
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(b) State estimation error

Figure 5.9: Simulation results for delay compensation for the follower 1 measurement

Figure. 5.9 and 5.10 illustrate the delay compensation performances by using the proposed state
observer in this thesis for compensating the delay effects into the measurement of follower 1 and 2. As
can be seen from these figures, the estimated values converge to their real values with very high speed
and relatively small error. These highly precise estimation will be used to designed the formation control.

Figure. 5.11 visualises the formation tracking performances of the first simulation in 3D environment.
We can see from this figure, the take off, the shape of the swarm (desired formation) and the movement
of the formation are presented. The three UAVs have relatively formed into an equilateral triangle shape
as can be seen form the figure. 5.11c. This desired shape is well preserved when the swarm is moving to
an other position as can be seen from the figure. 5.11d.
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Figure 5.10: Simulation results for delay compensation for the measurement of follower 1

(a) UAVs at the initial position (b) UAVs take off

(c) UAVs form an equilateral triangle shape (d) Swarm is moving

Figure 5.11: Simulation results for formation tracking in 3D visualization (simulation 1)
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(a) Position tracking of leader (b) Formation tracking of three UAVs

Figure 5.12: Simulation results for formation tracking of a swarm of three quadrotor UAVs (simulation
1)
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Figure 5.13: Simulation results for formation tracking of follower 1 (simulation 1)

Figure 5.12 demonstrates the position tracking performances of the leader and the formation tracking
performances (Figure 5.12b ) in 2D plan. It can be clearly seen that the leader quadrotors UAV has
well achieved the position tracking for leading the follower. The swarm maintains an equilateral triangle
formation.

Figure 5.13 and 5.14 show the formation tracking performance of follower 1 and 2. It is worth noting
that, the formation is achieved since the position of followers converge to their desired positions, namely
p1(t) +hpi(t). As can be seen from these figures, the proposed controller have well controlled the follower
so that the formation tracking is well achieved. The formation tracking errors converge relatively to zero
regardless the existent of delay communication between the UAVs. These results confirm the theoretical
analyses and the statement given in remark 5.4.1.
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(b) Simulation results for formation tracking error

Figure 5.14: Simulation results for formation tracking of follower 2 ( simulation 1)

Simulation 2 :
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(b) Simulation results for formation tracking error

Figure 5.15: Simulation results for formation tracking of follower 1 (simulation 2)

Figure 5.15 and 5.16 show the formation tracking performance of follower 1 and 2 without using the
proposed controller and delay compensation. It is worth noting that, the communication delay is similar
to the given in the first simulation. As can be seen from these figure, the delay communication effects
are clearly shown in the tracking result. The follower can only track the delayed-desired position for
the formation. Therefore the formation tracking can not be achieved. Figure 5.15b and 5.16b illustrate
that, since the swarm is moving. The tracking errors can not converge to zero. These results confirm the
statement given in remark 5.3.1.
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Figure 5.16: Simulation results for formation tracking of follower 2 for the simulation 2

5.6 Conclusion
In this chapter, we have presented a control system for multi-agent systems with communication delays.
The main objective of the chapter was to develop a delay observer-based formation controller that can
successfully handle formation tracking under specific conditions. Our proposed approach involved first
implementing a delay observer in the leader agent to estimate the state of the followers in a gradual
manner. Based on these predictions, we designed an adaptive formation controller that could effectively
handle the formation tracking task.

The proposed approach was evaluated through a 3D simulation, and the results showed that it could
successfully control the behavior of multiple agents under conditions of delay. Specifically, the simulation
demonstrated the effectiveness of the proposed controller in ensuring successful formation tracking. We
also showed that the stability of the proposed controller could be guaranteed, with the controller error
converging exponentially to a given bound.

Overall, our study provides a novel approach to address the consensus problem in multi-agent systems
with communication delays. By leveraging the concept of delay observer and an adaptive formation
controller, we have developed a robust and effective control system that can ensure successful formation
tracking even in the presence of delays. Future work could extend this approach to other multi-agent
systems and explore the possibility of using different types of controllers to address different tasks.
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Conclusion

In this thesis, we have presented a comprehensive study on the development of an observer and adaptive
controllers for nonlinear systems with delayed measurement, specifically applied to the control of a UAV.
The proposed observer and controller design methods incorporate RBF neural network, fuzzy logic, and
back propagation neural network to improve the performance of the system.

The first part of the thesis is focused on developing an observer for nonlinear systems with delayed
measurement. The objective was to design an observer that could estimate the states of the system
accurately, even when the measurements were delayed. To accomplish this, the observer was designed
to incorporate the delayed measurements and to use an adaptive sliding mode control. This observer
has the advantage of being able to handle various types of nonlinear systems, and it can also cope with
different types of delays. The proposed method was validated through simulations and experiments on
a quadrotor UAV. The results demonstrated that the observer was effective in estimating the states of
the system even in the presence of delay. Specifically, the observer was able to estimate the position and
velocity of the UAV accurately, which is a critical component for control and navigation tasks. Moreover,
in this chapter, we also addressed the problem of delay estimation under the condition that the value of
delay is unknown.

In the second part of the thesis, we developed adaptive sliding mode controllers using RBF neural
network and fuzzy logic for the single UAV system. The controllers were able to track the desired
trajectory of the UAV while mitigating the effect of disturbances. In particular, the RBF neural network-
based controller was able to deal with complex and uncertain nonlinear systems, while the fuzzy logic-
based controller was able to handle imprecise or vague information. Then we designed a back propagation
neural network for the control of a single UAV system. The proposed method was able to overcome
the limitations of the traditional control methods by adapting the controller parameters online, which
led to improved tracking performance and robustness against disturbances. The performance of the
controllers was evaluated through simulations and experiment and compared to other existing control
methods. The results showed that the proposed controllers were effective in controlling the UAV system
and outperformed other existing control methods.

Finally, in the last chapter, we developed an adaptive controller for a swarm of UAVs affected by
delay communication between the agents based on the observer and controllers developed in the previous
chapters. The proposed method was able to coordinate the motion of the swarm while maintaining
the desired formation, and it was shown to outperform other existing swarm control methods. The
proposed method used the observer to estimate the state of the swarm, and the adaptive controllers to
control the motion of the swarm. The adaptive controller was designed to deal with the uncertainties
and disturbances in the system and to ensure the convergence of the formation error to zero. The
simulation results showed that the proposed method was effective in controlling the swarm under delay
communication and maintaining the desired formation.

Overall, the results of this thesis demonstrate the effectiveness of the proposed observer and control
design methods for nonlinear systems with delayed measurement, as well as their potential for applications
in UAV control and swarm coordination. However, there are still some areas that need further research.

One such area is the application of the proposed observer to different objects, beyond those considered
in this thesis. Additionally, it is important to explore the effects of various types of delays, such as time-
varying delays and uncertainties, on the performance of both the observer and controller.

Moreover, the application of unknown delay estimation techniques to quadrotor UAV systems and
swarm systems of UAVs presents an intriguing avenue for future research. Furthermore, there is a need
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for the development of more advanced and efficient control methods that can handle the effects of delays
on quadrotor UAVs and multi-agent systems. These methods should aim to operate under less restrictive
conditions than the existing approaches.

In conclusion, further investigations are needed to address these research gaps and enhance the under-
standing and applicability of observer and control design methods in systems with delayed measurement,
specifically in the context of UAV control and swarm coordination.



CHAPTER 6

Source code for LMI solver

6.1 Source code for LMI (3.27)
Let us first recall the LMI (3.27) as follows:

Φ1 =

−Qx + LϕPx
Λ + µ1Ip 0p CTK3

Λl + 2LϕΛl C
T

∗ −Qη + µ1Ip −ΛlPηCT

∗ ∗ −2K3 +
(

1 + Lϕ
Λ

)2
In

Λl−1

 ≤ −µI2p+n
The source for solving this LMI is given as following:
Step 1: Declare the matrices A,B,C :

A= [ z e ro s (3 , 3 ) eye ( 3 ) ;
z e r o s (3 , 3 ) z e r o s ( 3 , 3 ) ]

B= [ z e ro s ( 3 , 3 ) ;
eye ( 3 ) ]

C= [ eye (3 ) z e r o s ( 3 ) ] ;

Step 2: Determine the conditions for µ, µτ :

lambda=20;
mu=1;
Lph=3;
l =0.5 ;
tau =0.011;
f a c t o r =1;

alpha=lambda^(2− l )∗ f a c t o r^2+lambda∗mu/tau ;

mu1= tau^2∗ alpha /lambda ;

From these calculated value, one shall chosen the value for solving the LMI as follow:

mu1=0.05;
mu_h=0.1;
mu=1;

where Lph = Lϕ, lambda = Λ, tau = τ , mu1 = µ1, mu = µ.
Step 3: Solve the LMI using LMI tool in matlab :

s e t lm i s ( [ ] )
Qx= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
Qeta= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
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Px = lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
Peta= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
K3= lmivar ( 1 , [ s i z e (C, 1 ) 1 ] ) ;

lmiterm ([−1 1 1 Qx ] , 1 , 1 ) ; %Qx>0
lmiterm ([−2 1 1 Qeta ] , 1 , 1 ) ; %Qeta>0
lmiterm ([−3 1 1 Px ] , 1 , 1 ) ; %Px>0
lmiterm ([−4 1 1 Peta ] , 1 , 1 ) ; %Peta>0

lmiterm ([−6 1 1 K3 ] , 1 , 1 ) ; %K3>0

lmiterm ( [ 1 1 1 1 Qx] ,−1 ,1 , ’ s ’ ) ;
lmiterm ( [ 1 1 1 1 Px ] , Lph/lambda , 1 ) ;
lmiterm ( [ 1 1 1 1 0 ] ,mu1∗ eye ( s i z e (A, 1 ) ) ) ;
lmiterm ( [ 1 1 1 1 0 ] ,mu∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 1 2 0 ] , 0∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 1 3 0 ] , 2∗C’∗ lambda^(− l )∗Lph ) ;
lmiterm ( [ 1 1 1 3 K3 ] ,C’∗ lambda^(− l ) , 1 ) ;
lmiterm ( [ 1 1 1 3 0 ] , ( Lph)∗C’∗ lambda^(− l −1)) ;

lmiterm ( [ 1 1 2 2 Qeta ] , −1 ,1 ) ;
lmiterm ( [ 1 1 2 2 0 ] ,mu1∗ eye ( s i z e (A, 1 ) ) ) ;
lmiterm ( [ 1 1 2 2 0 ] ,mu∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 2 3 Peta ] ,− lambda^( l ) ,C ’ ) ;

lmiterm ( [ 1 1 3 3 K3] , −2 ,1 ) ;
lmiterm ( [ 1 1 3 3 0] , (1+Lph/lambda )^2/( lambda ( l −1) ) ) ;
lmiterm ( [ 1 1 3 3 0 ] ,mu∗ eye ( s i z e (C, 1 ) ) ) ;

LMIs_theo1 = ge t lm i s ;
[ TMIN_theo1 , XFEAS_theo1]= fea sp (LMIs_theo1 ) ;

Qx= dec2mat (LMIs_theo1 ,XFEAS_theo1 ,Qx)
Px= dec2mat (LMIs_theo1 ,XFEAS_theo1 ,Px)

Qeta= dec2mat (LMIs_theo1 ,XFEAS_theo1 , Qeta )
Peta= dec2mat (LMIs_theo1 ,XFEAS_theo1 , Peta )

K3= dec2mat (LMIs_theo1 ,XFEAS_theo1 ,K3)

6.2 Source code for LMI (3.54)
Let us first recall the LMI (3.54) as follows:

Φ2 =


−Qx + 2LϕPx

Λ + R
Λ + µτIp 0p ATCT+CTK3

Λl + Lϕ
Λl+1C

T 0p
∗ −Qη + µτIp −ΛlPηCT 0p
∗ ∗ −2K3 + K4

Λl−1
K4C
Λl

∗ ∗ ∗ −RΛ + µh
Λ Ip

 ≤ −µI4p
K4 = k4In; Λk4 = 1.

The source for solving this LMI is given as following:
Step 1: Declare the matrices A,B,C :



6.2. Source code for LMI (3.54) 113

A= [ z e ro s (3 , 3 ) eye ( 3 ) ;
z e r o s (3 , 3 ) z e r o s ( 3 , 3 ) ]

B= [ z e ro s ( 3 , 3 ) ;
eye ( 3 ) ]

C= [ eye (3 ) z e r o s ( 3 ) ] ;

Step 2: Determine the conditions for µ, µτ and µh :

lambda=20;
mu=1;
Lph=3;
tau=0.011
f a c t o r =1;
k4 = 1/lambda ;
h=0.005;
beta= h∗ lambda^2∗k4∗(1+k4+Lph/lambda)^2+lambda∗mu
muh= beta ∗h

rmax=2∗(muh+lambda∗mu) ;
alpha=2∗rmax∗ lambda∗ f a c t o r+lambda∗mu
mutau= alpha ∗ tau/lambda

From these calculated value, one shall chosen the value for solving the LMI as follow:

mu_tau=0.9;
mu_h=0.1;
mu=1;
l =0.5 ;

where Lph = Lϕ, lambda = Λ, tau = τ , mu_tau = µτ , mu = µ, mu_h = µh
Step 3: Solve the LMI using LMI tool in matlab :

s e t lm i s ( [ ] )
Qx= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
Qeta= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
Px = lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
Peta= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
R= lmivar ( 1 , [ s i z e (A, 1 ) 1 ] ) ;
K3= lmivar ( 1 , [ s i z e (C, 1 ) 1 ] ) ;

lmiterm ([−1 1 1 Qx ] , 1 , 1 ) ; %Qx>0
lmiterm ([−2 1 1 Qeta ] , 1 , 1 ) ; %Qeta>0
lmiterm ([−3 1 1 Px ] , 1 , 1 ) ; %Px>0
lmiterm ([−4 1 1 Peta ] , 1 , 1 ) ; %Peta>0
lmiterm ([−5 1 1 R] , 1 , 1 ) ; %R>0

lmiterm ([−6 1 1 K3 ] , 1 , 1 ) ; %K3>0

lmiterm ( [ 1 1 1 1 Qx] ,−1 ,1 , ’ s ’ ) ;
lmiterm ( [ 1 1 1 1 Px ] , Lph/lambda , 2 ) ;
lmiterm ( [ 1 1 1 1 R] , 1 , 1 / lambda ) ;
lmiterm ( [ 1 1 1 1 0 ] ,mu_tau∗ eye ( s i z e (A, 1 ) ) ) ;
lmiterm ( [ 1 1 1 1 0 ] ,mu∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 1 2 0 ] , 0∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 1 3 0 ] ,A’∗C’∗ lambda^(− l ) ) ;
lmiterm ( [ 1 1 1 3 K3 ] ,C’∗ lambda^(− l ) , 1 ) ;
lmiterm ( [ 1 1 1 3 0 ] , ( Lph)∗C’∗ lambda^(− l −1)) ;

lmiterm ( [ 1 1 1 4 0 ] , z e r o s ( s i z e (A, 1 ) , s i z e (A, 1 ) ) ) ;
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lmiterm ( [ 1 1 2 2 Qeta ] , −1 ,1 ) ;
lmiterm ( [ 1 1 2 2 0 ] ,mu_tau∗ eye ( s i z e (A, 1 ) ) ) ;
lmiterm ( [ 1 1 2 2 0 ] ,mu∗ eye ( s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 2 3 Peta ] ,− lambda^( l ) ,C ’ ) ;

lmiterm ( [ 1 1 2 4 0 ] , z e r o s ( s i z e (A, 1 ) , s i z e (A, 1 ) ) ) ;

lmiterm ( [ 1 1 3 3 K3] , −2 ,1 ) ;
lmiterm ( [ 1 1 3 3 0 ] , lambda^(− l −2)) ;
lmiterm ( [ 1 1 3 3 0 ] ,mu∗ eye ( s i z e (C, 1 ) ) ) ;

lmiterm ( [ 1 1 3 4 0 ] ,C∗ lambda^(−1− l ) ) ;

lmiterm ( [ 1 1 4 4 R] ,−1 , lambda^(−1));
lmiterm ( [ 1 1 4 4 0 ] ,mu_h∗ lambda^(−1)∗ eye ( s i z e (A, 1 ) ) ) ;
lmiterm ( [ 1 1 4 4 0 ] ,mu∗ eye ( s i z e (A, 1 ) ) ) ;

LMIs_theo12 = ge t lm i s ;
[ TMIN_theo12 , XFEAS_theo12]= f ea sp ( LMIs_theo12 ) ;

Qx= dec2mat (LMIs_theo12 , XFEAS_theo12 ,Qx)
Px= dec2mat (LMIs_theo12 , XFEAS_theo12 ,Px)

Qeta= dec2mat (LMIs_theo12 , XFEAS_theo12 , Qeta )
Peta= dec2mat (LMIs_theo12 , XFEAS_theo12 , Peta )

R= dec2mat (LMIs_theo12 , XFEAS_theo12 ,R)

K3= dec2mat (LMIs_theo12 , XFEAS_theo12 ,K3)
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