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Abstract

Vortex stretching is widely acknowledged as a vital part of the energy cascade in three-

dimensional (3D) turbulence. We examine the influence of this vortex-stretching mechanism

by eliminating it and comparing the resultant system with standard turbulence.

First, we explore the dynamics of the spectrally truncated system without viscosity. We

employ tools from statistical mechanics to predict the energy, helicity, and enstrophy spectra

at the absolute equilibrium state and later validate these analytical predictions through

simulations. We find two inviscid invariants: enstrophy and helicity. In the absence of

helicity, an equipartition of enstrophy is detected at the final equilibrium state. In contrast,

in a helical system, most helicity (and energy) is concentrated at the first mode in Fourier

space, suggesting the final state can be interpreted as an Arnold–Beltrami–Childress flow.

In the second part, we investigate cascades associated with nonlinear transfer. It is shown

that enstrophy cascades from larger to smaller scales, while helicity undergoes an inverse

cascade towards larger scales. Dimensional analysis allows us to derive scaling laws for the

energy spectrum. In the inertial range of the enstrophy cascade, the energy spectrum E(k)

is proportional to k−3, and for the helicity cascade, E(k) is proportional to k−7/3.

In the third part, we investigate large-scale structure formation. Since helicity under-

goes an inverse cascade towards larger scales and carries energy, the absence of large-scale

friction leads to a state characterized by a condensation structure. We generalize a point-

vortex model to predict a hyperbolic sine relationship between vorticity and velocity during

this condensation state. Both forced and freely-decaying cases are assessed through direct

numerical simulations, confirming the predicted functional relationship.

Lastly, we investigate spectrally truncated two-dimensional three-component (2D3C) flows

using statistical mechanics and numerical simulations. In particular, we find that helicity de-

termines the large-scale behavior of the energy distribution of the third velocity component.
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Résumé

L’étirement de vorticité est largement reconnu comme une partie essentielle de la cascade

d’énergie dans la turbulence tridimensionnelle (3D). Nous examinons l’influence de ce mécanisme

d’étirement de vorticité en l’éliminant et en comparant le système résultant avec la turbulence

non-modifiée.

D’abord, nous explorons la dynamique du système tronqué spectralement sans viscosité.

Nous utilisons des outils de la mécanique statistique pour prédire les spectres d’énergie,

d’hélicité et d’enstrophie à l’état d’équilibre absolu, puis validons ces prédictions analytiques

à travers des simulations. Nos résultats révèlent l’existence de deux invariants non visqueux

: l’enstrophie et l’hélicité. En l’absence d’hélicité, une équipartition de l’enstrophie est

observée. En revanche, dans un système hélicöıdal, la plupart de l’hélicité (et de l’énergie)

est concentrée sur le premier mode dans l’espace de Fourier, suggérant que l’état final peut

être interprété comme un écoulement Arnold–Beltrami–Childress.

Dans la deuxième partie, nous étudions les cascades associées au transfert non linéaire.

Il est démontré que l’enstrophie est transférée des échelles plus grandes vers les plus petites,

tandis que l’hélicité subit une cascade inverse vers les échelles plus grandes. L’analyse di-

mensionnelle nous permet de déduire les lois d’échelle du spectre d’énergie. Dans la zone

inertielle de la cascade d’enstrophie, le spectre d’énergie E(k) est proportionnel à k−3, et

pour la cascade d’hélicité, E(k) est proportionnel à k−7/3.

Dans la troisième partie, nous étudions la formation de structures à grande échelle.

Comme l’hélicité subit une cascade inverse vers des échelles plus grandes et transporte de

l’énergie, l’absence de friction à grande échelle conduit à un état caractérisé par une structure

de condensation. Nous généralisons un modèle de vortex ponctuel pour prédire une relation

fonctionnelle de la forme d’un sinus hyperbolique entre la vorticité et la vitesse durant cet

état de condensation. Les cas forcés et en décroissance libre sont évalués par des simulations
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numériques directes, confirmant la relation prédite.

Enfin, nous étudions les écoulements bidimensionnels à trois composants (2D3C) en util-

isant la mécanique statistique et les simulations numériques. En particulier, nous constatons

que l’hélicité détermine le comportement à grande échelle de la distribution d’énergie de la

troisième composante de vitesse.
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Chapter 1

Introduction and outline

1.1 How does turbulence behave without vortex stretch-

ing?

Turbulence, an intricate phenomenon, manifests itself in numerous natural flows, including

atmospheric [1], oceanic [2, 3], and galactic systems [4]. It plays a major role in diverse

engineering applications, encompassing aerodynamics [5], wind energy systems [6, 7], and

civil engineering [8]. Turbulence is characterized by unsteady, irregular, and chaotic flow

involving intense energy exchange between different-sized eddies, a process referred to as

the “energy cascade”. In light of the widespread influence of turbulence, there is a crucial

need to comprehend the intricate mechanism underlying energy cascades. Such knowledge is

essential to enable more precise turbulence control, and to refine turbulence models.

The concept of the energy cascade was first introduced by Richardson [9], whose well-

known verse eloquently encapsulates the energy transfer phenomenon within turbulent sys-

tems: “Big whorls have little whorls that feed on their velocity, and little whorls have smaller

whorls and so on to viscosity—in the molecular sense.” However, subsequent research has

indicated that this assertion is not entirely precise. The energy cascade process can vary

depending on the dimensionality of the turbulence, and the dynamics of two- and three-

dimensional turbulence is dramatically different. In three-dimensional (3D) turbulence, ki-

netic energy shows the tendency to cascade towards the small scales, called the forward energy

cascade [10]. In contrast, two-dimensional (2D) turbulence exhibits a tendency for energy to

accumulate in large-scale vortical structures [11,12], resulting from an inverse energy cascade.
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1.2. OUTLINE

So, what drives this difference between 2D and 3D turbulence dynamics? The fundamen-

tal governing equations that describe fluid dynamics point to the vortex stretching term as a

crucial differential factor. In 2D turbulence, the vortex stretching is naturally zero because

the velocity gradient is perpendicular to the vorticity, which is not the case in 3D turbulence.

Consequently, vortex stretching is often considered to be associated with the forward energy

cascade, also referred to as the direct energy cascade in some publications. A vast body of

literature has reported on the role of vortex stretching in 3D turbulence dynamics [13–22].

However, a question arises - is this different behavior between 2D and 3D turbulence

a direct consequence of the change in dimension, or is it caused by the geometrical fact

that, in 2D flows, the velocity gradient is perpendicular to the vorticity? In the framework

of the Navier-Stokes equations, these two possibilities seem equivalent because the change

from three to two dimensions leads to the suppression of vortex stretching. To disentangle

this conundrum, we apply a force that compensates for the vortex-stretching term to the

3D Navier-Stokes equations and then compare the modified systems with classical 3D flows.

Indeed, recently an important body of research has focused on the decimation of turbulence

to investigate its dynamics [23–25]. Additionally, Kraichnan’s test-field model [26] is based on

the removal of a particular feature of the turbulent dynamics, the incompressibility constraint,

to measure the Lagrangian decorrelation induced by pressure fluctuations.

In this thesis, we thus investigate 3D turbulence without vortex stretching. Comprehen-

sive analytical analyses are accompanied by numerical simulations, validating the theoretical

predictions.

1.2 Outline

This thesis is organized as follows:

Chapter 2 provides background knowledge of classical 3D and 2D turbulence, which helps

us to investigate 3D turbulence without vortex stretching. We present the governing equa-

tions both in physical and Fourier space, highlighting the vortex-stretching term. A discussion

of three important quadratic quantities—energy, enstrophy, and helicity—is undertaken, and

we introduce basis concepts for investigations in Fourier space, such as energy, enstrophy,

and helicity spectra. We further elaborate on two prevalent statistical methods employed

in traditional turbulence research: the statistical analysis of the spectrally truncated sys-
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tem and the point-vortex model. Throughout this thesis, we will adapt and generalise these

statistical methods to study turbulence without vortex stretching.

In Chapter 3, we construct the theoretical framework for our study. In this chapter, we

define the system to be explored in this thesis, provide the governing equation for turbulence

without vortex stretching, and identify the global inviscid invariants—enstrophy and helic-

ity—associated with this equation. This chapter also outlines the numerical method that

will be applied in subsequent chapters.

In Chapter 4, we investigate turbulence without vortex stretching within an inviscid,

spectrally truncated framework. Using a statistical physics approach, we estimate the final (or

absolute equilibrium state) of this system, which is subsequently assessed through numerical

simulations.

In Chapter 5, we explore the cascades of the two inviscid invariants (enstrophy and

helicity) in viscous turbulence without vortex stretching. We begin by analytically predicting

cascade directions based on the spectra at the absolute equilibrium state. Thereafter, we

predict the forms of energy and helicity spectra. To validate these analytical predictions,

we perform numerical simulations, and we observe a forward cascade of enstrophy and an

inverse cascade of helicity.

Chapter 6 delves into the condensation of energy at large scales, caused by the inverse he-

licity cascade elucidated in Chapter 5. We generalise the point-vortex model to 3D turbulence

and predict a hyperbolic sine relationship between vorticity and velocity. This prediction is

tested through further numerical simulations.

Chapter 7 examines a two-dimensional three-component (2D3C) turbulent system where

the third component is passively advected by the associated 2D flow. Given the absence of

vortex stretching in the 2D component of 2D3C turbulence, this system constitutes a “real-

world system” resembling turbulence without vortex stretching. We predict the final state

of 2D3C turbulence in an inviscid, spectrally truncated system, and these predictions are

verified through numerical simulations.

Chapter 8 presents a comprehensive conclusion of the thesis and offers perspectives on

future work in this area.
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bulence without vortex stretching.” Réunion 2022 du GDR Navier-Stokes 2.00, 2-4

November 2022, Lille, France.

• Tong Wu, and Wouter JT Bos. “Turbulence without vortex stretching.” Réunion 2021
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Chapter 2

Theoretical background

Before examining turbulence without vortex stretching, this section provides a necessary

background of classical 2D and 3D turbulence. The methodologies used to explore classical

turbulence can provide valuable insights when studying turbulence without vortex stretching.

In Section 2.1, we focus on the theoretical foundations of turbulence in physical space.

We elucidate the governing equations of flow, and introduce inviscid invariants — energy and

enstrophy in 2D turbulence, energy and helicity in 3D turbulence. In Section 2.2, we present

the fundamental knowledge required for analyzing turbulence in Fourier space. We derive

governing equations in Fourier space, explain the spectra of inviscid invariants and their

fluxes, and introduce the helical decomposition method. Lastly, in Section 2.3, we introduce

statistical mechanics methods applied to turbulence studies.

Moreover, we emphasize that, throughout this thesis, our focus remains on incompressible,

homogeneous, and isotropic flows.

2.1 Turbulence in physical space

In this section, we first investigate the governing equations of continuity, velocity, and vortic-

ity in physical space, and explain the fundamental differences between 2D and 3D turbulence

in Subsection 2.1.1. Subsequently, in Subsection 2.1.2, we introduce several useful identities

valid in statistically homogeneous flows. Finally, in Subsection 2.1.3, we provide the defini-

tions of energy, enstrophy, and helicity, elaborate on their conservation properties in inviscid

2D or 3D turbulence.
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2.1. TURBULENCE IN PHYSICAL SPACE

2.1.1 Governing equations

Fluids are considered continuous media, and as such, the volume continuity equation, one of

the principal governing equations, is formulated as

∂ρ

∂t
+∇ · (ρu) = 0 (2.1)

where u is the velocity, t means the time, and ρ indicates the density. Equation (2.1)

represents the law of mass conservation. Throughout this thesis, we focus on incompressible

fluids. For such flows, the density remains constant across time and space. Thus Eq. (2.1)

simplifies to

∇ · u = 0. (2.2)

This incompressible field is also called “solenoidal” or “divergence-free”. The evolution of

the velocity field is governed by the well-known Navier-Stokes equation [27]

∂u

∂t
+ (u · ∇)u = −1

ρ
∇p+ ν∆u (2.3)

where p signifies the pressure, ν is the kinematic viscosity, and no external force is applied.

Eq. (2.3) is a direct consequence of Newton’s second law applied to a fluid particle. An

important difference between 2D and 3D flows can be noted on the level of the governing

equation of vorticity. Vorticity, which describes the local spinning motion of a fluid, is defined

as the curl of the velocity. Formally, the dynamics of the vorticity ω is governed by the curl

of Eq.(2.3)

∂ω

∂t
+ (u · ∇)ω = (ω · ∇)u+ ν∆ω (2.4)

with ω = ∇×u. In the case of a 2D flow, with velocity evolving in the plane perpendicular

to the z axis, the vorticity is given by ω = ωez. In this case, the vorticity vector is always

perpendicular to the velocity and velocity gradients, as shown in Fig. 2.1, so that the first

term on the right-hand side of Eq. (2.4) is trivially zero.

To better understand the physical implications of this term, we consider an elemental

vortex tube, which is defined as a material volume moving with the fluid in such a manner

that the vorticity vector remains tangent to the surface of the tube. We denote the difference

of velocity between two endpoints, A and B, as δu = uA − uB. When the angle between ω

6



2.1. TURBULENCE IN PHYSICAL SPACE

Figure 2.1: A sketch of a 2D flow. In 2D flows, vorticity is perpendicular to the velocity (and

its gradients).

Figure 2.2: A sketch of the vortex-stretching mechanism. δu is the difference of velocity

between two endpoints, A and B.

and δu is less than 90◦, as shown in Figure 2.2, the vorticity tube will be stretched. In this

scenario, the term (ω ·∇)u > 0 signifies an increase of the magnitude of ω. This phenomenon

is called “vortex stretching”, which is the key process investigated in this thesis, and the term

(ω · ∇)u is referred to as the vortex-stretching term. Hence, we can say that in 2D flows the

vortex-stretching term is naturally null, which is not the case in 3D turbulence.

Moreover, in 2D turbulence, we can define a stream function Ψ as

ux =
∂Ψ

∂y
, uy = −∂Ψ

∂x
(2.5)

with ux and uy the x- and y-components of velocity, respectively. From the definitions of

vorticity and stream function, we can establish a relationship between them

ω = −∆Ψ. (2.6)

Here, the vorticity, ω, is presented as a scalar, not a vector, since in 2D turbulence ω = ωez.
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2.1. TURBULENCE IN PHYSICAL SPACE

2.1.2 Fundamental identities of homogeneous fields

Homogeneity is an essential concept in the study of turbulent flows. Throughout this thesis,

we focus on statistically homogeneous turbulence.

A field is called statistically homogeneous if all statistics remain invariant under a shift

in position [27], i.e., the space derivatives of all statistics are null. In the case of turbulent

systems, a field a can be decomposed into a mean value ⟨a⟩ and a fluctuation term a′, i.e.,

a = ⟨a⟩+ a′ where ⟨•⟩ is the ensemble average.

The definition of homogeneity implies that the gradient of a space-averaged value is zero.

This intrinsic property allows us to derive some fundamental identities that prove valuable

within the scope of this thesis. These identities, referenced extensively in Ref. [28], serve as

indispensable tools in our subsequent discussions and analyses.

The first identity is

⟨a∇b⟩ = −⟨b∇a⟩ (2.7)

where a and b are arbitrary and homogeneous scalar fields and ⟨•⟩ indicates the ensemble

average. Eq. (2.7) can be easily proved by combining the left-hand-side (LHS) and right-

hand-side (RHS) terms and then applying the homogeneity condition.

The second identity is

⟨a · (∇× b)⟩ = ⟨(∇× a) · b⟩ (2.8)

where a and b are arbitrary and homogeneous vector fields. Eq. (2.8) can be proved with

the help of Levi-Civita permutation tensor. The LHS can be rewritten as ⟨a · (∇ × b)⟩ =

⟨ϵijk ∂bk
∂xj
ai⟩ under the Einstein summation convention. In this identity, ai, bi and xi are

the i-component of a, b and position vector respectively. From Eq. (2.7), we can obtain

⟨ϵijk ∂bk
∂xj
ai⟩ = −⟨ϵijk ∂ai

∂xj
bk⟩. The definition of the Levi-Civita symbol shows −ϵijk = ϵkji. Thus

we have ⟨a · (∇× b)⟩ = ⟨ϵkji ∂ai∂xj
bk⟩ = ⟨(∇× a) · b⟩.

Finally, if h and g are arbitrary, homogeneous, and incompressible vector fields with the

relation g = ∇× h, we can derive

d

dt
⟨h · g⟩ = 2

〈
h ·
(
∂g

∂t

)〉
. (2.9)

Applying homogeneity and incompressibility, we have d
dt
⟨h ·g⟩ = ∂

∂t
⟨h ·g⟩ = ⟨∂h

∂t
·g⟩+⟨∂g

∂t
·h⟩.

Then using Eq. (2.8), we can derive ⟨∂h
∂t

·g⟩ = ⟨∂h
∂t

· (∇×h)⟩ = ⟨(∇× ∂h
∂t
) ·h⟩ = ⟨∂∇×h

∂t
·h⟩ =

⟨∂g
∂t

· h⟩. Finally, Eq. (2.9) is proved.
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2.1. TURBULENCE IN PHYSICAL SPACE

Note that the identities (2.7), (2.8), and (2.9) can also be demonstrated under periodic

conditions with ⟨•⟩ the spatial average. The homogeneous condition is applied, given that

all turbulent flows investigated in this thesis are homogeneous.

2.1.3 Inviscid invariants

In this subsection, we aim to elaborate on the concept of inviscid invariants, a fundamen-

tal concept in the study of turbulence. Inviscid invariants are the quantities that remain

conserved throughout the turbulence evolution in the absence of external energy input or

viscous stresses. For us, their importance stems from their definitive role in establishing the

spectra at the absolute equilibrium state, a topic that will be further expounded in Chapter

4, as well as in determining the cascade properties of a turbulent system, with a detailed

exploration to be provided in Chapter 5.

In 3D turbulence, the quadratic inviscid invariants are energy and helicity, whereas en-

ergy and enstrophy are conserved in 2D turbulence. The remainder of this subsection will

be devoted to introducing these quadratic inviscid invariants and providing proof of their

conservation.

Kinetic energy

The mean turbulent kinetic energy per unit mass, denoted as E(t), is defined as

E(t) ≡ 1

2
⟨u(x, t) · u(x, t)⟩ (2.10)

where ⟨•⟩ presents the ensemble average. For a statistically homogeneous field, it is also the

spatial average.

Next, we demonstrate the conservation of energy under the Euler equation. By multiply-

ing the velocity equation (Eq.(2.3)) by u, and setting the viscosity ν to 0, and then applying

an average, we derive the energy equation

dE

dt
= −1

ρ
⟨u · ∇p⟩ . (2.11)

Employing Eq. (2.7) and the incompressibility condition given by Eq.(2.2), the RHS of Eq.

(2.11) simplifies to 0. This leads us to the conservation of energy for homogeneous, inviscid

flows

dE

dt
= 0. (2.12)
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2.1. TURBULENCE IN PHYSICAL SPACE

This conservation law is universally applicable for turbulence in both 2D and 3D cases.

Enstrophy

Similar to energy, the local enstrophy Ω(x, t) is defined as

Ω(x, t) ≡ 1

2
ω(x, t) · ω(x, t), (2.13)

which quantifies the “strength” of vorticity.

In 2D turbulence, the vortex-stretching term (ω · ∇) is null, thereby simplifying the

vorticity equation in an inviscid system to

dω

dt
= 0. (2.14)

By multiplying Eq. (2.14) by ω, we straightforwardly deduce

dΩ

dt
= 0. (2.15)

Upon averaging Eq. (2.15), we ascertain that the mean enstrophy per unit mass, W (t) =

⟨Ω(x, t)⟩, remains conserved in 2D homogeneous and inviscid flows. The vortex-stretching

term breaks the conservation of enstrophy in 3D turbulence.

Moreover, in contrast to energy which is conserved only over the total domain, enstrophy is

Not only conserved over the total domain, but also along individual trajectories, a conclusion

substantiated by Eq. (2.15). Eq. (2.14) allows us to express

dωn

dt
= 0 (2.16)

with n a positive integer. Here, the vorticity, ω, is again presented as a scalar defined as

ω = ωez. Eq. (2.16) shows that, in fact, all quantities ωn are inviscid invariants in 2D

turbulence. These quantities are referred to as Casimirs.

Helicity

The local helicity h(x, t) is defined by

h(x, t) ≡ 1

2
u(x, t) · ω(x, t). (2.17)

A positive product of u · ω corresponds to fluid particles with a velocity component along

the direction of the rotation axis, representing a right-handed screw motion. Conversely, a
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2.1. TURBULENCE IN PHYSICAL SPACE

Figure 2.3: A figure in Ref. [27]. Sketches of positive helicity (u · ω > 0) on the left and

negative helicity (u · ω < 0) on the right.

negative product indicates a velocity component along the opposite direction of the rotation

axis, signifying a left-handed screw motion. Figure 2.3 depicts these motions for positive and

negative helicity scenarios.

The mean helicity is defined as H(t) = ⟨h(x, t)⟩. We now demonstrate the conservation of

mean helicity by the Euler equation. Utilizing Eq. (2.9), the evolution of H can be expressed

as

dH

dt
=

〈
∂ω

∂t
· u
〉
. (2.18)

By multiplying the vorticity equation, Eq. (2.4), by u with ν = 0 and averaging, we derive

dH

dt
= −⟨u · (u · ∇)ω⟩+ ⟨u · (ω · ∇)u⟩. (2.19)

Using the vector triple product identity, we write

∇× (u× ω) = u(∇ · ω)− ω(∇ · u) + (ω · ∇)u− (u · ∇)ω. (2.20)

For incompressible fluids, we have the conditions ∇ · ω = 0 and ∇ · u = 0. Thus Eq. (2.20)

can be simplified to

∇× (u× ω) = (ω · ∇)u− (u · ∇)ω. (2.21)

Thus, the time-evolution of helicity can be rewritten as

dH

dt
= ⟨u · (∇× (u× ω))⟩ . (2.22)
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The RHS of Eq. (2.22) is formally identical to the LHS of Eq. (2.8). Substituting a with u

and b with u× ω, we deduce that ⟨u · (∇× (u× ω))⟩ = ⟨ω · (u× ω)⟩ = 0, yielding

dH

dt
= 0. (2.23)

This equation confirms helicity as an inviscid invariant in both 2D and 3D homogeneous tur-

bulence. However, in 2D turbulence, the vorticity is perpendicular to the velocity, therefore

helicity is always null and the conservation of helicity is trivial.

2.2 Turbulence in Fourier space

Solid walls and most other types of boundaries are incompatible with the notion of homogene-

ity. In theoretical and numerical studies, statistically homogeneous turbulence is therefore

often studied using periodic boundary conditions, avoiding thereby the need of an infinitely

large domain. The focus of this thesis is the study of homogeneous turbulence within such

a periodic box. For periodic systems, undertaking investigations within Fourier space is

convenient.

In this section, we firstly investigate governing equations in Fourier space. Then we

focus on the spectra of energy, enstrophy, and helicity, and their respective fluxes. Finally,

we introduce a practical tool for exploring turbulence within Fourier space — the helical

decomposition.

2.2.1 Governing equations in Fourier space

We consider a flow in a periodic cubic domain of size L3. The velocity can be represented by

the Fourier series as follows

u(x, t) =
∑
k

û(k, t)eik·x (2.24)

where k is the wave vector, defined as k = (2πnx/L, 2πny/L, 2πnz/L) with nx, ny, nz integers.

Given u(x), the Fourier coefficients can be determined as

û(k, t) =
1

L3

∫∫∫
u(x, t)e−ik·xdx. (2.25)
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Note that because the velocity is a real quantity, the Fourier coefficients of velocity satisfy

conjugate symmetry

û(k, t) = û∗(−k, t) (2.26)

where the asterisk symbol •∗ denotes the complex conjugate. Utilizing the Fourier derivative

formula, the vorticity can be reformulated within Fourier space as

ω̂ = ik × û(k, t), (2.27)

and the divergence-free equation in Fourier space is represented as

ik · û(k, t) = 0. (2.28)

Eq. (2.28) indicates that in an incompressible fluid, the velocity vector is orthogonal to its

corresponding wave vector.

In order to obtain the velocity equation for incompressible fluids in Fourier space, the

Navier-Stokes equation is first converted into Fourier space. Then the transformed equation

is projected onto the plane orthogonal to k, yielding

∂ûi(k, t)

∂t
= −ikmPij(k)

∑
p+q=k

ûj(p, t)ûm(q, t)− νk2ûi(k, t) (2.29)

where Pij(k) is the projection tensor Pij(k) = δij − kikj
k2

. The convolution comes from the

advection term, with the set of wave vectors k,p, q referred to as a triad, satisfying p+q = k.

2.2.2 Energy, enstrophy, and helicity spectra

The theoretical framework developed in this thesis considers a continuous Fourier domain.

However, the numerical simulations that we employ are executed within a discrete Fourier

space. Hence, in this subsection, we present the definitions of energy, enstrophy, and helicity

spectra within the continuous Fourier space, followed by their counterparts in discrete Fourier

space. Furthermore, we provide a concise overview of the scaling laws that govern these

spectra in 2D and 3D isotropic turbulence.
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Spectra in continuous fields

In a continuous Fourier space, an arbitrary function f(x) can be represented as the integral

over its Fourier coefficients, as follows

f(x) =

∫ ∞

−∞
f̂(k)ei2πk·xdk, (2.30)

and the Fourier coefficients are calculated as

f̂(k) =

∫ ∞

−∞
f(x)e−i2πk·xdx. (2.31)

Within this context, the energy spectrum in a continuous Fourier space is defined as [27]

E(k) =
1

2

∫
|k|=k

⟨û∗i (k)ûi(k)⟩dS(k) (2.32)

where ⟨•⟩ means the ensemble average, and S(k) indicates the surface area of a sphere with a

radius of k in 3D turbulence and the circumference of a circle with radius k in 2D turbulence.

The energy spectrum is closely associated with the two-point velocity correlation, defined

as Rij(r) ≡ ⟨ui(x)uj(x + r)⟩. Applying the convolution theorem, the Fourier coefficient of

Rij(r) with respect to the wave number k is expressed as R̂ij(k) = û∗i (k)ûj(k). Thus the

energy spectrum, E(k), is a statistical measure that signifies the density of energy content

of turbulent structures associated with a length scale around 2π/k. Moreover, mean kinetic

energy per unit mass, E, can be calculated as the integration of the energy spectrum

E =
1

2
⟨ui(x)ui(x)⟩ =

1

2
Rii(0) =

1

2
⟨Rii(0)⟩ =

1

2

∫∫∫
⟨R̂ii(k)⟩dk =

∫ ∞

−∞
E(k)dk. (2.33)

Analogous to the energy spectrum, the enstrophy spectrum is defined as

W (k) =
1

2

∫
|k|=k

⟨ω̂∗
i (k)ω̂i(k)⟩dS(k). (2.34)

Substituting Eq. (2.27) into Eq. (2.34), we can establish a relation between the enstrophy

spectrum and the energy spectrum as follows

W (k) =
1

2

∫
|k|=k

k2⟨û∗i (k)ûi(k)⟩dS(k) = k2E(k). (2.35)

Further, the helicity spectrum is defined as

H(k) =
1

2

∫
|k|=k

⟨ω̂∗
i (k)ûi(k)⟩dS(k). (2.36)
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2.2. TURBULENCE IN FOURIER SPACE

We note that ω̂∗
i (k)ûi(k) is a complex number, however, the RHS of Eq. (2.36) always yields

a real number, ensuring that H(k) is real. This is due to the fact that for any wave vector k

included in the integration, its opposite wave vector −k is also included, and the summation

of the terms ω̂∗
i (k)ûi(k) and ω̂∗

i (−k)ûi(−k) gives a real number. Moreover, the helicity

spectrum can also be defined as H(k) = 1
2

∫
|k|=k

⟨ω̂i(k)û
∗
i (k)⟩dS(k), which is equivalent to

Eq. (2.36) because Re[ω̂∗
i (k)ûi(k)] = Re[ω̂i(k)û

∗
i (k)].

Spectra in discrete fields

In the context of numerical simulations, fluid fields are discretized. Thus we also need to

investigate discrete forms of spectra. Within a discrete Fourier space, the Fourier series

representation of velocity is given by Eq. (2.24). As a result, the mean kinetic energy per

unit mass can be calculated as

E =
1

2
⟨ui(x)ui(x)⟩ =

1

2
Rii(0) =

1

2

∑
k

⟨R̂ii(k)⟩eik·0 =
1

2

∑
k

⟨û∗i (k)ûi(k)⟩. (2.37)

Note that, in isotropic turbulence, the ensemble average term ⟨û∗i (k)ûi(k)⟩ depends only on k.

If the unit wave number, ∆k = 2π/L, is sufficiently small (i.e., ∆k ≪ k), the number of wave

vectors enclosed between spherical shells of radii k −∆k/2 and k + ∆k/2 is approximately

4πk2∆k/(∆k)3. Therefore, in 3D isotropic turbulence, the energy spectrum can be defined

as [29]

E(k) = 2π
k2

(∆k)3
⟨û∗i (k)ûi(k)⟩. (2.38)

The mean energy per unit mass can then be calculated as E =
∑

k E(k)∆k. Note that

for small values of k, the discrete nature of Fourier space can induce anisotropy in the

statistics [30, 31].

Within the numerical simulations carried out in this thesis, the energy spectrum is defined

directly from Eq. (2.37), as follows

E(k) =
1

∆k

∑
k−∆k/2≤|k|<k+∆k/2

1

2
û∗i (k)ûi(k). (2.39)

When ∆k ≪ k, the expression (2.39) approximates (2.38). Similarly, enstrophy and helicity

spectra are defined as

W (k) =
1

∆k

∑
k−∆k/2≤|k|<k+∆k/2

1

2
ω̂∗
i (k)ω̂i(k), (2.40)
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2.2. TURBULENCE IN FOURIER SPACE

and

H(k) =
1

∆k

∑
k−∆k/2≤|k|<k+∆k/2

1

2
ω̂∗
i (k)ûi(k), (2.41)

respectively.

Analogous to 3D turbulence, the expression for the energy spectrum in 2D isotropic

turbulence can be expressed as [29]

E(k) = π
k

(∆k)2
⟨û∗i (k)ûi(k)⟩. (2.42)

2.2.3 Inviscid invariants in Fourier space

In Sec. 2.1.3, we made a demonstration in physical space that the quadratic inviscid invariants

are energy and helicity in 3D turbulence, and energy and enstrophy are conserved in 2D

turbulence. In this subsection, we prove that these inviscid invariants are also conserved

triad by triad in Fourier space.

In Fourier space, the total energy can be calculated as E = 1
2

∑
k ûi(k)û

∗
i (k), as introduced

in Sec. 2.2.2. To derive the time derivative of energy, we begin by considering the time

evolution equations for ûi(k) (Eq.(2.29)) and û
∗
i (k), then multiplying respectively by û∗i (k)

and ûi(k), and adding the two equations. Adding the equations for different k, we obtain

the following expression for the time derivative of energy in an inviscid system:

∂E

∂t
=

1

2

∑
k

(
−ikmPij(k)û

∗
i (k, t)

∑
p+q=k

ûj(p, t)ûm(q, t) + ikmPij(k)ûi(k, t)
∑

p+q=k

û∗j(p, t)û
∗
m(q, t)

)
(2.43)

where Pij(k) = δij − kikj
k2

. For a more symmetrical form, we use the relation û(−k) = û∗(k),

leading to the following expression for the time derivative of energy:

∂E

∂t
=

∑
p+q+k=0

Im[T (k,p, q, t)] (2.44)

with T (k,p, q, t) = kmPij(k)ûi(k, t)ûj(p, t)ûm(q, t) and Im[•] denoting the imaginary part of

a complex number. Considering the incompressibility condition ikiûi(k) = 0 (Eq.(2.28)), the

expression of T (k,p, q) simplifies to T (k,p, q) = kmûi(k)ûi(p)ûm(q), with time t omitted
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2.2. TURBULENCE IN FOURIER SPACE

for simplicity. For any given set of triad-interaction wave vectors {k,p, q}, we can observe

that

T (k,p, q) + T (k, q,p) + T (p,k, q) + T (p, q,k) + T (q,k,p) + T (q,p,k) =

kmûm(p)ûi(q)ûi(k) + kmûm(q)ûi(p)ûi(k) + pmûm(k)ûi(q)ûi(p)+

pmûm(q)ûi(k)ûi(p) + qmûm(k)ûi(p)ûi(q) + qmûm(p)ûi(k)ûi(q).

(2.45)

By applying the condition k + p + q = 0, we can simplify the term kmûm(p)ûi(q)ûi(k) +

qmûm(p)ûi(k)ûi(q) = −pmûm(p)ûi(q)ûi(k). We then utilize the incompressibility condition,

which gives pmûm(p) = 0, to show that T (k,p, q)+T (q,p,k) = 0. Similarly, the other terms

in the equation can be simplified. After these simplifications, we obtain that T (k,p, q) +

T (k, q,p) + T (p,k, q) + T (p, q,k) + T (q,k,p) + T (q,p,k) = 0, which demonstrates that

energy is conserved by each triad of interacting wave vectors in Fourier space.

Using the same method, we can prove the triad-by-triad conservation of helicity in 3D

turbulence and enstrophy in 2D turbulence.

2.2.4 Energy cascade in Fourier space

The cascade process in turbulence was initially suggested by Richardson [9] and Kolmogorov

[10]. Let us define a Reynolds number Re = UL
ν
, where U and L represent characteristic

velocity and length scales, respectively. In cases where Re is sufficiently high, an “inertial

range” of scales l emerges, with l being substantially smaller than the flow scale L and con-

siderably larger than the length scale of the smallest eddies η, also known as the Kolmogorov

length scale. Within the inertial range, turbulent motions were assumed by Kolmogorov to

be isotropic. The energy cascades from the large flow scale down along this inertial range.

Simultaneously, η ≪ l ensures no dissipation within the inertial range. Thus all the energy

from large scales will be transferred toward the Kolmogorov scale, and there is a flux of

energy between scales.

Fluxes

The energy flux can be calculated from the governing equations in Fourier space. In discrete

Fourier space, the energy within wave vector k can be calculated as Ê(k, t) = 1
2
ûi(k, t)û

∗
i (k, t).

The time evolution of Ê(k, t) can be derived from Eq. (2.29), which results in the following:
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2.2. TURBULENCE IN FOURIER SPACE

Figure 2.4: Sketch of the spectrum of energy flux in 3D turbulence presented in Ref. [32].

∂Ê(k, t)

∂t
= T (k, t)− 2νk2Ê(k, t), (2.46)

where T (k, t) represents a transfer of energy amongst Fourier modes, expressed as

T (k, t) = −kmPij(k)
∑

p+q=k

Im[ûi(k, t)û
∗
j(p, t)û

∗
m(q, t)] (2.47)

with Im[•] the imaginary part of the quantity in the bracket. Accordingly, the flux of energy

transferred through a wave number k can be defined as

ΠE(k, t) = −
∑
|k|≤k

T (k, t). (2.48)

ΠE(k, t) is thus characterized as the energy flux. As energy is an inviscid invariant, in the cases

where ν = 0, the total energy of the system remains constant, leading to dE
dt

= −∑k T (k, t) =

0, which assures ΠE(kmax, t) = 0. Fig. 2.4 is a sketch of the spectrum of energy flux in 3D

turbulence. Noticeably, both ΠE(kmax, t) and ΠE(kmin, t) are zero. Moreover, in the inertial

range (kin ≪ k ≪ kν in Fig. 2.4), neither dissipation nor energy input is present, which

ensures the constancy of ΠE(k) within the inertial range. This constancy is depicted as a

plateau in Fig. 2.4.

In continuous Fourier space, the evolution of energy spectrum can be written as

∂E(k, t)

∂t
= T (k, t)− 2νk2E(k, t) (2.49)

with T (k, t) =
∫
|k|=k

(
kmPij(k)

∫∫
p+q=k

Im[ûi(k, t)û
∗
j(p, t)û

∗
m(q, t)]dpdq

)
dS(k). The spec-

trum of energy flux is defined by the integration of T (k, t) as

Π(k, t) = −
∫ k

0

T (k′, t)dk′. (2.50)
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Applying the same methodology allows for the definition of spectra for helicity and en-

strophy fluxes in discrete and continuous Fourier space.

Dissipation

The second term on the RHS of Eq. (2.46) corresponds to energy dissipation by viscosity.

Thus we can define the dissipation rate of energy as

ϵ =

∫
2νk2E(k, t)dk. (2.51)

Due to the k2 term in the integral, dissipation at large scales (i.e., small wave numbers) is

typically much smaller than at small scales (i.e., large wave numbers)1. Thus, the majority

of viscous dissipation occurs at smaller scales.

Analogous to the energy dissipation rate, we can define the dissipation rates of enstrophy

and helicity as

ϵW =

∫
2νk2W (k, t)dk =

∫
2νk4E(k, t)dk, (2.52)

and

ϵH =

∫
2νk2H(k, t)dk, (2.53)

respectively.

Scaling laws

Under the energy cascade procedure, Kolmogorov proposed that the statistical properties

within the inertial range are universally determined by the dissipation rate of energy [10].

Employing dimensional analysis allows us to derive the energy spectrum formula within the

inertial range [27]:

E(k) = Cϵ2/3k−5/3 (2.54)

with C a universal constant.

Two-dimensional (2D) turbulence differs from its 3D counterpart, presenting a counter-

direction dual cascade of two inviscid invariants: energy and enstrophy. This difference

1This assumes that the energy spectrum is shallower than k−3
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Figure 2.5: Log–log sketch of the energy spectrum in 2D turbulence from Ref. [32]. kin

indicates the wave number where energy is input. kα and kν represent the wave number

where the large-scale friction and small-scale dissipation occur, respectively.

necessitates energy cascading from smaller scales towards larger scales, while enstrophy cas-

cades in the opposite direction, leading to two inertial ranges in 2D turbulence. In the inertial

range of energy cascade, the statistics depend only on the 2D energy dissipation rate, ϵ2D.

The dimensional analysis provides the following energy spectrum formula:

E(k) = C2Dϵ
2/3
2D k

−5/3 (2.55)

with C2D a universal constant. Notably, the energy spectrum formula in 2D turbulence

(Eq. (2.55)) is analogous to the formula for 3D turbulence (Eq. (2.54)), but with different

universal constants. In the inertial range of the enstrophy cascade, statistics only depend on

the dissipation rate of enstrophy ϵW , and dimensional analysis yields the energy spectrum

formula:

E(k) = CW ϵ
2/3
W k−3 (2.56)

with CW a universal constant. Fig. 2.5 presents a sketch of the energy spectrum in 2D

turbulence.

For 3D turbulence, helicity, in addition to energy, is also an inviscid invariant. Numerical

simulations reveal that both energy and helicity cascade forward in classic 3D turbulence,

and the helicity spectrum is proportional to k−5/3 [29, 32,33], expressed as

H(k) ∝ k−5/3. (2.57)
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2.2.5 Helical decomposition

The helical decomposition technique is an instrumental tool for analyzing incompressible flow

in Fourier space. In Chapter 4, we utilize this method to derive the equilibrium spectra. In

this section, we introduce the details of this decomposition method.

The concept of helical decomposition was introduced by Cambont & Jacquin [34] and

Waleffe [35], and has since been used by many researchers [24,36,37]. A similar decomposition

method was proposed by Craya and Herring [38], and this Craya-Herring decomposition and

helicity decomposition can be converted into each other.

In 3D turbulence, the most prevalent decomposition of velocity in Fourier space employs

Cartesian coordinates with a basis (ex, ey, ez). The three velocity components ûx, ûy, ûz are

complex numbers, with the total velocity expressed as û(k) = ûx(k)ex+ ûy(k)ey + ûz(k)ez.

However, for an incompressible fluid, an additional condition arises: ∇ · u = 0. In Fourier

space, this condition becomes k · û(k) = 0, signifying that the velocity vector is orthogonal

to its corresponding wave vector. From this insight, Waleffe proposed a novel decomposition

of velocity known as the helical decomposition.

The first step in this decomposition requires a new set of three basis vectors. Given the

incompressibility, û(k) can be decomposed on the plane orthogonal to k. The first basis

vector is chosen as the unit vector, κ, in the direction of k, i.e., k = kκ. The remaining

two basic vectors are selected to be orthogonal to k, ensured by the curl operation. Waleffe

chose these two basic vectors as hs(k) = ζ × κ + isζ, where s = ± is a sign coefficient

and ζ = (z × κ) /||z × κ||, with z as an arbitrary vector nonparallel to κ. This selection

yields an orthogonal basis (k,h+(k),h−(k)), satisfying the orthogonality conditions: k ·
h+(k) = 0,k ·h−(k) = 0, and h+(k) ·h∗

−(k) = 0. Note that h+(k) and h−(k) are complex,

three-dimensional orthogonal vectors. This helical basis exhibits several properties, with

straightforward proofs, including:

• hs(k) · h∗
s(k) = 2

• h∗
s(k) = h−s(k)

• hs(−k) = h∗
s(k)

• ik × hs(k) = skhs(k)
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Figure 2.6: Sketch of the real-space velocity corresponding to h+ when k · x increases.

The helical components of velocity in Fourier space can then be defined as

ûs(k) =
h∗

s(k) · û(k)
h∗

s(k) · hs(k)
. (2.58)

The total velocity is then expressed as

û(k) = û+(k)h+(k) + û−(k)h−(k) (2.59)

with û+(k) and û−(k) complex numbers.

The interpretation of this helical decomposition can be understood as separating the

velocity into distinct helical modes. Consider the real-space velocity corresponding to h+(k).

Using the real-space basis (ζ×κ, ζ,κ), we can denote this plus mode basis vector as h+(k) =
1

i

0

. The corresponding real-space velocity can be then calculated as follows

h+(k)e
ik·x + h∗

+(k)e
−ik·x =


1

i

0

 eik·x +


1

−i

0

 e−ik·x = 2


cos (k · x)
− sin (k · x)

0

 . (2.60)

This flow forms a clockwise rotation along the direction of k, thus creating a left-handed

helix as illustrated in Fig. 2.6. Similarly, the real-space velocity corresponding to h−(k) will

rotate in a counterclockwise direction, creating a right-handed helix as k · x increases.

2.3 Statistical mechanics

Throughout the investigation of turbulence without vortex stretching, we employ statistical

mechanics methods widely utilized in the analysis of normal turbulent systems. Subsections
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2.3.1 and 2.3.2 offer concise overviews of two traditional statistical physics methodologies:

the truncated system statistical analysis and the point-vortex model, respectively.

2.3.1 Equilibrium statistical mechanics of truncated Euler flows

This section introduces existing theories of statistical mechanics applied to inviscid, spectrally

truncated turbulence. Spectral truncation, also known as Galerkin truncation, refers to the

discarding of Fourier modes of the system beyond a specific range [kmin, kmax], which is

common in numerical simulations.

Brief historical overview

Lee [39] first derived a prediction for the energy spectrum in absolute (or thermal) equi-

librium, assuming the equipartition of energy among all the Fourier modes of the system

under investigation. However, Lee did not consider the second inviscid invariant, helicity in

3D turbulence (and enstrophy in 2D turbulence). Indeed, the helicity was at that time not

yet identified as an invariant of the Euler equation. Subsequently, Kraichnan proposed that

helicity and enstrophy could be included in the equipartition, and he corrected the exact

formulas of energy spectra at the absolute equilibrium state in 3D turbulence [40]. He also

considered the case of 2D turbulence [41].

Building on this statistical approach proposed by Kraichnan, Frisch [42] derived absolute

equilibrium spectra for inviscid magnetohydrodynamic turbulence and suggested the possi-

bility of an inverse cascade of magnetic helicity. Furthermore, a large variety of problems

has also been tackled using this statistical mechanics method such as the characterization

of magnetohydrodynamic turbulence [42,43] and random reversals in turbulent systems [44].

Zhu [45] employed a similar method to investigate absolute equilibria of incompressible neu-

tral fluids and plasmas using helical decomposition [35]. In a recent paper [46], further

motivations are given to study truncated turbulent systems using statistical mechanics.

Derivation of energy spectra at the absolute equilibrium state

Lee [39] showed that if the Galerkin-truncated Euler equations are analyzed, a Liouville

equation can be formulated, which enables a direct application of equilibrium statistical

mechanics. The reasoning, which we will discuss in more detail in this investigation, is that
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if the Euler equations are represented by a finite number of Fourier modes, their dynamics

is incompressible in phase-space. Applying then equilibrium statistical mechanics to the

Fourier modes leads to the prediction of the most probable, thermal-equilibrium state, which

corresponds to an equidistribution of energy over all accessible locations of phase space. The

Fourier distribution of kinetic energy is given by

U(k) =
1

2
⟨û(k) · û∗(k)⟩, (2.61)

with û(k) the Fourier coefficient associated with the velocity at wave vector k and k the

norm of this wave vector. Note that, for isotropic turbulence, ⟨û(k) · û∗(k)⟩ depends only

on k. Lee’s result implies that the average energy distribution is simply constant,

U(k) = constant = 2/α, (2.62)

where the constant is named 2/α, for later convenience. The energy spectrum can be derived

from Eq. (2.32). In 3D turbulence, the surface of a spherical shell with a radius k is calculated

as 4πk2. Hence, the energy distribution (2.62) corresponds to a 3D isotropic kinetic energy

spectrum,

E(k) = 4πk2U(k) =
8πk2

α
. (2.63)

This analysis by Lee considered the kinetic energy of the 3D turbulent fluctuations as

the only invariant of the system. In the 1960s, another invariant was shown to exist in

a 3D bounded flow [47, 48]. This invariant is named helicity. After the introduction of

the concept of helicity, it was anticipated by Kraichnan [40] using equilibrium statistical

mechanics that the presence of helicity should not dramatically influence the dynamics. The

principal reasoning to arrive at this insight was based on an analysis similar to that of Lee.

Before discussing 3D, we start by investigating 2D, inviscid, and spectrally truncated tur-

bulence encompassing N Fourier modes. We recall that, in 2D turbulence, inviscid invariants

are energy and enstrophy. The governing equation of velocity (Eq. (2.29)) with ν = 0 can be

interpreted as the equation governing a trajectory within the 4N -dimensional phase space.

The dimension is 4N because the velocity vector at each Fourier mode has two directional

components, each containing a real and an imaginary part. Accordingly, the coordinates

are denoted as y = (y1, y2, ..., yn1 , yn2 , yn3 , yn4 , ..., yN4). The energy and enstrophy at the nth
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wave vector kn can subsequently be expressed as

En =
1

2
û(kn) · û∗(kn) =

1

2
ûi(kn)û

∗
i (kn) =

1

2
(y2n1

+ y2n2
+ y2n3

+ y2n4
), (2.64)

Wn =
1

2
ω̂(kn) · ω̂∗(kn) =

k2n
2
(y2n1

+ y2n2
+ y2n3

+ y2n4
) = k2nEn. (2.65)

respectively. Within this framework, each point in phase space signifies a particular state of

the whole system. P (y) is used to represent the probability density for the state y within

the phase space. The property of probability density function gives∫
P (y) dy = 1. (2.66)

The entropy can be characterized by Gibbs entropy formula

S = −
∫
...

∫
P (y)lnP (y) dy1...dyN4 . (2.67)

Energy and enstrophy remain invariant in each state, causing their average values to remain

constant and be equal to their initial values. The averaged energy and enstrophy can be

expressed as

⟨E⟩ = 1
2

∫
...
∫
(y21 + ...y2n1

+ y2n2
+ y2n3

+ y2n4
...+ y2N4

)P (y) dy1...dyN4 , (2.68)

⟨W ⟩ = 1
2

∫
...
∫ (

k21y
2
1 + ...k2n(y

2
n1

+ y2n2
+ y2n3

+ y2n4
)...+ k2Ny

2
N4

)
P (y) dy1...dyN4 , (2.69)

respectively. When the system achieves an absolute equilibrium state, the entropy attains

its maximum value. Therefore, to obtain P (y) for the absolute equilibrium state, it is

necessary to maximize Eq. (2.67) under constraints of Eq. (2.66), (2.68), and (2.69). Based

on the principles of statistical physics, we know that this maximization yields for P (y) the

Boltzmann-Gibbs distribution,

P (y) = C exp[−(αE + βW )], (2.70)

where E and W are functions of y, denoted as E =
N∑

n=1

4∑
i=1

y2ni
and W =

N∑
n=1

4∑
i=1

k2ny
2
ni
, respec-

tively. C is a constant applied for normalization and is expressed as C = 1/
∫
exp[−(αE +

βW )]dy. α, β serve as Lagrange multipliers.

Upon determining the formula for the probability density P (y), the mean value of modal
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energy can be computed as

⟨En⟩ =
1

2

∫
(y2n1

+ y2n2
+ y2n3

+ y2n4
)P (y)dy

=
1

2

∫
(

4∑
i=1

y2ni
) exp

[
−

N∑
j=1

(α+βk2j )

(
4∑

i=1
y2ji

)]
dy

∫
exp

[
−

N∑
j=1

(α+βk2j )

(
4∑

i=1
y2ji

)]
dy

=
1

2

(∫∫∫∫
(

4∑
i=1

y2ni
) exp

[
−(α+βk2n)

(
4∑

i=1
y2ni

)]
dyn1dyn2dyn3dyn4

)(∫
exp

[
−
∑
j ̸=n

(α+βk2j )

(
4∑

i=1
y2ji

)]
dy1...dy(n−1)4

dy(n+1)1
...dyN4

)
(∫∫∫∫

exp

[
−(α+βk2n)

(
4∑

i=1
y2ni

)]
dyn1dyn2dyn3dyn4

)(∫
exp

[
−
∑
j ̸=n

(α+βk2j )

(
4∑

i=1
y2ji

)]
dy1...dy(n−1)4

dy(n+1)1
...dyN4

)

=
1

2

(∫∫∫∫
(

4∑
i=1

y2ni
) exp

[
−(α+βk2n)

(
4∑

i=1
y2ni

)]
dyn1dyn2dyn3dyn4

)
(∫∫∫∫

exp

[
−(α+βk2n)

(
4∑

i=1
y2ni

)]
dyn1dyn2dyn3dyn4

)
=

1

α + βk2n
.

(2.71)

Consequently, using the definition in Eq. (2.32), we can deduce the energy spectrum for 2D

isotropic turbulence in the absolute equilibrium state as:

E(k) =

∫
kn=k

⟨En⟩ dS(kn) =
2πk

α + βk2
. (2.72)

The Lagrange multipliers α and β are defined by the two inviscid invariants: energy and

enstrophy. Moreover, when computing the energy spectrum, we only need the partial density

for mode n, which is defined as

Pn(yn1 , yn2 , yn3 , yn4) ≡
∫∫∫

...

∫
P (y) dy1...dy(n−1)4dy(n+1)1 ...dyN4 . (2.73)

For 2D turbulence, Pn is calculated as

Pn(yn1 , yn2 , yn3 , yn4) = C ′ exp [− (αEn + βWn)] (2.74)

where C ′ =
∫∫∫∫

exp

[
−(α + βk2n)

(
4∑

i=1

y2ni

)]
dyn1dyn2dyn3dyn4 . The fourth line of Eq. (2.71)

can be rewritten as

⟨En⟩ =
1

2

∫∫∫∫
(y2n1

+ y2n2
+ y2n3

+ y2n4
)Pn(yn1 , yn2 , yn3 , yn4)dyn1dyn2dyn3dyn4 , (2.75)

which indicates that we can use directly the partial density to calculate the modal energy.
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Figure 2.7: Absolute equilibrium energy spectra for 2D turbulence.

The energy spectrum with expression Eq. (2.72) is sketched in Fig. 2.7. The shape of the

curve is determined by the values of α and β, which are related to the “temperature” of the

system. In statistical mechanics, the temperature of a system can be defined as

1

T
=
∂S

∂E
. (2.76)

In the equilibrium state of 2D turbulence, we can deduce that α = 1/T . In Fig. 2.7, β

is consistently set to 1 for each curve. In the case where α = 0, the energy spectrum is

proportional to k−1, signifying an equipartition of enstrophy. In the negative temperature

regime where α < 0 (specifically, α = −0.94 in the example depicted in Fig. 2.7), most energy

is concentrated at the largest scales. In contrast, in the positive temperature regime where

α > 0 (with α = 36 as shown in Fig. 2.7), the bulk of the energy is located at k =
√
α/β.

For 3D spectrally truncated turbulence, we can employ a similar methodology to derive

the energy spectrum formula at the absolute equilibrium state. In 3D turbulence, the inviscid

invariants are energy and helicity. The modal energy and helicity can be expressed as

En =
1

2
û(k) · û∗(k) =

1

2
ûi(k)û

∗
i (k), (2.77)

Hn =
1

2
û(k) · ω̂∗(k) =

1

2
ϵimjkmûi(k)û

∗
j(k), (2.78)

respectively, where ϵimj is the Levi-Civita symbol. Drawing parallels with the derivations in

2D turbulence, the partial density for mode n in 3D turbulence can also be formulated to
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Figure 2.8: Absolute equilibrium energy spectra for 3D turbulence with and without helicity.

satisfy a Boltzmann-Gibbs equilibrium distribution, expressed as:

Pn ∝ exp{−(αEn + βHn)}, (2.79)

where α and β are Lagrange multipliers associated with energy and helicity, respectively.

Then the kinetic energy spectrum at the equilibrium state is derived as

E(k) =
8παk2

α2 − β2k2
. (2.80)

This expression is sketched in Fig. 2.8 with α consistently set to be 1 in all cases. We show

how the presence of helicity alters the equilibrium prediction (2.63) for the kinetic energy

spectrum for three cases: with value β = 0 denoting zero helicity, βkmax/α = 1 with kmax

the maximum wavenumber in the truncated system (the maximum helical case), and an

intermediate case. Even for the most helical case, the large scales are unaffected, and only

the highest wave numbers display the influence of helicity on the energy distribution. These

scales are in real turbulence damped by viscous dissipation. From this analysis, Kraichnan

concluded that the influence of helicity on 3D turbulence should be small. This was confirmed

soon after, using two-point closure [33], and later by direct numerical simulations [49].

Cascades predicted from the absolute equilibrium state

In 3D turbulence, expression (2.80) is radically different from observations of freely evolving

3D Navier-Stokes turbulence, which displays a close to k−5/3 wavenumber dependence over
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a wide range of scales. However, it can be concluded from this analysis that turbulence with

kinetic energy at large scales (small k) will have a tendency to transfer turbulent excitation

toward the smaller scales to approach this equilibrium state. Indeed, because the large scales

of high-Reynolds-number turbulence are nearly unaffected by viscous stresses, these scales

are approximately obeying the Euler equations. For instance, in forced 3D turbulence, an

energy spectrum approximately proportional to k2 (as expression (2.63)) is observed [29,50]

for wave numbers k smaller than the wavenumber associated with the forcing. It implies that

if we let these large scales freely evolve, the tendency of the large scales, piloted by the Euler

equations, will transfer energy to larger k. In natural systems, viscous dissipation will damp

this energy if the wavenumber is large enough. Thus in 3D turbulence, energy transfers from

large scales to small scales, where it is eventually dissipated through viscous mechanisms.

The application of equilibrium statistical mechanics thus provides insightful perspectives on

cascade directions.

In 2D turbulence, the cascade of the two inviscid invariants, energy and enstrophy, can

also be predicted from the energy spectrum in the absolute equilibrium state. In the negative

temperature case (α < 0 in Eq. (2.72)), most energy is concentrated at the largest scales

at the absolute equilibrium state, as illustrated in Fig. 2.7. Turbulence tends to approach

this maximum entropy state, causing energy to cascade inversely from smaller to larger

scales and then form a condensate. The enstrophy spectrum at the absolute equilibrium

state can be derived from its relationship with the energy spectrum, W (k) = k2E(k). This

relationship reveals that most enstrophy is contained at small scales, indicating a forward

cascade of enstrophy from larger to smaller scales. This dual cascade was initially predicted

by Kraichnan [12] and has since been confirmed by a variety of experimental and numerical

simulation studies [51–54]. However, in positive temperature cases (α > 0 in Eq. (2.72)), the

energy spectrum peaks at k =
√
α/β, which complicates the prediction of cascade directions.

Experimental observations reveal that the positive temperature results in a state where the

both-sign vortices tend to be uniformly neutralized [55]. This phenomenon can be found in

quantum turbulence [56,57] but is relatively uncommon in 2D hydrodynamic turbulence.

2.3.2 Point-vortex statistical mechanics applied to 2D turbulence

The statistical mechanics method introduced in Sec. 2.3.1 yields numerous intriguing out-

comes; however, the primary limitation of this method is its applicability solely within spec-
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trally truncated systems. In this section, we will introduce another statistical mechanics

method: the point-vortex model.

Brief historical overview

In 2D turbulence, the material derivative of vorticity is zero, leading to the conservation

of vorticity along material streamlines. Starting from this observation, Onsager [11] used a

point-vortex approach for analyzing 2D turbulence by considering continuous 2D turbulence

as an ensemble of discrete point vortices. Subsequent research has refined and expanded

upon this point-vortex model. Pointin and Lundgren [58] verified that this approach is also

applicable to 2D turbulence within bounded containers. The issue of singularity was ad-

dressed through the use of regularized potentials [59], the equivalence of micro-canonical and

canonical ensembles [60], or a micro-canonical point-vortex ensemble [61]. Building on these

developments, Robert and Sommeria [62], along with Miller [63], considered all invariants and

established a connection between discrete point vortices and continuous fields by considering

coarse-grained 2D turbulence. This theory, later termed the RMS (Robert-Miller-Sommeria)

theory, has become one of the most significant contributions to the statistical mechanics of

2D turbulence. The RMS theory has been successfully employed to address a wide array of

problems.

The primary motivation behind developing this point-vortex model is to investigate the

dynamic mechanisms in 2D turbulence, especially the inverse energy cascade associated with

negative temperatures which is defined by Eq. (2.76). Onsager [11] predicted that the

system would exhibit negative temperatures beyond a specific interaction energy threshold.

Subsequently, Joyce and Montgomery [64] pointed out that, for 2D guiding-center plasma, the

value of this energy threshold is zero. The following year, they derived a formula of the system

temperature [65]. Yatsuyanagi [55] demonstrated that, in the negative temperature regime,

condensation of same-sign vortices is observed, while a uniform distribution of vortex dipoles

emerges in the positive temperature case. Apart from temperature, the point-vortex model

also allows to derive a hyperbolic sine relation between vorticity and stream function. This

hyperbolic sine relation is one of the crucial properties of the condensate in 2D turbulence

and can be proved analytically and numerically [66, 67]. In the following, we will present a

detailed derivation of this relationship.

This point-vortex model can be employed to investigate the dynamic mechanisms in
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various other 2D fluid systems. For instance, this model has been successfully applied to

explain the giant vortex clusters in 2D quantum fluids [57, 68], negative temperatures in 2D

guiding-center plasmas [64,69], and the properties of geophysical flows [70,71].

Sinh relation between vorticity and stream function

Large-scale structuring in 2D and quasi-2D systems has been extensively studied using sta-

tistical mechanics [57,70,72]. At large but finite Reynolds numbers, a 2D Navier-Stokes fluid

will relax to a quasi-static maximum entropy state where most energy is concentrated at

large scales. During this evolution, vorticity ω and stream function Ψ relax towards a hyper-

bolic sine relationship, corresponding to a steady solution of the 2D Euler-equations. More

precisely, observations in numerical simulations are consistent with a functional relation

ω = −c−1 sinh(bΨ), (2.81)

where c and b are constants (c > 0, b < 0) [66]. This relation was confirmed numerically

[66,67] and explained analytically [62,73] by applying statistical mechanics to a point-vortex

system.

The original idea to use such a point-vortex model came from Onsager. He considered a

Hamiltonian system of N parallel point-vortices representing an incompressible and inviscid

2D fluid [11]. Then Joyce and Montgomery used this idea to study the 2D electrostatic

guiding center plasma [64,65], which is analogue to the 2D hydrodynamic turbulent system.

The system of interacting point-vortices is equivalent to the system which describes the

interaction of very long, uniformly charged rods aligned with a uniform magnetic field. Joyce

and Montgomery considered N rods of charge +e and N more of charge −e in a spatial

volume V = L2. Then they imagined V subdivided into very small cells of volume ∆ ≪ V .

The cells were large enough, however, to contain many particles. If the locations of particles

within one cell are not distinguished, the cell size can be considered zero. Then the entropy

can be written as [74]

S = ln

{(
N !
∏
i

∆N+
i

N+
i !

)(
N !
∏
i

∆N−
i

N−
i !

)}
(2.82)

where N+
i and N−

i are the number of positive and negative charges inside cell i. All inviscid

invariant of this system is the total energy E = 1
2

∑
i,j

(
N+

i −N−
i

)
ϕij

(
N+

j −N−
j

)
where
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ϕij = − (2e2/l) ln |ri − rj|+ const. is the Coulomb interaction with ri and rj locations

of the centers of the ith and jth cells. Furthermore, using the elementary combinatorial

method of Boltzmann, Joyce and Montgomery assumed Γ+ = ΣiN
+
i = N = const. and

Γ− = ΣiN
−
i = N = const. The maximum entropy can be derived by optimization under

constraints,

δS − βδE − α+δΓ+ − α−δΓ− = 0 (2.83)

where β, α+ and α− are Lagrange multipliers. Treating the variations of N+
i and Ni as

independent, we obtain

lnN+
i + α+ + βΣjϕij

(
N+

j −N−
j

)
= 0,

lnN−
i + α− − βΣjϕij

(
N+

j −N−
j

)
= 0.

(2.84)

Finally, this allows to obtain the relation

N+
i −N−

i = exp
{
−α+ − βΣjϕij

(
N+

j −N−
j

)}
−exp

{
−α− + βΣjϕij

(
N+

j −N−
j

)}
, (2.85)

which corresponds to a hyperbolic sine when α+ = α−. We can define a quantity analogous

to the vorticity in classical 2D turbulence as

ω = N+
j −N−

j , (2.86)

and another quantity analogous to the stream function as

ψ = Σjϕij

(
N+

j −N−
j

)
. (2.87)

This function is a solution to Poisson’s equation

∇2ψ = −4πe2

l

(
N+

j −N−
j

)
. (2.88)

Eq. (2.88) for electrostatics is equivalent to the relation between vorticity and stream func-

tion, denoted by Eq. (2.6), in 2D turbulence. Hence, relation (2.85) is equivalent to the one

between vorticity and stream function in the point-vortex system, as expressed by (2.81).

Discussion

Navier-Stokes turbulence is a dissipative system, whereas the point-vortex dynamics consti-

tute an ideal finite-dimensional Hamiltonian system. The agreement of theory with obser-

vations of freely evolving Navier-Stokes turbulence is therefore not a trivial fact. This is
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even more the case when a turbulent system is continuously stirred by a body force. In such

forced-dissipative systems invariants and Casimirs are continuously modified, so that the ap-

plication of equilibrium statistical mechanics is not well founded in principle. Nevertheless,

on average such approaches might work. Indeed, recently is was observed that maximum

entropy theory can be applied to forced-dissipative geostrophic turbulence [75, 76]. Another

indication that statistical mechanics might be applied to averaged turbulent systems is the

success of the application of statistical mechanics of axisymmetric turbulence [77–79] to ob-

servations of experiments of turbulent flows, which are only axisymmetric on average [80].

These ideas will be tested in the following for the dynamics of our turbulence system without

vortex stretching.
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Chapter 3

Turbulence without vortex stretching

It is important to establish a precise definition of the subject under investigation. In Sec. 3.1,

we introduce the governing equation for 3D turbulence without vortex stretching. The vital

quantities of a turbulent system are its inviscid invariants, and from the governing equation,

we derive the associated global inviscid invariants: enstrophy and helicity in Sec. 3.2. It

is important to note that, unlike in classical 2D or 3D turbulence, energy is not conserved

in 3D turbulence without vortex stretching. Our investigation of turbulence without vortex

stretching includes both analytical studies and numerical simulations. The details of the

numerical methods used for this thesis are presented in Sec. 3.3.

3.1 Governing equation

In Chapter 1, we introduced the preliminary concept of turbulence without vortex stretching.

This section aims to provide a precise definition of this novel turbulent system by presenting

a suitable governing equation.

3.1.1 Equations in physical space

Classical 3D turbulence is governed by the Navier-Stokes equation (2.3), with the vortex

stretching mechanism explicitly displayed in the curl of the Navier-Stokes equation (2.4). A

straightforward approach to eliminating vortex stretching is to remove it directly from Eq.

(2.4). This removal can be obtained by applying an artificial forcing term g that counteracts
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vortex stretching

∂ω

∂t
+ (u · ∇)ω = (ω · ∇)u− g. (3.1)

(Here, we first consider a system in the absence of external forces and viscosity.) Substituting

directly g = (ω · ∇)u eliminates vortex stretching but violates the divergence-free property

of the vorticity field. Therefore we write

g = (ω · ∇)u+∇Pw, (3.2)

so that

∂ω

∂t
+ (u · ∇)ω = −∇Pw. (3.3)

Taking the divergence of Eq. (3.3), we obtain

∆Pw = −∇ · ((u · ∇)ω). (3.4)

We formally inverse this Poisson equation to obtain

Pw = −∆−1 (∇ · ((u · ∇)ω)) . (3.5)

The resulting equation is then

∂ω

∂t
+ P[(u · ∇)ω] = 0 (3.6)

where P = I−∇∆−1∇· represent the projection onto divergence-free fields, with I indicating

the identity matrix.

In summary, the governing equation for turbulence without vortex stretching in a general

case, incorporating force f and dissipation d, is as follows:

∂ω

∂t
+ (u · ∇)ω = −∇Pw + f − d. (3.7)

3.1.2 Equations in Fourier space

Equation (3.7) presents the form of the governing equation in physical space. However, as we

apply the spectral method for numerical simulations in this thesis, it is essential to determine

the velocity governing equation in Fourier space.
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Using the Fourier representation, the velocity equation can be derived by uncurling Eq.

(3.7). Indeed, for an incompressible vector field, we have a simple relation between vorticity

and velocity ∇ × ω = ∇ ×∇ × u = −∆u. By taking the curl of Eq. (3.7), we obtain the

Laplacian of the velocity equation

∂∆u

∂t
−∇× ((u · ∇)ω) = ∇× (f − d). (3.8)

Consequently, for the Fourier coefficients û, we can write

∂û

∂t
+

i

k2
k ×F [u · ∇ω] = f̂ − d̂, (3.9)

where F [•] denotes the Fourier transform, and f̂ and d̂ represent the forcing and damping

terms applied in Fourier space, respectively. The governing equation in physical space (Eq.

(3.7)) includes a pressure term, which allows us to enforce the divergence-free constraint.

In Fourier space, this divergence-free condition (Eq. (2.2)) is achieved by projecting the

evolution equation (3.9) onto a plane perpendicular to the wave vector.

Our computational code is based on the integration of Eq. (3.9), with further details and

implementation to be discussed in Sec. 3.3.

3.2 Inviscid invariants

Inviscid invariants play a significant role in characterizing a system. As introduced in Sec.

2.1.3, in the inviscid, unforced limit, conventional 3D turbulence conserves energy and he-

licity, while 2D turbulence conserves energy and enstrophy. We have found that in the case

of 3D turbulence without vortex stretching, enstrophy and helicity are conserved, whereas

kinetic energy is not. This section provides an analytical demonstration of the conservation

properties in 3D turbulence without vortex stretching.

3.2.1 Conservation of enstrophy

In this subsection we consider the conservation of enstrophy which is defined asW = 1
2
⟨ω ·ω⟩.

The vorticity equation of our system is Eq. (3.3). Multiplying by ω and averaging yields

dW

dt
= ⟨ω ·

(
∇∆−1∇ · ((u · ∇)ω)

)
⟩. (3.10)
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Using Eq. (2.7), the RHS can be rewritten as −⟨(∆−1∇ · ((u · ∇)ω)) (∇ · ω)⟩. Incompress-

ibility of vorticity ∇ · ω = 0 indicates the RHS of Eq. (3.10) is 0. Then we obtain the

conservation of enstrophy for statistically homogeneous, or periodic, flows

dW

dt
= 0. (3.11)

3.2.2 Conservation of helicity

The proof of conservation of helicity is somewhat more involved. Helicity is defined as

H = 1
2
⟨ω · u⟩. The evolution of H can be written using Eq. (2.9) as

dH

dt
=

〈
∂ω

∂t
· u
〉
. (3.12)

Multiplying Eq. (3.3) by u and averaging yields

dH

dt
= −⟨u · (u · ∇)ω⟩+ ⟨u ·

(
∇∆−1∇ · ((u · ∇)ω)

)
⟩. (3.13)

Using Eq. (2.7), the second term of RHS can be rewritten as −⟨(∆−1∇ · ((u · ∇)ω)) (∇·u)⟩.
Incompressibility of velocity ∇ · u = 0 indicates this term is 0.

Then we study the first term of RHS of Eq. (3.13). From the vector triple product

identity, we can derive the relation Eq. (2.21). So that for the time-evolution of helicity we

can write,

dH

dt
= ⟨u · (∇× (u× ω))⟩ − ⟨u · ((ω · ∇)u)⟩ (3.14)

The first term on the right side has the same form with the left-hand-side term of Eq. (2.8).

Substituting a with u and b with u×ω, we can obtain ⟨u·(∇×(u×ω))⟩ = ⟨ω ·(u×ω)⟩ = 0.

The second term on the right side of Eq. (3.14) can be rewritten as ⟨u ·(ω ·∇)u⟩ = ⟨uiωj
∂ui

∂xj
⟩

using the Einstein summation convention. In this identity, ui, ωi and xi are the i-component

of velocity, vorticity and position vector respectively. From Eq. (2.7), we have ⟨uiωj
∂ui

∂xj
⟩ =

1
2
⟨ωj

∂uiui

∂xj
⟩ = −1

2
⟨uiui ∂ωj

∂xj
⟩. And we can get ⟨∂ωj

∂xj
⟩ = 0 by the incompressibility of flow, thus

⟨u · ((ω · ∇)u)⟩ = 0. Finally, we obtain

dH

dt
= 0 (3.15)

which indicates that helicity is a statistical inviscid invariant of a 3D turbulent system without

vortex stretching.
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3.2.3 Inviscid invariants in spectrally truncated systems

In numerical simulations, simulating a field with infinite dimensions is not feasible. Instead,

we analyze a truncated system, which takes into account only Fourier modes with wave num-

bers smaller than or equal to a maximum wave number, denoted as k ≤ kmax. Theoretically,

if the maximum wave number is sufficiently large, the truncated system can serve as an ap-

proximation of the actual physical system. However, it is not guaranteed that the properties

of a truncated turbulent system will correspond precisely to those of actual physical space.

For instance, in 2D turbulence, all Casimir’s invariants ωn, where n represents any pos-

itive integer, are inviscid invariants in a physical system. Nevertheless, spectral truncation

preserves circulation, energy, and enstrophy [41,81] but fails to maintain higher-order invari-

ants for n ≥ 3, as supported by the findings in Ref. [82]. In view of this, we will investigate

whether enstrophy and helicity remain conserved in a truncated, non-vortex-stretching tur-

bulent system in this subsection. The derivations will be similar to what we presented in

Sec. 2.2.3.

In an inviscid, truncated, force-free, and non-vortex-stretching system, the vorticity equa-

tion is given as

∂ω

∂t
+ (u · ∇)ω = −∇Pw. (3.16)

By transforming Eq. (3.16) into Fourier space using Levi-Civita symbols, we obtain

∂ωi(k)

∂t
= −ikj

∑
p+q=k

ûj(p)ω̂i(q) + F [−∇Pw] (3.17)

where k, p, q represent wave vectors involved in triad interactions. In Fourier space, the

total enstrophy can be calculated as W = 1
2

∑
k ω̂i(k)ω̂

∗
i (k), as introduced in Sec. 2.2.2. The

time derivative of enstrophy can be derived as

∂W

∂t
=

1

2

∑
k

(
−ikjω̂

∗
i (k)

∑
p+q=k

ûj(p)ω̂i(q) + ikjω̂i(k)
∑

p+q=k

û∗j(p)ω̂
∗
i (q)

)
. (3.18)

Note that the pressure term does not contribute to enstrophy (nor helicity). In order to

achieve a more symmetric equation, we use the relation û(−k) = û∗(k). By doing so, we

can obtain the following expression for the time derivative of enstrophy:

∂W

∂t
= Im[

∑
p+q+k=0

T (k,p, q)] (3.19)
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with T (k,p, q) = kjûj(q)ω̂i(q)ω̂i(k) and Im[•] the imaginary part of a complex number. For

a given set of triad-interaction wave vectors {k,p, q}, we can observe that

T (k,p, q) + T (k, q,p) + T (p,k, q) + T (p, q,k) + T (q,k,p) + T (q,p,k) =

kjûj(p)ω̂i(q)ω̂i(k) + kjûj(q)ω̂i(p)ω̂i(k) + pjûj(k)ω̂i(q)ω̂i(p)+

pjûj(q)ω̂i(k)ω̂i(p) + qjûj(k)ω̂i(p)ω̂i(q) + qjûj(p)ω̂i(k)ω̂i(q)

(3.20)

This equation can be simplified by applying the relation k+p+q = 0. For example, we can

simplify the term kjûj(p)ω̂i(q)ω̂i(k) + qjûj(p)ω̂i(k)ω̂i(q) = −pjûj(p)ω̂i(q)ω̂i(k). We then

utilize the incompressibility condition, which gives pjûj(p) = 0, to show that T (k,p, q) +

T (q,p,k) = 0. Similarly, the other terms in the equation can be simplified. Through these

simplifications, we ultimately deduce that T (k,p, q) + T (k, q,p) + T (p,k, q) + T (p, q,k) +

T (q,k,p) + T (q,p,k) = 0, which demonstrates that enstrophy is conserved by each triad of

interacting wave vectors, and hence is an inviscid invariant in a truncated system.

Furthermore, using the same method, we can prove the conservation of helicity, which is

more complicated and requires software capable of symbolic computation, such as Mathe-

matica. It can be shown that helicity is also conserved triad by triad in a spectrally truncated

system.

3.3 Numerical method

This section elucidates the numerical method we have used throughout this thesis. Addi-

tionally, it provides specific details about the dissipation and forcing terms in the governing

equation, as given in Eq. (3.9).

3.3.1 Numerical setup

We conduct Direct numerical simulations (DNS) for turbulence without vortex-stretching on

cubic grids of size N3
grid, where Ngrid denotes the number of grid points in each direction and

is selected as an even integer. Our computational domain consists of a cubic box exhibiting

periodicity in three dimensions with a length of side L = 2π. This periodicity feature

allows us to apply the spectral method, and the unit wave vector is ∆k = 2π/L = 1. Our

computational codes are based on the integration of the velocity equation in Fourier space,

as specified in Eq. (3.9). Additionally, a standard pseudo-spectral solver is used to calculate
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the nonlinear term in Eq. (3.9), which means the nonlinear term (u · ∇)ω is first computed

in physical space, and then transformed into Fourier space.

In our codes, we store the Fourier components of velocities for wave vectors whose y- and

z- components lie within −(
Ngrid

2
− 1)∆k ≤ ky, kz ≤ Ngrid

2
∆k. However, in the x direction,

Fourier components are stored for 0 ≤ kx ≤ (Ngrid − 1)∆k, i.e., only Fourier components for

kx ≥ 0 need to be stored, which is because the conjugate symmetry of velocity (Eq. (2.26))

guarantees that Fourier components for kx < 0 can be derived from those for kx ≥ 0.

It is to be noted that the nonlinear term can induce an aliasing error in a system with finite

spectral truncation. To remove this aliasing error, we apply the 2/3 dealiasing rule, which

means setting the Fourier mode with corresponding wave number |k| > 2
3
×Ngrid

2
∆k =

Ngrid

3
∆k

to zero. Therefore, the maximum wave number of the system is kmax = [
Ngrid

3
]∆k where [•]

is a floor operation.

Regarding time integration, the third-order Adams-Bashforth scheme is applied. The

original code (Delache, Cambon & Godeferd [83]) has been formulated in velocity formulation

and customized to enable computation of the governing equation of turbulence without vortex

stretching Eq. (3.9) for all simulations in this thesis.

3.3.2 Dissipation

In this subsection, we specify the damping term d̂ in the governing equation for the dynam-

ics, Eq. (3.9). In our simulations, we employ hyperviscosity and hypofriction to implement

dissipation at small and large scales, respectively.

Hyperviscosity

Let us first focus on the damping at the small scales of the system.

The most obvious choice for the small-scale damping of a turbulent system is to use

viscous dissipation with the damping term

d̂ = νk2û. (3.21)

Subsequently, the energy dissipation rate can be deduced as

ϵ =

∫
2νk2E(k)dk. (3.22)
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The characteristic wave number of dissipation can be interpreted as the inverse of Kolmogorov

the length scale η [27]

kd =
1

η
=
( ϵ
ν3

)1/4
. (3.23)

Nevertheless, there exist some cases where our focus is limited to the inertial range without

focusing too much on the dissipation range. In such cases, we can attempt to reduce the

size of the dissipation range by employing hyperviscosity [84,85]. The dissipation term under

hyperviscosity dynamics is defined by substituting the Laplacian in Eq. (3.23) with the bth

power of the Laplacian, expressed as

d̂ = νk2bû (3.24)

where the condition b > 1 is satisfied. Note that the normal viscous dissipation corresponds

to b = 1. For classical 3D turbulence, we can increase the extent of the inertial range by an

order of magnitude using this approach [86]. Consequently, the energy dissipation rate can

be computed as

ϵ =

∫
2νk2bE(k)dk. (3.25)

Hypofriction

In some cases, an inverse cascade is established, necessitating a damping term at the largest

scales of the system to attain a steady state.

In 2D turbulence, linear friction (also referred to as bottom friction or air friction) is com-

monly applied to remove the energy from large scales [87]. The damping term corresponding

to linear friction is represented as

d̂ = µû (3.26)

with µ the friction coefficient.

Analogue to the application of hyperviscosity, to limit the extent of the range influenced

directly by large-scale damping, we use a hypofriction [88, 89]. The damping term corre-

sponding to the hypofriction is defined as

d̂ = µk−2aû (3.27)
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with a > 0. Note that large-scale linear damping is obtained for a = 0. Accordingly, the

dissipation rate of energy can be calculated as

ϵ =

∫
2µk−2aE(k)dk. (3.28)

3.3.3 Forcing

In this subsection, we specify the forcing term f̂ in Eq. (3.9).

In classical 3D turbulence, we can expand the inertial range by employing a force that

maintains constant energy within each of the first two shells (0.5 ≤ k < 1.5 and 1.5 ≤ k <

2.5). The ratio between the two shells corresponds to the −5/3 scaling law, i.e., we set
E(2)
E(1)

= 2−5/3. This forcing method is widely used in investigations of 3D turbulence [90, 91].

Building on this concept, for the forcing term f̂ in turbulence without vortex stretching, we

choose an injection mechanism that keeps the energy constant within a narrow wavenumber

range around a certain wavenumber kf . This type of force is called “constant forcing”, and

the narrow wavenumber range is termed the “forcing range”.

A convenient property of this constant forcing, concerning the present investigation of

turbulence without vortex stretching, is that it not only injects energy into the system but

also injects the two inviscid invariants: enstrophy and helicity. Without an external force,

the energy in every shell would eventually reach zero. Hence maintaining constant energy

within a wavenumber range facilitates effective energy input to the system. Moreover, energy

input inevitably accompanies enstrophy input due to the relationship between the energy and

enstrophy spectrum (W (k) = k2E(k)), so the constant forcing also injects enstrophy.

However, helicity injection is not as straightforward. In order to explain the helicity

injection, we present detailed steps of constant force application as follows:

1. Compute energy within the forcing range at the current time step, denoted as E(tn, kf ).

2. Conduct integration of Eq. (3.9) without the forcing term.

3. Compute the post-integration energy within the forcing range, denoted as E ′(tn, kf ).

4. Compute the rescaling ratio, r = E(tn, kf )/E
′(tn, kf ).

5. Calculate the velocity within the forcing range at the next time step. To ensure

E(tn+1, kf ) = E(tn, kf ), velocities must be rescaled as u(tn+1, kf ) =
√
ru′(tn, kf ).
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Throughout this process, helicity in the forcing range also remains constant as H(tn+1, kf ) =

rH ′(tn, kf ) = H(tn, kf ) due to the linear relationship between vorticity and velocity. There-

fore, the amount of helicity injected by the constant force is H(tn+1, kf ) − H ′(tn, kf ) =

(1− 1/r)H(tn, kf ) which is similar to the injected energy, (1− 1/r)E(tn, kf ). Consequently,

energy injection cannot be achieved without simultaneous helicity injection, so the constant

forcing application also injects helicity, unless the initial helicity is strictly zero.

Moreover, we note that the injected energy is negative when r < 1. In this case, the

constant forcing can also be considered as dissipation.
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Chapter 4

Absolute equilibrium state

1 In Chapter 3, we introduced the concept of turbulence without vortex stretching. To analyze

this new turbulent system, we first consider a spectrally truncated and inviscid system to

investigate the behaviors in the absolute equilibrium state. In this chapter, we will begin

by employing the statistical physics method proposed by Kraichnan [40,41] (refer to Section

2.3.1) to predict the energy, enstrophy, and helicity spectra associated with the absolute

equilibrium state. Subsequently, we will perform direct numerical simulations to validate our

analytical predictions. The progression toward the equilibrium state will be demonstrated,

and the final state will be visualized.

The rest of this chapter is organized as follows. In Sec. 4.1, we will derive the statistical

mechanics equilibrium predictions for the energy spectrum. The shape of the resulting equi-

librium spectrum suggests that in the absence of vortex stretching, helicity might play an

important role in the dynamics of turbulence, unlike the classical 3D case. In Sec. 4.2, we

present a numerical assessment of the theoretical results, which include analyses of the con-

served quantities, equilibrium spectra and the physical-space characterization of the velocity

field. Section 4.3 presents the conclusions of this chapter.

4.1 Analytical considerations

In Section 2.3.1, we showed that statistical physics is an effective tool for analyzing a spec-

trally truncated, inviscid system. In this section, we will provide a detailed derivation of

1The results presented in this chapter have been published in Ref. [92].
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energy, enstrophy, and helicity spectra for turbulence without vortex stretching at the abso-

lute equilibrium state. The application of helical decomposition, introduced in Sec. 2.2.5,

simplifies the derivations.

4.1.1 Statistical equilibrium distributions

In this subsection, we will derive, using tools from statistical mechanics, the spectral energy

distribution corresponding to thermal equilibrium of a finite set of Fourier-modes, as pre-

sented in Sec. 2.3.1. We refer to Salmon [93] and Thalabard [94] for detailed derivations

using the present approach. We consider that the flow is decomposed on a finite number N

of Fourier components û(k). The vector space k is thus decomposed by its coordinates kn,

with n = 1, ..., N . Note that in this section, the subscript n does not indicate a vector index,

but simply a counter. The value N corresponds to the total number of modes. This means

that in a 3D cubic domain with Nk modes in each direction, N = N3
k . Note that the Fourier

coefficients of velocity satisfy the conjugate symmetry û(k) = û∗(−k), because the velocity

is a real quantity in physical space, thus the total number of independent degrees of freedoms

of the system is N/2.

We consider incompressible flow, where the divergence in Fourier space implies k · û(k) =
0, so that only two independent Fourier coefficients are needed to represent the velocity vector

û(kn). Because, in addition, the Fourier coefficients are complex, a total of four independent

real coefficients describe each mode. These modes are denoted yn1 , yn2 , yn3 , yn4 , where n

ranges from 1 to N . In total therefore, if we have N wave-vector coordinates representing a

3D velocity field, we have to consider the dynamics of a system of 4N coordinates in phase

space. A convenient way to choose the independent modes will be described now.

Following Ref. [35], [34] and [40], we represent the velocity field of an incompressible 3D

fluid by using a helical-mode decomposition. As introduced in Sec. 2.2.5, every 3D Fourier

vector û(k) can be represented by two orthogonal complex helical waves h± = ζ̂ × κ̂ ± iζ̂

with κ̂ = k/k the unit vector parallel to k and i the imaginary unit. Here the unit vector ζ̂

can be chosen as ζ̂ = z × k/|z × k| for an arbitrary vector z. It then follows that

û(k) = û+(k)h+(k) + û−(k)h−(k) . (4.1)

Note that û+(k) and û−(k) are complex numbers.
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As stated above, all coordinates k of the considered part of Fourier space are individually

labeled kn, with n ranging from 1 toN . Because at each coordinate kn we have four individual

real coefficients yn1 , yn2 , yn3 , yn4 , we can thus define using the following representation:

yn1 = Re[û+(kn)], yn2 = Im[û+(kn)],

yn3 = Re[û−(kn)], yn4 = Im[û−(kn)], (4.2)

where Re[•] and Im[•] represent the real and imaginary part of the quantity in brackets. The

main motivation to use the helical mode decomposition in the present investigation is that

we have a simple relation between the generalized coordinates and the modal energy, helicity

and enstrophy,

1

2
û(k) · û∗(k) = û+û

∗
+ + û−û

∗
−

= y2n1
+ y2n2

+ y2n3
+ y2n4

= En, (4.3)

1

2
û(k) · ω̂∗(k) = k

(
û+û

∗
+ − û−û

∗
−
)

= |kn|
(
y2n1

+ y2n2
− y2n3

− y2n4

)
= Hn, (4.4)

1

2
ω̂(k) · ω̂∗(k) = k2(û+û

∗
+ + û−û

∗
−)

= |kn|2(y2n1
+ y2n2

+ y2n3
+ y2n4

) = Wn. (4.5)

In the following, we will use that all four coefficients yni
correspond to the same position in

Fourier space so that we can write |kn| = k. Now that we have defined the invariants as a

function of the generalized coordinates yni
in phase space, we can proceed with the derivation

of the equilibrium distribution.

The fundamental principle of equilibrium statistical mechanics states that in systems

satisfying a Liouville equation (non-divergent evolution of the generalized coordinates), the

probability density P (y) eventually becomes uniform over all accessible parts of phase space

(Salmon [93]). We will compute the average spectral energy distribution associated with this

thermal equilibrium state. An essential ingredient to compute the average corresponding to

this distribution is the probability density. Similar to the derivation presented in Sec. 2.3,

the partial density (or partition function) for mode n, Pn (yn1 , ..., yn4), is considered to satisfy

a Boltzmann-Gibbs equilibrium distribution,

Pn (yn1 , ..., yn4) = Cn exp [−Sn] , (4.6)
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where Sn is a function of the constants of motion and Cn is a constant. For instance, if

enstrophy and helicity are conserved, as in our case, the quantity Sn writes

Sn = αWn + βHn, (4.7)

where α and β are Lagrange multipliers representing some kind of inverse statistical temper-

ature or chemical potential. The function Pn gives thus the probability to find values yni
for

mode n. It is at this point that the approach of different physical systems is distinct. For

2D turbulence, Wn and the energy En would appear, whereas in classical 3D turbulence, En

and Hn would appear in expression (4.7).

We have thus, substituting definitions (4.4) and (4.5) in (4.6),

Pn (yn1 , ..., yn4) = Cn exp
[
(−k2α− kβ)(y2n1

+ y2n2
)

+ (−k2α + kβ)(y2n3
+ y2n4

)
]
. (4.8)

We define Zn the integral of Pn,

Zn =

∫∫∫∫
Pndyn1dyn2dyn3dyn4 . (4.9)

Expression (4.9) has a form of Gaussian integral, and can be further computed as following:

Zn = Cn

(∫
exp

[
(−k2α− kβ)y2n1

]
dyn1

)(∫
exp

[
(−k2α− kβ)y2n2

]
dyn2

)
(∫

exp
[
(−k2α + kβ)y2n3

]
dyn3

)(∫
exp

[
(−k2α + kβ)y2n4

]
dyn4

)
(4.10)

= Cn
π2

k4α2 − k2β2
. (4.11)

The average enstrophy per mode can be calculated using the partition function Pn, similarly

to the approach used to obtain expression (2.75). The formula is given by

⟨Wn⟩ =
∑
i=1..4

⟨k2yni
yni

⟩ (4.12)

=
∑
i=1..4

1

Zn

∫∫∫∫ [
k2Pnyni

yni

]
dyn1dyn2dyn3dyn4 . (4.13)
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Similarly, the average helicity per mode is given by

⟨Hn⟩ =
∑
i=1,2

⟨kyni
yni

⟩ −
∑
i=3,4

⟨kyni
yni

⟩ (4.14)

=
∑
i=1,2

1

Zn

∫∫∫∫
[kPnyni

yni
] dyn1dyn2dyn3dyn4

−
∑
i=3,4

1

Zn

∫∫∫∫
[kPnyni

yni
] dyn1dyn2dyn3dyn4 . (4.15)

From Eq. (4.6) and Eq. (4.9) it is observed that we can compute the average directly using

− 1

Zn

∂Zn

∂α
= ⟨Wn⟩, (4.16)

and similarly

− 1

Zn

∂Zn

∂β
= ⟨Hn⟩. (4.17)

From the integral (4.11), we determine the enstrophy and helicity,

⟨Wn⟩ =
2αk2

α2k2 − β2
, ⟨Hn⟩ =

2β

α2k2 − β2
. (4.18)

The enstrophy spectrum and helicity spectrum are therefore, owing to isotropy,

W (k) =
8παk4

α2k2 − β2
, H(k) =

8πβk2

α2k2 − β2
. (4.19)

so that the kinetic energy spectrum writes

E(k) =
8παk2

α2k2 − β2
. (4.20)

These last expressions are the principal theoretical result of this chapter. An important

feature of this expression, in contrast to expression (2.80) derived for classical turbulence, is

that in the present case, helicity does mainly affect the large scales. Expressions (4.19) and

(4.20) will be verified using simulations in Sec. 4.2.

4.1.2 Integral relations between the enstrophy, helicity and energy

for the equilibrium distributions

Because the enstrophy and helicity are conserved quantities of the system, the statistical

characterization of our system in statistical equilibrium is completely determined by the
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values of the enstrophy and helicity,

W =

∫ kmax

kmin

k2E(k)dk, H =

∫ kmax

kmin

H(k)dk (4.21)

as soon as we know kmin and kmax and the initial conditions. Indeed, the unknown coefficients

α and β in the equilibrium spectra are fully determined by the other parameters. This allows

us to predict the expected long time value of the kinetic energy

E =

∫ kmax

kmin

E(k)dk, (4.22)

as a function of the enstrophy and helicity. Let us illustrate this for the simplest, mirror-

symmetric case. For that case we have β = 0, which leads to

W =

∫ kmax

kmin

8π
k2

α
=

8π

3

k3max − k3min

α
≈ 8π

3

k3max

α
, (4.23)

which allows us to express α as a function of W and kmax, where we used that kmin ≪ kmax.

Substituting this in the kinetic energy spectrum and integrating yields

E ≈ 3
W

k2max

. (4.24)

so that we have a prediction for the final value of the kinetic energy as a function of the initial

condition for W . When both helicity and enstrophy are non-zero, the computation becomes

more tedious, but can still be performed analytically. We introduce the ratio γ = β/α so

that the helicity spectrum writes

H(k) =
8πγ

α

k2

k2 − γ2
. (4.25)

For this expression to make sense, the minimum wavenumber should verify kmin > |γ|, because
the enstrophy spectrum must be positive at each wavenumber. Under this constraint, we can

integrate the helicity spectrum to obtain the expression 2

H =
8πγ

α

(
kmax − kmin +

γ

2
ln

(
(kmax − γ)(kmin + γ)

(kmax + γ)(kmin − γ)

))
, (4.26)

which relates the helicity to kmax, kmin, α and β. For the helical cases, the relation between

energy and helicity is simply E = H/γ.

2An error exists within Eq. (3.34) of Ref. [92]. Nevertheless, this error does not influence the results.
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4.2 Numerical simulations

In this section, we will assess numerically the conservation of enstrophy and helicity. Subse-

quently we will check our predictions from statistical mechanics and show visualizations of

the equilibrium state.

We integrate Eq. (3.9) without forcing and damping mechanism, i.e., f̂ = 0 and d̂ = 0.

And our computational domain consists of a periodic box in three dimensions with a length

of side L = 2π and a grid of size 1283. Higher resolutions do not seem necessary to assess

the analytical results in the present case. Aliasing errors are removed using the 2/3 rule, as

introduced in Sec. 3.3. Thus the maximum wave number is kmax = [128
3
] × 2π

L
= 43 and the

minimum wave number is kmin = 2π
L

= 1.

4.2.1 Initial conditions

The initial energy spectrum is defined as

E(k) = CE (k/k0)
4 e−2(k/k0)

2

(4.27)

with k0 = 2.52 and CE a constant. The initial complex arguments of velocity in Fourier

space are chosen randomly. This method generates initial fields with non-zero helicity. We

want to test our predictions for both mirror-symmetric flows and flows with mean helicity.

To generate a helicity-free flow it is in principle possible to manipulate the phases of the

Fourier modes, but we have used a more intuitive manner by combining two velocity fields.

We generate two velocity fields ua and ub with identical energy spectra but different

random phases. Then a helicity-free velocity field can be created by a linear combination of

these two fields as uc = ua+λub. The constant λ will be determined now. We first introduce

the notation

hab ≡
1

2
⟨ua · ωb⟩. (4.28)

The mean helicity of field uc is

Hc ≡ hcc =
1

2
⟨uc · ωc⟩ =

1

2
⟨(ua + λub) · (ωa + λωb)⟩

=
1

2
(haa + λ(hab + hba) + λ2hbb). (4.29)
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Figure 4.1: Time evolution of energy, enstrophy and helicity for the inviscid, force-free, 3D,

no vortex-stretching turbulence: solid lines, helical case; dashed lines, mirror-symmetric case;

dotted line, the analytical prediction of the kinetic energy for the mirror-symmetric case.

Because haa, hbb, hab, hba can all be computed directly, the conditionHc = 0 yields a quadratic

equation for λ (i.e. Eq. (4.29)=0), which can be solved exactly to determine λ. This procedure

allows us to generate a zero-helicity initial condition with prescribed kinetic energy spectrum.

Owing to rounding errors, the helicity of the resulting initial condition is of the order of 10−4,

which is sufficiently close to zero for our purposes.

4.2.2 Conservation of enstrophy and helicity during relaxation

In Fig. 4.1, we show the time evolution of enstrophy, helicity and kinetic energy. Note that the

initial energy E0 is unity. Time is normalized by a characteristic time scale τ = 1/
√
E0k2min.

For the case of mirror-symmetric truncated Euler turbulence without vortex stretching, a

clear conservation of enstrophy is observed, whereas the kinetic energy decays. Helicity

remains negligible throughout the simulation. The prediction of the kinetic energy, discussed

in Sec. 4.1.2, is represented by a dotted line. It is observed that the expected steady state

is reached for the kinetic energy. This steady state is the predicted equilibrium state, where

the Fourier modes all contain, on average, the same amount of enstrophy.

In Fig. 4.1, the same results are also plotted for the helical case. It is observed, as shown
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Figure 4.2: Inviscid relaxation for helicity-free turbulence: (a) short time evolution, showing

the kinetic energy spectra at t = 0.1, 0.2,0.4, 0.6, 1; (b) long time evolution, showing the

spectra at t = 1, 2, 4, 6, 10, 20, 40, 60, 100, 120, 140.
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Figure 4.3: Time evolution of enstrophy spectra helicity-free turbulence: (a) short time

evolution; (b) long time evolution. The time-instants are the same as indicated in Fig. 4.2.
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Figure 4.4: Inviscid relaxation for helical turbulence: (a) Short time evolution, showing the

kinetic energy spectra at t = 0.1, 0.2, 0.4, 0.6, 1; (b) long time evolution, showing the spectra

at t = 1, 2, 4, 6, 8, 10, 14, 16, 18, 30.

in our proof (Sec. 3.2.2), that helicity is conserved by the system. As mentioned in Sec. 4.1.2,

the prediction of the final kinetic energy in the helical case is E = H/γ. After calculation,

we have γ = −0.9989 ≈ −1 in our simulation. This corresponds to the observation that the

kinetic energy tends to the absolute value of the helicity. This tendency is not a coincidence,

but reflects the condensation of energy into a helical flow structure at scales with wavenumber

k = 1, as will be shown next. It is also shown that the presence of helicity allows the flow

to retain more kinetic energy in the system than the mirror-symmetric case does. Indeed,

without helicity, the energy drops to less than 2% of its initial value, while in the helical case,

this value is approximately 15%.

To further investigate the dynamics of the truncated system, we show in Fig. 4.2(a,b) the

evolution of the kinetic energy spectra towards the equilibrium state. In Fig. 4.3(a,b), it is

observed that enstrophy accumulates rapidly in the largest spatial frequencies, in a similar

manner as energy accumulates in classical truncated Euler dynamics [95,96]. This evolution

was correctly predicted and explained in [97].

The dynamics of the helical case (Fig. 4.4(a,b)) is quite similar, except for the persis-

tent energy at the smallest wavenumbers. This is anticipated by the statistical mechanics
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predictions in Sec. 4.1 and we will focus on them now.

4.2.3 Comparison with predicted shapes

In figure 4.5, we compare the spectra associated with the relaxed state, obtained from the

numerical simulations, to the predictions ((4.19) and (4.20)) for the spectra. An excellent

agreement is observed. Figure 4.5(a) shows the mirror-symmetric case, where a flat energy

spectrum, associated with equidistributed enstrophy is obtained. In this simulation, the

predicted formula of the energy spectrum is E(k) = 0.0131. We do not show the enstrophy

spectrum, which is simply obtained by the energy spectrum multiplied by k2.

The most flagrant difference between the mirror-symmetric and helical cases is the accu-

mulation of helicity near the infrared cut-off. In figure 4.5(b), we observe this for the energy

spectrum, and the same feature is observed for the enstrophy and helicity spectra in figure

4.5(c) and figure 4.5(d), respectively. The amount of energy in this large-scale feature is quite

important. Indeed, the k = 1 mode contains 87% of the total energy. We will now focus on

this energetic, helical mode.

4.2.4 Visualization of the final state

Instantaneous visualizations (at t = 140) of the three velocity components and energy and

helicity for the final state of the helical case are presented in figures 4.6 and 4.7, respectively.

This visualization reveals that our 3D, inviscid, no vortex-stretching system relaxes to a large-

scale structure. This could be anticipated from the energy spectrum and is further illustrated

in the visualizations because almost all energy and all helicity are contained in the k = 1

mode. We observe that the i-component of velocity is nearly independent of the i-direction,

where i indicates x, y, or z. Consequently, a plausible 3D structure for this final state is

the Arnold-Beltrami-Childress, or ABC, flow. A physical explanation for this, in the light

of the statistical mechanics description used here, is that adding the additional constraint of

helicity conservation will change the energy and therefore the enstrophy distribution. This

will necessarily lead to a decrease of the entropy of the system, because the highest entropy

corresponds to enstrophy equipartition. The minimum change in entropy corresponds to

a modification of the largest scales of the system. Maximizing the helicity in the largest

scales of the system is therefore the most probable reaction of the system. Maximum helicity
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Figure 4.5: Analytical spectra associated with the absolute equilibrium state and numerical

spectra. (a) Energy spectrum of the helicity-free case at t = 140 with the predicted formula

E(k) = 0.0131. (b-d) Helical case at t = 30. The predicted values of Lagrange multipliers are

α = 2416.6 and β = −2414.0. (b) Energy spectrum. (c) Enstrophy spectrum. (d) Absolute

value of helicity spectrum.
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(a) (b)

(c)

Figure 4.6: Visualizations of the truncated, inviscid, helical system without vortex stretch-

ing, obtained from pseudo-spectral computations. (a) x-component of velocity (ux). (b)

y-component of velocity (uy). (c) z-component of velocity (uz).
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(a) (b)

Figure 4.7: Visualizations of energy and helicity in the truncated, inviscid, helical system

without vortex stretching. (a) Energy. (b) Helicity.
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Figure 4.8: Visualization of flow and verification of ABC flow proprieties. Analytical and

numerical results of uy(z) along the line (x = 0.66L, y = 0.5L).
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corresponds to alignment of velocity and vorticity, and thus to an ABC flow. In the following,

we verify that the k = 1 contribution of the equilibrium state corresponds to such a flow.

The definition of an ABC flow with typical size L is

ux =A sin z̃ + C cos ỹ,

uy =B sin x̃+ A cos z̃,

uz =C sin ỹ +B cos x̃,

 (4.30)

where x̃i = ±2πxi/L+ ϕi. The ± sign determines the sign of helicity. Simple algebra shows

that the parameters A,B,C satisfy the relations

A2 =
〈
u2x
〉
+
〈
u2y
〉
−
〈
u2z
〉
,

B2 =
〈
u2y
〉
+
〈
u2z
〉
−
〈
u2x
〉
,

C2 =
〈
u2z
〉
+
〈
u2x
〉
−
〈
u2y
〉
.

 (4.31)

We measure at a moment of equilibrium (t = 140) ⟨u2x⟩ = 3.7963,
〈
u2y
〉
= 4.2210 and ⟨u2z⟩ =

1.8600. These figures yield |A| = 2.4814, |B| = 1.5115 and |C| = 1.1980. Averaging the three

relations (4.30) for fixed positions x, y, z allows also to determine the phases ϕi. Doing so for

our simulation, we find x̃ = −2πx/L − 0.66π, ỹ = −2πy/L − 0.25π, z̃ = −2πz/L − 0.495π

with A > 0, B > 0, C > 0. Note that values of the parameters A,B,C and the phases ϕi

change slowly in time.

In figure 4.8, we compare the resulting ABC flow prediction to the results of the simulation

for an arbitrary cut through the domain along the z-direction, plotting the y-velocity at

t = 140. The large-scale flow is indeed consistent with an ABC flow pattern. Superposed

upon this large-scale pattern, we observe random fluctuations with a larger spatial frequency,

consistent with the spectra we showed in the previous section. All other velocity components

in all other directions confirm this behaviour of an ABC structure accompanied by large-

frequency noise (not shown).

Furthermore, figure 4.9 presents the visualization of uy for the helicity-free case at the final

state. We observe the absence of large-scale structures, consistent with the energy spectrum

predictions, as no large-scale mode contains significantly more energy than the others.
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(a)

Figure 4.9: Visualizations of the truncated, inviscid, helicity-free system without vortex

stretching. Velocity in the y-direction (uy).

4.3 Conclusion

The main insight obtained in the present chapter can be summarized by the spectra in

figure 4.5. These figures illustrate the statistical equilibrium states of a truncated set of

Fourier modes, governed by the Euler equations without vortex stretching. The kinetic

energy spectrum is flat for large wavenumbers, as was predicted by Bos [97]. However, the

largest scales allowed by the system are strongly affected if the initial conditions contain

helicity.

In the absence of helicity, the final state corresponds to a thermal equilibrium of Fourier

modes over which enstrophy is evenly distributed, on average. As soon as helicity is present,

the helicity allows a condensation of energy in the largest scales of the system. The flow

structure associated with this is an Arnold-Beltrami-Childress flow and the energy of this

structure is directly determined by the amount of helicity in the system. It is shown in the

simulations carried out here that the initial amount of normalized helicity does not need to

be very large to have a large influence on the final state. Indeed, because the helicity is

conserved, the decrease of the kinetic energy (and constant enstrophy) leads to an increase

of its normalized value at the end.
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The tendency of the largest scales of the inviscid system to absorb the helicity does have

implications for the cascade directions in a forced-dissipative system. Indeed, in turbulence

without vortex stretching, enstrophy is preferentially transfered to the large wavenumbers

[97]. To approach the equilibrium state, helicity will presumably show a tendency to be

transferred to small wavenumbers. The verification of such a novel dual cascade scenario will

be presented in Chapter 5.
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Chapter 5

Cascades of inviscid invariants

1 As explained in Sec. 2.2, the dynamics of 2D and classical 3D turbulent flows are very

different. In classical 3D turbulence, energy is transferred mainly from the largest towards

the smallest scales, with a spectrum proportional to k−5/3 in the inertial subrange [10] (k

being the wavenumber), and helicity is transferred in the same direction and exhibits a helicity

spectrum proportional to k−5/3 in the inertial range [33, 49]. In 2D turbulence, energy and

enstrophy exhibit a dual and counter-directional cascade, i.e., energy flows towards large

scales, and enstrophy flows towards smaller ones. The inertial ranges corresponding to those

inverse and forward cascades scale as k−5/3 and k−3, respectively [41, 99]. As highlighted

in Chapter 2, a crucial distinction between 2D and 3D flows lies in the vortex-stretching

mechanism. The primary question we aim to investigate in this chapter is the nature of

cascade behaviors when vortex stretching is removed from 3D turbulence.

In Chapter 3 and 4, we showed that helicity and enstrophy are conserved quantities for

3D turbulence without vortex stretching. And we also assessed the dynamics of inviscid

turbulence without vortex stretching by statistical mechanics. These results suggest a dual-

cascade mechanism and give a prediction of the cascade directions of these two inviscid

invariants in a turbulent system without vortex stretching: enstrophy and helicity.

In this chapter, we will investigate the possibility of this dual cascade by assessing the

spectral dynamics and its associated fluxes in 3D turbulence without vortex stretching using

DNSs. Indeed, in a previous investigation, the forward enstrophy cascade was observed in

closure theory [97]. The features of the investigation in this chapter are thus (i) validation

1The results presented in this chapter have been published in Ref. [98].
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by DNSs of the enstrophy cascade observed in closure theory, (ii) assessment and refinement

of the scaling of the energy spectrum in the enstrophy cascade inertial range, (iii) the ver-

ification of a dual-cascade mechanism in the presence of helicity, and (iv) the proposition

and assessment of scaling arguments for the inertial range of the inverse helicity cascade.

Furthermore, we will also examine turbulence where the vortex-stretching term is filtered to

retain only local or nonlocal vorticity contributions to the strain-rate tensor. This effort aims

to understand the transition from turbulence without vortex stretching toward classical 3D

turbulence.

The rest of this chapter is organized as follows. In Sec. 5.1, we will predict the cascade

directions and scaling of energy and helicity spectra in turbulence without vortex stretching.

In Sec. 5.2, we will present the numerical setup. Then, in Sec. 5.3, we report on the assess-

ment of the theoretical results. Subsequently, in Sec. 5.4, we will study filtered turbulence

that retains only local or nonlocal vorticity contributions to the strain-rate tensor. Finally,

Sec. 5.5 will conclude the investigation in this chapter.

5.1 Analytical considerations

In this section, we first predict a dual cascade mechanism and cascade directions of the two

inviscid invariants in a turbulent system without vortex-stretching: enstrophy and helicity.

Then, using dimensional analysis, we propose predictions for energy and helicity spectra in

the inertial ranges for a steady system.

5.1.1 Results from statistical mechanics

In Chapter 4, we considered the statistical mechanics of the incompressible Euler equations

without vortex-stretching. It was shown that this system conserves enstrophyW and helicity

H. In contrast, kinetic energy E is not conserved. When projecting the dynamics of Euler

equations without vortex-stretching on a truncated set of Fourier-modes in three dimensions,

the equilibrium energy, enstrophy and helicity distributions can be determined, following

the methods of Lee [39] and Kraichnan [41] (see Chapter 2). The so-obtained analytical

predictions are Eq. (4.19) and (4.20). The equilibrium energy distribution Eq. (4.20) is shown

in Fig. 5.1 for cases with and without helicity. This equilibrium energy distribution of the

inviscid system allows to formulate predictions of the cascade directions in the nonequilibrium
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Figure 5.1: Absolute equilibrium energy spectra as predicted by statistical mechanics in

Chapter 4. The ratio β/α is associated with the amount of helicity in the system. In

the absence of helicity (β = 0), the energy distribution is flat, corresponding to enstrophy

equipartition. The presence of helicity, an invariant of the system, leads to a peaked energy

distribution at the large scales.

(turbulent) case. The underlying idea is that a damped-driven system will evolve to approach

the statistically most probable state, i.e., the equilibrium state.

The important feature of these equilibrium distributions with respect to the present chap-

ter is that the presence of helicity leads to a modification of the energy distribution at the

largest scales allowed by the system. Indeed, comparing the energy spectra in Fig. 5.1 with

and without helicity, we observe the presence of a peak at k = 1, the smallest wave number.

This shows that helicity, and the associated energy has a tendency to concentrate in these

scales. If helicity is injected in small scales, then we expect that nonlinear interactions will

lead to a flux of helicity towards the large scales. The opposite is expected for enstrophy.

Indeed, the equilibrium enstrophy spectrum is shown to be given by W (k) ∼ k2 for large k

(and also for small k in the absence of helicity). If a dissipation mechanism is present at large

wave numbers and enstrophy is initially concentrated at small wave numbers, the nonlinear

interactions are expected to have a tendency to redistribute the enstrophy towards large k

in an attempt to restore equilibrium.

As explained in Sec. 2.3.1, these reasonings follow closely the ideas by Kraichnan on 2D

turbulence [41], which suggested the existence of a dual cascade, with energy and enstrophy
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being transferred in opposite directions, and those for helicity transfer in classical 3D tur-

bulence [40], suggesting a unique, forward cascade. In the present case we expect a similar

picture as in the 2D case, with enstrophy and helicity being transferred in opposite directions

in scale space, and this will be checked numerically in Sec. 5.3.

5.1.2 Inertial range scaling

For turbulent systems with excitations on a wide range of scales, power-spectra exhibit

commonly self-similar ranges, where the considered quantity (e.g. the energy density) varies

as a power law of the wave number. The most famous example is the inertial range of the

kinetic energy spectrum in 3D turbulence, which scales as E(k) ∼ ϵ2/3k−5/3 (see Sec. 2.2.2).

This expression can be obtained by dimensional analysis, once we assume that the energy

dissipation rate ϵ and the wave number k are the quantities determining the dynamics in

the inertial range. As a matter of fact, ϵ appears in this expression since it is equal, at high

Reynolds numbers and in a steady state, to the flux of energy through scale space from the

injection scale to the dissipation range. In the present system, if the dual-cascade scenario

is confirmed, the quantities determining the scaling of the energy, helicity, and enstrophy

spectra will be the fluxes of enstrophy and helicity.

Let us consider the velocity equation without vortex stretching Eq. (3.7), where we add

an external force f , acting at a given intermediate length scale kf , and damping mechanisms

d, which act dominantly at large and small length scales, characterized by kµ and kν , respec-

tively. The left-hand side of Eq. (3.7) represents the nonlinear advection of vorticity. This

term conserves the enstrophy and helicity of the system. Energy is not conserved and can be

produced or destroyed by the interaction, somewhat like enstrophy which can be generated

in classic 3D turbulence. Therefore, if kµ and kν are far enough removed from the forcing

scale kf , enstrophy and helicity should either pile up around kf or be transferred to smaller

or larger scales. A sketch of energy spectrum presenting the dual cascade is shown in Fig.

5.2.

Following the reasoning in Section 5.1.1, we suppose that in a homogeneous turbulent

flow governed by Eq. (3.7) at a sufficiently high Reynolds number, the statistics of the

energy density in the inertial ranges have universal forms. For the forward enstrophy cascade

and the inverse helicity cascade ranges, these universal forms are expected to be uniquely

determined by the flux of enstrophy ΠW (k) and helicity ΠH(k), respectively. These fluxes
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Figure 5.2: Log–log sketch of the energy spectrum in 3D turbulence without vortex stretching.

are defined as

ΠW (k) = −
∫
∑

k

Re
[
N̂ (k) · ω̂∗(k)

]
dk, (5.1)

ΠH(k) = −
∫
∑

k

Re
[
N̂ (k) · û∗(k)

]
dk, (5.2)

where
∑

k is the spherical domain in Fourier space consisting of all wave vectors with ||k|| ≤ k.

And the vorticity advection nonlinearity is indicated by

N̂ (k) = F [−(u · ∇)ω]. (5.3)

By dimensional analysis, this hypothesis leads to the predictions for the inverse cascade

range kµ ≪ k ≪ kf ,

E(k) ∼ ΠH(k)
2/3k−7/3, (5.4)

H(k) ∼ ΠH(k)
2/3k−4/3, (5.5)

and analogously for the forward cascade range kf ≪ k ≪ kν ,

E(k) ∼ ΠW (k)2/3k−3, (5.6)

H(k) ∼ ΠW (k)2/3k−2. (5.7)

Expression (5.6) can be refined introducing logarithmic corrections, introduced by Kraichnan

for inertial range scaling in 2D turbulence [100]. We recall the arguments of Kraichnan here.
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It is expected that the flux of enstrophy in the forward cascade range is constant for

large wave numbers. Physically, local transfer can be represented by an amount of enstrophy

around a wave number k, which is transferred to smaller scales on a timescale τ(k),

ΠW (k) ∼ k3E(k)

τ(k)
. (5.8)

The typical timescale in the inertial range is associated with straining of the structures at

scale k by structures at lower wave numbers. Such a straining time is of the order

τ(k) ∼
(∫ k

kf

p2E(p)dp

)−1/2

. (5.9)

Inserting a power law proportional to p−3 for the energy spectrum in expression (5.9) intro-

duces directly a logarithmic dependence of τ(k) on the wave number. This leads therefore

to a dependence of Eq. (5.8) on the wave number. Multiplying Eq. (5.6) by [ln(k/kf )]
γ and

substituting it into expressions (5.8) and (5.9), we find that for γ = −1/3, the flux becomes

independent of the wave number. All these arguments, originally proposed for 2D turbulence,

can be transposed directly to the current system, so that we expect that Eq. (5.6) can be

refined to

E(k) ∼ ΠW (k)2/3k−3[ln(k/kf )]
−1/3. (5.10)

We expect the helicity spectrum in the enstrophy cascade range also to be affected by this

correction.

All these scaling laws will be assessed using DNS in Section 5.3. Note that we will not

consider the helicity-free case in the present chapter. Indeed, for the mirror-symmetric case

H(k) is trivially zero. Furthermore, in the absence of the inverse helicity cascade, the scales

kµ ≪ k ≪ kf will display an equipartition of enstrophy, associated with an energy spectrum

E(k) ∼ k0. This equilibrium scaling was assessed in Ref. [97] using closure and in Chapter 4

using DNS for the truncated inviscid system.

5.2 Numerical setup

In Sec. 5.3, the results of numerical simulations are presented in order to assess the scaling

properties of turbulence without vortex stretching. In the present section we detail the

numerical setup we have used.
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5.2.1 Forcing and damping of the system

The governing equation for the dynamics, Eq. (3.9), needs the specification of the forcing

and damping terms. For the forcing term f̂ we choose an injection mechanism which keeps

the energy constant in a narrow wavenumber range around wavenumber kf , as presented

in Sec. 3.3.3. The damping mechanism d̂ is somewhat more involved since we expect the

establishment of a dual cascade. Since we are concentrating on inertial range scaling without

focusing too much on the dissipation range, we will attempt to reduce the size of the latter

by using hyperviscosity. Similarly, when an inverse cascade is established, a damping term is

required at the largest scales of the system, to be able to attain a steady state. Again, to limit

the extent of the range influenced directly by this damping, we use a hypofriction [88, 89].

Hyperviscosity and hypofriction are introduced in Sec. 3.3.2.

The equation that will be solved in Fourier space is,

∂û

∂t
+

i

k2
k ×F [u · ∇ω] = f̂ − νk2bû− µk−2aû, (5.11)

with ∇ · u = 0. The left-hand side of this equation is the Fourier transform of the Euler

equations without vortex stretching, and we discussed the equilibrium statistical mechanics

of this system in Chapter 4. The terms on the right-hand side of this system allow us to

consider the nonequilibrium features, by introducing forcing, the first term on the right-hand

side, and damping at small and large scales, associated with the last two terms, respectively.

In order to restrict the direct influence of the damping terms to a smaller wavenumber range,

we use the values a = 1 and b = 4, unless stated differently. The parameters ν and µ represent

the hyperviscosity and hypofriction rate, respectively.

Using Eq. (5.11), we can define the dissipation of enstrophy as

ϵW = ϵνW + ϵµW (5.12)

=

∫
2
(
νk2b + µk−2a

)
k2E(k)dk. (5.13)

We distinguish two contributions: ϵνW , associated with the hyperviscous damping, and ϵµW , as-

sociated with the large-scale friction. Similarly, we define the contributions to the dissipation

rate of helicity

ϵH = ϵνH + ϵµH (5.14)

=

∫
2
(
νk2b + µk−2a

)
H(k)dk, (5.15)
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and energy

ϵE = ϵνE + ϵµE (5.16)

=

∫
2
(
νk2b + µk−2a

)
E(k)dk. (5.17)

In the case of asymptotically large scale separation, kµ ≪ kf ≪ kν , we expect that the

forward helicity flux and inverse enstrophy flux are negligible. In this case we will therefore

have, for kf ≪ k ≪ kν in a steady state,

ΠW (k) ≈ ϵνW (5.18)

and for kµ ≪ k ≪ kf ,

ΠH(k) ≈ −ϵµH . (5.19)

In the present simulations we will verify to what extent these asymptotic relations are satis-

fied.

5.2.2 Characteristic length scales and measures of scale separation

The predictions in Section 5.1.2 are supposed to be valid in inertial ranges, i.e., ranges of

scales which are well separated from those scales where source and sink terms act. In order to

observe clear scaling ranges, scale separation is thus required between the forcing scale kf and

the damping scales kµ, kν , as shown in Fig. 5.2. In studies of three-dimensional turbulence,

an inertial range kf ≪ k ≪ kν of about one decade in wave number can be observed in state-

of-the-art numerical simulations. Dual cascades need scale separation for two simultaneous

ranges of wave numbers kµ ≪ k ≪ kf and kf ≪ k ≪ kν , and the physical constraints to

observe clear dual-cascade behavior with well-developed scaling ranges for both cascades,

simultaneously, require very large simulations. For instance, in 2D turbulence, resolutions

of 163842 grid points were needed to observe a hint of a dual cascade [53]. Whereas, in

3D turbulence, simulations on grids of 1012 grid points are nowadays possible [101], such

simulations are extremely demanding with respect to numerical resources. It is therefore

more convenient to investigate the two cascade ranges separately in individual simulations,

by placing the forcing scale either close to kµ or close to kν . This will be carried out in the

following, and it will be shown that this approach allows us to accurately probe the inertial

ranges of the system.
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In the present simulations, the definition of a Reynolds number directly based on the

values of ν and the large-scale velocity and integral length scale is not very informative,

since we use hyperviscosity and hypofriction. In general the information associated with the

Reynolds number which is most important when scaling is investigated is the scale separation

between the large and small scales of the flow. We will therefore, instead of the classical

Reynolds number, introduce a measure for the scale separation in the different flows.

For the forward cascade of enstrophy, the wave number representing the dissipative scales

in a hyperviscous turbulence is given by [102] kν = (ϵνW/ν
3)

1/(6b)
. Therefore the scale sepa-

ration in the forward cascade range is represented by the ratio of this wave number and kf ,

the wave number characterizing the forcing scale,

RW =
kν
kf

=
1

kf

(
ϵνW
ν3

)1/(6b)

. (5.20)

We will use this kind of Reynolds number to characterize the scale separation in the forward

cascade simulations.

Similarly, we can define a friction wave number kµ = (µ3/ϵµH)
1/(6a+1). For the inverse

cascade, we will choose the forcing scale to be as close as possible to the dissipation range

and the scale kµ where the friction acts to be as close as possible to the domain size. The

scale separation is then characterized by the ratio of the forcing wave number kf and the

wave number kµ. For this case we define, therefore,

RH =
kf
kµ

= kf

(
ϵµH
µ3

)1/(6a+1)

, (5.21)

which characterizes the extent of the scaling range in the inverse cascade.

The quantities RW and RH are thus not strictly Reynolds numbers, but dimension-

less quantities which measure the scale separation in the forward cascade and inverse cas-

cade range, respectively. We mention that in 3D Navier-Stokes turbulence the Taylor-scale

Reynolds number Rλ measures the scale separation in a similar way. In the presence of nor-

mal viscous dissipation, the ratio of the large (integral) scale L to the smallest (Kolmogorov)

scale η is in that case given by L/η ∼ R
3/2
λ

5.2.3 Resolutions

DNSs are executed on grids of sizes 1283, 2563, and 5123 to consider different values of RW

and RH and thereby assess the robustness of the observed scaling ranges.
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Simulation cases v β kv RW µ α Forcing

1283 1× 10−9 19 12.67 E(1) = 103

2563 2−8 × 10−9 4 38 25.33 0 0 E(2) = 125

5123 2−16 × 10−9 75 50 kf = 1.5

Table 5.1: Numerical parameters for forward enstrophy cascade simulations.

Simulation cases v β µ α kµ RH k
(1)
f ; k

(2)
f

1283 256× 10−13 1.127 13.75 15; 16

2563 10−13 4 0.45 1 0.854 35.71 30; 31

5123 1
256

× 10−13 0.648 93.36 60; 61

Table 5.2: Numerical parameters for inverse helicity cascade simulations. The energy in

the forced-wavenumber shells is kept at a constant value E
(
k
(1)
f

)
= E

(
k
(2)
f

)
= 10−3. The

forcing wave number is defined as kf =
(
k
(1)
f + k

(2)
f

)
/2

The values of the numerical parameters used for the different simulations are summarized

in Tables 5.1 and 5.2 for the forward and inverse cascade simulations, respectively.

5.3 Numerical results

In this section we present the results of the numerical integration of Eq. (5.11). The choice

of the forced wave number range and the values of µ and ν allows us to study inertial ranges

for either the forward enstrophy cascade or the inverse cascade range associated with helicity

transfer.

5.3.1 Forward enstrophy cascade

We start by forcing the largest scales of the system: The energy in the largest scales is

kept constant in time. In the wave number range 1 ≤ k ≤ 1.5 the energy is given a value

E(1) = 103 and for 1.5 < k ≤ 2.5 the energy level is kept at a value E(2) = 125. In the

simulations the flow attains a statistically steady state where the enstrophy injected in the

forcing range is in equilibrium with the enstrophy dissipated by the hyperviscous damping

term. Since no scales larger than the forcing scale are available in our domain, no inverse

72



5.3. NUMERICAL RESULTS

100 101 102

k

10−6

10−4

10−2

100

102

104

E
(k
) k−3

100 101 102
102

103

RW = 12.67

RW = 25.33

RW = 50

(a)

100 101 102

k

10−4

10−2

100

102

104

|H
(k
)| k−2

100 101 102
102

103

RW = 12.67

RW = 25.33

RW = 50

(b)

100 101 102

k

−1.0

−0.5

0.0

0.5

1.0

Π
W
(k
)/
ǫ W

RW = 12.67

RW = 25.33

RW = 50

(c)

Figure 5.3: Spectra of energy, helicity, and enstrophy flux for the forward enstrophy cascade

at different values of the scale-separation number RW . (a) Energy spectra. The inset shows

compensated spectra k3E(k), and the dotted line in the inset indicates the logarithmic cor-

rection [see Eq. (5.10)]. (b) Helicity spectra. Inset: compensated spectra |k2H(k)|. (c) Flux
of enstrophy, normalized by the hyperviscous dissipation of enstrophy ϵW .
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Figure 5.4: Spectra of helicity and energy flux for the forward enstrophy cascade case at

different values of the scale-separation number RW . (a) Helicity flux spectra, normalized by

the hyperviscous dissipation of helicity ϵνH . (b) Energy flux spectra, normalized by ϵW/k
2
f .

cascade can be established, and no large-scale damping is needed to allow for a steady state.

The value of µ is therefore chosen zero in these simulations.

In Fig. 5.3(a) and (b) we show energy and helicity spectra, respectively. The insets show

their compensated spectra. For the energy spectrum, we can observe that an inertial range

is present, with a wavenumber dependence close to k−3, as was also observed in the two-

point closure investigation [97]. Similarly, for the helicity spectrum, the exponent is close

to k−2. In the inset of Fig. 5.3(a) we show the energy spectra premultiplied by k3. The

inset illustrates that for the largest k, before the dissipation rate is reached, the spectra are

approximately flat. The plateau is, however, absent for smaller k. We show in the same

inset how a logarithmic correction [cf. Eq.(5.10)] allows us to improve the agreement with

the predictions for these scales.

In order to assess that these scaling ranges correspond to constant-flux solutions, we com-

pute the enstrophy flux, defined in Eqs. (5.1). In Fig. 5.3(c), it is observed that a substantial

range of wave numbers is observed where the flux is almost constant and approximately equal

to ϵνW . Since the first two modes of the system are forced, there is no space for an inverse

cascade to form. Moreover, Fig. 5.4(a) displays the normalized helicity flux spectra by ϵνH ,
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(a) (b)

Figure 5.5: Visualizations of the no-vortex-stretching system forced at large scales for the

5123 case. (RW = 50) (a) Energy. (b) Enstrophy.

indicating that helicity barely cascades forward, even in the absence of an inverse cascade

space. Fig. 5.4(b) presents the energy flux spectra normalized by by ϵW/k
2
f . We observe

ΠE(k = 0) ̸= 0 because energy conservation does not hold in turbulence without vortex

stretching. Similar to helicity, energy scarcely cascades forward.

In Fig. 5.5, enstrophy and energy are visualized for the largest simulation at the largest

resolution. The energy plot shows large-scale structures at the forcing scale. The enstrophy

shows more fine-grained filamentary structures.

5.3.2 Inverse helicity cascade

After the confirmation of the predictions for the forward cascade of enstrophy in the last

section, we now turn to the assessment of the inverse cascade, associated with helicity con-

servation. We consider the same numerical scheme but change the forcing range to higher

wave numbers. We carry out simulations at resolutions of 1283, 2563, and 5123 associated

with three values of the scale-separation parameter RH . The corresponding forcing scales are

now kf = 15.5, 30.5, and 60.5, respectively, for the three considered resolutions.

For all simulations, hyperviscosity and hypofriction are used to render the system station-
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Figure 5.6: Spectra of energy, helicity, and helicity flux for the inverse helicity cascade

regime at different values of the scale-separation number RH . (a) Energy spectra, (b) helicity

spectra, and (c) helicity flux spectra. The insets in (a) and (b) show compensated spectra

(k/kf )
7/3E(k) and (k/kf )

4/3 |H(k)|/ |H (kf )|, respectively.
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Figure 5.7: Spectra of enstrophy and energy flux for the inverse helicity cascade regime at

different values of the scale-separation number RH . (a) Enstrophy flux spectra normalized

by the dissipation rate of enstrophy ϵW , (b) Energy flux spectra, normalized by ϵµH/kf .

ary. The numerical parameters are given in Table 5.2. Energy and helicity spectra during

the steady state are shown in Figs. 5.6(a) and (b), respectively. We can observe that in the

inertial range, the spectral exponent approaches the predictions of Sec. 5.1.2, in particular,

for the largest resolution considered here.

The physical picture is further confirmed in Fig. 5.6(c), which shows the helicity fluxes

normalized by the hypofriction dissipation rate. It is observed that the flux attains the value

of the large-scale dissipation ϵµH for k < kf . For the largest resolution, a constant flux is

observed for more than one decade in wave numbers. Additionally, Fig. 5.7(a) presents the

enstrophy flux spectra normalized by the total dissipation rate of enstrophy ϵW . We can

observe that most enstrophy cascades forward. Fig. 5.7(b) shows the energy flux spectra

normalized by ϵµH/kf . We observe that the shapes of energy flux spectra are similar to

those of helicity flux spectra in the inertial cascade ranges. The forward cascades at wave

numbers smaller than inertial ranges result from the condensation of energy at the smallest

wave number. In this context, energy can be regarded as being “transported” towards larger

scales by helicity.

The spatial kinetic energy distribution and helicity distributions are visualized in Fig. 5.8.
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(a) (b)

Figure 5.8: Visualizations of the no-vortex-stretching system forced at small scales for RW =

93. (a) Kinetic energy. (b) Helicity.

We observe that the mean value of the helicity is not zero, but no outstanding large-scale

helical features are observed. Clearly, the large-scale friction does prevent the system from

generating energetic, helical structures at the box scale.

5.4 Local and non-local contributions to vortex stretch-

ing

We observed that the energy scaling in the forward cascade range of turbulence without

vortex stretching is k−3, which differs from that of classical 3D turbulence. We are interested

in understanding what happens if we remove only a portion of vortex stretching and how

turbulence without vortex stretching evolves toward classical 3D turbulence. To this end,

we consider turbulence in which the vortex-stretching term is filtered to retain only local or

nonlocal vorticity contributions to the strain-rate tensor. Our primary goal is to investigate

whether a critical radius of the strain rate tensor exists in this system, around which the

turbulence changes its properties. A secondary motivation is to investigate the contributions

of local and nonlocal strain on the turbulence dynamics, as proposed in Ref. [19,20]. Indeed, in

Ref. [19], the vorticity equation was reformulated in order to separate the vortex-stretching
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term into a contribution where the stretching is induced by strain associated with local

vorticity and strain resulting from vorticity at a certain distance. To get further insights into

these different contributions, we will follow our strategy of comparing a system of turbulence

with and without these contributions.

5.4.1 Filtering the vortex stretching

The velocity-gradient tensor can be written as the sum of a symmetric tensor Sij = (∂jui +

∂iuj)/2 and an anti-symmetry tensor Ωij = (∂jui−∂iuj)/2. Then the vortex-stretching term

in the vorticity equation (Eq. (2.4)) can be written as (ω · ∇)u = ω · (S + Ω). The anti-

symmetry part of the vortex-stretching term follows the relation ωjΩij = −1
2
ϵijkωjωk = 0.

It indicates that the dynamics of the vorticity governed by the curl of the Navier-Stokes

equation can be expressed by the product of vorticity and the strain-rate tensor, as shown

below:

∂ω

∂t
+ u · ∇ω = ω · S+ ν∆ω, (5.22)

with ∇·u = 0, ω = ∇×u, u the velocity, ν the kinematic viscosity. The filter we will apply

to the Navier-Stokes equations contains a control parameter, the filter width R. Varying this

parameter will allow us to evolve the system from the well-known three-dimensional limit to

the no-vortex-stretching case. Such a parametric study follows the approaches of Frisch and

others [54,103–107] and allows us to identify critical values or dimensions which are situated

in between well-defined limit-cases.

Vortex stretching represents the interaction between vorticity and strain-rate tensor. Re-

cent investigations have attempted to better understand the dynamics of vortex stretching by

decomposing the strain-rate tensor into local and non-local parts and assessing their contri-

butions to the turbulent dynamics. Following the method described in this and our previous

works (Ref. [97] and Chapter 4), we will focus on the same question not by a posteriori

considering these contributions in a Navier-Stokes velocity field, but by removing local or

non-local parts directly from the governing equations. It means that we will not decompose

normal 3D turbulence into local and non-local parts in post-processing but investigate sys-

tems between turbulence with and without vortex stretching. Thereto we will consider the

following equation,

∂ω

∂t
+ u · ∇ω = D(ω) + ω · SF (R) + f , (5.23)
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(a) (b)

Figure 5.9: Sketch of the local/non-local contributions of strain to vortex stretching. Only

strain rate associated to vorticity in the yellow areas makes contribution to the vortex stretch-

ing in point x. (a) Local strain cases. (b) Non-local strain cases.

with SF (R) the filtered strain-rate tensor.

According to Ref. [19, 20], the strain-rate tensor can be decomposed into local and non-

local contributions obtained through Biot-Savart integration of vorticity in a sphere of radius

R. Using the same approach, we apply two types of filters to the strain-rate tensor on the

vortex-stretching term, most easily defined in Fourier space,

ŜF
ij(k, R) =

(1− f(kR)) Ŝij(k) (local strain)

f(kR)Ŝij(k) (non-local strain)
(5.24)

with f(kR) a non-local filter and 1− f(kR) a local filter,

f(kR) =
3[sin(kR)− kR cos(kR)]

(kR)3

and Ŝij(k) the Fourier transform of the strain rate tensor [20,108]. And we solve two separate

systems by retaining local and non-local components of strain, respectively. To physically

understand these systems, it is insightful to stress that f(kR) corresponds to a low pass

filter, i.e., structures far from the point of vorticity will remain after filtering. The yellow

parts in Fig. 5.9 represent the effective strain rate area contributing to the vortex stretching

in point x. Two limits of the filter f(kR) are limR→0 f(kR) = 1 and limR→∞ f(kR) = 0.

Thus if we use this filter, the system returns to normal 3D turbulence when the radius R
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approaches 0 and turbulence without vortex-stretching when R approaches infinity. That is

why we call f(kR) a non-local filter. In a system applying the non-local filter, varying R from

0 to 1 allows us to smoothly adapt the dynamics from classical Navier-Stokes to no-vortex

stretching turbulence. And obviously, we can obtain the same process by varying R from 1 to

0 in a system applying the local filter (1− f(kR)). The resulting dynamics will be discussed

below.

5.4.2 Numerical setup and results

In this part of the investigation, our aim is to understand how turbulence behaves when

the vortex stretching is neither completely removed nor completely unmodified. Thereto we

simulate turbulence governed by Eq.(5.23) with different radii of filter R and then compare

properties of these turbulent systems. All simulations are executed using a grid of 1283.

This modest resolution was chosen in order to carry out a systematic investigation for a

large number of filter sizes. The same forcing method as in Sec. 5.3.1 is applied, and the

energy spectra of the first two modes are fixed as E(1) = E(2) = 1 in each simulation. The

conventional viscosity term ν∇2u is used as the damping mechanism. Thus, the equation of

the Fourier-coefficients û of turbulence with filtered vortex-stretching is

∂û

∂t
= −νk2û− i

k2
k ×F [(u · ∇)ω] +

i

k2
k ×F [ω · SF ] + f̂ (5.25)

with ν = 1
55

in all filtered cases. We calculate the following cases: the normal 3D case, no

vortex-stretching case, local and non-local strain cases with R/η0 = 2, 5, 20, 27, 35, 45, 55, 75

where η0 is defined as η0 = 1.8/kmax ≈ 0.0422, where kmax is fixed by the normal 3D case

such that ηkmax ≈ 1.8 to ensure a good resolution where η is Kolmogorov length scale.

For a filtered vortex-stretching system, there is no inviscid invariant. Fig. 5.10 represents

energy, enstrophy, and the absolute value of helicity for different values of the radius R/η0

in local and non-local strain cases. We expect that in the limit R ≫ η0 and R ≪ η0,

the local case behaves as the non-local case for R ≪ η0 and R ≫ η0, respectively. The

R ≫ η0 limit for the local case and the R ≪ η0 limit for the non-local case correspond to

the standard turbulence limit. In contrast, the the R ≪ η0 limit for the local case and the

R ≫ η0 limit for the non-local case correspond to the turbulence without vortex stretching

limit. In standard turbulence limit, the enstrophy is dramatically amplified in the cascade

through vortex stretching [97]. Indeed it is observed that in this limit, the enstrophy is
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Figure 5.10: Influence of the radius of the local and nonlocal filters on integral quantities.

(a) Energy. (b) Enstrophy. (c) Absolute value of helicity.
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amplified by approximately an order of magnitude. We anticipate that this effect would

be stronger at larger Reynolds numbers. The helicity, on the other hand, is much smaller

in this limit, which is not because it ceases to be a conserved quantity. Indeed, helicity is

conserved by both turbulence without and with vortex stretching. The actual reason is that

the cascade direction of this quantity changes so that it has a tendency to accumulate at

large scales. In classical 3D turbulence case, the forward helicity cascade allows a rapid drain

of helicity towards the dissipation scale, a feature that stretching-less turbulence does not

possess. Thereby turbulence without vortex-stretching has a stronger tendency to become

helical, particularly in the absence of large-scale friction.

We can observe that integral quantities change rapidly around R/η0 = 50 in the local filter

cases. We can thus define a critical radius Rc ≈ 50η0 = 2.11. Strain outside the spherical

region of radius Rc has little contribution to the vorticity associated with vortex-stretching.

However, the critical radius is not so obvious in the non-local strain cases where the evolution

of the quantities is more gradual. The critical radius seems to be associated with the change

in cascade direction for the helicity and with the change in invariants for the enstrophy and

energy. Such a change in cascade-direction was also observed in a pioneering study of non-

integer dimensions [103] where the cross-over from two to three dimensional turbulence was

investigated using two-point closure analysis.

5.5 Conclusion

We have in this chapter illustrated the cascades of enstrophy and helicity, as well as their

associated spectral scalings in isotropic three-dimensional turbulence without vortex stretch-

ing. Confirming the predictions from statistical mechanics [92], we showed that enstrophy

cascades from large scales towards small scales, where it is dissipated, while helicity is trans-

ferred from small scales towards large scales.

In the inertial range of the forward cascade, energy and helicity spectra follow E(k) ∝ k−3

and |H(k)| ∝ k−2 for k ≫ kf , associated with a conserved enstrophy flux towards large k.

Closer to the forcing scale, logarithmic corrections allow us to describe the deviation of the

spectral energy distribution from the dimensional prediction.

For the inverse cascade, we have E(k) ∝ k−7/3 and |H(k)| ∝ k−4/3 for wave numbers in

the range between the friction wavenumber and the forcing wave number. It is shown that
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these wave number ranges are associated with a constant (conserved) flux of helicity towards

small k.

Our investigation of the influence of the filtering of the strain-rate tensor highlights how

the properties of the flow change between the two limiting cases: normal turbulence and

turbulence without vortex stretching. It is observed that, in particular, the steady-state

value of the global helicity changes in a dramatic manner for a critical value of the filter

width. This indicates that the change in cascade direction might be an important concept

underlying critical transitions in turbulent flows. We can mention a recent investigation,

which illustrates a similar phenomenon in the presence of strong rotation [109].

An interesting perspective of the present investigation would be the assessment of the

chirality of the flow structures. Indeed, it is observed that in our simulations, the relation

between helicity and energy spectra is nearly |H(k)| = kE(k). Formulations of energy and

helicity using the helical decomposition [40] allow us to show that |H(k)| = kE(k) corresponds

to homochiral modes. By imposing helicity forcing, where only positive or negative chiral

modes are mainly input, in classical 3D turbulence, we can generate an inverse energy cascade

characterized by an energy spectrum proportional to k−5/3 [110]. Moreover, in flows where

only a certain class of chiral modes is retained, a dual cascade is observed: a direct helicity

cascade with an energy spectrum proportional to k−7/3 and an inverse energy cascade with an

energy spectrum proportional to k−5/3 [111]. The interesting feature is that in that particular

case, the helicity is transferred to small scales as opposed to the inverse helicity cascade in

the present system.

Another feature of this system which deserves further research is the long-time evolution

of the system in the absence of large-scale damping. Indeed, in the absence of friction or

other forms of large-scale damping, helicity will pile up, as energy does for two-dimensional

turbulence. Furthermore, since the system resembles two-dimensional turbulence in certain

aspects, the characterization of flow structures using statistical mechanics [62, 63] is an in-

teresting direction for investigation. This is what we will investigate in Chapter 6.
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Chapter 6

Condensation and freely decaying

states

As explained in Chapter 2, in 2D turbulence at high Reynolds numbers, nonlinear interactions

yield a transfer of energy towards large scales. If energy is continuously injected, and in the

absence of a large-scale dissipation mechanism, energy eventually accumulates in low wave

numbers, leading to a condensate [41]. This condensation phenomenon has been observed

numerically, and in 2D periodic square domains, the physical manifestation of this condensa-

tion is the generation of a large-scale counter-rotating vortex pair [112,113]. Such large-scale

coherent structures are also observed in quasi-two-dimensional turbulence [114] and are at

the heart of a number of geophysical processes [54, 115, 116]. The turbulence without vor-

tex stretching is a system between 2D and 3D. Therefore, we are interested in investigating

whether large-scale condensation will occur in turbulence without vortex stretching.

In Chapter 5, we demonstrated that the forced, no vortex-stretching turbulent system ex-

hibits an inverse helicity cascade and a forward enstrophy cascade, with energy also cascading

inversely, transported by helicity. To investigate the inertial ranges, we introduced large-scale

friction in Chapter 5 to dissipate energy from the largest scales. A natural question arises:

What happens when energy is not removed from large scales?

In this chapter, we will establish that condensation occurs at the scale of the box for

our system if no large-scale friction is present. Subsequently, we will examine the system

as it freely decays from this condensed state. We will attempt to predict the properties of

large-scale structures in both forced-dissipative and freely decaying turbulence by employing
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point-vortex statistical mechanics.

This chapter is structured as follows. In Section 6.1, we employ a generalized point-vortex

model to predict a sinh relation in 3D turbulence without vortex-stretching. Subsequently,

in Section 6.2, we present the numerical simulations and the evaluation of our theoretical

results. Lastly, Section 6.3 presents the conclusions of this chapter.

6.1 Analytical considerations

In this section, we assess the dynamics of the condensation state, where we predict the

existence of a hyperbolic sine relationship between velocity and vorticity. Furthermore, we

introduce a definition for negative temperature associated with helicity.

6.1.1 Sinh relation

As introduced in Sec. 2.3.2, when 2D turbulence attains a condensation state, a sinh relation

between vorticity and stream function emerges (Eq. (2.81)). We investigate whether there is

a similar functional relation in our turbulent system without vortex stretching. We generalize

the point-vortex model to a 3D system. Thereto we propose that a 3D vorticity field can be

considered as a combination of 6M point vortices, the axes of which are each parallel to one

of the three coordinate axes. We suppose that in each direction there are M point-vortices

of positive vorticity +1, and M ones of negative vorticity −1. Without loss of generality, we

use non-dimensional vorticities +1 and −1 here. Similar to Ref. [64], we imagine the total

volume V = L3 subdivided into small cells of volume ∆ ≪ V . The cells are large enough,

however, to contain many particles. We call M+
i,x, M

+
i,y, M

+
i,z and M

−
i,x, M

−
i,y, M

−
i,z the number

of positive and negative point-vortices in each direction inside cell i. Then the vorticity field

can be written as
ωx(r) =

∑
i(M

+
i,x −M−

i,x)δ (r − ri) ,

ωy(r) =
∑

i(M
+
i,y −M−

i,y)δ (r − ri) ,

ωz(r) =
∑

i(M
+
i,z −M−

i,z)δ (r − ri) ,

(6.1)

where ri indicates the position of cell i. The associated velocity field can be obtained using

Biot-Savart’s law

u(x) =
1

4π

∫
R3

ω(y)× (x− y)

|x− y|3 dy. (6.2)
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Substituting Eq. (6.1) into Eq. (6.2), yields expressions for the velocity components in each

direction
ux(r) =

1
4π

∑
i

(M+
i,y−M−

i,y)(rz−ri,z)−(M+
i,z−M−

i,z)(ry−ri,y)

|r−ri|3 ,

uy(r) =
1
4π

∑
i

(M+
i,z−M−

i,z)(rx−ri,x)−(M+
i,x−M−

i,x)(rz−ri,z)

|r−ri|3 ,

uz(r) =
1
4π

∑
i

(M+
i,x−M−

i,x)(ry−ri,y)−(M+
i,y−M−

i,y)(rx−ri,x)

|r−ri|3

(6.3)

with ri,x, ri,y, ri,z the x-, y- and z-component of ri, and z-component of ri and rx, ry, rz the

x-, y-, and z-component of r.

This point-vortex model allows us to define an entropy using Boltzmann’s formula. The

entropy of this 3D point-vortex system can be written as

S = lnW (6.4)

with

W =
(6M)!∏

i

{
M+

i,x!M
−
i,x!M

+
i,y!M

−
i,y!M

+
i,z!M

−
i,z!
} . (6.5)

The quantity W indicates the number of microstates associated with the macrostate where

there are M+
i,x, M

+
i,y, M

+
i,z positive and M−

i,x, M
−
i,y, M

−
i,z negative point-vortices inside cell i.

We assume M+
i,x, M

+
i,y, M

+
i,z, M

−
i,x, M

−
i,y, M

−
i,z to be large enough for Stirling’s formula to be

valid. We then obtain

S ≈ 6M ln(6M)− 6M +
∑

i(−M+
i,xlnM

+
i,x +M+

i,x −M−
i,xlnM

−
i,x +M−

i,x −M+
i,ylnM

+
i,y +M+

i,y

−M−
i,ylnM

−
i,y +M−

i,y −M+
i,zlnM

+
i,z +M+

i,z −M−
i,zlnM

−
i,z +M−

i,z)

(6.6)

Similar to a 2D system, we assume the final state of 3D turbulence without vortex stretch-

ing to be close to the maximum entropy state. We will therefore attempt to determine this

state by maximizing the entropy under the constraints imposed by the dynamical equation.

Indeed, enstrophy and helicity are inviscid invariants in 3D turbulence without vortex stretch-

ing. To proceed, we need therefore to consider formulas of these two invariants expressed as

a function of the variables governing the 3D point-vortex system. The total helicity of the

system is given by

H = 1
2

∫
u · ωdr = 1

8π

∑
i,j

1
|rj−ri|3

((M+
j,x −M−

j,x)
(
(M+

i,y −M−
i,y)(rj,z − ri,z)− (M+

i,z −M−
i,z)(rj,y − ri,y)

)
+

(M+
j,y −M−

j,y)
(
(M+

i,z −M−
i,z)(rj,x − ri,x)− (M+

i,x −M−
i,x)(rj,z − ri,z)

)
+

(M+
j,z −M−

j,z)
(
(M+

i,x −M−
i,x)(rj,y − ri,y)− (M+

i,y −M−
i,y)(rj,x − ri,x)

)
).

(6.7)
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And enstrophy of this 3D point-vortex system can be written as

W =
∑
i

(1)2M+
i,x+

∑
i

(−1)2M−
i,x+

∑
i

(1)2M+
i,y+

∑
i

(−1)2M−
i,y+

∑
i

(1)2M+
i,z+

∑
i

(−1)2M−
i,z.

(6.8)

The maximum entropy state is now obtained by solving the variational problem,

δS − βδH − αδW = 0 (6.9)

with β, α Lagrange multipliers. Similar to what was assumed for 2D systems, we suppose

the numbers of positive or negative point-vortices to be independent of each other. Thus,

the partial derivative of helicity with respect to M+
j,x is

∂H

∂M+
j,x

=
1

8π

∑
i

(M+
i,y −M−

i,y)(rj,z − ri,z)− (M+
i,z −M−

i,z)(rj,y − ri,y)

|rj − ri|3
=
ux(rj)

2
. (6.10)

Other derivatives have similar forms. Then, substituting Eq. (6.6), (6.7) and (6.8) into Eq.

(6.9) and deriving the integrand with respect to M+
i,x and M−

i,x yields the expressions{
lnM+

i,x + α + β
2
ux(ri) = 0,

lnM−
i,x + α− β

2
ux(ri) = 0.

(6.11)

Results in the other two directions are similar. Hence, the numbers of point-vortices in the

cell i with vorticity vectors along the x-direction are

M+
i,x = exp(−(α +

β

2
ux(ri))),

M−
i,x = exp(−(α− β

2
ux(ri))),

(6.12)

at the maximum entropy state. Using Eq. (6.1), we find

ωx =exp(−α)(exp(−β
2
ux)− exp(

β

2
ux))

=2 exp(−α) sinh(−(
β

2
ux)).

(6.13)

After applying similar derivations in the other two directions, the vorticity components in

the y- and z-directions are

ωy = 2 exp(−α) sinh(−(β
2
uy)),

ωz = 2 exp(−α) sinh(−(β
2
uz)).

(6.14)

This sinh relation between vorticity and velocity, Eqs. (6.13) and (6.14) is the principal

theoretical result of the present investigation.
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6.1.2 Negative temperature

As mentioned in Sec.2.3, in 2D turbulence, a negative temperature suggests the possibility

of an inverse energy cascade. Moreover, in 3D turbulence without vortex stretching, we

observe an inverse cascade of helicity (refer to Chapter 5). This prompts us to explore if

an analogous negative temperature concept can be associated with helicity in 3D turbulence

without vortex stretching.

Unlike energy which is always positive, helicity can be either positive or negative. This

property of helicity indicates that we cannot define negative temperature only based on the

negative sign of the variable β. Consequently, we need to develop a novel and suitable

definition of negative temperature associated with helicity. In 2D turbulence, the intrinsic

interpretation of negative temperature is that entropy decreases as energy increases, signifying

that the system grows more organized when energy is input. In 3D turbulence without vortex

stretching, β should be negative for positive helicity and positive for negative helicity, ensuring

that entropy decreases as the absolute value of helicity increases. Such an understanding

paves the way for a suitable definition of negative temperature in our system: helicity and β

have opposite signs.

Using the point-vortex model in the condensation state, we can derive a sinh relation

between velocity and vorticity (refer to Eq. (6.13) and (6.14)). An exact formula for β seems

difficult to derive from the equation for β. However, a plausible approximation can be made

for the low-energy case, i.e., when |β
2
ui|2 ≪ 1. In this case, we have ωi ≈ − exp(−α)βui.

Hence uiωi = − exp(−α)βuiui, and thus we obtain β = − H
exp(−α)E

. Given that exp(−α)
and E are always positive, this formulation of β implies that β and H have opposite signs,

suggesting a negative temperature associated with helicity.

6.2 Numerical simulations

We first show the energy condensation process in a forced system in Sec. 6.2.2. Subse-

quently, in Sec. 6.2.3, we eliminate the force and allow the system to decay freely from the

condensation state. In both cases, we verify our predictions from the point-vortex model by

illustrating the emergence of a hyperbolic sine relation between velocity and vorticity.
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Figure 6.1: Flux of helicity normalized by the dissipation rate of helicity during the force-

dissipative phase at t = 5, 10, 20, 30, 40, 50, 60, 70, 80, 100, 130, 160. The coloring of the

curves evolves in time from dark to light.

6.2.1 Setup

In order to validate the analytical predictions presented in Sec. 6.1, we conduct Direct numer-

ical simulations. Our computational domain consists of a periodic box in three dimensions

with a length of side L = 2π and a grid of size 2563.

We consider two cases. For the first one, we integrate Eq. (3.9). For the second one,

we eliminate the force and allow the system to decay freely. Since we are concentrating on

the condensation state without focusing too much on the dissipation range, we reduce the

size of the latter by using hyperviscosity d̂ = νk2bû and we use therefore the value b = 4.

The parameter ν represents the hyperviscosity rate which is set to 10−13 in our simulations.

We choose an injection mechanism that keeps the energy constant in a narrow wavenumber

range 29.5 ≤ k < 31.5 around the forcing wavenumber kf = 30.5 at a level E (k) = 10−3.

The initial energy spectrum is chosen as E(k) = 5× 10−7. The initial value of the energy

is small enough to allow a clear observation of the energy condensation process. Complex

phases of û are set randomly at the initial moment.
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Figure 6.2: Time evolution of wavenumber spectra of the kinetic energy (a) and helicity (b)

during the force-dissipative phase. The time-instants are the same as indicated in Fig. 6.1.

6.2.2 Forced turbulence

We start by forcing the system from a random initial condition, dissipating mainly the

small scales. In Fig. 6.1, we show the time evolution of the helicity flux normalized by

its dissipation rate ϵH , defined as ϵH =
∫
2νk2bH(k)dk, during the condensate phase from

t = 5 to t = 160. In turbulence governed by Eq. (3.9), the flux of helicity is defined as

ΠH(k) = −
∫
Σk

Re
[
N̂ (k) · û∗(k)

]
dk with N̂ (k) = F [−(u · ∇)ω] the non-linear term in the

vorticity equation. Σk is the spherical domain in Fourier space consisting of all wave vectors

with ∥k∥ ⩽ k. The normalized flux is negative at scales smaller than the forcing wavenumber

kf = 30.5, implying the helicity cascades from small towards large scales during this phase.

In Fig. 6.2 (a) and (b), we show the time evolution of energy and helicity spectra,

respectively. A peak in the energy and helicity spectra appears at large scales after t = 60.

Indeed, since helicity is conserved by the nonlinearity and there is only very weak damping

present at scales k < kf , the physical process leading to the build-up at the large scales

of the system is associated with the helicity which is transferred to large scales. After

arriving at the largest scales of the system, no dissipation mechanism is able to absorb

the helicity injected by the forcing. The helicity and its associated energy piles then up,

leading to large spectral peaks at the small wavenumbers. The spectra of kinetic energy and
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helicity for intermediate wavenumbers during the inverse cascade of helicity are theoretically

proportional to k−7/3 and k−4/3, respectively, which are the expected scalings in the inverse

cascade range of turbulence without vortex stretching, as shown in Chapter 5. However, due

to the limitation of computing resources, the inertial range is not sufficiently large to clearly

display these theoretical scalings.

In Fig. 6.3, we show the time evolution of kinetic energy, helicity, and enstrophy in the

three directions, respectively. After t ≈ 60, kinetic energy, helicity, and enstrophy in the

y direction become larger than in the other two directions. At this time the condensation

process starts. The associated condensate-like structure is visualized in Fig. 6.4. This

structure is constituted of highly anisotropic columnar structures in the y direction. A

parallel can here be drawn with 2D turbulence where the condensate-like structure is a pair

of counter-rotating vortices.

After reaching this condensate state, we assess the relation between velocities and vor-

ticities as predicted by the point-vortex model in Sec. 6.1. Fig. 6.5 shows the scatter plot

of uy against ωy for the condensation state at t = 160. A tendency of a sinh-relation can be

found, but a considerable noise hinders us from identifying a clear functional relationship. In

order to reduce the noise, instead of investigating the relation between velocity and vorticity

components directly, we focus on their averaged values

⟨uy⟩y (x, z) =
1

My

∑
y

uy(x, y, z),

⟨ωy⟩y (x, z) =
1

My

∑
y

ωy(x, y, z),
(6.15)

where uy and ωy indicate velocity and vorticity in the y-direction, ⟨·⟩y indicates a space

average in the y-direction and My is the number of grid points in the y-direction (My = 256

in our simulations). Similar definitions can be defined in the other directions. As sinh

is not a linear function, theoretically, we can not derive ⟨ωy⟩y = 2 exp(−α) sinh(−β
2
⟨uy⟩y)

from Eq. (6.13) and (6.14). But if uy is nearly constant along the y-direction, we can

get an approximation
〈
sinh(−β

2
uy)
〉
y
≈ sinh(−β

2
⟨uy⟩y). An instantaneous visualization of

three velocity components for the condensation state at t = 160 is shown in Fig. 6.6. We

observe that ux, uy and uz depend only weakly on the x, y and z directions respectively.

Thus, the averaged values are appropriate for investigating the hyperbolic sine relation.

Furthermore, the structure of uy is similar to a dipole, while structures of ux and uz are
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Figure 6.3: Time evolution of integral quantities contained in three directions during the

force-dissipative phase. ⟨•⟩ indicates the volume average. (a) Energy. (b) Helicity. (c)

Enstrophy.
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(a) (b)

Figure 6.4: Visualizations of condensate-like structure at t = 160. (a) Energy. (b) Helicity.

Figure 6.5: Scatter plot of y-components velocities and vorticities at the condensation state

at t = 160.
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(a) (b)

(c)

Figure 6.6: Velocity components in three directions at the condensation state at t = 160. (a)

ux. (b) uy. (c) uz.
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closer to a unidirectional flow in 2D turbulence. Note that dipoles and unidirectional flows

are two condensation states of 2D turbulence caused by bifurcations of stochastic Navier-

Stokes equation [116].

The values of the two Lagrange multipliers α and β can be determined a priori. Firstly,

we introduce the averaged quantities associated with helicity and enstrophy, as

Have =
1

2

∑
y,z

⟨ux⟩x (y, z) ⟨wx⟩x (y, z) +
1

2

∑
x,z

⟨uy⟩y (x, z) ⟨wy⟩y (x, z)+

1

2

∑
x,y

⟨uz⟩z (x, y) ⟨wz⟩z (x, y),

Wave =
1

2

∑
y,z

⟨wx⟩2x (y, z) +
1

2

∑
x,z

⟨wy⟩2y (x, z) +
1

2

∑
x,y

⟨wz⟩2z (x, y),

(6.16)

respectively. We substitute the relation ⟨ωm⟩m = 2 exp(−α) sinh(−(β
2
⟨um⟩m)) into Eq. (6.16)

where m indicates x, y and z, so that Have and Wave can be written as functions of averaged

velocities ⟨um⟩m. At each moment, exact values of ⟨um⟩m, Have, and Wave can be obtained

from the simulation data. Then the two unknowns α and β can be calculated from these

two equations of Have and Wave. At t = 160, the analytically predicted curve is ⟨ωm⟩m =

1.5207 sinh(0.3779 ⟨um⟩m) in our simulation. In this case, β has a value of −0.7558, which is

negative, while helicity is positive. The opposite signs of β and helicity indicate the presence

of a negative temperature within this condensation state.

In Fig. 6.7, we show scatter plots of averaged components of velocities and vorticities

in three directions for the condensation state at t = 160. A hyperbolic sine relation is

observed between y-components ⟨uy⟩y and ⟨ωy⟩y. The yellow lines in Fig. 6.7 indicate the

analytically predicted curve, which overlaps the data points in the direction where most

energy is contained. This collapse verifies our analytical prediction of the sinh relation

in the y-direction. However, for other directions, we observe a linear instead of a sinh

relation between velocities and vorticities, as shown in Fig. 6.7(a) and (c). It can be easily

demonstrated that lim
x→0

sinh(cx) = cx with c a constant number, which indicates that the

form of sinh(cx) resembles a straight line when x varies in a small range around 0. We insist

that these functional relations are not direct fits of the sinh relation to the data but obtained

evaluating the averaged quantities ⟨um⟩m, Have and Wave only.

Moreover, we note that y direction is not necessarily the direction which contains most

energy. Further details can be found in Sec. 6.2.4.
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(a) (b)

(c)

Figure 6.7: Scatter plots of averaged components of velocities and vorticities in three di-

rections at the condensation state at t = 160. The yellow lines present the analytically

predicted curve ⟨ωm⟩m = 1.5207 sinh(0.3779 ⟨um⟩m). (a) X-components. (b) Y -components.

(c) Z-components.

97



6.2. NUMERICAL SIMULATIONS

6.2.3 Freely decaying turbulence

At the condensation state at t = 160, the external force is removed from the system, and we

indicate in this section the moment when the removal of force commences as time t = 0.

In Fig. 6.8, we show the time evolution of kinetic energy, helicity, and enstrophy in the

three directions, respectively. During the free-decay phase, most of kinetic energy, helicity,

and enstrophy remain concentrated in the y direction. As shown in Fig. 6.8(a), energy dis-

plays an increasing trend during the dissipation phase, especially in the y direction, which

is not violating any conservation laws because energy is not conserved in turbulence without

vortex stretching (see Chapter 4). From Fig. 6.8(b), we can see that the value of helic-

ity exhibits very little change over time since most of the helicity cascades towards small

wavenumbers and is hardly dissipated by the hyperviscosity. Fig. 6.8(c) shows the decrease

of enstrophy.

In Fig. 6.9(a) and (b), we show the time evolution of energy and helicity spectra, respec-

tively. We observe that the energy and helicity at small scales decay during the dissipation.

The insets in Fig. 6.9 provide a detailed view around the first modes, revealing that energy

and helicity at large scales increase for a duration t ≤ 16 after the external force is removed.

The large-scale structures persist for a period after eliminating the force, as shown in Fig.

6.10.

In Fig. 6.11(a), we show scatter plots of y-components of velocities and vorticities, along

with the analytically predicted black curves. Here, no-averaged values up, H, and W are

used to calculate Lagrange multipliers α and β at each moment. In this case, β and helicity

have opposite signs, suggesting a negative temperature. During the dissipation phase, noise

at small scales decreases, and we observe a clear hyperbolic sine relation between uy and ωy.

Our analytical prediction of the sinh relation in the y direction is confirmed by the overlapping

of the predicted curve and data points. For other directions, similar to the forced phase, we

observe a linear instead of a sinh relation between velocities and vorticities, as shown in Fig.

6.11(b).

6.2.4 Supplemental simulations

To assess the robustness of the results presented above, we also executed eight supplemental

DNS-runs using the same initial energy spectrum but different initial complex phases of û.
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Figure 6.8: Time evolution of integral quantities contained in three directions during the

freely decaying phase. (a) Energy. (b) Helicity. (c) Enstrophy.
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Figure 6.9: Time evolution of wavenumber spectra of kinetic energy (a) and helicity (b)

during the freely decaying phase at t = 0, 1, 2, 4, 8, 16. The insets in (a) and (b) provide a

detailed view around the first modes.

We find that the y direction is not necessarily the direction which contains most energy.

Indeed there is no reason that the y-direction should be different. Furthermore, in one of the

eight simulations, energy in two of the three directions is comparable and larger than that in

the third direction. In this cases the sinh relation is found in the two directions containing

larger energy, presented in Fig. 6.12(b-d).

Fig. 6.13 shows the visualization of energy and iso-enstrophy surface at a condensation

state (t = 126). The spatial structure is a 3D structure that looks like two columns along

the x direction and two along the z direction.

In all our nine simulations we have thus observed this type of symmetry breaking where

two components of the kinetic energy take the same value, the other being either larger or

smaller. No observations are reported where all three components tend to the same value.

We have no rigorous explanation for this symmetry breaking.
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(a) (b)

(c) (d)

(e)

Figure 6.10: Visualization of energy during the freely decaying phase. (a) t = 1. (b) t = 2.

(c) t = 4. (d) t = 8 (e) t = 16.
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(a) (b)

Figure 6.11: Scatter plots of the components of velocities and vorticities during the freely

decaying phase. (a) uy versus ωy at time instants t = 0, 1, 2, 4, 8, 16 from dark to light. (b)

x- and z-components of velocities and vorticities at t = 16. Black lines in (a) and (b) are the

analytically predicted curves at t = 16, given by ωy = 1.511 sinh(0.3718uy).

6.3 Conclusion

In this chapter, we have illustrated a large-scale condensation of energy in 3D turbulence

without vortex stretching. As we presented in Chapter 5, helicity cascades from small to

large scales. During the cascade, energy is carried by helicity towards the smallest wave

numbers. In the absence of friction at large scales, energy accumulates and forms a large-

scale structure. And this large-scale structure persists for a period after eliminating the

force.

This condensate of 3D turbulence without vortex stretching behaves like that of 2D tur-

bulence. We showed analytically a generalized 3D point-vortex model to predict a hyperbolic

sine relation between vorticity and velocity in the direction which contains most energy. In a

forced system, after condensation occurs, the predicted hyperbolic sine relation can be found

between averaged vorticity and velocity, which suggests that the statistical mechanics ap-

proach can be applied to averaged systems, as also observed in experiments [80]. During the

freely decaying phase, the relation between vorticity and velocity very clearly relaxes to the

predicted hyperbolic sine function, similar to the sinh relation between vorticity and stream
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Figure 6.12: Simulation results of the case where energy in two of the three directions is

larger than that in the third direction. (a) Mean square values of velocity components in

three directions. (b-d) Scatter plots of averaged components of velocities and vorticities in

three directions at t = 126. (b) Relation between ⟨ux⟩x and ⟨ωx⟩x. (c) Relation between

⟨uy⟩y and ⟨ωy⟩y. (d) Relation between ⟨uz⟩z and ⟨ωz⟩z. Yellow lines in (b), (c) and (d) are

the analytically predicted curves ⟨ωm⟩m = 1.5391 sinh(0.3479 ⟨um⟩m).
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(a) (b)

Figure 6.13: Visualization of flows in the case where energy in two of the three directions

is larger than that in the third direction at t = 126. (a) Energy. (b) Iso-enstrophy surface

(where 1
2
ωiωi = 110).

function in freely decaying 2D turbulence.
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Chapter 7

Equilibrium statistical mechanics in

2D3C turbulence

In Sec. 2.3.1, we reviewed the derivation of equilibrium energy spectra in truncated 2D and

3D turbulence using statistical mechanics theories. In Sec. 4.1, we applied this theory to

determine equilibrium energy spectra for 3D turbulence without vortex stretching. Further-

more, this statistical mechanics method can also be employed in other turbulent systems.

In this chapter, we will provide the analytical derivation of equilibrium spectra for two-

dimensional three-component (2D3C) turbulence, and compare these analytical predictions

with the results obtained from direct numerical simulations. Note that we again consider

incompressible, homogeneous, and isotropic (in the 2D plane) turbulence.

The organization of this chapter is as follows. In Section 7.1, we introduce fundamental

concepts of 2D3C turbulence. Then, Section 7.2 provides the analytical derivations of the

spectra of inviscid invariants. Subsequently, in Section 7.3, we present the numerical sim-

ulations and the evaluation of the analytical predictions. Lastly, Section 7.4 presents the

conclusions of this chapter.

7.1 2D3C turbulence

2D3C flow is a type of 3D flow where one of the three velocity components is passively

advected by the 2D flow formed in the other two directions. 2D3C flow is an idealized repre-

sentation of turbulence with rapid rotation [117,118], or magnetohydrodynamic (MHD) tur-
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bulence with strong magnetic field [119–121]. Similar to turbulence without vortex stretching,

2D3C turbulence lies between 2D and 3D turbulence, and has been the subject of numerous

research efforts [122–124]. In this chapter, we focus on the absolute equilibrium state of

2D3C flow in a spectrally (Galerkin) truncated system.

Without loss of generality, we choose the 2D plane to be the (x, y)-plane. In a 2D3C

flow, the velocity can be decomposed into a 2D part u2D =


ux(x, y, t)

uy(x, y, t)

0

, and a component

perpendicular to this 2D plane uz =


0

0

uz(x, y, t)

. The total velocity field is given by

u = u2D + uz. The governing equations of velocity in a 2D3C flow are

∂u2D

∂t
= −(u2D · ∇)u2D −∇p+ ν∆u2D, (7.1)

∂uz
∂t

= −(u2D · ∇)uz + ν∆uz. (7.2)

In these equations, Eq. (7.1) represents the Navier-Stokes equation of the 2D flow, and Eq.

(7.2) illustrates that the z-component uz is passively advected by the 2D flow. Next, we

investigate the equations of vorticity. The vorticity associated with u2D can be calculated as

∇× u2D =


0

0

ωz

 . (7.3)

with ωz =
∂uy

∂x
− ∂ux

∂y
. The vorticity associated with u2D is in the z direction. By taking the

curl of Eq. (7.1), we can derive the governing equation of ωz:

∂ωz

∂t
= −(u2D · ∇)ωz + ν∆ωz. (7.4)

Eq. (7.4) implies that ωz is also advected by the 2D flow but backreacts on the flow through

Eq. (7.3). The vorticity associated with uz is

ω2D = ∇× uz =


∂uz

∂y

−∂uz

∂x

0

 =


ωx

ωy

0

 . (7.5)
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We can obtain the equation for ω2D by taking the curl of Eq. (7.1):

∂ω2D

∂t
= −(u2D · ∇)ω2D + (ω2D · ∇)u2D + ν∆ω2D. (7.6)

The second term on the RHS of Eq. (7.6) signifies the vortex stretching term, and it is not

equal to zero trivially. However, it should be noted that the vortex stretching of the 2D part

is zero, as can be seen from Eq. (7.4).

7.2 Analytical predictions

In this section, we will analytically derive the equilibrium spectra for inviscid invariants in

2D3C turbulence using the same method introduced in Sec. 2.3.1.

7.2.1 Formulas of modal inviscid invariants

As mentioned in Sec. 2.3.1 and 4.1, we should first investigate what the inviscid invariants

in 2D3C turbulence are and examine the modal forms of these inviscid invariants.

From Eq. (7.1) and (7.4), we can infer that the 2D flow is independent of the z-component.

Thus, as for 2D turbulence, the energy and enstrophy of the 2D part in 2D3C flow are inviscid

invariants. The 2D energy and 2D enstrophy are defined as

E2D =
⟨|u2D|2⟩

2
, (7.7)

and

W = ⟨ωz
2⟩, (7.8)

respectively. In addition, 2D3C flow belongs to the category of 3D systems. Thus it possesses

inviscid invariants of 3D turbulence: total energy and helicity. As the 2D energy remains

conserved in an inviscid system, the energy associated with the passive z-component, defined

as

Ez =
⟨u2z⟩
2

(7.9)

is also an inviscid invariant. Lastly, we consider the helicity. The helicity in the z direction

can be defined as

Hz = ⟨uzωz⟩, (7.10)
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and the helicity in the 2D plane is defined as

H2D = ⟨u2D · ω2D⟩. (7.11)

In homogeneous turbulence, we can employ the identity (2.7) to derive the relation:

Hz = ⟨uz
∂uy
∂x

⟩ − ⟨uz
∂ux
∂y

⟩ = −⟨uy
∂uz
∂x

⟩+ ⟨ux
∂uz
∂y

⟩ = H2D (7.12)

Considering that the total helicity H = Hz +H2D is conserved, relation (7.12) indicates that

Hz and H2D are two inviscid invariants, but they are not independent.

Consequently, the modal entropy (Sn) can be expressed by the four independent inviscid

invariants as

Sn = αE2D
n + βWn + γEz

n + δHz
n (7.13)

where the subscript n represents the modal component of the corresponding inviscid invari-

ants and α, β, γ, δ, and η are Lagrange parameters.

As discussed in Sec. 2.2.5, the velocity field of an incompressible 3D fluid can be de-

composed using helical modes [35]. For incompressible 2D3C turbulence, we can specialize

the two helical wave vectors h± in Eq. (2.59) as hsk =


iskky/k

−iskkx/k

1

 with sk indicating

symbols + or − [122]. Then the velocity in Fourier space can be expressed as

û(k) = û+(k) + û−(k) = û+z


iky/k

−ikx/k

1

+ û−z


−iky/k

ikx/k

1

 (7.14)

where kx, ky represent the x, y components of the wave vector k, respectively, and ûskz denotes

the z component of ûsk . To simplify the notation, we will omit the k in ûskz (k). By taking

the curl of velocity, we can obtain the vorticity

ω̂(k) = kû+(k)− kû−(k) = k

û+z


iky/k

−ikx/k

1

− û−z


−iky/k

ikx/k

1


 . (7.15)
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Fourier components of the four independent inviscid invariants of 2D3C turbulence, E2D, W ,

Ez, and Hz can then be expressed by û+z and û−z as

Ez(k) =
1

2
(û(k) · ez)(û

∗(k) · ez) =
1

2
(û+z + û−z )(û

+∗
z + û−∗

z ),

E2D(k) =
1

2

(
(û+x + û−x )(û

+∗
x + û−∗

x ) + (û+y + û−y )(û
+
y ∗+ û−∗

y )
)

=
1

2

(
(iky/k)(û

+
z − û−z )(−iky/k)(û

+∗
z − û−∗

z ) + (−ikx/k)(û
+
z − û−z )(ikx/k)(û

+∗
z − û−∗

z )
)

=
1

2
(û+z − û−z )(û

+∗
z − û−∗

z ),

W (k) =
1

2
(ω̂(k) · ez)(ω̂

∗(k) · ez) =
1

2
k(û+z − û−z )k(û

+∗
z − û−∗

z ) = k2E2D(k),

Hz(k) =
1

2
(û(k) · ez)(ω̂

∗(k) · ez) =
k

2
(û+z + û−z )(û

+∗
z − û−∗

z ).

(7.16)

Here, ez indicates the unit vector in the z direction. Note that û+z and û−z are complex

numbers. Thus, each Fourier mode û(k) corresponds to four real-space components. Let’s

represent these four real components by yn1 , yn2 , yn3 , yn4 with û
+
z = yn1+iyn2 , û

−
z = yn3+iyn4 .

Finally, the modal components of the four inviscid invariants are

Ez
n =

1

2

(
y2n1

+ y2n2
+ y2n3

+ y2n4
+ 2yn1yn3 + 2yn2yn4

)
,

E2D
n =

1

2

(
y2n1

+ y2n2
+ y2n3

+ y2n4
− 2yn1yn3 − 2yn2yn4

)
,

Wn =
k2

2

(
y2n1

+ y2n2
+ y2n3

+ y2n4
− 2yn1yn3 − 2yn2yn4

)
,

Hz
n =

k

2

(
y2n1

+ y2n2
− y2n3

− y2n4
+ 2iyn1yn4 − 2iyn2yn3

)
.

(7.17)

7.2.2 Equilibrium spectra

According to the fundamental principle of equilibrium statistical mechanics, it is under-

stood that systems that fulfill the divergence-free condition in phase space will eventually

have a uniform probability density across all accessible portions of the phase space. As a

consequence, the partition function for mode n aligns with a Boltzmann-Gibbs equilibrium

distribution, as expressed in:

Pn(yn1 , ..., yn4) = Cn exp[−Sn] (7.18)
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with Cn a constant. We can insert the expressions from Eq. (7.13) and Eq. (7.17) into Eq.

(7.18), and then proceed to integrate Pn:

Zn =

∫∫∫ ∫ ∞

−∞
Pndy1n dy2n dy3n dy4n. (7.19)

We can compute this integral analytically to get the following:

Zn = Cn
π2

αγ + (βγ − δ2)k2
. (7.20)

Following the methodology applied in Sec. 2.3.1, we can deduce the formulas of modal

inviscid invariants from expression (7.20) as follows:〈
E2D

n

〉
=− d ln [Zn]

dα
=

γ

αγ + (βγ − δ2)k2
,

⟨Ez
n⟩ =− d ln [Zn]

dγ
=

α + βk2

αγ + (βγ − δ2)k2
,

⟨Hz
n⟩ =− d ln [Zn]

dδ
= − 2δk2

αγ + (βγ − δ2)k2
.

(7.21)

We can observe that the formula for
〈
E2D

n

〉
is, not surprisingly, similar to that of modal

energy found in classical 2D turbulence. The only difference is the substitution of (βγ − δ2)

with β. Furthermore, ⟨Ez
n⟩ acts as an equipartition in helicity-free cases, where δ equals to

zero. It is also noteworthy that this formula of ⟨Ez
n⟩ is identical to the distribution of passive

scalar typically observed in classical 2D turbulence.

The 2D spectra are obtained by multiplying Eq. (7.21) by 2πk as

E2D(k) =
2πk

α + β′k2
, (7.22)

Ez(k) =
α + βk2

γ

2πk

α + β′k2
, (7.23)

W (k) =
2πk3

α + β′k2
, (7.24)

Hz(k) = −2δ

γ

2πk3

α + β′k2
. (7.25)

with

β′ = β − δ2/γ. (7.26)

We can observe that Eq. (7.22) has the same formula as Eq. (2.72) with β′ in Eq. (7.22)

playing the role of β in Eq. (2.72).
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7.2.3 Integral relations between inviscid invariants for the equilib-

rium distributions

Because the 2D energy and 2D enstrophy are conserved quantities of the 2D part of our

system, the statistical characterization of this 2D part in the equilibrium state is completely

determined by the values of the 2D energy and 2D enstrophy,

E2D =

∫ kmax

kmin

E2D(k)dk, W =

∫ kmax

kmin

W (k)dk (7.27)

as soon as we know kmin and kmax and the initial conditions. By substituting Eq. (7.22) and

(7.24) into Eq. (7.27), it can be deduced that the values of α and β′ can be determined only

by E2D and W , implying that the third component has no influence on the shape of E2D(k)

and W (k). It indicates that the dynamics of the third component have no influence on the

dynamics of the 2D part.

By deriving from Equation (7.24) and (7.25), we can establish a relation between the

spectra of 2D enstrophy and helicity in the z direction (and also in the 2D plane) as

Hz(k) = −2δ

γ
W (k). (7.28)

The relation (7.28) is linear, attributed to the fact that both uz and ωz are passively advected

by the 2D flow. Subsequently, we can also derive the linear relationship between W and Hz

(or H2D) as

Hz = −2δ

γ
W. (7.29)

The integration of Equations (7.22), (7.23), and (7.24) offers us a relation between the

energy in the z direction, 2D energy, and 2D enstrophy as

Ez =
α

γ
E2D +

β

γ
W. (7.30)

By substituting equations (7.29) and (7.30) into (7.26), we can derive the expression of β as

β =
β′ + αE2D

W
H2

rel

1−H2
rel

(7.31)

with Hrel =
Hz√
WEz .
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7.3 Numerical simulations

1 In order to verify the analytical predictions in Sec. 7.2, we execute DNS.

7.3.1 Setup

The numerical code used for the simulation is the GHOST code (Geophysical High-Order

Suite for Turbulence), which is a standard pseudo-spectral solver [125]. For detailed infor-

mation on the numerical method, please refer to the doctoral thesis by Wesley (citation).

The 2D-Euler equation is calculated with a grid of 2562 with no external forces applied.

The initial energy spectrum of the 2D flow is set as a Gaussian function E2D(k) = Ce−(k−3)2/8

with C serving as a normalization constant, ensuring that the 2D energy E2D equals 1. For

initializing the spectrum of the z component, we utilize the technique introduced in Sec.

4.2.1. We generate two velocity fields, ua, and ub, with identical energy spectra but different

random phases. Then we establish a linear combination of these two fields as uc = ua+λub,

where the coefficient λ is determined by the value of relative helicity. The relative helicity of

field uc can be represented as

Hr =
1
2
⟨uc · ωc⟩√

1
2
⟨uc · uc⟩12⟨ωc · ωc⟩

=
⟨(ua + λub) · (ωa + λωb)⟩√
⟨(ua + λub)2⟩⟨(ωa + λωb)2⟩

. (7.32)

Given that the variables ua, ωa, ub, and ωb are known, once the value of relative helicity Hr

is determined, equation (7.32) allows for the calculation of λ.

In this chapter, we execute six simulations with relative helicity values of Hr = 0, 0.28,

0.51, 0.66, 0.83, 1. In all these six cases, E2D = 1, Ez = 2.54, and W = 28.41.

7.3.2 Results

Fig. 7.1(a) shows the 2D energy spectra in six cases, with the black line denoting the analyt-

ical predictions. The nearly overlapping 2D energy spectra in the cases with different relative

helicity values affirm our prediction in Sec. 7.2.3. Simulation results align with the analytical

prediction at small scales. However, a deviation appears at large scales, approximately when

1The research conducted in this chapter represents a collaboration with my colleague, Wesley Agoua,

a Ph.D. student in my group. Wesley took charge of executing all numerical simulations. I gratefully

acknowledge his valuable contributions.
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(a) (b)

(c)

Figure 7.1: Spectra of inviscid invariants in 2D3C turbulence at the absolute equilibrium

state with different relative helicities. (a) Energy spectrum of the 2D part (E2D(k)). (b)

Helicity spectrum (Hz(k)). (c) Energy spectrum of the z-component (Ez(k)). The black line

in (a) is the analytical 2D energy spectrum which is the same in all six cases. Grey lines

in (b) and (c), progressing from dark to light, correspond respectively to cases with relative

helicity values of Hr = 0 (only in (c)), 0.28, 0.51, 0.66, 0.83, 1.
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wave numbers are k < 10. This deviation is plausibly caused by the presence of large-scale

structures. In these scales, equilibrium statistical mechanics does thus not seem to predict

the correct kinetic energy distribution.

The helicity spectra in the z direction are presented in Fig. 7.1(b). Note that the case

where Hrel = 0 is omitted as Hz(k) = 0 is trivial. We can observe that the profiles of Hz(k)

are almost the same (but with shifts) in different cases. This characteristic can be inferred

from Eq. (7.28) and (7.29). W (k) is the same in all six cases, and the shape of Hz(k) remains

consistent. Diverse ratios of Hz and W result in different values of −2δ/γ, corresponding to

the observed shifts. Simulations coincide with the analytical prediction on a smaller scale.

However, again a deviation emerges at larger scales.

Fig. 7.1(a) shows the energy spectrum of the z-component. We can find that the shapes of

spectra change with the values of relative helicity values, which verifies Eq. (7.31). Compar-

ing the Hz = 0 case with the other five cases, we can observe that the large-scale structures

of energy in the z direction can be attributed to the influence of helicity.

7.3.3 Supplemental simulations

In order to investigate the large-scale deviation of spectra, we execute DNS using a grid of

5122 and different initial energy spectra: E2D(k) = C1e
−(k−4)2/8, E2D(k) = C2e

−(k−80)2/8, and

E2D(k) = C3e
−(k−130)2/8 with C1, C2, and C3 serving as normalization constants, ensuring

that the 2D energy E2D equals 1. The values of 2D enstrophy W are 29.8, 6432, and 16931,

respectively. Different ratios of E2D to W determine the shapes of energy spectra at the

absolute equilibrium state [126].

Fig. 7.2 shows the energy spectra at the absolute equilibrium state. We can observe

that the large-scale deviation is less apparent in Fig. 7.2(b) and (c) than in (a). The 2D

energy is not condensed at the first modes in the cases (b) and (c). Consequently, a plausible

explanation of this derivation could be that the large-scale structures obstruct the relaxation

process towards the final absolute equilibrium state. This feature, which is not explained by

equilibrium statistical mechanics, needs further investigation.
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Figure 7.2: 2D energy spectra of spectrally truncated 2D3C turbulence at absolute equilib-

rium states with different initial fields. Black lines are analytical predictions. The initial

energy spectra are set to be (a) E2D(k) = C1e
−(k−4)2/8, (b) E2D(k) = C2e

−(k−80)2/8, and (c)

E2D(k) = C3e
−(k−130)2/8.
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7.4 Conclusion

In this section, we have investigated spectrally truncated 2D3C flows using statistical mechan-

ics and numerical simulations. In 2D3C flows, there are four independent inviscid invariants:

2D energy E2D, 2D enstrophy W , energy of the z-component Ez, and helicity in the z di-

rection Hz (or helicity in the 2D plan H2D). By applying statistical mechanics, using these

inviscid invariants, we analytically derive the exact formulas of equilibrium spectra. In par-

ticular, we find that helicity determines the large-scale behavior of the energy distribution

of the third velocity component. DNSs are executed to verify these analytical predictions.

The numerical results align with the analytical prediction at small scales. However, a large-

scale deviation appears when 2D energy is condensed at the first modes. This deviation can

plausibly be caused by the emergence of large-scale structures.

The investigation of 2D3C turbulence connects turbulence without vortex stretching with

real-world turbulence. Given the absence of vortex stretching in the 2D part, the most im-

portant part of a 2D3C flow, 2D3C turbulence is a “real-world system” resembling turbulence

without vortex stretching. Indeed, in both systems, helicity affects the equilibrium energy

distributions at the largest scales.
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Chapter 8

Conclusion and Perspectives

Turbulent behaviors in 2D and 3D systems exhibit significant differences. One of the key

distinctions between 2D and 3D turbulence is the naturally absent vortex-stretching term

in 2D turbulence. Many recent studies suggest that vortex stretching plays a crucial role

in the forward energy cascade in 3D turbulence, which contrasts with the inverse energy

cascade observed in 2D turbulence. In this thesis, we investigated a novel turbulent system,

turbulence without vortex stretching, under isotropic, homogeneous, and incompressible con-

ditions. Our objective was to investigate the vortex-stretching mechanism by eliminating it in

3D turbulence and comparing the resultant system with standard 3D turbulence. This novel

turbulent system was investigated in three states: the absolute equilibrium state (Chapter

4), the cascade state (Chapter 5), and the condensation state (Chapter 6).

We first studied the Euler equation after removing the vortex stretching in a spectrally

truncated system. This system eventually relaxed to an absolute equilibrium state. Our

primary focus in the absolute equilibrium state was to apply statistical physics with the

helical decomposition of velocity to predict exact formulations of the energy, helicity, and

enstrophy spectra (Eq. (4.19) and (4.20)). Subsequently, these analytical predictions were

validated through DNS. The numerical results of the spectra are summarized in Figure 4.5.

From these figures, we observe that in the absence of helicity, the final state corresponds to

an equipartition of enstrophy, indicative of a thermal equilibrium of Fourier modes where

enstrophy is evenly distributed on average. In contrast, in a helical system, a condensation

of energy and helicity occurs in the largest scales of the system. This condensation suggests

that the largest scales of turbulence without vortex stretching are strongly influenced by
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helicity, unlike classical 3D turbulence, where helicity affects the smallest scales. The large-

scale structure associated with this condensation is an ABC flow, which can be considered as

a 3D extension of the 2D pair of rotating vortices, observed as a condensate in 2D turbulence.

In this thesis, we unveiled the existence of two inviscid invariants in turbulence without

vortex stretching: enstrophy and helicity. From the equilibrium state results, we observed

that most helicity is contained at the largest scales, and most enstrophy is contained at

the smallest scales. This outcome enabled us to predict the cascade directions of the two

inviscid invariants: enstrophy cascades from larger to smaller scales, while helicity undergoes

an inverse cascade towards larger scales. We also illustrated the spectral scalings associated

with these two cascades using dimensional analysis. In the inertial range of the forward

cascade, energy and helicity spectra follow E(k) ∝ k−3 and |H(k)| ∝ k−2, associated with a

conserved enstrophy flux towards large k. Closer to the forcing scale, logarithmic corrections

allowed us to describe the deviation of the spectral energy distribution from the dimensional

prediction. For the inverse cascade, we have E(k) ∝ k−7/3 and |H(k)| ∝ k−4/3. These wave

number ranges are associated with a constant (conserved) helicity flux towards small wave

numbers. We also made an effort to investigate the transition of flow properties between the

two limiting cases: normal turbulence and turbulence without vortex stretching. By filtering

the strain-rate tensor, we observed that the statistics change dramatically for a critical value

of the filter width.

Since helicity undergoes an inverse cascade towards larger scales and carries energy, in

the absence of friction or other forms of large-scale damping, helicity will accumulate, as

energy does for 2D turbulence. This large-scale structure persists for a period after the

force is eliminated. As this condensation behavior resembles 2D turbulence, we applied

statistical physics and a generalized 3D point-vortex model to analyze turbulence without

vortex stretching. We successfully predicted a hyperbolic sine relation between vorticity and

velocity in each direction. We executed DNS in both forced and freely-decaying systems. In

a force-dissipative system, the predicted hyperbolic sine relation can be found between the

averaged vorticity and velocity. In the freely decaying system, the relation between vorticity

and velocity very clearly relaxes to the predicted hyperbolic sine function, similar to the sinh

relation between vorticity and stream function in freely decaying 2D turbulence.

Our study of 3D turbulence without vortex stretching makes a bridge between 2D and 3D

turbulence. We observed that after eliminating vortex stretching from 3D turbulence, energy
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is carried towards larger scales, forming a condensation structure. This 2D behavior emerges

within a 3D system, providing valuable insights and enhancing our understanding of the

vortex-stretching mechanism in turbulence. Moreover, our successful application of statistical

physics in predicting the behaviors of turbulence without vortex stretching demonstrates the

continued relevance and power of statistical physics in studying turbulence, even though

natural turbulence is far from equilibrium.

There are several interesting avenues for future research in this PhD project. First, we

can assess the chirality of flow structures in the inverse helicity cascade case, as the relation-

ship between helicity and energy spectra is approximately |H(k)| = kE(k), corresponding

to homochiral modes. Second, we can investigate whether intermittency is altered after re-

moving the vortex stretching. Finally, by employing a similar method, we might explore a

system that excludes the strain self-amplification term, which also plays a crucial role in the

energy cascade. However, it is not clear at present whether it is possible to remove strain

self-amplification only from the system while keeping the vortex stretching.
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Appendix A

Exciting turbulence in an elongated

domain

1 In addition to the main PhD project on turbulence without vortex stretching, we have also

investigated another novel turbulent system: turbulence in an elongated domain. In this

study, we consider the conventional Navier-Stokes equations.

Motivated by recent experimental results in grid turbulence with very long streamwise

velocity correlations, we consider numerical simulations of turbulence in a domain that is

elongated in one direction. Energy is injected in the largest wavelengths of the system.

Compared to turbulence in traditional cubic domains, larger Reynolds numbers, wider inertial

ranges, more significant intermittency, and longer surviving large-scale motions are obtained

in elongated domains. A mixed Taylor-scale Reynolds number is defined to describe the ratio

between inertial and viscous dynamics for elongated turbulence.

The rest of this chapter is organized as follows. Sec. A.1 presents an introduction to

this project. In Sec. A.2, we describe the numerical setup for turbulence in elongated and

traditional cubic domains. Then we present the numerical results in Sec. A.3. Finally, Sec.

A.4 presents the conclusions.

1This investigation is carried out in collaboration with professors Le Fang and Joachim Peinke.
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A.1 Introduction

Grid-generated turbulence in wind tunnels is a classical set-up to experimentally study ho-

mogeneous and isotropic turbulence [127–130]. To assess asymptotic predictions of high

Reynolds number turbulence, experiments have been designed using active grids [131–135] al-

lowing to obtain a larger turbulence intensity and thereby a larger Reynolds number than with

classic static grids. Recently grid-turbulence experiments have succeeded in generating unex-

pectedly high Reynolds number flows [136]. The important point in succeeding this was the

excitation of extremely long streamwise scales. A surprising observation in this experiment

was the intermittency properties of the smallest scales. Indeed, in the modern description of

turbulent flows, the statistics of the smallest scales depend on the Reynolds number [137].

This difference is not contained in the classic K41 theory of turbulence [138], but is inher-

ent to the build-up of intermittency as formulated first in the K62 framework [28, 139], and

further addressed in more sophisticated theoretical frameworks [140–143]. The most salient

feature of the recent wind-tunnel results [136] is the behavior of the velocity-increment flat-

ness of the (streamwise) longitudinal increments. Indeed, this quantity showed a build-up of

intermittency through scale space starting at these very large scales. Its small-scale value is

thereby significantly larger than in turbulence excited at the length-scale comparable to the

transverse dimensions of the wind tunnel [136]. This experimental set-up managed thereby

to achieve a much higher value of the effective Reynolds number than obtainable by a random

stirring protocol. The experiments improved thereby upon previous attempts to increase the

Reynolds number by tuning the forcing protocol of active grids [133,135,144,145].

In the present investigation, we assess the influence of long wavelength forcing on small

scales using Direct Numerical Simulations (DNSs) in an elongated domain. Our flow domain

is a square prism (Fig. A.1) whose length in one direction is larger than that in the other

two directions. We also refer to this elongated domain as a quasi-one-dimensional (quasi-1D)

domain. In pipe flow [146], channel flow [147,148], and turbulent boundary layers [149,150],

structures are observed significantly larger than the cross-stream dimension of the geometry.

In contrast to wall-bounded turbulence, research on wall-free turbulence in quasi-1D domains

is currently limited. Presently, wall-free turbulence in elongated domains has been used to

study the anisotropy of magnetohydrodynamic turbulence [151, 152], homogeneous shear

turbulence simulations [153] and fast-rotating turbulence where domains are elongated in

order to investigate turbulence at low Rossby number [109, 154, 155]. In this chapter, we
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use quasi-1D turbulence to simulate the experimental features in an even more controlled

setting than grid turbulence. Before discussing the results, we stress that the goal is not

to reproduce the wind-tunnel experiments but to investigate the most important features

and to understand them better. In particular we study the influence of flow scales with a

wavelength of the order of the domain length on the smallest scales of the flow.

A.2 Numerical setup

In this section, we detail the numerical setup we have used. During the simulations, we

first force the turbulent system at very long length scales, then remove the force and let

turbulence freely decay. Results are obtained during both the statistically stationary state

and the decay phase.

A.2.1 Elongated and cubic calculation domains

In order to simulate grid turbulence with a long streamwise correlation length, we extend a

cubic box in the z-direction by a factor of eight. The calculation domain is thus chosen as

Lx×Ly×Lz = (2π)2×16π. Simulations are executed for resolutions of grids of Nx×Ny×Nz =

642×512, 1282×1024 and 2562×2048. The numbers of grid points in the z-direction are thus

also eight times larger than those in x- and y-directions. Additional simulations are executed

in traditional cubic domains to compare the results with the elongated ones. For cubic

cases, the calculation domain is Lx × Ly × Lz = (2π)3 with three corresponding resolutions

Nx×Ny×Nz = 643, 1283 and 2563. Periodic boundary conditions are used in each direction.

A.2.2 External force

In our simulations, an external force is added at long length scales. Properties of turbulence

in elongated domains are first investigated during a statistically steady state where the input

energy rate is equal to the dissipation rate. After reaching the steady state, we remove the

external force. Then turbulence decays freely with time, corresponding to grid turbulence

decaying along the streamwise direction.

The equation that will be considered is the Navier-Stokes equation, where an external
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force F is added

∂u

∂t
+ u · ∇u = −1

ρ
∇p+ ν∇2u+ F (A.1)

together with the divergence-free condition ∇ · u = 0, u the velocity, p the pressure, ρ

the density and ν the kinematic viscosity. For the forcing term, we use the random force

introduced by Alvelius [156]. Alvelius introduced a random scheme with a force f̂i(k, t) =

A(k, t)e
(1)
i (k) + B(k, t)e

(2)
i (k), where e

(1)
i and e

(2)
i are unit vectors orthogonal to each other

and to the wave vector k. In our code, this force is applied to the first two wave-number shells

0.5∆k ≤ ||k|| < 1.5∆k and 1.5∆k ≤ ||k|| < 2.5∆k with ∆k = 2π/Lz = 1/8 for the elongated

cases and ∆k = 1 for the cubic cases. Note that in the elongated domains, the force is only

applied in the kz direction since, in the other directions, no kx, ky wave-vector components

lay in the first two shells. Conversely, the force is added in an isotropic manner in the cubic

cases. The forcing in the elongated runs is thus necessarily anisotropic. At each time step

and grid point, coefficients A(k, t) and B(k, t) are randomly varied. Then multiplied by the

same factor to make sure |A(k, t)|2 + |B(k, t)|2 = P
2πk2

where P = 1 and k is chosen as the

median of each shell, i.e., k = 1/8 and k = 1/4 in elongated cases and k = 1 and k = 2 in

cubic cases.

We choose values of ν to obtain kmaxη ≈ 1.8 with η the Kolmogorov length scale defined

as η = (ν3/ϵ)1/4 in each cubic simulation. Then the viscosity value of each corresponding

elongated case is set to be the same. In our simulations, ν is chosen as 1/60 for 643 and

642×512 cases, 1/210 for 1283 and 1282×1024 cases, 1/600 for 2563 and 2562×2048 cases.

All the reported results are independent of the randomly chosen initial conditions.

A.3 Numerical results

In this section, we present the results of the numerical integration of Eq. (A.1). We first

show the results during the statistically steady state in Sec. A.3.1. Then, in Sec. A.3.2,

numerical results during the free-decaying stage are presented.
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A.3.1 Turbulence at steady states

Visualization of the flows

Fig. A.1 shows, from top to bottom, visualization of iso-enstrophy surfaces, x- and z-

components of velocity in the 2562×2048 case at the steady state. Visualizations of uy

are similar to those of ux, so uy is not presented. The top picture shows small-scale struc-

tures, which seem to be organized in cluster-like patterns. The middle picture of Fig. A.1

shows that in elongated cases, ux at large scales is large compared to uz. The flow can be

imagined as a small slice through a much larger shear flow. This shear with velocity in the

x- and y-directions comes from the force we added at large scales in the kz-direction. For an

incompressible fluid, velocity vectors in Fourier space are perpendicular to their correspond-

ing wave vectors. Consequently, the force added at the kz-directional vectors in Fourier space

induces velocity fluctuations in x- and y-directions in physical space. No energy is added into

the z-direction directly by the external force. Therefore, uz is smaller than ux, which can be

observed in the bottom picture of Fig. A.1. Note that the large-scale shear profile changes

its position with time.

Time evolution of integral quantities

In this subsection, we show the time evolution of integral quantities during the steady states.

Note that the time evolution before reaching these steady states is ignored. Time in each case

is normalized by its characteristic time scale τ = ⟨||u||2⟩
ϵ

where ϵ is the dissipation rate and

⟨•⟩ indicates the volume average. Because simulations of the 2562×2048 case are demanding

with respect to numerical resources, this calculation is stopped at 1.1τ after the beginning

of the steady state. And we show 2τ of time evolution for the other cases. Note that values

of τ are different in different cases.

The time evolution of energy in the elongated and cubic cases is shown in Fig. A.2. We

find that the energy of the elongated simulations is nearly 50 times larger than that of the

cubic cases. Fig. A.3(a) represents the time evolution of Taylor-scale Reynolds numbers,

defined as Reλ =
√

20
3

K√
νϵ

with K = 1
2
⟨u2x + u2y + u2z⟩ the energy, for the six simulations. The

formula of Taylor-scale Reynolds number can also be written as Reλ = u′λg/ν with λg the

Taylor length scale and u′ the root-mean square velocity. Fig. A.3(a) shows that Taylor-

scale Reynolds numbers are of order 103 for elongated cases, while Reynolds numbers in the
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Figure A.1: Visualization of flows in elongated domain with the grid of 2562×2048 at the

steady state. Top: iso-enstrophy surfaces. Middle: x-component of velocity (ux). Bottom:

z-component of velocity (uz).
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cubic cases do not exceed a value of 100. These observations show that if we compute the

Reynolds number Reλ based on the velocity fluctuations, it is enormous in elongated cases

since it reflects the large value of the shear flow at k = 1/8 and k = 1/4. However, it should be

realized that λg is a length scale based on a velocity correlation [27]. In elongated cases, flows

are not isotropic, and the correlation length in the z-direction is much smaller than that in x-

and y-directions. Thus in order to better characterize the nature of the fluctuations without

the very anisotropic shear flow, we define a mixed Taylor-scale Reynolds number where the

Taylor length scale is based on the fluctuations in the z-direction, keeping u′ =
√
K the

same in the definition. The formula of the mixed Taylor-scale Reynolds number is written

as follows

Remix
λ =

√
20

3

√
3
2
⟨u2z⟩

√
K

√
νϵ

. (A.2)

Fig. A.3(b) shows the time evolution of mixed Taylor-scale Reynolds numbers in the three

elongated cases. It is observed that the mixed Reynolds numbers in elongated domains are

an order of magnitude smaller than those computed by using the classical definition, but

still significantly larger than the values obtained in the cubic domains. The relation between

Taylor-scale Reynolds number and high-order quantities will be studied in Sec. A.3.1.

Energy and energy-flux spectra

This subsection presents time averages of energy and energy-flux spectra during steady

states. Time averages in all cases are performed during an interval 5τ , except for that

in the 2562×2048 case, where the interval is τ .

In Fig. A.4(a), energy spectra and wave-numbers are normalized by (ϵν5)1/4 and Kol-

mogorov length scale η respectively. The 3D energy spectrum is defined as

E3D(k) =
1

2

∑
k−0.5∆k≤||p||<k+0.5∆k

û(p) · û∗(p). (A.3)

The spectra of the cubic simulations are very close to those of the elongated runs for k > 1.

Therefore, for clarity, in Fig. A.4(a) the energy spectra of cubic cases are multiplied by 10.

The inset shows the compensated spectra k5/3ϵ−2/3E3D(k). We observe inertial ranges with

a wavenumber dependence close to k−5/3. Inertial ranges are also present in the spectra of
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Figure A.2: Time evolution of turbulent kinetic energy in elongated and cubic cases during

the statistically steady states. Gray dotted lines indicate the mean values in each case.
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Figure A.3: Time evolution of Reynolds numbers during steady states. (a) Taylor-scale

Reynolds numbers in six cases. (b) Mixed Taylor-scale Reynolds numbers in elongated cases.

Gray dotted lines in both (a) and (b) indicate the mean values in each case.
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energy fluxes Π(k) normalized by dissipation rate ϵ in Fig. A.4(b). The energy flux is defined

as

Π(k) =

∫
Σk

Re [F [u · ∇u](k) · û∗(k)] dk (A.4)

where F[•] and •̂ indicate Fourier transforms andRe[•] represents the real part of the quantity
in brackets. Σk is the spherical domain in Fourier space consisting of all wave vectors with

∥k∥ ⩽ k. We observe plateaus, which indicate inertial ranges, between k ≈ 0.3 and k ≈ 1 in

the three elongated cases. Moreover, we observe that energy spectra in different cases overlap

at large wave numbers. Dips are present in energy spectra of elongated cases in Fig. A.4(a)

at small wave numbers. These dips result from the anisotropy of the flows. An explanation

for the presence of these dips, from the perspective of triad interactions, is as follows. We

know that energy is transferred across different scales through triad interactions. In our

simulations, for 1/8 ≤ k < 1, we only have wave vectors in the z direction. To form triads

with vectors in the forcing range, which are also in the same direction, the triad becomes

degenerate, essentially forming a line. Such triads cannot transfer energy [35]. Consequently,

the dips can only be filled indirectly through an inverse cascade of energy at modes with

k ≥ 1. It is important to note that the inverse cascade is not the primary mechanism for

energy transfer in 3D turbulence, so that the dips are a persistent feature of the flows in the

elongated flow geometry.

One-dimensional energy spectra are also investigated. The 1D energy spectrum is defined

as

E1D(kz) =
1

2

∑
kz−0.5∆k≤pz<kz+0.5∆k

û(p) · û∗(p). (A.5)

Fig. A.5 shows the normalized 1D energy spectra in six cases, and the inset shows the

compensated spectra k
5/3
z ϵ−2/3E1D(kz). The dips which were present in E3D(k) are no longer

visible in this representation, and we can see more clearly inertial ranges in the elongated

cases.

These observations show that inertial ranges are more easily obtained using an elongated

calculation domain. Turbulence in elongated cases allows thus to obtain higher Reynolds

numbers. The two reasons for this are that, firstly a large kinetic energy is present in the

longest wavelengths of the system, secondly the larger spectral interval allows more easily

the establishment of an inertial range.
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Figure A.4: Time-averaged, normalized, 3D energy and energy-flux spectra at steady states.

(a) Energy spectra normalized by dissipation (ϵν5)1/4 with wave numbers normalized by

Kolmogorov length scale η. Since the spectra corresponding to the simulations in the two

domain types almost perfectly overlap, the spectra of the cubic cases are multiplied by 10.

(b) Energy-flux spectra normalized by dissipation rate ϵ. The inset in (a) shows compensated

spectra k5/3ϵ−2/3E3D(k).
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Figure A.5: Time-averaged, normalized, 1D (along the z-direction) energy spectra at steady

states. Energy is normalized by dissipation (ϵν5)1/4 and kz is normalized by Kolmogorov

length scale η. The inset shows compensated spectra k
5/3
z ϵ−2/3E1D(kz).

High-order quantities

In this subsection, we investigate small-scale behavior by high-order quantities of longitudinal

velocity increment.

In Fig. A.6(a) and (b), we present respectively skewness and flatness factor of increments

of uz in the z-direction. The skewness and flatness factor are defined as

Szz(rz) =

〈
(uz (x+ rzez)− uz(x))

3〉〈
(uz (x+ rzez)− uz(x))

2〉3/2 ,
Fzz(rz) =

〈
(uz (x+ rzez)− uz(x))

4〉〈
(uz (x+ rzez)− uz(x))

2〉2 ,
(A.6)

where ez is the unit vector in the z-direction and ⟨•⟩ denotes a volume average. In all cases,

at large scales, the skewness is close to zero, which is the Gaussian value. The flatness factors

at large scales are slightly smaller than the Gaussian value 3 in cubic domains but somewhat

larger than 3 in elongated fields. For the dissipation scales, the absolute values of both

skewness and flatness factors in the elongated systems are substantially larger than those in

cubic domains. Sec. A.3.1 shows that differences in small-scale structures are minor among

six cases if we consider a second-order quantity (energy spectra). Indeed, all spectra closely
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collapse using Kolmogorov variable. However, third- and fourth-order quantities are fairly

different. Fig. A.6 indicates that the presence of large transverse motion in an elongated

domain can affect the smallest scales and increase the intermittency of the flow, as also

observed in the wind-tunnel experiments [136].

Subsequently, we investigate the relation between high-order quantities of the longitudi-

nal velocity gradient ∂uz

∂z
and Reynolds number. Theoretically, skewness and flatness factors

of ∂uz

∂z
are lim

rz→0
Szz(rz) and lim

rz→0
Fzz(rz). For numerical simulations, these values can be ap-

proximated by skewness and flatness factor of velocity increments of the two closest points

in the z-direction. Fig. A.7 presents the relation between −S, F and Taylor-scale Reynolds

number for cubic cases, mixed and traditional Taylor-scale Reynolds number for elongated

cases. We compare our results with numerical and experimental results from the literature.

Hill proposed −S ∼ 0.26Re0.11λ and F ∼ 1.36Re0.31λ for the relation between skewness and

flatness factor of longitudinal velocity gradient and Taylor-scale Reynolds number [157]. Gyl-

fason showed that −S ∼ 0.33Re0.09λ and F ∼ 0.91Re0.39λ fitted their experimental data [158].

These empirical formulas are plotted in Fig. A.7, compared with the numerical results of

Ishihara [159] and our simulations. We find that our data is in good agreement with previous

experimental and simulation results if the mixed definition Remix
λ is used. These results con-

firm thereby the experimental observations that turbulence forced at large streamwise scales

(on numerically, in elongated domains) and turbulence allows to build up larger intermittency

at the small scales.

A.3.2 Free-decaying turbulence

After reaching the steady state, we remove the external force from the system. We designate

the moment when the removal of force commences as time t = 0. And the time is normalized

by the characteristic time τ defined in Sec. A.3.1 evaluated at t = 0. If a comparison is to

be made, the decay over time in these numerical simulations corresponds to the decay over

distance downstream of the turbulence-generating source in wind-tunnel experiments.

Fig. A.8(a) shows the time evolution of energy normalized by its initial value (E0 ≡ E(t =

0)) in free-decaying cases. In cubic domains, turbulence can be considered isotropic. Thus the

mixed Taylor-scale Reynolds number equals the traditional Taylor-scale Reynolds number in

cubic cases. Fig. A.8(b) shows the time evolution of mixed Taylor-scale Reynolds numbers in

free-decaying cases. The decay of energy and mixed Taylor-scale Reynolds numbers in cubic
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Figure A.6: High-order quantities of increment of longitudinal velocity (uz) in the z-direction

at steady states. (a) Skewness. (b) Flatness factor.

cases is faster compared to that in elongated cases. The reason is that the large-scale motions

have a longer turnover time and thereby survive for a longer time in elongated domains.

Fig. A.9(a) shows the time evolution of 1D energy spectra (along the z-direction) of the

1282×1024 case, and the inset shows compensated energy spectra with abscissa normalized

by the Kolmogorov length scale. The simulation of the decaying process in the 2562×2048

case is computationally demanding. Therefore, we use the 1282×1024 case to investigate the

long-time evolution of energy spectra. From Fig. A.9(a), we observe that the large-scale

energy and inertial ranges of elongated systems persist for a long time during the decay. Fig.

A.9(b) shows the time evolution of one-dimensional (along the y-direction) energy spectra

and compensated energy spectra of the 1283 case. Comparing Fig. A.9(a) and (b), we

observe that, as for the statistically stationary cases, larger inertial ranges can be obtained in

elongated domains, and these inertial ranges persist for a longer time than in cubic domains.

A.4 Conclusions

In this chapter, we have reported the results of direct numerical simulations of wall-free tur-

bulence in a domain elongated in one direction, compared with turbulence in a normal cubic
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Figure A.7: Relation between high-order quantities of the longitudinal velocity gradient
∂uz

∂z
and Taylor-scale Reynolds number. Solid and dashed lines: empirical formula. Blue

crosses: numerical data from the work of Ishihara [159]. Red asterisks: data based on mixed

Taylor-scale Reynolds numbers in elongated cases. Purple circles: data based on traditional

Taylor-scale Reynolds numbers in elongated cases. Black squares: cubic cases. (a) Skewness.

Solid line: −S = 0.26Re0.11λ . Dashed line: −S = 0.33Re0.09λ . (b) Flatness factor. Solid line:

F = 1.36Re0.31λ . Dashed line: F = 0.91Re0.39λ .
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Figure A.8: Time evolution of integral quantities in free-decaying cases. The time is nor-

malized by characteristic time τ . (a) Energy normalized by its initial value. (b) Mixed

Taylor-scale Reynolds numbers.
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Figure A.9: Time evolution of 1D energy spectra (along the y-direction) in free-decaying

cases. (a) Energy spectra of the 1282×1024 case at t/τ = 0, 1/3, 2/3, 4/3, 2, 10/3, 5. (b)

Energy spectra of the 1283 case at t/τ = 0, 0.6, 1.2, 1.8, 3, 6. The insets in (a) and (b) show

compensated energy spectra E1D(kz)k
5/3
z ϵ−2/3 with abscissa kz normalized by Kolmogorov

length scale η.
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domain. Firstly, we added a force at large length scales and investigated turbulence at steady

states. We found that large Reynolds numbers were more easily obtained in elongated do-

mains. As a result, more extended inertial ranges and larger small-scale intermittency were

observed in elongated cases. These results replicate to a certain extent what happened in

recent wind-tunnel experiments [136]. Moreover, results in Sec. A.3.1 verified that whereas

energy spectra at small scales collapsed using Kolmogorov variables, the high-order statis-

tics of the smallest scales depend on the Reynolds number and agree with observations in

Ref. [159]. Secondly, when the force was removed, and turbulence decays freely, large-scale

structures and inertial ranges persist longer in elongated domains than in cubic domains.

An interesting outcome of the present investigation is that higher Reynolds number tur-

bulence is obtained for a relatively low computational cost. However, this method has the

disadvantage that the turbulence is highly anisotropic at the largest scales.
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