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General introduction 

 

Ionizing radiations (IoR) inflict detrimental damage on genetic material, proteins, and the 

signaling pathways that typically govern cellular functions1. This damage can result in adverse 

outcomes, such as premature aging2, the development of tumors and cancers3, but also in 

therapeutic benefits in the realm of radiation therapy4. Ionizing radiation can consist of high-

energy photons, such as extreme ultraviolet rays (XUV), X-rays, or gamma rays, or charged 

particles like protons (H+), alpha particles (He2+), electrons (e-), or muons (μ-). The sources of 

ionizing radiations can be natural, such as radioactive minerals, oceans, solar radiation, and 

cosmic rays, or of anthropogenic nature, originating from medical procedures, nuclear power 

plant waste, nuclear catastrophes, or nuclear weapons testing5. 

 

The responses of biomolecules to IoR are multi-timescales6,7. In this thesis, our focus is on the 

physical stage, which takes place within a timescale ranging from 10-18 to 10-15 seconds. The 

physical stage is initiated by the deposition of energy from IoR to the target, leading to ionizations 

and excitations, and creating a superposition of electronic states. This stage ends with charge 

redistribution before the atomic nuclei respond. The ultrafast events occurring at the physical 

stage are of utmost importance as they set the stage for all subsequent events. The excited or 

ionized biomolecule experiences rapid structural transformations from 10-15 to 10-9 seconds, 

during which reactive chemical species such as free radicals can be produced. These reactive 

species can then interact with nearby molecules, such as water or other biomolecules, from 10-9 

to 10-6 seconds, leading to a cascade of chemical reactions. Finally, the altered biomolecules and 

chemical species engage with larger biochemical networks in the cell over extended periods 

ranging from seconds to days (or more). This engagement encompasses signaling pathways, DNA 

repair mechanisms, and potentially programmed cell death if the damage is extensive8. This multi-

timescale nature is essential to understand the detailed mechanisms of radiation interaction with 

biological systems and the potential consequences, either harmful or therapeutic. 
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Energy deposition is a critical parameter for controlling the dosage and penetration of IoR. For 

instance, in particle therapy, it is essential to precisely target tumor cells while sparing healthy 

tissues. In the case of photons, for example, it is important to determine the dose liberated during 

medical imaging9.  Stopping power, or attenuation in the case of photons, is a term that refers to 

the amount of energy transferred from ionizing radiation to the target material (energy 

deposition) per unit distance. The stopping power or energy deposition generally depends on the 

energy and types of IoR. Charged particles deposit their energy in a highly localized region within 

matter, with the amount depending on the kinetic energy of the particles. A sharp and significant 

transfer of energy occurs at the end of the particle's trajectory, known as the Bragg peak. This 

characteristic makes charged particles especially useful in radiotherapy. On the other hand, 

photons can deposit energy through various processes, such as photoabsorption, photoelectric 

effect, Compton scattering, or pair production, depending on their energy10. In general, the 

energy deposition by photons is spread over molecules and attenuates with penetration distance. 

 

The creation of a superposition of electronic states in biomolecules as a result of IoR interaction 

can lead to an ultra-fast redistribution of charge. This can occur as a result of charge migration11, 

Interatomic Coulombic Decay (ICD)12, and auto-ionization13. Consequently, the charge does not 

remain localized at the initial position but is transferred to another part of the molecules, leading 

to characteristic fragmentation and processes in biological systems. For instance, the 

decarboxylation of acidic amino acids induced by X-rays14 or ionization at specific sites in 

polypeptide molecules can lead to fragmentation elsewhere within the molecule15. 

  

Recently, the advent of ultrafast spectroscopies has enabled the direct investigation of the 

earliest mechanisms in the physical stage, in real-time. Experimental techniques employing 

pump-probe XUV lasers, generated through high harmonic generation16–18, offer exceptional 

approaches for probing matter’s responses with attosecond resolution. However, time-resolved 

pulsed radiolysis using beams of charged particles has been mainly constrained to the picosecond 

range. Beyond experiments, theoretical access to the physical stage for large biomolecules is now 

possible. Pure Real-Time Time-Dependent Density Functional Theory (RT-TD-DFT) allows for the 

step-by-step simulation of the response of the electronic cloud in large molecular systems 
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subjected to strong, ionizing radiations. This is achieved by discretizing time into small 

increments, typically of a few attoseconds. Notably, it provides theoretical insight into the real-

time interaction of IoR with matter and the superposition of electronic states. 

 

Energy deposition by charged particles depends on both the kinetic energy of the particles and 

the characteristics of the target molecules. For particles with an energy above 1 MeV, the 

relativistic effect is incorporated into the contribution of energy deposition. This effect is also 

responsible for the increase in energy deposition seen in the stopping power curve at high-energy 

particles. With respect to target materials, energy deposition relies on the electronic structure or 

density, which in turn depends on the types of atoms, as well as the chemical and physical bonds 

within the material. 

 

Accurate calculation of energy deposition or stopping power presents a significant challenge for 

both experimental and theoretical approaches. Experimental measurements suffer from a high 

degree of uncertainty19. Empirical 20,21 and semi-empirical models22–25 are quite precise for 

calculating the stopping power of homogeneous systems. However, for heterogeneous systems 

like biomolecules, errors in stopping power can accumulate due to Bragg's additive rule. This rule 

considers that the stopping power of a compound can be calculated from the linear combination 

of the stopping power of its individual atoms. It neglects the effect of chemical and physical bonds 

between atoms in the molecules. The effect of hydrogen bonds on energy deposition is well 

known for water, corresponding to about 10% at low-energy particles26. However, for 

biomolecules, this effect is not clear, even though hydrogen bonding in biomolecules is known to 

be essential. 

 

RT-TD-DFT is a promising model for calculating stopping power27 and electronic relaxation10 in 

real systems. However, to date, simulations using RT-TD-DFT are restricted to low-energy 

particles (below 2 MeV) due to the absence of the relativistic effect of charged particles in the 

simulation. It is not clear how the relativity of charged particles affects energy deposition in RT-

TD-DFT simulations. When dealing with large biological systems, simulating the entire system 

using RT-TD-DFT becomes impossible. Instead, the technique of combining quantum mechanics 
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with molecular mechanics (QM/MM) proves useful. In this approach, the atoms of interest are 

described at the RT-TD-DFT level, while the effects of the molecular environment are taken into 

account using molecular mechanics. However, the impact of the size of the QM region and the 

type of force field in MM on energy deposition and electronic relaxation induced by IoR remains 

elusive.              

 

The attosecond XUV-pulse plays an impressive role in revealing the ultra-fast mechanisms that 

occur in small and relevant biomolecules17,28 in the gas phase. However, studying large 

biomolecules like peptides or proteins presents a significant challenge for both experimental and 

theoretical approaches. More recently, our experimental collaborators (team of F. Lepine at ILM, 

Lyon) have developed a technique using XUV-IR pump-probe lasers to investigate large 

biomolecules up to the size of entire proteins29. For us, the question remains: how does the 

secondary structure in a biomolecule affect the interaction with XUV-pulse, ionization of the 

molecule, or electron relaxation? This aspect is still unclear.  

  

This thesis consists of five Chapters: 

Chapter One lays the necessary background to understand the subsequent Chapters. It begins by 

introducing the processes involved in radiation damage, followed by an exploration of the 

characteristics of the physical stage, including energy deposition and electronic responses. Finally, 

the chapter introduces the theoretical background for RT-TD-ADFT as a workhorse model in our 

work. 

 

Chapter Two focuses on the effect of some relativistic effects on energy deposition when the 

irradiating ion approaches the speed of light. We consider a Watson-Crick guanine-cytosine 

nucleobase pair, with two water molecules hydrogen-bonded to the guanine nitrogen atoms. 

These molecules are essential components of the DNA structure. 

 

In Chapter Three, we investigate the effect of hydrogen bonds on the energy deposition for the 

same system that is used in Chapter Two. 
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In Chapter Four, we investigate the physical stage of energy deposition and charge migration in 

protein/DNA complexes exposed to α-particles. We utilize RT-TD-DFT within the framework of 

Quantum Mechanics/Molecular Mechanics (QM/MM) approaches. In this chapter, we examine 

the impact of the QM-region size and the electrostatic induction of the MM-region on energy 

deposition and post-irradiation charge migrations. Finally, we introduce a new analytical 

technique for studying charge migration in large systems. 

 

Finally, Chapter Five is dedicated to the ultrafast response of the Insulin+6 protein and the 

Substance PH+ peptide to XUV-pulses in the gas phase. We begin by assessing the effect of atomic 

center basis sets on the simulation of XUV-pulses for N2 and model peptides. This chapter includes 

the study and preparation of the structures of Insulin+6 and Substance PH+ in the gas phase, 

achieved through molecular dynamics simulations. Additionally, we present the results from RT-

TD-DFT concerning the interaction of XUV-pulse with Insulin+6 and Substance PH+.  
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1 Radiation damage and theoretical background 

 

The responses of biomolecules interacting with ionizing radiations is a complex, multi-stage 

process that begins with the ultra-fast response of the electron cloud and may culminate in 

biological damage over several days or years. In this thesis, our interest lies in the ultra-fast events 

that occur within a range from attoseconds to a few femtoseconds in biomolecules when induced 

by fast-charged particles and XUV-pulses. This chapter is dedicated to introducing the 

foundational elements required to understand the subsequent chapters. 

The first section introduces the processes involved in the radiation damage of biomolecules. In 

the second section, we delve into the physical stages of radiation damage, encompassing the 

general mechanisms related to energy deposition by ionizing radiation and ultra-fast electron 

relaxation. The third section introduces the theoretical background employed throughout this 

thesis, specifically highlighting ground state density functional theory and Real-Time Time-

Dependent Auxiliary Density Functional Theory. The chapter concludes with a summarizing 

section. 

This chapter draws inspiration from two review articles of which I am a co-author. The first article, 

conducted during the COVID shutdown, is published in the Annual Review of Physical Chemistry 

under the title "First-Principles Simulations of Biological Molecules Subjected to Ionizing 

Radiation"1. The second article has been published more recently in The European Physical 

Journal Special Topics, under the title "Current status of deMon2k for the investigation of the 

early stages of matter irradiation by time-dependent DFT approaches"2. In this article, I contribute 

by composing two sections on the effects of complex absorbing potential on RT-TD-ADFT 

simulations of ionizing radiation and the effect of force field polarizability on energy deposition 

and charge migration during the interaction of charged particles with DNA/protein complexes.     
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The physical stage begins when an IoR penetrates matter, depositing a large amount of its energy 

on a time scale of a few attoseconds (10-18 s), this energy leads to excited and ionizing target 

molecules and ejects energetic electrons in the continuum. The excited and ionized molecules 

undergo pure electronic dynamics processes like, intra- and inter-molecular charge and energy 

migration, Coulomb Decay (ICD7) and Auger electron relaxation8 etc. Secondary electrons 

generated as a result of the ionization process, can have energies ranging from a few electron 

volts (eV) to several kiloelectron volts (keV), depending on the type and energy of the incident 

radiation. They thermalize by collisions in the environment and may excite other molecules. 

Finally, very dense track of excited, radical cation molecules and secondary electrons are formed 

along the IoR trajectories. This stage continues until the nuclear response becomes significant in 

general in a few femtoseconds (10-15 s). The pure electrons dynamic model is sufficient to simulate 

the physical stage. We concentrate on the physical stage in this work, therefore we go over it in 

greater detail in following section.  

Following the physical stage, the physicochemical stage appears and continues for a few 

picoseconds (10-12 s). The reactive species created during the physical stage are unstable, they 

start to expand and initiate complex nuclear and electron coupling dynamics. The excited radical 

cation undergoes an ultra-fast process by means of a sequence of electron or proton transfers 

from neighboring molecules, or it dissociates by dissipating energy into vibrational modes.  

Secondary electrons will be trapped in molecular cavities and solvated9. They can also be caught 

in molecules, which would then activate the electron attachment dissociation pathways10. 

Because the electronic system is still in an excited state at the beginning of the physicochemical 

stage, we have to provide a non-adiabatic model to simulate this time range. After a few ps, the 

system returns to the ground state, an adiabatic model might be enough. 

The non-homogeneous chemical stage extends from few ps to the time when the reactants are 

distributed homogeneously (μs, 10−6 s). The radiolytic species are highly reactive and non-

homogeneously distributed at the end of the physical-chemical stage. Depending on the radiation 

type and reaction energy barriers, the reactive species diffuse and react with one another or with 

the surrounding molecules, until the tracks vanish completely. In this stage, the system is entirely 
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in its ground state and expands, so that the system is governed by thermodynamic equilibrium 

and diffusion rate. So, kinetic models and diffusion models are recommended.   

Finally, at a time scale of ca. 10−3 s or longer, the cells respond to the irradiation resulting from 

the products formed in the preceding stages. This is called the biological stage. As a consequence 

of the alteration of molecules, irregularities in the biochemical process happen at the subcellular 

level, for instance modification of the shape of proteins, enzyme inactivation, or DNA disorder, 

etc. As a result, the cells lose their specific properties. At the end, the cells may be repaired, 

mutated, or die11. 

Biological damages are classified as being the consequences of direct or indirect effects12,13 as 

show in Figure 1-2. The direct effect refers to damages triggered by the direct deposition of energy 

into the biomolecules14. The indirect effect15 refers to the damage caused to molecules not by 

the direct action of the IoR itself, but through the intermediaries produced when radiation 

interacts with other molecules, primarily water, in the vicinity of the target molecule. Because a 

large quantity of water exists in cells (~70%-85%), the indirect effect plays an important role in 

radiotherapy. The energy is largely deposited in water, which leads to the production of reactive 

oxygen species (ROS) via water radiolysis for instance, hydroxyl radical, hydrogen peroxide, or 

superoxide, etc. These species diffuse and interact with biomolecules within the cells, to produce 

chemical alterations and consequently deleterious effects. Furthermore, quasi-direct effects 

were proposed by Sevilla and coworkers16 as a frontier between direct and indirect effects. They 

observed the yield of OH radicals formed during 𝛾-irradiation of DNA for the different shells of 

hydration at low temperatures. They found that when the DNA is in contact with water molecules, 

the amount of OH radicals is not significant. They suggested that the yield of OH radicals 

decreases due to the ultra-fast hole transfer from water radical cations to DNA, which occurs 

before the production of OH radicals.  





19 
 

1.2 Physical stage 

 

The physical stage corresponds to the pure electronic response of matter to IoR. This includes 

energy deposition, primary excitation, ionization, and electronic relaxation. The processes that 

occur in the physical stage highly depend on the type of IoR. In this section, we briefly discuss the 

main processes of the electronic response, depending on the kind of IoR. We focus on the 

evaluation of energy deposition and electronic relaxation.  

1.2.1 Physical stage depending on the types of ionizing radiation  

a. Energy deposition and ionization process 

The energy deposition and ionization process in target electrons by γ-rays (which are produced 

by the decay of excited nuclei and by nuclear reactions), and X-rays (which are produced when 

upper electrons in high orbital levels descend to a core hole or when fast-moving particles are 

deflected and decelerated), occur through four mechanisms, depending on the energy of the 

photon. These mechanisms are coherent (Rayleigh) scattering, the photoelectric effect, Compton 

scattering, and pair production19. For the purposes of our discussion, we will neglect the nuclear 

reactions and nuclear disintegration caused by IoR, as these occur at very high energy.  

 Coherent (Rayleigh) Scattering20: in this process, a photon interacts with an entire atom, 

causing it to become momentarily polarized. The photon is then scattered without a 

loss of energy or ionization of the target, though there may be a change in direction. 

This process becomes less significant as the photon's energy increases. 

 Photoelectric effect21: here, a photon interacts with an inner-shell electron in an atom, 

completely absorbing the photon's energy and ejecting the electron from the atom. The 

kinetic energy of the ejected electron equals the energy of the incoming photon minus 

the binding energy of the electron in its shell. This process is particularly significant at 

lower photon energies, such as in the range of 0.5-700 keV for carbon graphene 22. 

 Compton scattering23: this occurs when a photon interacts with a loosely bound outer-

shell electron, transferring a part of its energy to the electron and being scattered in a 

different direction. The scattered photon has lower energy, and its change in 
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wavelength is thus described. Compton scattering is a dominant interaction process for 

moderate-energy photons. 

 Pair production24: this takes place when a photon with energy greater than 1.022 MeV 

interacts with the nucleus of an atom. The photon's energy is converted into an 

electron-positron pair, with the excess energy of the photon above 1.022 MeV being 

shared between the kinetic energies of the electron and positron. 

Extreme Ultraviolet (XUV) is another type of electromagnetic wave, with an energy range of 

approximately 10-130 eV. This kind of IoR deposits its energy specifically by interacting with the 

valence electrons of the target, leading to its excitation and ionization. XUV pulses can be created 

with durations on the attosecond scale, allowing for the study of ultra-fast electron dynamics. 

This is essential for revealing the physical stage.  

Charged particles (such as fast protons, α-particles, or heavy ions) deposit their energy via 

Coulomb interaction with the electrons or nuclei of the target25, depending on their energy. The 

contribution of nuclear energy deposition, resulting from elastic collisions with target nuclei, is 

dominant at low energy (< 0.01 MeV), as shown in Figure 1-3. This type of interaction leads to 

rotational and vibrational excitations.  Above 0.01 MeV, the nuclei do not have enough time to 

respond during the collision; the only interaction of the charged particle with electrons 

contributes to energy deposition, referred to as inelastic collision. Depending on the kinetic 

energy of the particle, the energy deposition sharply increases until it reaches a peak, known as 

Bragg's peak, and then decreases. At relativistic velocities of charged particles, the energy 

deposition starts to rise again. Unlike photons, charged particles deposit their energy locally along 

their trajectory, and the energy deposition decreases with distance from the target according to 

Coulomb interaction. The energy transfer from particles leads to the local excitation and 

ionization of several electrons in the valence and core levels of the target. The contribution of 

core excitation increases with particle energy and decreases with the collision distance from 

target electrons.    
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Figure 1-3: Contribution to energy deposition per distance for a proton in liquid water. The energy deposition is 

calculated using the PSTAR database26. The x and y axes are scaled logarithmically. 

b. Penetration distance 

As mentioned before, the interaction of IoR with matter depends on several factors, such as the 

type of radiation (e.g. charged particles, or uncharged particles like photons), the energy of the 

radiation, and the type of matter it interacts with. As a result, the penetration distance of 

radiation through matter differs significantly between photons and charged particles27. 

The intensity of photon beams attenuates exponentially with increasing penetration depth, which 

depends on the absorption cross-section. The absorption cross-section is influenced by both the 

energy of the photons and the type of material they interact with. In the case of XUV radiation, 

the attenuation primarily depends on the strong absorption cross-section of the valence 

electrons, resulting in a relatively short penetration depth for XUV beams. On the other hand, for 𝛾-rays and X-rays, photon absorption is dependent on the cross-sections of three processes: the 

photoelectric effect, Compton scattering, and pair production22. The likelihood of absorption via 

these mechanisms is generally lower because they primarily occur through interactions with core 

electrons (in the case of the photoelectric effect) or atomic nuclei (in the case of pair production). 

That is why these types of photons typically have a larger penetration depth into matter. One 

crucial characteristic of photon penetration is the spreading of energy deposition over target 

molecules along their path, decreasing exponentially with penetration distance. As shown in 

Figure 1-4, the energy deposition expands over a short distance due to high-energy photons 

initiating an electromagnetic cascade through pair production, which generates more photons, 
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c. Electron relaxation 

As a result of energy deposition from IoR, target molecules can become excited and ionized. These 

molecules may then undergo complex ultra-fast electronic relaxation through several channels 

before the atomic nuclei significantly move7. The electronic relaxation is purely electronic and 

relies on electron correlation. It depends on the initial ionization, the excited state, molecular 

environments, and the electronic structure of the target. Here, we mention some of the common 

relaxation processes. 

The creation of a hole in the core levels, as a result of the photoelectric effect, for example, may 

undergo Auger relaxation. When an electron is removed from a core level, it leaves behind a 

vacancy. This vacancy can then be filled by an electron from a higher energy level, transitioning 

into the lower energy state. This transition releases energy, which can either be emitted as a 

photon (in X-ray fluorescence) or transferred to another electron in the system, often one in a 

higher energy state or in the outer shell. When the energy is transferred to an electron, it gives it 

enough energy to escape from the atom or molecule. This ejected electron is known as an Auger 

electron, and the entire process is termed Auger relaxation or the Auger effect28,29. The Auger 

effect is a non-radiative process, meaning it does not result in the emission of a photon. As a 

result of emitting electrons, the molecules can become doubly ionized, producing a cascade of 

secondary electrons along the radiation passage, leading to the efficient damage of biomolecules. 

On the other hand, the low-energy electrons produced from Auger decay can be used in 

radiotherapy30,31 by injecting Auger electron-emitting agents, such as I123. Low-energy electrons 

deposit their energy over nanometer to micrometer distances. Auger electron emitters 

accumulate in the target tumor cells and kill them while protecting healthy cells.   

The interaction of IoR with molecules may lead to an electron transition to a highly excited state. 

This excited electron may then de-excite and return to the ground state, releasing energy. If an 

electron in a higher energy level absorbs this released energy, it may lead to the ejection of the 

electron and simultaneous ionization of the atom, a process known as auto-ionization32,33. This is 

similar to the Auger effect, but the key difference lies in the nature of the interaction: auto-

ionization typically involves electrons in excited states, whereas Auger relaxation involves a core 

vacancy. Auto-ionization can lead to specific spectral lines in the emission or absorption 
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spectrum. This channel of relaxation becomes crucial when the system's radiation process 

includes high excited states and Rydberg excitations34, such as those resulting from the 

interaction of XUV rays and charged particles.  

Interatomic and intermolecular Coulomb decay (ICD)35 is another channel of relaxation that 

occurs when the inner shell of a molecule is ionized. An electron from an upper shell fills the 

vacancy and liberates energy. This energy is absorbed by an electron of neighboring atoms or 

molecules, which generally have a weak bond with the host atom or molecule, leading to the 

ejection of a second low-energy electron. The energy transfer is mediated by the Coulomb 

interaction between the two atoms or molecules. The main distinction between ICD and the 

Auger effect is that ICD is a non-local ionization process. In other words, ionization on one side of 

a molecule can lead to ionization of another molecule on the other side. ICD is a fast process, 

typically occurring on the femtosecond time scale, and it plays a significant role in various 

contexts, such as in biological systems36,37.  

Charge migration38 between atoms and molecules is another ultra-fast electronic relaxation 

process induced by IoR. Upon ionization or excitation of a molecule, certain electronic states may 

become temporarily populated. Due to the interaction and correlation between electrons, this 

sudden change in electronic configuration can induce a rapid reorganization of the electron 

density within the molecule. This reorganization is referred to as "charge migration," where the 

charge effectively "moves" from one part of the molecule to another. This phenomenon is 

essentially an electronic response and occurs on an extremely short time scale, typically within 

attoseconds to a few femtoseconds. The electronic superposition of states and the overlap 

between them are required to trigger charge migration.  

Charge migration is distinct from charge transfer39, even though both processes correspond to 

the motion of charge from one molecule to another. The main difference lies in the nature of the 

processes: charge migration has an oscillatory40 or electron delocalization nature, while in charge 

transfer, the coupling between electronic and nuclear dynamics is essential. Nuclear motion leads 

to electronic dephasing or decoherence, breaking the periodic nature in time, and localizing the 

charge permanently on a side of molecule. 
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The delocalization of electrons through charge migration is particularly significant when inner-

valence electrons are ionized. The removal of an electron from a specific inner-valence orbital, 

where strong correlation typically exists, leads to coupling with several other states. 

Consequently, the charge migrates to various other orbitals, and by the end of the process, it 

spreads more or less uniformly across the entire system. Even if the initial charge is localized, it 

rapidly becomes delocalized41,42. 

Charge migration is essential for biological systems irradiation, especially when it involves a 

change in the initial location of a charge. The first observation of charge migration in a 

biomolecule was indirectly observed by Schlag and colleagues43 with nanosecond pump-probe 

experiments. Though nanosecond time intervals are large for observing charge migration, they 

discovered that after ionizing chains of peptides at a specific molecular site, subsequent 

instantaneous probed fragmentation occurred at the other end of the chain. This led them to 

conclude that the initially created hole had migrated through the molecule. These observations 

were later theoretically examined by Cederbaum and Zobeley44, who first introduced the concept 

of ultrafast charge migration. The first experimental clearly evidence of charge migration was 

reported by Calegari and co-workers45, who utilized attosecond pump-probe experiments to 

investigate phenylalanine. They employed 300 as XUV pulses to ionize the molecules and used 4 

fs near-infrared (NIR) pulses for probing. They observed a typical oscillatory fragmentation yield 

with a period of 4.3 fs, which they attributed to periodic charge migration in phenylalanine. This 

charge migrated from the amine functional group to the phenyl group and then back to the amino 

acid. Ikeura-Sekiguchi and Sekiguchi46 employed core hole spectroscopy to explore electron 

delocalization in the conduction band through the phosphate backbone of DNA. Their aim was to 

discern the periodic and aperiodic charge transfers in DNA. Their findings indicated that electron 

delocalization occurs in approximately 740 as. These experimental results highlight the 

significance of charge migration in biomolecules, triggered by IoR, manifesting in both oscillatory 

and delocalization patterns.  

For the interaction of IoR with large biomolecules, the probability of various relaxation channels 

may be incorporated, with a specific probability assigned to each relaxation process. In our case, 

where we are interested in the electron dynamics of low-energy charged particles and XUV-pulse 

interactions, charge migration, ICD, and auto-ionization are expected to be dominant when 
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ionization and excitation of valence electrons are significant. Consequently, considering the 

probability of these electron relaxations, the initial charge in our systems is expected to increase 

over time (due to ICD and auto-ionization), spatially delocalize, and rearrange over the molecules 

(through the processes of charge migration, ICD, and auto-ionization). 

 

1.2.2 Energy deposition of charged particles  

The accuracy in quantifying the energy deposition by charged particles, which is experimentally 

measured as stopping power, is of high importance in assessing biological damage and 

particularly in radiotherapy. This significance is due to the highly concentrated energy deposition 

at the Bragg peak. Any error in determining the Bragg peak position can result in extensive 

damage to healthy tissue. Both the measurement and calculation of stopping power represent a 

challenge for the realms of experiment and theory alike. Here, we will briefly discuss this 

challenge in both contexts. 

a. Experimental measurement of stopping power 

The stopping power can be directly measured by passing well-defined mono-energetic charged 

particles through a known thin target. The stopping power (𝑆) is calculated by comparing the 

kinetic energy of charged particles before and after passing through (∆𝐸𝑝𝑟𝑜𝑗) the thickness of the 

target (∆𝑋𝑡𝑎𝑟𝑔)47. 

𝑆 =  ∆𝐸𝑝𝑟𝑜𝑗∆𝑋𝑡𝑎𝑟𝑔 
(1.1) 

This type of measurement may seem simple, but it represents a significant challenge, especially 

for the condensed phase, as it may have large uncertainty. For example, accurate experimental 

stopping power data for liquid water, which are highly important in assessing biological damage, 

do not exist. In modern experimental setups, the uncertainties for the measurement of the 

stopping power of liquid water correspond to 5% below 15 MeV protons48, when an accuracy of 

± 2% would be desirable for radiotherapy49. The sources of these uncertainties mainly come from 

various factors related to the radiation source and target. These include the mono-energetic 

nature of the ion beam, inhomogeneity of the ion beam over the target, the thickness of the film 

used to reduce and select the desired ion beam energy, and the thickness and precise 
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determination of the target density. Additionally, the detectors used to determine the kinetic 

energy of the ion beam before and after passing through the target also contribute to the 

uncertainty. Therefore, alongside experiments, accurate theoretical calculations and numerical 

simulations are valuable.  

b. Theoretical approach for calculating stopping power  

The Bethe-Bloch semi-empirical model is a crucial model used in many codes26,50–52 and data53,54 

for calculating electronic stopping power, in particularly for high-energy particles. Hans Bethe55, 

in 1932, and later Bloch56, included the relativity of charged particles, and proposed a model for 

calculating the stopping power based on first-order approximation. To simplify his formalism, 

Bethe made two main assumptions. The first assumption is the electron rest assumption, in which 

the electrons of the target do not have time to move during the collision. The second assumption 

is that the interaction of charged particles with the target electrons occurs as binary collisions. 

This means that the charged particles interact with individual electrons one by one in a many-

electron target, neglecting the effect of correlation interactions between electrons. As a result, 

many corrections and parameters are included in the Bethe-Bloch equation. The modern 

equation57 can be expressed as follows: 

𝑆𝑒 =  𝜅 𝜌𝑒𝛽2  𝑍2[𝐿0(𝛽) + 𝐿1(𝛽) + ⋯ ] (1.2) 

Where 𝑍 is the charge of the particles. 𝛽 = 𝑐/𝜐 where 𝑐 is speed of light and 𝜐 is the velocity of 

the charged particle. 𝜌𝑒 is the electron density of the target. 𝜅 = 4𝜋𝑟02𝑚𝑒𝑐2, is a constant equal 

to 0.0005099 where 𝑚𝑒 and 𝑟0 are mass and bohr radius of an electron, respectively . The term 

in the brackets corresponds to the logarithmic part of the equation that includes the parameters 

and corrections in the Bethe-Bloch equation. The first-order term can be read as:  

𝐿0 = ln (2𝑚𝑒𝑐2𝛽2∆𝐸𝑚𝑎𝑥1 − 𝛽2 ) − 𝛽2 − 𝑙𝑛〈𝐼〉 − 𝐶𝑍 − 𝛿2 (1.3) ∆𝐸𝑚𝑎𝑥  corresponds to the maximum energy transfer from charged particles. 〈𝐼〉 is the mean 

excitation energy of the target, which takes into account the electronic structure of the target. 

The mean excitation energy refers to the minimum energy transfer in a collision. 
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The term 
𝐶𝑍 is a shell correction that arises due to the neglect of many-body electronic effects in 

the Bethe assumption. Shell correction is more important for heavy atoms. For biologically 

interesting atoms (with atomic numbers less than 20), this correction represents about a 10% 

reduction of stopping power at 1 MeV proton energy57, and it tends to be less than 1% at 100 

MeV. 

The term 
𝛿2  refers to the density effect correction or Fermi density effect. When the velocity of a 

charged particle increases, the relativistic effect causes the electric field of the charged particle 

to shrink and expand in the perpendicular direction of propagation. As a result, when this particle 

passes through the target, it strongly polarizes the target, and some portion of the long-distances 

electric field is screened by polarization. Consequently, this correction decreases the stopping 

power.  This correction is more important for condensed phase and high energy particles (above 

rest mass energy of particles). For stopping power of liquid water for proton, this effect starts 

raise slow from 1 MeV and reaches about 2% at 1000 MeV58.  

The second term 𝐿1, within the logarithmic bracket in Eq. (1.2), refers to Barkas correction, which 

corrects some errors from the electron rest approximation. When charged particles, especially 

those moving at low velocity, pass through a target, some electrons are faster than the particle. 

As a result, the faster electrons move toward the charged particle during the collision. If the 

particle carries a positive charge, this causes a decreased distance in the collision between 

charged particles and electrons, which in turn leads to an increase in energy deposition. 

Conversely, if the charged particles are negative, they push electrons away during their passage, 

resulting in a decrease in energy deposition. This phenomenon was discovered by Barkas59. This 

effect is more significant for low-energy particles, as the number of electrons that are faster than 

the projectile increases. For the stopping of protons in aluminum, this correction in the Bethe-

Bloch equation corresponds to a 10% effect at 1 MeV, and this effect can continue up to 300 MeV, 

as some of the core electrons are still faster even at high energy57. 

Besides the corrections mentioned for the Bethe-Bloch equation, an additional correction is 

required for low-energy particles, referred to as the effective charge of the projectile. At low 

energies, particularly those less than 1 MeV26, the electrons of the target may accumulate around 
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the projectile during the collision. As a result, the charge of the charged particles is reduced, 

leading to a decrease in stopping power.  

The Bethe-Bloch model is valid for calculating the electronic stopping power for individual 

elements. For a mixture or molecule, the stopping power should be calculated using Bragg's 

additive rule, which was proposed by Bragg and Kleeman60. According to Bragg's additive rule, 

the mass stopping powers of a mixture or compound can be determined by a linear combination 

of the stopping powers of their individual atoms. 

𝑠𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒(𝛽) =  ∑ 𝑛𝑖𝑖 𝑆𝑖(𝛽) (1.4) 

Where,  𝑛𝑥 is the ratio of number density of the atom 𝑖 to the total density of all atoms in the 

target.  𝑆𝑖 is the stopping power of atom 𝑖 as function of velocity of projectile. 

According to Bragg's rule, the stopping power of molecules depends solely on the density of their 

atoms, completely neglecting the effects of chemical and physical bonds within the molecules. 

This omission must be corrected using experimental data. Bragg's additive rule will be discussed 

in more detail in Chapter Three. 

Overall, due to the high level of correction and parameters in the Bethe-Bloch equation, as well 

as the model's dependence on Bragg's additive rule, the accurate calculation of stopping power 

for biomolecules represents a substantial challenge.  

To reduce the corrections and parameters in stopping power calculations, several models have 

been proposed. In their seminal works, Lindhard et al. 61,62 proposed a model for electronic 

stopping power based on the linear perturbation approximation form of the linear dielectric 

response of a homogeneous electron gas. The Lindhard equation's dielectric function encodes 

information about quantum mechanical, excitation energies, and many-body effects. The 

stopping power calculated using Lindhard's formula, without parameters, resembles the Bethe-

Bloch equation at high energies but describes the stopping power at low energies more 

accurately. Lindhard's theory is specifically designed for homogeneous systems, limiting its 

application to real systems. However, there are extensions for non-homogeneous electron 

systems through the use of a local-density approximation63. In this approach, local stopping is 

treated as a function of density, with the density values obtained from ground-state calculations. 
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This method accounts, to some degree, for variations in the electron density. It is important to 

note that Lindhard's theory, based on first-order perturbation theory, cannot capture features 

that depend on higher-order effects, such as the Barkas effect and the effective charge of 

particles. Corrections for these aspects will be necessary. Lindhard's model serves as the basis for 

several Monte Carlo track structure (MCTS) algorithms used to calculate stopping power at low 

energy (less than 1 MeV)64–66, especially when sophisticated experimental data are lacking. MCTS 

is a common method found in the literature to simulate the physical and physicochemical 

stages67,68. It relies on sets of parameterized elementary cross-sections (such as 

excitation/ionization, electron scattering, electron attachment, and others) to stochastically 

simulate the succession of physical and physicochemical events in the medium. MCTS is valuable 

for dealing with track structure and energy deposition of charged particles at the microscopic 

level in homogeneous media. However, up to the present date, for biomolecules, the simulation 

of stopping power has been restricted to water as a way to mimic the biological system51,69, due 

to the lack of accurate data. 

On this path, advancements in Density Functional Theory (DFT), specifically Real-Time Time-

Dependent Density Functional Theory (RT-TD-DFT)70,71, based on non-linear perturbation, allow 

for the calculation of energy deposition or stopping power for large and real systems. It is 

achieved step by step in real time by interaction of charged particles with target materials, 

without the need for specific parameters for stopping power. RT-TD-DFT can accurately describe 

the physical processes involved in charged particle interaction.    

RT-TD-DFT, which is the principal model in our work, is a promising approach used for calculating 

energy deposition or stopping power. For instance, in solid-state crystalline structures,  Maliyov 

et al. 72,73 investigated stopping power of proton and anti-proton in lithium and aluminum. Correa 

et al. 74 also calculated the stopping power of protons in aluminum. In the condensed phase,  

Kohanoff et al.75 explored the proton-stopping power of liquid water. Kanai et al. 70 calculated the 

stopping power of DNA for proton and 𝛼-particle. All authors found a good agreement between 

the result of RT-TD-DFT and stopping power data. Up to the present day, the calculation of energy 

deposition and stopping power by RT-TD-DFT has been limited to energies below 2 MeV, due to 

the relativistic effect of charged particles. In this thesis, we aim to explore the effect of charged 
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particle relativity and hydrogen bonding in biomolecules on energy deposition across a wide 

range of energies, particularly in Chapters Two and Three.  

1.2.3 Attoseconds electron relaxation 

In order to explicitly investigate the dynamics at the physical stage, where the time range spans 

between a few attoseconds and femtoseconds, an understanding of the time evolution of 

electronic relaxation is necessary. Over the past decade, advancements in quantum mechanics 

have enabled access to this time scale. Beyond theory, experimental techniques have 

progressively evolved to investigate events occurring at the physical stage. More recently, 

attosecond pump-probe spectroscopy has successfully provided explicit real-time insights into 

electron dynamics. It is difficult to summarize all experimental and theoretical models here. For 

more detailed information, we refer readers to review articles in this domain76–78. Instead, we will 

briefly introduce the attosecond XUV pump-IR probe pulse spectroscopy and focus on the RT-TD-

DFT method. 

a. Experimental approach 

The pump-probe laser approach is an essential technique for revealing ultrafast events at the 

molecular level using two short laser pulses. The first pulse, referred to as the 'pump,' clocks 

ultrafast events, while the second pulse reveals time-dependent events through a time-delay with 

the first pulse. The time window for investigation using the pump-probe laser approach highly 

depends on the duration of the laser pulses. To access the physical stage, very short pulses in the 

range of attoseconds and femtoseconds are required. 

In the case of charged particles, preparing short packets of ion beams is limited to the picosecond 

time scale79 due to the high repulsion between charged particles, which prevents a compact ion 

beam in a short space. On the other hand, after investigating high harmonic generation (HHG)80,81, 

it becomes possible to create coherent photon pulses on a very short-time scale. When a strong 

laser field interacts with a gas of atoms or molecules, it can pull electrons away from their parent 

ions and then drive them back. Upon re-collision with the parent ion, the electron may recombine, 

releasing its kinetic energy as a highly coherent photon in the range of XUV rays. 
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The XUV pulse, generated through HHG, offers exceptional approaches for probing matter's 

responses with attosecond resolution. For instance, in XUV pump-IR probe spectroscopy, after 

placing the molecule in the gas phase, the XUV pump pulse ionizes and excites the valence 

electrons of the molecule. Meanwhile, an IR laser pulse induces a second ionization state and 

characteristic fragmentation that can be detected by mass spectroscopy. By introducing a delay 

of a few attoseconds between the XUV and IR pulses, specific electron dynamics events can be 

indirectly investigated by observing positive or negative signals of fragmentation yield. 

The investigation of large biomolecules through the XUV-IR approach represents a great 

challenge. Our experimental collaborators in the Lépine group in Lyon have developed a new XUV-

IR approach that allows for the investigation of large biomolecular systems, such as peptides and 

proteins82. This is achieved by combining an electrospray ionization source and a mass 

spectrometer with XUV-IR pump-probe laser pulses. The results of XUV-pulse interaction 

simulations for peptides and proteins, in collaboration with the Lépine group, are presented in 

Chapter Five. 

Attosecond experiments have been successfully used to investigate the processes that occur in 

the physical stage, as mentioned in the previous sub-section. Examples include the investigation 

of ultra-fast charge migration in iodoacetylene40, biomolecules like phenylalanine45. Beyond 

experiments, theoretical simulations are complement to interpret experimental results, 

especially when the experimental data come from indirect events through fragmentation.           

b. Theoretical approach  

Numerical simulation for investigating electron dynamics induced by IoR depends on two stages 

(I) preparing the initial ionization state, (II) tracking the evolution of electron dynamics. 

I. Initial ionization state 

IoR strongly interacts with molecules, creating a superposition of states, and as a result, several 

electrons at different levels with varying magnitudes can be ionized and excited. The generation 

of an ionization state in a molecule is essential for properly studying electron relaxation. There 

are two major approaches for preparing the initial ionization state. 
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The first approach is called simultaneous ionization or sudden ionization. In this method, the 

interaction of IoR is neglected, and the electron dynamics occurs directly by creating Koopman's 

hole83 through removing an electron from the ground state orbital. This model is widely44,84 used 

because it simplifies the ionization processes, particularly as it does not require the description 

of continuum states, which is a challenging task in simulation. However, the sudden ionization 

approach omits the electron relaxation that could happen during radiation interaction. 

In the second approach, the interaction of IoR is directly introduced during the ionization 

processes. This can be achieved by interacting the electron cloud with the electric field of an 

electromagnetic wave, which can be executed under the assumption of dipole interaction. 

Furthermore, interactions with charged particles can be simulated via Coulomb scattering. This 

approach will be described in more detail in the next section. This approach is more accurate, and 

it is necessary, particularly in the case of charged particles, where the ionization is local along the 

trajectory and the dynamics induced by the particle during the collision is essential. On the other 

hand, Fernando Martin et al.85 revealed that the two approaches produce the same result after a 

sub-femtosecond (sub-fs) time frame in the case of interaction a short XUV-pulse (300 as) with 

glycine. However, the clarity of the comparison remains uncertain in the case of longer pulses. 

II. Electron dynamics 

Time-dependent electron dynamics are required to capture electron relaxation. Since electron 

relaxation is purely governed by electron correlation, sophisticated quantum mechanics models 

that properly include the effects of electron correlation are necessary. Post-Hartree-Fock 

models80,86,87 can successfully describe electron relaxation. However, these models are limited to 

small molecules due to computational cost. For larger molecules, TDDFT is often the method of 

choice. In particular, RT-TD-DFT directly obtains information about the electron relaxation step 

by step in real-time, whether a molecule is induced by photons or charged particles. RT-TD-DFT 

has been successfully used to investigate electron relaxation. For instance, it has been applied to 

the study of charge migration in nitrosobenzene induced by X-ray88, charge migration in 

phenylalanine induced by XUV-pulse45, and electron dynamics and charge migration in DNA 

induced by charged particles71. 
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In most applications of RT-TD-DFT such as in our case, the nuclei are considered fixed, and the 

dynamics are purely electronic. This assumption is often made on the basis that the nuclei are 

heavier and require more time to respond. However, the electron dynamics may be affected by 

nuclear motions, leading to decoherence of the wave function. 

For instance, the role of nuclear motion in charge migration was studied by Fernando Martin et 

al.85 They found that nuclear dynamics only has a significant effect after approximately 8 

femtoseconds (fs), but it does not destroy the coherent motion of the electronic wave packet for 

at least a few additional tens of fs. This suggests that while nuclear dynamics can play a role, it 

may not always be critical in the timescale of certain electronic processes. Therefore, the 

assumption of fixed nuclei may be valid in many cases, particularly for the short time scales often 

investigated in RT-TD-DFT simulations. 

 

1.3 Theoretical background 

 

In this section, we introduce the theoretical models used in this work. In the first part, we discuss 

the principles of ground-state Density Functional Theory (DFT), Linear Combination of Atomic 

Orbitals (LCAO), and Auxiliary Density Functional Theory (ADFT). In the second part, we delve into 

Real-Time Time-Dependent Auxiliary Density Functional Theory (RT-TD-ADFT), encompassing 

topics such as numerical propagation of electron densities, the introduction of external 

perturbations, the role of the exchange-correlation functional, the effect of Gaussian basis sets, 

and the utilization of Complex Absorbing Potential. 

 

1.3.1 Ground-state Density Functional Theory 

Density-functional theory (DFT) is a popular quantum mechanical method for applications in 

physics, chemistry and materials science to investigate the electronic structure of many-body 

systems such as atoms, molecules, or condensed phases based on the spatial functional of the 

electron density. DFT has emerged as one of the most powerful theoretical approaches not only 

for quantitative prediction of the electronic structure and molecular properties, but also for a 
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rigorous foundation for many concepts widely used in chemistry. The main advantage of DFT is 

that it incorporates electronic correlation, and the predicted quantitative results are comparable 

to those obtained from various post-Hartree-Fock methods (models based on wave function 

including electronic correlation) at much less computational cost. 

c. History and Kohn-Sham equation 

DFT finds it roots in the works of Thomas and Fermi (1927)89. These authors used the electron 

density as a basic variable to calculate, quantum mechanically, the total energy of a uniform 

electron gas. The model developed by these researchers is straightforward to apply to real-

systems. However, it cannot describe essential properties of atom and molecules, for example 

chemical bonds or electronic shells.  

In 1964, Hohenberg and Kohn90 laid the foundations of modern DFT. Hohenberg-Kohn theorem 

(HK) is a prof of the one-to-one mapping between the electron density and the external potential. 

This means that the total energy of a system is a functional of the electron density only. 

Furthermore, the uniqueness and electron density of the ground state can be achieved by the 

minimizing energy via the variational principle. Finally, this density allows us to find any 

observable of ground or excited states when the expectation value of ground state 𝒪 is a unique 

functional of electron density. where 𝛹 is the wave function and 𝒪̂ is operator associated to an 

arbitrary observable. ⟨𝛹[𝜌]|𝒪̂|𝛹[𝜌]⟩ =  𝒪[𝜌] (1.5) 

 

However, The HK theorem tells us that the universal functional exists, but it does not provide us 

with an expression to find it. In 1965, Kohn and Sham (KS)91 proposed to represent the N-electron 

system as a non-interacting electron system for which the energy expression is known. Since the 

electron density of the ground state is solely determined by the external potential (HK), the 

ground-state densities of both interacting and non-interacting systems are the same. This is useful 

in solving the problem of the main part of the kinetic energy by introducing non-interacting 

orbitals 𝜑𝑖 which are represented as one slater determinant 𝛷𝑛.  According to KS, the total energy 

of N-electrons system 𝐸𝐾𝑆 is given as: 
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𝐸𝐾𝑆[𝜌] = 𝑇𝑠[𝜌] + 𝐸𝑒𝑥𝑡[𝜌] + 𝐽𝑒𝑒[𝜌] + 𝐸𝑥𝑐[𝜌] (1.6) 

  

 𝜌 is the electron density. 𝐸𝑒𝑥𝑡 is the energy associated to the external potential, mainly that 

created by the atom nuclei. The external potential can be supplemented with additional 

components, such as interactions with an external electric field or a charged projectile. In hybrid 

Quantum Mechanics/Molecular Mechanics (QM/MM) simulations, the external potential also 

encompasses the potential generated by charged or polarized MM atoms. 𝐽𝑒𝑒 is the classical 

repulsion between electrons, 𝐸𝑥𝑐  is the exchange-correlation energy, and  𝑇𝑠 is the kinetic energy 

of the reference non-interacting system : 

𝑇𝑠[𝜌] = ∑ ∫ 𝜑𝑖∗(𝒓) (− 12 ∇2)𝑁𝑒
𝑖=1  𝜑𝑖(𝒓) (1.7) 

Where 𝑁𝑒 is number of electrons in the system, 𝜑 is one electron wave functions. 

We can rewrite the KS total energy as: 

𝐸𝐾𝑆[𝜌] = 𝑇𝑠[𝜌] + ∫ 𝑉𝑒𝑥𝑡 𝜌(𝒓)𝑑𝒓 +  12 ∫ 𝜌(𝒓)𝜌(𝒓′)|𝒓 − 𝒓′|  𝑑𝒓 𝑑𝒓′ +  𝐸𝑥𝑐[𝜌] (1.8) 

The electron density 𝜌 is given by mono electronic Kohn-Sham Slater determinant. For a closed-

shell system, it reads: 

𝜌(𝒓) = 2 ∑ |𝜑𝑖(𝒓)|2𝑁𝑒 2⁄
𝑖=1  (1.9) 

𝑇𝑠, 𝐸𝑒𝑥𝑡, and 𝐸𝑒𝑒 can be solved through the analytical expression by using a non-interacting 

electrons system. However, 𝐸𝑥𝑐 remains unknown and all features of the interacting system are 

hidden, especially, in the correlation energy 𝐸𝑐. 

d. Exchange and correlation functionals 

The exact expression for 𝐸𝑥𝑐  is currently unknown and must be approximated. This remains an 

interesting topic until now. The accuracy of a DFT calculation significantly depends on the model 

chosen for 𝐸𝑥𝑐.  The latter decomposes into an exchange and a correlation functionals. The 

exchange functional 𝐸𝑥 corresponds to the difference between electron-electron repulsion 

energy of non-interacting system and the classical Coulomb electron energy.     
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𝐸𝑥[𝜌] =  ⟨𝛷𝑛| 𝑊̂𝑒𝑒|𝛷𝑛⟩ − 12 ∫ 𝜌(𝒓)𝜌(𝒓′)|𝒓 − 𝒓′|  𝑑𝒓 𝑑𝒓′ (1.10) 

The correlation functional 𝐸𝑐 refers to the energy resulting from the influence of all electrons on 

each electron in a N-electron system which consists of an electron kinetic and potential 

correlation functional. 𝐸𝑐[𝜌] =  𝑇𝑐[𝜌] +  𝑈𝑐[𝜌] (1.11) 

 The kinetic energy contribution represents the difference of the kinetic energy of the complete 

interacting system (wave function 𝜓𝑖) and that of the non-interacting system.  𝑇𝐶[𝜌] =  ⟨𝜓𝑖|𝑇̂ |𝜓𝑖⟩  −  ⟨𝛷𝑛|𝑇̂|𝛷𝑛⟩ (1.12) 

 By the same way, the potential energy contribution is defined by: 𝑈𝑐[𝜌] =  ⟨𝜓𝑖|𝑊̂𝑒𝑒 |𝜓𝑖⟩  −  ⟨𝛷𝑛|𝑊̂𝑒𝑒|𝛷𝑛⟩ (1.13) 

 

There are numerous functionals available in the literature, each attempting to solve a particular 

problem while striking a balance between accuracy and computational cost. Before we introduce 

some common classes of approximations, we will summarize the main issues that may appear 

due to these approximations. 

I. Asymptotic behavior of DFT. The exact exchange potential of an electron decays is − 1𝒓  in 

the asymptotic limit 𝒓 →  ∞, but in the most DFT functionals, the exchange potential 

decreases exponentially and decays faster at long distance. This has an impact on the 

prediction of some molecular properties that are dependent on long-distance 

interactions, for instance, electronic excitation energy92, orbital bandgap93, ionization 

energy, charge transfer, molecular dissociation energy, bond lengths94, binding energies 

of weakly interacting systems95 etc. However, Hartree-Fock (HF) exchange functional 

exactly shows the correct decay( − 1𝒓 ) for large distances (r). 

II. Second, the problem known as the derivative discontinuity96 (DDC). For systems with 

fractional electrons, when the number of electrons passes through the integer, the exact 

exchange-correlation potential undergoes a jump by a constant and the total energy of 

the system varies by a straight-line connecting integer electron number. DFT cannot 
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capture this behavior when there is a non-integer number of electrons. This phenomenon 

directly relates to the exchange-correlation approximation and will impact the system 

that depends on the fraction of electrons97 , for instance, partial ionization, electron 

affinity, band gaps, etc98,99.  

 

Figure 1-5: The energy of the closed shell of H8 with fractional numbers of electrons per hydrogen atom, calculated 

using various methods including Hartree-Fock (HF), direct random phase approximation (dRPA), hybrid functional 

(B3LYP), GGA (PBE), and exact (FCI). The figure illustrates the lack of discontinuous behavior in both the total energy 

and the exchange-correlation part, as shown in the inset. The figure is taken from Reference97 with permission. 

III. Self-interaction error (SIE). It corresponds to the interaction of residual electron with 

itself. For any system with one electron or less, there are no electron-electron 

interactions, leading to the condition that the exchange energy exactly cancels the 

Coulomb energy, and the energy of correlation disappears. 

This condition is not reached by common XC functional. The problem is still a challenge 

of approximating the exchange-correlation term in DFT, but it is exactly satisfied in HF 

and all wave function theories. Many qualitative and quantitative failures in fractional 

charge systems are caused by SIE. It is significantly greater for radical systems100 than for 

neutral systems101. The SIE mainly leads to increased charge delocalization102, decreased 

total energy of systems, reduced reaction barriers103,104, and overestimated electron 

attachment 105. 

− 12 ∫ 𝜌(𝒓)𝜌(𝒓′)|𝒓 −  𝒓′|  𝑑𝒓 𝑑𝒓′ + 𝐸[𝜌, 0] = 0 (1.14) 
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The three types of errors are correlated106, but each of them requires a different strategy to 

overcome. As a result, there are numerous approximations and functionals available. 

A first approximation assumes that the electron density varies slowly, so that, the electron density 

at a point in space is constant. Consequently, the exchange-correlation energy for electrons in 

the small volume in space can be replaced by a uniform gas for the constant density at this 

volume. That is called the local density approximation (LDA). 

𝐸𝑥𝑐𝐿𝐷𝐴[𝜌] = ∫ 𝑑𝒓𝜌(𝒓) 𝜀𝑥𝑐𝑢𝑛𝑖𝑓(𝜌(𝒓) (1.15) 

According to the LDA, the exchange contribution could be analytically calculated as uniform gas 

density. However, the correlation part cannot be achieved analytically, instead of that the 

parameterized function exists by fitting it with the value obtained from quantum Monte Carlo 

calculation. LDA is highly simple and computationally faster than other DFT approximations, with 

reasonable accuracy even for slightly perturbed systems. However, due to the poor performance 

of these functionals in predicting molecular properties for real-system, several other XC 

functionals have been proposed. 

One of them included gradient corrections, this is called the Generalized Gradient Approximation 

(GGA). The method has been developed to consider the density variation by expressing the 

exchange and correlation energies as a function of the density, and also of its gradient. 

𝐸𝑥𝑐𝐺𝐺𝐴[𝜌] = ∫ 𝑑𝒓 𝑓𝑥𝑐[𝜌(𝒓), ∇𝜌(𝑟)], (1.16) 

GGA is semi-local because the function 𝑓𝑥𝑐 depends on the gradient of the density as well. It 

improves the quality of the XC functional for systems whose electron density is inhomogeneously 

distributed. In practice, GGA is more accurate than LDA. The main errors in DFT (noticeably 

smaller in GGA compared to LDA) are still inside. In this class of functionals, Perdew, Burke, and 

Ernzerhof (PBE)107 is one of the most widely-used functionals within the physics and chemistry 

communities. It does not contain any empirical parameters. This functional is a simplified version 

of the Perdew and Wang functional (PW91)108. It is often considered the best in the GGA class, 

and sometimes even outperforms functionals from superior classes, for instance, in term of self-

interaction error109, band gap energy110, electronic structure111, static polarizabilities112,  

molecular electron affinity113, cohesive energies in sold114, ligand dissociation energies115 etc. 



40 
 

Meta-GGA functionals go beyond GGA by incorporating not just the electron density and its 

gradient but also the Laplacian of the density or of the kinetic energy density. 

𝐸𝑥𝑐𝑀𝑒𝑡𝑎−𝐺𝐺𝐴[𝜌] = ∫ 𝑑𝒓 𝑓𝑥𝑐[𝜌(𝒓), ∇𝜌(𝑟), ∇2𝜌(𝑟), 𝜏(𝑟)], (1.17) 

Incorporating the kinetic energy density (τ) generally makes meta-GGA functionals more flexible 

and accurate for certain systems, especially where the gradient of the electron density is not 

sufficient to capture the variations in the exchange-correlation energy. However, the additional 

complexity in meta-GGA functionals also means that calculations using these functionals are 

computationally more demanding than those using LDA or GGA functionals. Examples of popular 

meta-GGA functionals include TPSS (Tao-Perdew-Staroverov-Scuseria)116. 

Global hybrid functionals represent another class of XC-functionals. The idea behind these 

functionals is to include a percentage of exact exchange, calculated in the same manner as in the 

Hartree-Fock (HF) method, but using Kohn-Sham molecular orbitals. This procedure is motivated 

by the fact that the exchange part in DFT is responsible for several issues. This approximation 

brings significant improvements to DFT, depending on the exact exchange percentage and type 

of exchange-correlation (XC) functional, but it does come with an increased computational cost. 

An example of this class is PBE0 functional117,118 that reads: 𝐸𝑥𝑐𝑃𝐵𝐸0 = 0.25 𝐸𝑥𝑒𝑥𝑎𝑐𝑡 + 0.75 𝐸𝑥𝑃𝐵𝐸 +  𝐸𝑐𝑃𝐵𝐸  (1.18) 

 

where 𝐸𝑥𝑒𝑥𝑎𝑐𝑡 is the exact exchange energy, 𝐸𝑥𝑃𝐵𝐸 is the PBE exchange energy, and 𝐸𝑐𝑃𝐵𝐸 is the 

PBE correlation energy. 

With hybrid functionals, the incorrect asymptotic behavior of exchange potential persists119. In 

order to overcome it, other classes of functionals have been developed, so call range-separated 

functionals. The idea of this approach is to vary the exact exchange percentage according to the 

inter-electronic distance. This approximation is the most accurate but also the most 

computationally expensive of the other classes mentioned120. The CAM-B3LYP functional121 is one 

of the range-separated hybrid density functionals. It is an acronym for Coulomb-Attenuating 

Method Becke, 3-parameter, Lee-Yang-Parr functional. CAM-B3LYP was specifically designed to 

enhance the representation of charge-transfer excitations. 
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e. Linear combination of atomic orbitals 

The linear combination of atomic orbitals (LCAO) approach is a commonly used method for 

constructing molecular orbitals (MO) in DFT and in quantum chemistry more broadly, notably in 

deMon2k2,122 which is the DFT program mainly used in this thesis. Within the LCAO framework, 

we expand the non-electronic wavefunction as a linear combination. 

𝜑𝑖(𝒓) = ∑ 𝑐𝜇𝑖𝜇 𝜇(𝒓) (1.19) 

Where the 𝑐𝜇𝑖, are molecular orbital coefficients. 𝜇 represents an atomic wavefunction, often 

referred to as atomic orbital (AO) or atomic basis functions.  

The atomic basis set can be formed with Gaussian type functions. In this approach, the radial 

components of atom-centered orbitals are represented as linear combinations of Gaussian Type 

orbitals (LCGTO). 

𝜇(𝒓) = 𝑌𝑙𝑚(𝑟̂)𝑟𝑙 ∑ 𝑐𝑏𝑒−𝛼𝑏(𝑟−𝑅)2𝑏  (1.20) 

The real spherical harmonics functions are represented by 𝑌𝑙𝑚 to describe the angular part of the 

orbital, while the decomposition coefficients, represented by 𝑐𝑏, are established for a given basis 

set and  𝑅 denotes the position of a nucleus. In this equation, the Gaussian exponents  𝛼𝑏 give 

the spatial range of the basis function. Basis functions with smaller 𝛼𝑏 parameters are more 

diffuse compared to those with larger 𝛼𝑏 parameters. This configuration allows for an adjustable 

level of precision in describing both core and valence electrons. In principle, the accuracy of the 

method improves as the number of atomic orbitals in the basis set increases. 

The electron density (𝜌) is written as a product of the density matrices and basis functions. 

𝜌(𝒓) = ∑ 𝑃𝜇𝜐 𝜇(𝒓)𝜈(𝐫)𝑁𝐴𝑂
𝜇,𝜈  (1.21) 

𝜇 , 𝜈  denote AO. 𝑁𝐴𝑂 is the number of AOs. The density matrices elements 𝑃𝜇𝜐, are defined as 

follows: 
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𝑃𝜇𝜈 = 2 ∑ 𝑐𝜇𝑖∗ 𝑐𝜈𝑖𝑜𝑐𝑐
𝑖  (1.22) 

Where 𝑜𝑐𝑐 is the number of occupied molecular orbitals. 

Now, we can rewrite the KS energy expression as follows: 

𝐸𝐾𝑆[𝜌] = ∑ 𝑃𝜇𝜈𝜇,𝜈 𝐻𝜇𝜈𝑐𝑜𝑟𝑒 + 12 ∑ ∑ 𝑃𝜇𝜈𝜎,𝜏 𝑃𝜎𝜏〈𝜇𝜈||𝜎𝜏〉𝜇,𝜈 + 𝐸𝑥𝑐[𝜌] (1.23) 

 𝐻𝜇𝜈𝑐𝑜𝑟𝑒 is the core Hamiltonian which collects one-electron operators, namely the external 

potential operator 𝐻𝜇𝜈𝑒𝑥𝑡 and kinetic operator 𝐻𝜇𝜈𝑘𝑖𝑛 = ⟨𝜇|− 12 ∇2|𝑣⟩. The symbol ∥ stands for the 

Coulomb operator (1/|𝒓 − 𝒓′|). The KS potential is obtained by differentiating the energy with 

respect to the electron density. In matrix notation, the elements of the KS potential can be derived 

directly by differentiating with respect to the elements of the density matrix. 

𝐻𝜇𝑣 ≡ 𝜕𝐸𝐾𝑆𝜕𝑃𝜇𝑣 = 𝐻𝜇𝜈𝑐𝑜𝑟𝑒 + ∑ 𝑃𝜎𝜏⟨𝜇𝜈‖𝜎𝜏⟩𝜎,𝜏 +  
𝜕𝐸𝑥𝑐[𝜌(𝒓)]𝜕𝑃𝜇𝑣  (1.24) 

The LCGTO method necessitates careful consideration due to its potential limitations in capturing 

some phenomena prompted by strong density perturbations, such as ionization. We will delve 

into this concern in a subsequent section. Local basis sets are selected owing to their efficient 

computational algorithms developed by the quantum chemistry community for electronic 

integral calculations123,124. 

f. Auxiliary Density Functional Theory 

The computation of classical electron-electron repulsion involves four-center-electron-repulsion-

integrals (ERIs) which imposes a significant computational burden. Once this challenge is 

managed, another computational obstacle presents itself in the form of evaluating the exchange-

correlation contribution. To alleviate these issues, the deMon2k software implements the 

Auxiliary Density Functional Theory (ADFT) framework125. The ADFT approach capitalizes on a 

variational fitting method for the Coulomb potential, approximating four-center ERIs with simpler 

two- and three-center integrals126. This method utilizes an auxiliary density function (𝜌̃), 

expressed as a linear combination of auxiliary basis functions 𝑘̅(𝒓) : 𝜌̃ = ∑ 𝑥𝑘𝑘𝑘 (𝒓), to replicate 

the Coulomb repulsion energy as precisely as possible. For the purpose of computational 
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efficiency, deMon2k comes with an in-built algorithm that auto-generates auxiliary function sets 

from a provided atomic orbital basis set. These auxiliary basis set functions are, in fact, atom-

centered primitive Hermite-Gaussian functions that are assembled into groups with same 

exponents 𝜁𝑘  at atom K127. 

𝑘̅(𝒓) = ( 𝜕𝜕𝐾𝑥)𝑘̅𝑥 ( 𝜕𝜕𝐾𝑦)𝑘̅𝑦 ( 𝜕𝜕𝐾𝑧)𝑘̅𝑧 𝑒−𝜁𝑘̅(𝒓−𝐾)2
 (1.25) 

The 𝑥𝑘 terms are density fitting coefficients. The coefficients are derived using a variational fitting 

method by minimizing a self-interacting error function. 

𝜀 = 12 〈𝜌 − 𝜌̃‖𝜌 − 𝜌̃〉 = 12 〈𝜌‖𝜌〉 − 〈𝜌‖𝜌̃〉 + 12 〈𝜌̃‖𝜌̃〉 (1.26) 

The error introduced via the fitted density can be progressively minimized by enhancing the 

quality of the auxiliary basis set. In matrix notation, the KS energy derived from the ADFT energy 

expression is given as: 

𝐸𝐴𝐷𝐹𝑇[𝜌̃] = ∑ 𝑃𝜇𝜈𝜇,𝜈 𝐻𝜇𝜈𝑐𝑜𝑟𝑒 + ∑ ∑ 𝑃𝜇𝜈〈𝜇𝜈||𝑘̅〉𝑥𝑘𝑘𝜇,𝜈 − 12 ∑ 𝑥𝑘𝑘,𝑙 〈𝑘̅||𝑙〉̅𝑥𝑙 + 𝐸𝑥𝑐[𝜌̃] (1.27) 

The KS potential, which is derived from the ADFT energy expression, can be reformulated as 

follows: 

𝐻𝜇𝜈𝐴𝐷𝐹𝑇= (𝜕𝐸𝐴𝐷𝐹𝑇𝜕𝑃𝜇𝜈 ) = 𝐻𝜇𝜈𝑐𝑜𝑟𝑒 + ∑⟨𝜇𝜈‖𝑘⟩(𝑥𝑘 + 𝑧𝑘)𝑘  (1.28) 

𝑧𝑘 = ∑⟨𝑘‖𝑙⟩−1⟨𝑙|𝑣𝑥𝑐⟩,𝑙  where 𝑣𝑥𝑐 ≡  𝜕𝐸𝑥𝑐[𝜌̃]𝜕𝑃𝜇𝜈  (1.29) 

In contrast to KS energy, there are no four-center ERIs, but only two- and three-center ERIs 

involved in the energy or potential calculations. This approximation brings down the formal 

computational complexity of the Coulomb integral computation from the fourth power of the 

number of atomic orbitals (𝑁𝐴𝑂4 ) to a product of the number of atomic orbitals and auxiliary basis 

functions (𝑁𝐴𝑂2 . 𝑁𝐴𝐹). Typically, 𝑁𝐴𝐹 is three to five times the number of basis functions, but this 

is significantly less than the number of product terms involving atomic orbitals. It is also important 

to note that the auxiliary density enters in the exchange-correlation contribution (XC) as well. 

When using LDA or GGA exchange-correlation functionals, the auxiliary density (𝜌̃) can be directly 
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The non-relativistic time-dependent Kohn-Sham (TDKS) operator 𝐻 is a functional of the density. 

Here, the Hamiltonian operator is akin to that in the ground state, but it evolves not just spatially 

but also temporally. In addition, the same procedure used for the ground state can also be applied 

for density fitting in the context of time-dependent.  

The 𝑣𝑋𝐶  is a density functional that, in theory, is non-local in both space and time. However, in 

many practical implementations, the time-dependency of 𝑣𝑋𝐶  is often disregarded, leading to 

what is referred to as the adiabatic approximation. This approach allows the use of approximate 

XC functionals designed for stationary DFT calculations to be reused in RT-TD-DFT without the 

need for specific reparametrizing. Although the adiabatic approximation can be adequate for 

many applications, it introduces an additional approximation to the propagation, on top of the 

inherent uncertainty regarding the exact form of the XC functional. 

The issue with numerically propagating Eq. (1.29) is the intrinsic time-dependency of 𝐻, which is 

a functional of the density. As such, long propagation (for instance, for tens of attoseconds) is 

impractical. This difficulty is overcome, in practice by discretizing time into tiny increments, Δt, 

which are typically in the range of 0.1-2 as. There are two key properties that should be satisfied 

by this process: the propagator must be unitary and time-reversible132,133. It is also important to 

remember that there is a physical limit to the maximum allowable ∆t, which is determined by the 

specific physical process being examined. If 𝜔𝑚𝑎𝑥 denotes the maximum frequency that needs to 

be resolved in the simulation, the maximum ∆t should not exceed roughly 1/𝜔𝑚𝑎𝑥. Currently, 

deMon2k employs the second-order Magnus method132,134 to fulfill these requirements. 

𝜌(𝑡𝑛 + 𝛥𝑡) = 𝑒−𝑖𝐻(𝑡+𝛥𝑡2 )∗𝛥𝑡𝜌(𝑡𝑛)𝑒−𝐻(𝑡+𝛥𝑡2 )∗𝛥𝑡 (1.31) 

Eq. 1.31 facilitates the propagation of electron density from 𝑡𝑛 to 𝑡𝑛 + 𝛥𝑡, given that we know 

the Kohn-Sham potential at time 𝑡𝑛 + 𝛥𝑡2 . deMon2k proposes two propagation schemes: one is 

based on an iterative solver133, and the other on a predictor-corrector (PC) solver135. The iterative 

solver, while more robust and likely to ensure stable propagations with sufficiently small time-

steps136, is also more computationally demanding. The PC solver, on the other hand, is often 

stable in most simulations when used with time steps of around 1 as, and it requires only one 

evaluation of the KS potential per propagation step, thus offering substantial computational time 

savings. A challenging aspect of these calculations is the need to compute the exponential of the 
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KS matrix. In deMon2k, the user can choose from several options to perform this task: a 

straightforward diagonalization of the matrix, a Taylor expansion, a Chebyshev expansion, or a 

Baker–Campbell–Hausdorff expansion131,132. 

In all our RT-TD-ADFT simulations, we used PC solver and Taylor expansion, ensuring the stability 

of the simulation beforehand.  

b. External perturbations 

In RT-TD-ADFT, various types of perturbations can be used to stimulate dynamics in the electron 

cloud. These enable explicit simulation of the interaction with IoR, thereby directly quantifying 

energy deposition and ionization, as well as initiating the superposition of states and tracking the 

subsequent electron response. Generally, a simulation begins with a stationary Self-Consistent 

Field (SCF) calculation to determine the ground state electron density of the system of interest. 

Following this, Electron Dynamics (ED) simulations are carried out by introducing a perturbation. 

This is achieved by adding terms into the external potential (𝑣𝑒𝑥𝑡). One option is to simulate the 

interaction of the electron cloud with the electric field of an electromagnetic wave, which can be 

executed under the assumption of dipole interaction. For charged particles, the interactions can 

be incorporated via Coulomb interaction between charged particle and electrons. Both of 

approximations are implemented in deMon2k137. 

I. Electromagnetic wave 

The homogeneous electric field component (𝑭𝒆) of the electromagnetic wave interacts with the 

molecular dipole moment (𝝁) (vectors are written in bold): 𝐸𝑝𝑒𝑟𝑡 = −𝝁(𝑡) ∙ 𝑭𝒆(𝑡) (1.32) 𝑭𝒆 can either be the result of the external electric field of monochromatic light multiplied by a 

carrier function (such as a Gaussian pulse, a squared cosine pulse, or a linear ramp), or it could be 

an instantaneous electric kick. Where 𝝁 is the molecular dipole moment. 

𝝁(𝑡) = ∑ 𝑍𝐴𝑹𝐴𝐴 − ∫ 𝜌(𝒓, 𝑡). 𝒓. 𝑑𝒓 = ∑ 𝑍𝐴𝑹𝐴𝐴 − ∑ 𝑃𝜇𝜈(𝑡) 𝑫𝜇𝜈𝜇,𝜈  (1.33) 𝑍𝐴 and 𝑹𝐴 are the charge and position of atom nuclei A. 𝑫𝜇𝜈 is an element of the dipole operator 

matrix : 𝑫𝜇𝜈 = ⟨𝜇|𝒓|𝜈⟩. 
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The external potential that should be included in the KS potential during the propagation is 

derived by differentiating the interaction energy relative to the electron density. In matrix 

notation, it can be written as: 𝜕𝐸𝑝𝑒𝑟𝑡𝑃𝜇𝜈 = 𝑭𝒆(𝑡). 𝑫𝜇𝜈 (1.34) 

In our work, especially in Chapter Five, we employed an instantaneous electric kick to calculate 

the absorption spectrum and a squared cosine pulse to simulate XUV interactions using RT-TD-

ADFT.  

The instantaneous electric kick represents a wide range of energies that suddenly perturbs the 

system from its ground state, resulting in the formation of a superposition of many excited states. 

By monitoring the dipole moment, we can calculate a broad range of spectral features. Hence, an 

absorption spectrum can be calculated using RT-TD-ADFT by initiating three electron dynamics 

simulations from a static electron density, perturbed by a weak electric field with strength κ 

directed along either the x, y, or z axes (𝑑). The Fourier transformation of the dipole moment (𝜇𝑗) 

captured during the simulation provides insights into the polarizability tensor 𝛼: 𝛼𝑑,𝑗 = 1𝜅 𝜇𝑑,𝑗(𝜔). 

Then, the absorption cross-section tensor 𝜎 and dipole strength function 𝑆 in the frequency 

domain can be calculated using the formulas: 𝜎 = 4𝜋𝜔𝑐 Im[𝛼(𝜔)], where 𝑐 denotes the speed of 

light, and 𝑆(𝜔) = 13 𝑇𝑟[𝜎(𝜔)]. 

For monochromatic light, 𝑭𝒆 can also be expressed as: 𝑭𝒆(𝑡) = 𝐹𝑜 . 𝛸(t). sin 𝜔𝑡 . 𝒅 , Here, 𝐹𝑜 

represents the maximum field intensity, 𝛸 indicates the pulse envelope, 𝒅 is the direction vector 

of the pulse, and 𝜔 signifies the frequency of the light. Here, squared cosine pulse 𝛸 can be 

expressed as: 

𝑋(𝑡) = { 0 𝑖𝑓 𝑡 > 2𝑡𝑜𝑐𝑜𝑠2[𝜋(𝑡 − 𝑡𝑜) 2𝑡𝑜⁄ ] 𝑖𝑓 𝑡 ≤ 2𝑡𝑜 (1.35) 

The shape of the squared cosine pulse is depicted in Figure 1-7 where 𝐹𝑜 and 𝜔 are 0.05 

(Ha/e.bohr) and 0.057 Ha respectively. The half-duration of pulse 𝑡𝑜 is 26.664 fs. 
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Figure 1-7: representation of the squared cosine pulse shape. 

II. Fast ions 

In deMon2k, another kind of perturbation that can be used is the interaction with a fast charged 

particle. This interaction allows the simulation of inelastic collisions, meaning collisions that do 

not alter the trajectory of the projectile. The energy resulting from the interaction between the 

molecule and the projectile is expressed as: 

𝐸𝑚𝑜𝑙/𝑝𝑟𝑜𝑗 = − ∫𝜌(𝒓, 𝑡). 𝜙𝑝𝑟𝑜𝑗(𝒓, 𝑡). 𝒅𝒓 + ∑ 𝑍𝐴𝑹𝐴. 𝜙𝑝𝑟𝑜𝑗(𝒓, 𝑡)𝐴  (1.36) 𝜙𝑝𝑟𝑜𝑗 is the potential generated by the projectile with charge 𝑞𝑝𝑟𝑜𝑗. For projectiles significantly 

slower than light, this potential is typically computed using the Coulomb's law, a common practice 

in numerous codes. However, when dealing with projectiles of which the velocity approaches the 

speed of light, such as protons with kinetic energies exceeding 1 MeV, the Liénard-Wiechert 

potential (LWP) becomes more appropriate as it incorporates relativistic effects137. In our 

research, we utilized the LWP since we aimed to investigate the interaction of charged particles 

across a broad energy spectrum, ranging from 0.1 to 600 MeV. The LWP can be expressed as 

follows: 

𝜙𝑝𝑟𝑜𝑗(𝑟, 𝑡) = 𝑞𝑝𝑟𝑜𝑗𝑟 𝛾  (1.37) 
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In this equation, 𝑞𝑝𝑟𝑜𝑗 is the charge of the projectile, while 𝑟 is the distance vector between an 

electron and the particle (𝑟 = 𝒓 − 𝑹𝑝𝑟𝑜𝑗). 𝛾 = (1 − 𝑣𝑝𝑟𝑜𝑗2 𝑠𝑖𝑛2𝜃 𝑐2⁄ )−1 2⁄
 stands for the angle-

dependent Lorentz factor, with 𝜐𝑝𝑟𝑜𝑗 and 𝑐 being the velocity of the projectile and the speed of 

light, respectively. 𝜃 represents the angle between the electron and the propagation direction of 

the projectile. For projectiles moving at velocities substantially lower than the speed of light and  𝑣𝑝𝑟𝑜𝑗2 → 𝑐2,  𝛾 → 1 if 𝜃 → 0 , the LWP reduces to a standard Coulomb potential. However, if 𝑣𝑝𝑟𝑜𝑗2 → 𝑐2 and 𝜃 → 𝜋 2⁄ , 𝛾 tends towards infinity.  

The total energy of a molecule/projectile system now reads: 𝐸𝑡𝑜𝑡𝑎𝑙(𝑡) = 𝐸𝑘𝑖𝑛𝑝𝑟𝑜𝑗(𝑡) +  𝐸𝐴𝐷𝐹𝑇(𝑡) (1.38) 𝐸𝑘𝑖𝑛𝑝𝑟𝑜𝑗 is the kinetic energy of the projectile. In our simulations, the projectile's kinetic energy is 

constant and the atomic nuclei are frozen. Therefore, the first term in the equation is directly 

removed from our calculations. The energy changed by perturbation is solely electronic, referred 

to as electronic energy deposition. 𝐸𝐴𝐷𝐹𝑇 is the sum of contributions from 𝐸𝑚𝑜𝑙  and 𝐸𝑚𝑜𝑙/𝑝𝑟𝑜𝑗. 𝐸𝑚𝑜𝑙  is molecular energy, which reads as: 𝐸𝑚𝑜𝑙(𝑡) = 𝐸𝑐𝑜𝑟𝑒(𝑡) + 𝐸𝑒𝑒(𝑡) + 𝐸𝑋𝐶(𝑡) + 𝐸𝑁𝑅 (1.39) 

where 𝐸𝑁𝑅 is the atom nuclei repulsion energy. 

The electronic energy deposition (𝛥𝐸) can be calculated in two ways: 𝛥𝐸 = ׬ 𝜕(𝐸𝑚𝑜𝑙+𝐸𝑚𝑜𝑙/𝑝𝑟𝑗)𝜕t  𝜕t𝑡𝑡0  

or 𝛥𝐸 = ׬ 𝜕𝐸𝑚𝑜𝑙𝜕t  𝜕t𝑡𝑡0  . These two methods coincide for finite systems and 𝐸𝑚𝑜𝑙/𝑝𝑟𝑗 vanishes when 

the projectile is far from the molecular system of interest. This means that the two methods yield 

the same results for a complete collision. In some calculations, we are interested in the evolution 

of energy over time. 𝐸𝑚𝑜𝑙/𝑝𝑟𝑗 includes the interaction of the charged particle with nuclei and 

electrons. As a result, the contribution from the nuclei appears in the calculation. Therefore, in 

all calculations concerning the electronic energy deposition of charged particles, we use Δ𝐸𝑚𝑜𝑙. 
c. Exchange correlation 

In addition to the standard error in the XC functionals mentioned in the previous sub-section, the 

adiabatic approximation in TDDFT presents another issue: it assumes that the XC potential 



50 
 

responds instantaneously to changes in the electron density. The adiabatic approximation has 

been included in all practical RT-TD-DFT simulations of real systems to date. The memory of the 

XC potential can impact the electron dynamics induced by strong perturbation, particularly for 

long-range charge transfer138, and also in describing multiple electron/hole transition in 

attosecond pulse139. These examples have been demonstrated for the Hubbard model and small 

molecular systems; however, for larger molecular systems, it is not clear. Work continues to 

address this issue, but the path seems long and arduous140–142    

In the case of simulation of IoR using RT-TD-DFT, it is expected that these issues need to be more 

effectively incorporated because the molecules will be partially ionized or excited during the 

simulation. The presence of radicals and fractional electrons, in particular, is likely to increase SIE 

and DDC. Moreover, the asymptotic behavior could influence the processes of ionization and 

excitation, particularly when the long-distance correlation between electrons becomes more 

important in these processes.  

Despite these issues, on the positive side, XC-functionals are known to have a small impact on 

energy deposition and stopping power. Kanai and coworkers 143 investigated the stopping power 

of protons in silicon using RT-TD-DFT with both PBE and PBE0. They found that both functionals 

reproduced similar stopping curves, with minor differences at low velocities. The same result was 

found by Maliyov72 in his thesis on the stopping power of protons in lithium and aluminum, by 

comparing the LDA functional with PBE0. This could be related to the nature of energy transfer 

from charged particles, which occurs very rapidly, in just a few attoseconds. During this period, 

the electrons do not move significantly, especially at high velocities. However, the conditions 

change for an electromagnetic pulse, as the interaction occurs over a longer time, depending on 

the pulse duration. 

When considering charge migration, the influence of the exchange-correlation (XC) functional and 

memory could be quite significant. However, there are also encouraging findings. For example, 

the recent work by Chakraborty and colleagues144. They investigated the photoexcitation of C60 

using non-adiabatic molecular simulation combined with TDDFT and semi-classical surface 

hopping approach, employing various XC-functionals such as PBE, PBE0, and B3LYP. In their study, 

they analyzed the dynamics of charge transfer and charge recombination in C60 under different 
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excitation conditions. Even though there are fundamental differences among the XC-functionals 

in long-term simulations, it seems that all functionals provide quite consistent results in the short 

term (approximately 20 fs), which is the timeframe of interest for us.  

DFT is the principal method that we used in this work. Ground-state DFT was employed to 

optimize the geometry of the structures, and radiation simulations were conducted with real-

time time-dependent auxiliary density functional theory (RT-TD-ADFT). Because the systems we 

want to study are relatively large, we had to choose a DFT functional that balances accuracy and 

computational cost. Therefore, we used the PBE107 GGA-functional developed by Perdew, Burke, 

and Ernzerhof. 

 

d. Gaussian basis and Complex absorbing potential 

Most ab initio methods, which use local basis sets, are primarily designed to deal with bound state 

transitions. However, when a molecule is subjected to a strong perturbation, transitions near and 

above ionization become accessible, leading to several issues related to the description of 

continuum states and the presence of non-bound electrons (NBEs). For instance, high transitions 

are characterized by resonance states that decay rapidly and result in the auto-ionization of the 

molecule145. The presence of NBEs (in continuum states) can affect this process. Additionally, due 

to the use of finite basis sets unlike non-local basis set, continuum states become discrete146, 

leading to artificially high ionization transitions. These transitions create spurious absorption at 

high energy spectrum, possibly resulting in unrealistic auto-ionization. Moreover, in the presence 

of a laser field, the NBEs may be reflected back to the ground state during the simulation as seen 

in HHG spectrum81. This occurs due to the phase shift between the dipole moment of the ionized 

molecule and the propagation of laser field, which creates a mix of destructive and constructive 

interference. Additionally, the presence of non-bound electrons (NBEs) introduces technical 

issues when one attempts to define atomic charges and analyze charge flows in the simulation 

outputs. 

Consequently, an inadequate description of the continuum and the presence of NBEs in the 

simulation can influence the energy deposition, the probability and characteristics of ionization, 

as well as charge migration. 
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I. Gaussian basis 

The wave functions of electrons in the continuum, characterized by their delocalized and 

oscillatory nature, are challenging to capture accurately using standard basis sets. Yet, non-local 

basis sets, like grid-basis sets and plane waves, manage to describe the continuum and valence of 

electrons well. In an effort to replicate non-local basis sets and enhance Gaussian basis sets for 

better representation of high-lying excited and continuum states, a number of strategies have 

been proposed in the literature. Here, we will mention a few of them. 

Schlegel and colleagues80 optimized diffuse functions for standard basis sets to improve the 

continuum and spatial contribution of electrons. Their findings demonstrated good agreement 

with grid-basis sets for the ionization of H2+ under a strong pulse. 

Another approach was proposed by Shore147, who combined Gaussian basis set functions, which 

are efficient at describing bound electrons, with B-splines to describe electrons in the continuum. 

B-splines have proven to be highly efficient in describing multiphoton ionization processes in 

atoms and molecules. Zapata and colleagues148 illustrated that B-splines and grid-basis sets 

produce similar results for H2+ under a strong field. 

Another strategy to improve the depiction of Rydberg and continuum states involves augmenting 

the standard basis set with Gaussian atomic orbitals fitted for the continuum. Various procedures 

have been proposed to accomplish this, including those suggested by Kaufmann and 

colleagues149, and Nestmann and colleagues150. Nestmann and Peyerimhoff, with further 

extension by Faure and coworkers151, proposed a method to derive Gaussians optimized for the 

continuum (AOC) within the context of electron-molecule scattering. These Gaussian-type 

orbitals have been deployed, for instance, in calculating cross-sections for electron or positron 

molecule collisions via the "R-matrix" approach152,153. The aforementioned procedure is 

implemented in the software GTOBAS, which empowers users to generate appropriate AOC for 

any atom of their interest. Furthermore, users can optimize the AOC based on their system and 

the physical process of interest by defining parameters such as the maximum angular momentum, 

the upper bound energy, and the finite range of the wave in space.  
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Improving the continuum representation in local basis sets inevitably increases computational 

costs, making it impractical for larger systems. we have demonstrated that the addition of AOC 

optimized by Nestmann procedure154, can significantly improve the calculation of stopping power 

using RT-TD-ADFT, with less computational cost compared to sophisticated standard basis sets. 

We will further explore the addition of AOC to standard basis sets in Chapter five, specifically in 

the context of interactions with XUV-pulses. Additionally, we will discuss the enhancement of 

standard basis sets and their reliability when the system size is increased for this type of 

interaction. 

II. Complex absorbing potential 

As previously noted, the release of NBEs is crucial in real-time simulations of IoR. The most 

commonly adopted method to accomplish this involves the introduction of a complex absorbing 

potential (CAP) (Г(𝑟)) into the imaginary part of the Kohn-Sham potential. This transforms the 

Hamiltonian into a non-Hermitian Hamiltonian. 𝐻(𝑟, 𝑡) =  𝐻0(𝑟, 𝑡) − 𝑖Г(𝑟) (1.40) 

In deMon2k, two types of CAP are available155. The first type defines the potential according to 

distance criteria in real space, termed as "spatial CAP"145. The second type defines it according to 

the energies of the KS molecular orbitals (MOs) that describe NBEs.  

The real-space CAP absorbs electrons that reach a threshold distance from the center of an atom 

(𝛾𝑎𝑠𝑝𝑎𝑐𝑒). The spatial CAP for molecular systems (Γ𝑠𝑝𝑎𝑐𝑒(𝑟)) is achieved by superimposing atomic 

center absorbing potentials, effectively creating a cavity around the molecule. 

Γ𝑠𝑝𝑎𝑐𝑒(𝑟) = 𝑚𝑖𝑛𝑎 ∑ 𝛾𝑎𝑠𝑝𝑎𝑐𝑒(𝑟)𝑁𝑎𝑡𝑜𝑚𝑠
𝑎=1  (1.41) 

𝛾𝑎𝑠𝑝𝑎𝑐𝑒(𝑟) =  { 0,                                                                      𝑅 ≤ 𝑅°,𝑉𝑚𝑎𝑥𝑠𝑖𝑛2 [ 𝜋2𝑊 (𝑅 − 𝑅°],         𝑅° < 𝑅 < 𝑅° + 𝑊,𝑉𝑚𝑎𝑥 ,                                                     𝑅 ≥  𝑅° + 𝑊. (1.42) 

 

The strength of the CAP smoothly increases with the distance (𝑅) of electrons from the atom and 

the width (𝑊) of the CAP, reaching a maximum potential (𝑉𝑚𝑎𝑥). In practice, the outcome is less 
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sensitive to 𝑉𝑚𝑎𝑥 and 𝑊 as compared to the threshold distance from the molecule 𝑅° . The value 

of 𝑅° should be large enough to prevent interaction with ground state electrons or low-lying 

excited states, but close enough to effectively remove NBEs, implying it must be situated outside 

the Coulomb well. Therefore, the parameters 𝑅°, 𝑊, and 𝑉𝑚𝑎𝑥 need to be carefully optimized. 

For instance, one could run a RT-TD-ADFT simulation from the ground state without perturbation, 

and then check for conservation of energy and the number of electrons. If the energy and the 

number of electrons are not conserved in the system, it signifies that the CAP is too close, 

absorbing not only NBEs, but also bonded electrons. 

Utilizing spatial CAPs with localized basis sets can indeed be challenging. First and foremost, the 

need for basis functions to represent electrons at large distances requires the use of extremely 

diffuse functions80. This in turn increases the computational cost. Secondly, spatial CAPs do not 

differentiate between unbound electrons and bound electrons in extremely diffuse states, such 

as Rydberg states. Consequently, a spatial CAP may not only absorb NBEs.  

An alternative approach is to define the CAP based on another characteristic of NBEs, specifically 

their energies. One could choose to absorb electrons populating Molecular Orbitals (MOs) of high 

energy as these starts to populate during RT-TD-ADFT simulations. Lopata and colleagues156 

suggested applying the imaginary potential directly to the Fock matrix in the MO. The CAP energy 

(Γ𝑒𝑛𝑒𝑟) is obtained by projecting a diagonal damping matrix (Γ) on the metric of orthonormal MO 

coefficients (𝐶′) at the onset of the simulation. Γ𝑒𝑛𝑒𝑟 = 𝐶′(𝑡)Γ𝐶′∗(𝑡) 

 

(1.43) 

𝛾𝑖 =  { 0,                             𝜀𝑖̃ ≤ 0,𝛾°[exp(𝜉𝜀𝑖̃) − 1],         𝜀𝑖̃  > 0. (1.44) 

 

The diagonal damping matrix is comprised of a damping parameter 𝛾𝑖 for the 𝑖𝑡ℎ MOs, which 

increases exponentially with MO energies. 𝜀𝑖̃ = 𝜀𝑖 − 𝜀𝑂 represents the energies of the 𝑖 MO 

shifted by the value of the vacuum energy cutoff (𝜀𝑂). 𝛾° sets the energy scale while 𝜉 specifies 

the rate at which electrons populating state 𝑖 will be absorbed. Consequently, the lifetime of 

electrons in each MO equals 1 2𝛾𝑖⁄ . In practice, due to errors in the exchange-correlation 
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function, 𝜀𝑂 is not exactly zero, so it can be approximated by using electron affinities, as described 

by Lopata and coworkers. In the case of weak perturbations, the CAP in energy domain may be 

evaluated just once from the SCF solution. However, for stronger perturbations, which are 

associated with substantial electron density perturbation, the electronic spectrum (𝜀𝑖̃) changes 

and one should re-evaluate the CAP on-the-fly. However, this is an option made recently available 

in deMon2k but that we have not used in this work157. 

The main advantage of an energy-space CAP is that it does not rely on the spatial distribution of 

electrons. Therefore, it can efficiently operate even with non-diffuse basis sets. This feature 

allows for an increase in the size of the simulation. Additionally, it effectively distinguishes non-

bound electrons. 

III. Test of Complex absorbing potential 

To evaluate the efficiency of these two types of CAP, we conducted RT-TD-ADFT simulations using 

both CAPs for a di-nitrogen molecule (N2). The geometry of the nitrogen molecule was aligned 

along the z-axis, with a bond distance of 1.090 Å. We irradiated N2 molecule with an XUV-pulse 

and swift proton. This test was performed for a review article that was published in The European 

Physical Journal Special Topics.2  

For the XUV irradiation, we used a squared cosine-shaped pulse along the z-axis. The maximum 

electric field strength and the energy of the XUV pulse are set at 0.005 (Ha/e.bohr) (equivalent to 

3.5 x 1012 W/cm2) and 30 eV respectively. The total duration of the pulse is 30 fs and it is centered 

at 15 fs. The simulation is performed using the PBE XC functional107, and it ran for 50 fs with a 

time step of 1 attosecond. A diffuse basis set, constructed from the aug-cc-pVTZ and 

supplemented with 28 diffuse functions158, is used. 

For CAP in real-space, the threshold distance 𝑅°, width 𝑊 and maximum potential 𝑉𝑚𝑎𝑥  are 

optimized at 15 Å, 5 Å and 15 Ha, respectively. For CAP in energy-space, we optimized the energy 

scale (𝛾0) and the damping strength (𝜉) to 0.2 Ha and 0.05 Ha-1, respectively. The vacuum energy 

cut-off was approximated at 0.0318 Ha, which ensures the corrected energy of the lowest 

unoccupied MO equals the electron affinity, as calculated from two separate SCF calculations for 

the neutral and anionic N2. 
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of electrons in the continuum states. As evidence, the phase shift disappears when the CAP is 

introduced into the simulation (as seen in the blue and red lines). With the addition of either a 

spatial or energy CAP, NBEs are quickly absorbed, causing the number of electrons to no longer 

remain conserved (as depicted by the blue and red lines in Panel d). This also leads to a reduction 

in ΔE due to the decrease in the fraction of electron density within the simulation, consequently 

resulting in a decrease in the total energy of the system. Despite their different approaches, both 

types of CAP yield similar results. After a sharp increase around 15 fs, when the external electric 

field is at its peak intensity, a relatively steady situation is achieved. This result shows that the 

introduction of CAP is crucial for the accurate description of ionization and dynamics during XUV-

pulse interactions, and either type of CAP effectively removes the NBEs. 

A challenge worth noting, as discovered during the testing phase, is the difficulty associated with 

ionizing a single electron from small molecules such as N2. As we increase the strength of the 

pulse, phase shifting prevents the ionization of a single electron, leading to non-linear pulse 

behavior. Conversely, by increasing the strength of the CAP, electron dynamics becomes unstable 

during the simulation, even with more sophisticated electron propagation algorithms and smaller 

time steps. This phenomenon is observable in both CAP models. We noticed that the instability 

during simulation is strongly dependent on the rate of electron absorption relative to the total 

number of electrons in the system. As demonstrated in Chapter Five, for instance, one can easily 

remove an electron from a large system interacting with an XUV-pulse without any instability in 

the simulation. This could be because for large systems, a weak pulse is sufficient for ionizing one 

electron and the molecular orbitals or the electronic spectrum (𝜀𝑖̃) do not change significantly 

compared to the ground state. This problem could be critical when investigating multiphotonic 

simulations and simulating non-linear optical properties for small molecular systems. However, 

for those operating in the linear region (one photon absorption) or interested in the probability 

of ionization, this issue is not essential. Indeed, DFT calculations provide the probability of 

ionization or absorption of photons. Hence, ionizing one electron is not necessary. In such cases, 

a weak field is sufficient. 

To evaluate the effects of CAP in the simulation of swift charged particles, we exposed the N2 

molecule to a 70 KeV proton. The same methodologies and parameters as the XUV section are 

applied, with the exception of the CAP strength, which is reduced to ensure the stability of the 
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dynamics. Specifically, the threshold distance 𝑅° of the spatial CAP is reduced from 15.0 to 12.5 Å, and the energy scale 𝛾0 of the energy CAP is decreased from 0.25 to 0.05 Ha. Initially, the 

proton is positioned 30 Å away from the N2 and it impacted the bond between the nitrogen atoms 

after 816 as. 

 

Figure 1-9:   illustrates the results of the interaction of a 70 KeV proton with nitrogen. The panels and color codes are 

similar to those in Figure 1-8, with the exception of the energy variation, which in this case corresponds to energy 

deposition (variation of molecular energy only). This figure is reproduced with permission from Springer Nature, 

License Number 5595280327823. 

When a proton interacts with the electron cloud of the system over a few attoseconds, it deposits 

approximately 60 eV of its energy, as seen in Figure 1-9. This energy deposition triggers multiple 

transitions and ionization channels. In the absence of a CAP, the deposited energy is completely 

conserved after the collision as expected. However, we observe a gradual increase in the number 

of NBEs from 1.25 to 1.5 electrons due to various internal electronic transitions occurring within 

the electron cloud, such as auto-ionization processes. Here, auto-ionization arises not just from 

highly excited state resonances but also from artificial high ionization transitions. Introducing a 

CAP reduces the deposited energy as it absorbs the NBEs, which leads to a decrease in the total 

energy. As shown in Figure 1-9 (panel c), when a large number of electrons are excited in a very 

short time, the CAP requires more time to absorb these electrons. Unfortunately, the rate of 

electron absorption impacts the stability of the simulation, thus limiting the strength of the CAP. 
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Nevertheless, NBEs in higher molecular orbitals have shorter lifetimes than those in lower levels, 

which helps reduce the risk of high lying resonance states (which decay faster).  

In conclusion, while a CAP is not essential for calculating the energy deposited by charged 

particles due to their short interaction time compared to a laser pulse, it is crucial for simulating 

ultrafast processes' dynamics. 

 

1.4 Conclusion  

 

We have introduced in this Chapter the general background and the theoretical concepts used in 

this thesis. We began by outlining the main elements related to radiation damage for both 

photons and charged particles. In particular, we focused on the physical stage in terms of energy 

deposition, initial ionization, penetration distance, and electronic relaxation induced by both 

types of ionizing radiation. Additionally, we discussed the common experimental and theoretical 

approaches used to reveal the physical stage. 

In the second part, we introduced the main mathematical equations involved in RT-TD-ADFT, a 

workhorse in our work. We introduced local basis sets and auxiliary density fitting 

approximations. We also described the kinds of perturbations used to explicitly simulate the 

interaction with ionizing radiation. We discussed the effects of XC functionals, basis sets, and 

complex absorbing potentials for removing non-bonded electrons in simulations. Despite several 

issues arising due to XC functional and basis sets, RT-TD-ADFT remains reliable for revealing the 

physical stage and is unique in its ability to study large molecular systems. We demonstrated that 

removing NBEs in the simulation is essential for the interaction of XUV-pulses and electron 

relaxation, but it does not have a significant effect on energy deposition by charged particles.   

The following Chapters will focus on results.  
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2 Relativistic effects in fast ion-molecule collisions 

 

One of the primary features of charged particles that makes them suitable for radiotherapy is 

their ability to deposit a significant amount of energy at the end of their trajectory, referred to as 

the Bragg peak. Beyond the Bragg peak, energy deposition diminishes as the kinetic energy of the 

charged particles increases. When energetic particles are used, they lose their kinetic energy, 

transferring it to the target as the particles penetrate up to the Bragg peak. At this point, the 

charged particles release the majority of their energy. This characteristic of charged particles 

enables targeting of deep-seated tumor cells, while protecting healthy cells in the path of the 

charged particles. However, the energy deposition curve increases again at high kinetic energy 

due to the relativistic effects of charged particles. Relativity of charged particles plays a crucial 

role in radiotherapy, specifically in proton therapy. This is one of the reasons that limits the 

maximum kinetic energy of a proton to approximately 250 MeV1,2. As a result, the healthy tissue 

at the beginning of the charged particle penetration is no longer protected. 

Relativity effects can manifest in different situations depending on the speed of the particles of 

the system of interest. Either the electrons of the target material can approach the speed of light, 

or the irradiating particles can. The finite propagation of electric fields mediating electrostatic 

interactions may also have to be considered on the attosecond time scale.  

The core electrons of a target, particularly for heavy atoms, are potentially subjected to relativity 

effects. The latter further impact the binding of electrons in upper electronic shells. For atoms 

with an atomic number greater than 54, the reduction of binding energy due to relativity is 

significant3. As a result, the calculated stopping power of relativistic heavy atoms is expected to 

be less than that of non-relativistic ones3–5. Fei Mao and colleagues investigated the contribution 

of f-electron excitations to the electronic stopping power of platinum for a proton using the RT-

TD-DFT framework6. In their work, the core electrons were replaced by a relativistic 

pseudopotential model. They demonstrated the importance of including electron relativity in the 

stopping power calculation for Pt. However, as we are mainly interested in biomolecules, which 

typically have an atomic number of less than 20, the effect of target electron relativity is expected 

to be negligible.   
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Another source of relativistic effect which is the main focus of this Chapter is that arising from the 

ionizing particle’s velocity. Both experimental7–9 and theoretical10 evidences show that energy 

deposition, or alternatively the stopping power, increases with kinetic energy in the relativistic 

region. However, in the high relativistic region, the stopping power is lower compared to what is 

predicted by the Bethe-Bloch theory. This reduction is proportional to the density of the target11 

and is more significant for light atoms12. This phenomenon is known as the density effect. Due to 

relativity, electric fields become concentrated and expand perpendicular to the direction of 

particle’s propagation track. This leads to the polarization of electrons in the medium. 

Consequently, a portion of the long-distance electric field is screened. The density effect becomes 

significant when the kinetic energy of the particles approaches their rest mass. For instance, in 

the case of a proton, this value is 938.27 MeV. The threshold for the increase in the stopping 

power curve, known as minimum ionization loss, begins to rise gradually from about 300 MeV 

(for protons). The minimum ionization depends solely on the target material and it decreases with 

increasing atomic number13.   

Wu and colleagues proposed to include such relativistic effects of charged particles in RT-TD-

ADFT14. They proposed to use the Liénard-Wiechert potential (LWP) instead of the classical 

Coulomb potential in the Kohn-Sham external potential. They found that the use of the LWP is 

necessary for calculating energy deposition, for example, for protons above 1 MeV. This 

preliminary work called for deeper analyses of such relativistic effects, which is the motivation of 

the present Chapter.  

RT-TD-DFT is a promising model for calculating energy deposition or stopping power, as it can 

accurately describe the physical processes incorporated in charged particle interactions. 

However, in practice, stopping power, a quantity that is comparable to experimental data, is 

underestimated by RT-TD-DFT at intermediate energies (corresponding to a maximum proton 

energy of around 2 MeV) when compared to a variable data for stopping power15. Correa and 

coworkers reported the stopping power for Ni in the velocity range between 0.5-20 au 

(corresponding to proton energies between 0.006-9.92 MeV)16. They found a dramatic 

underestimation of the stopping power at high velocity. To date, higher energy particles have not 

been explored in the context of RT-TD-DFT.  



78 
 

The source of stopping power underestimation in RT-TD-DFT calculations is not clear until now. 

However, some technical problems may be responsible for example, the quality of the basis set. 

Maliyov et al17,18 have shown that the calculation of stopping power is substantially sensitive to 

the quality of the basis set. Especially at intermediate velocity, the underestimation of stopping 

power highly depends on the quality of the basis set for core and deep valence electrons. Of 

course, the size of the simulated system could be another factor. Additionally, the effects of 

relativistic phenomena, which have not been explored by RT-TD-DFT, may also play a role in these 

discrepancies.  

In this chapter, we generally investigate the impact of relativity on the electric field of charged 

particles. Moreover, we explore the energy deposition of protons in guanine-cytosine nucleobase 

paired with water molecules over a wide energy range, from 0.01 MeV to 635 MeV. This is 

accomplished by incorporating relativistic effects for the charged particles in the RT-TD-ADFT 

simulation. In Section 2.2, we discuss the mechanisms involved in energy deposition. Section 2.3 

is dedicated to exploring the effects of relativity on the electric field of charged particles. Section 

2.4 focuses on RT-TD-ADFT simulations for the energy deposition of protons in a biomolecule. 

This includes detailing the methodology and system setup, testing the basis set, evaluating the 

energy deposition of protons in the range from 0.01 to 635 MeV, and discussing the effects of 

relativity on proton interactions. We conclude the chapter with a summary of our findings and 

perspectives. 

   

2.1 Interaction of charged particles depending on their energy 

 

The description of the interaction of charged particles with electrons resting on molecules is a 

substantial challenge for RT-TD-DFT simulations as the mechanisms at play strongly depend on 

the projectile’s kinetic energy. For the sake of simplicity, we may define four regimes depending 

on the irradiated material and the irradiating ion. Even though it is delicate to define strict limits 

between these regimes, they help to set the ideas. Taking the example of protons12 these regions 

would be:  
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 Very-low energy region (< 0.01 MeV). Energy deposition via elastic collision in nuclear 

vibrational modes is substantial here19,20. This kind of excitation that does not involve 

electronic excitations is not of interest to us in the context of this thesis and will not be 

considered any further. 

 Low-energy region (from 0.01 to 0.2 MeV). This energy domain is characterized by the 

intricate non-adiabatic excitation and ionization electron dynamics.  Atom nuclei have no 

time to respond due to their large mass during the energy deposition process. In general, 

valence electrons have a significant role in energy transition21. The most notable feature 

of this energy region is the electron polarization during impact. Notably, when the proton 

has a lower velocity than electrons, the latter move and accumulate around the projectile.  

 Intermediate-energy region (from 0.2 to 1 MeV). There, core electrons more substantially 

contribute to energy transfer17. While electron polarization remains, it is significantly 

reduced. 

 High-energy region (above 1 MeV). There, relativistic effects arising from the high velocity 

of the ion play an ever-greater role in the electron-ion interaction. Additionally, electron 

density polarization re-appears due to the relativistic effects. 

 

I will now describe in more detail each of these last three regimes for which electronic excitations 

are the main energy deposition channel.   

 

2.1.1 Low-energy region (from 0.01 to 0.2 MeV) 

Energy deposition is highly dependent on the complex interaction between the charge and the 

electron cloud. Theories based on first-order approximations, such as the Bethe-Bloch theory12,22 

and the Lindhard model23–25 , cannot adequately describe this regime. Indeed, according to the 

first-order approximation, the electrons on the target material do not move significantly during 

collision ("electron rest approximation"). However, if the charge is slow enough, electrons have 

time to move significantly relative to the ion, creating electrostatic induction (polarization). If the 

projectile's charge is positive, the electrons move in its direction. Conversely, if it is negative, the 

electrons are repelled.  
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 The augmentation of electron density along the ion track and the deficiency of electron 

density on the surrounding fragments create typical charge oscillations that are called by 

some authors plasma oscillations26. The projectile has the ability to excite this plasma. This 

typical excitation is crucial for conductor and semi-conductor materials27. 

 Polarization-induced electron accumulation around the proton may screen the proton's 

electric field. As a consequence, the interaction of electrons with the screened charge 

decreases, especially for long-range interactions, hence energy deposition. The effect of 

screening increases as more electrons accumulate around the proton. This effect is known 

as charge neutralization. In general, this effect is significant below 1 MeV for protons.  

 For positive charge particles like protons, electrons that are faster than the projectile 

move toward the charged particle during collision. As a result, the distance between these 

electrons and the ion decreases compared to other electrons. Consequently, energy 

deposition increases because Coulomb interaction decreases with distance between an 

electron and a charged particle. This is known as Barkas’s effect28. This effect becomes 

more pronounced as ion energy decreases due to an increase in the number of electrons 

that are faster than the ion. However, it can keep on even in the high-energy region (~100 

MeV)12 due to the fact that the velocities of some core electrons (depending on their 

energy) are always larger than the velocity of the projectile. In the low-energy region, 

Barkas effect is in competition with the screening effect. 

These three kinds of mechanisms efficiently involve the energy deposition of charged particles in 

the low-energy region. That is why it is one of the most difficult regions for simulation, even for 

experiments. However, compared to other regions, this region of energies is technically easier for 

RT-TD-DFT simulations.  

Our group reported the irradiation of biomolecules with fast particles using RT-TD-ADFT29. It was 

found that a positive charge pulls in the surrounding electron density and partially reduces the 

fragments of molecules that are about to be hit. The slower the projectile, the stronger the 

polarization. RT-TD-ADFT simulations are thus able to reproduce the Barkas effect. This 

phenomenon has been qualified as a mechanism of “tidal” (“ebb-and-flow”) ionization.  
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2.1.2 Intermediate-energy region (from 0.2 to 1 MeV) 

The aforementioned three mechanisms are still at play, but as the ion’s kinetic energy is higher, 

they are less pronounced. Core electron excitations, on the other hand, become significant21.  

In general, when a projectile goes through a molecule, it is decelerated by the Coulomb 

interaction with the electrons, and as a result, the energy will be released with the equivalent of 

ionization or excitation of target electrons. The frequency created by charged particles has 

broadband energy. In addition, the frequencies increase with the energy of charged particles (we 

will come back to this in the next sub-section), so that the probability of these frequencies that 

synchronize with the binding energy of core electrons augments. The participation of core 

electrons in the contribution of stopping power expects to be increasing with the energy of the 

projectile. However, the relativistic effect has not yet been effectively incorporated into the 

energy deposition contribution. 

2.1.3 High-energy region (above 1 MeV) 

Because of the very high velocity of the ion, the electric field it generates is subjected to some 

relativistic effects. The distances between the ion and the electrons reduce (the so-called 

distance-contraction-effect) and the collision time increases (time-dilatation-effect). As a 

consequence, energy deposition increases with the speed of the projectile.  

In addition, the electric field generated by the ion is substantially concentrated in the 

perpendicular direction of particle propagation. This leads to the polarization of electrons and to 

the screening of the projectile’s electric field for long-distance electrons. In the following sub-

section, I go into deeper detail about the mechanisms at play in the relativistic area.  

 

2.2          Relativistic effect 

2.2.1 Liénard-Wiechert potential 

The interaction of the charged particle with the target electrons is achieved by the introduction 

of electrostatic potential in Kohn-Sham external potential. For non-relativistic ions, this potential 

is the classical Coulomb potential (𝜙𝐶𝑃) between the charged particle and the target electrons: 
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electrons positioned on the particle trajectory) and 𝛾 → +∞  if 𝜃 = 𝜋 2⁄  (for electrons positioned 

perpendicular to the particle trajectory). This means that as the ion’s velocity approaches the 

speed of light, the potential generated by the projectile is constant in the direction of propagation 

and expands perpendicular to the direction of propagation. As shown in Table 2-1, we calculated 𝜙𝐿𝑊𝑃 for a proton 𝑞𝑝𝑟𝑜𝑗 = 1 (𝑎𝑢) with 0.01 and 635 MeV of kinetic energy, depending on the 𝜃 

value and assuming a distance  proton-electron distance 𝑟 = 1 𝑏𝑜ℎ𝑟.  

Table 2-1: Liénard-Wiechert potential for proton depending on the proton energy and Liénard-Wiechert angle with 𝑟 = 1 𝑏𝑜ℎ𝑟. 

 𝜙𝐿𝑊𝑃 (𝑎𝑢) 𝜃 0.01 MeV 635 MeV 

0° 1.00 1.00 

22.5° 1.00 1.05 

45° 1.00 1.21 

77.5° 1.00 1.60 

90° 1.00 1.67 

 𝛾 decreases when the kinetic energy increases, which leads to a shorter distance between 

charged particle and an electron. Consequently 𝜙𝐿𝑊𝑃 increases, so that the augmentation of the 

potential charged particle by the relativistic effect is expected to increase energy deposition 

compared to the non-relativistic case. 

 

2.2.2 The mechanisms of interaction  

Relativistic effects change the mechanism of irradiation. To better appreciate this, we study the 

electric field produced by the charged particle. The electric field can be divided into a transverse 

and a longitudinal component, denoted 𝐸𝑧 and 𝐸𝑦, respectively. 𝐸𝑧 accelerates electrons 

perpendicular to the direction of the projectile, and 𝐸𝑦 accelerates the target electrons parallel 

to the proton propagation motion, as illustrated in Figure 2-2. 
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As seen on Figure 2-3, b and c, 𝐸𝑦 is anti-symmetric around the collision event. The force exerted 

on the electron before and after collision is the same, but of opposite directions. Therefore, 𝐸𝑦 is 

not effective in transferring energy to the electron.  This statement is valid under the conditions 

of electron rest and binary collision, where the electrons do not move during the collision and the 

charged particle interacts independently with each electron of the target molecules one by one, 

neglecting both screening and the correlation between electrons. However, these conditions tend 

to break down, particularly in the low-energy region. 

The transverse electric field 𝐸𝑧 is the main component responsible for energy deposition. It is 

symmetric around the collision time and leads to increase energy deposition before and after 

collision. The longitudinal force acting on the electron leads to an acceleration of the electron 

toward the ion. The electron continually gains energy until the force decreases as the ion goes 

away.  

As evidenced on panel c, 𝐸𝑧 starts to increase from -3 Å for 635 MeV, while it starts to increase 

at -1.5 Å for 2 MeV. In fact, there is a tiny difference between 𝐸𝑧 at 2 MeV and 0.06 MeV, but we 

cannot see it in the figure. This corresponds to a relativistic effect. Relativity contracts the distance 

between the electron and the charged particle, and the interaction between them increases. The 

dotted black line corresponds to the calculation of the electric field strength at 635 MeV using a 

non-relativistic electric field. We will return to this point later. 

Panel d shows the spectrum of energy produced by the charged particle. As seen, higher-energy 

projectile contains more high-frequency. As a result, the participation of core and inner valence 

electrons in energy deposition is expected to be augmented by charged particle energy. But it is 

not all, the frequency of the charged particle also highly depends on the impact parameter, as 

illustrated in Figure 2-4. The frequency increases significantly by reducing the impact parameter. 

In a close collision, core electron excitation is possible even at 0.01 MeV. This finding emphasizes 

the importance of a good description of core electrons in simulating charged particle interactions 

at high energies and close collisions, which is a difficult task for RT-TD-DFT simulations with non-

local basis sets.      
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the relativistic effect leads to a red-shift and increase in the intensity of charged particle spectra. 

Moreover, our findings indicate that the frequencies generated by a charged particle heavily 

depend on the particle's energy and the distance of collision. 

2.3 Assessment of RT-TD-ADFT simulations for charged particle interaction 

In this section we assess the capability of first-principle simulations based on RT-TD-ADFT to 

capture the various energy deposition mechanisms. We first detail the molecular system we will 

be considering and the computational details, including some tests to select an adequate basis 

set. Then we will consider irradiation of our molecular system by proton with kinetic energies in 

the range of 0.01 to 635 MeV. The effect of relativity on the ion-electron interaction will be 

examined in detail.  

2.3.1 Methodology and system setup 

We consider a guanine-cytosine nucleobase with a pair of water molecules (Figure 2-7). We have 

optimized the supramolecular system geometry with deMon2k (version 6.0.2)31. To reduce the 

computational cost, we have used variational density fitting32,33. The classical electronic repulsion 

and XC contributions to the Kohn-Sham potential are computed with auxiliary densities. We chose 

the GGA (generalized-gradient-approximation) exchange correlation functional PBE (Perdew–

Burke–Ernzerhof)34. We used the DZVP35 basis sets (double zeta valence polarization) and GEN-

A2* auxiliary sets36 to expand the electronic Kohn-Sham molecular orbitals and the fitted density, 

respectively. We used the D3 empirical dispersion correction37. The two-dimensional molecular 

system was approximately placed in the Oxz plane, as shown in Figure 2-7. 







92 
 

Table 2-2: Energy variation of the supramolecular system upon 56 collisions by a proton of kinetic energy of 0.07 

and 0.30 MeV. 𝑁𝐴𝑂 is the number of atomic orbitals.  

  0.07 MeV 0.30 MeV 

Basis set 𝑁𝐴𝑂 ∆𝐸56 (eV) ∆𝐸̅̅ ̅̅  (eV) 𝜎 (eV) ∆𝐸56 (eV) ∆𝐸̅̅ ̅̅  (eV) 𝜎 (eV) 

TZVP 581 1801 32.1 ± 17.7 955 17.1 ± 8.9 

TZVP-FIP2 1080 1955 34.9 ± 17.2 1014 18.1 ± 8.7 

TZVP-AOC 1618 2327 41.6 ± 19.7 1217 21.7 ± 12.5 

 ∆𝐸56 and ∆𝐸̅̅ ̅̅  decrease for a proton kinetic energy from 0.07 MeV to 0.30 MeV. This is in line with 

the expected position of the Bragg peak. Each of the three basis sets correctly describes this trend. 

However, the ∆𝐸56 value significantly depends on the basis set. The larger the basis set the larger 

the ∆𝐸56. Taking by convention TZVP-AOC as the reference, the energy deposition calculated with 

TZVP is underestimated by 24% and 21.5% at 0.07 MeV and 0.30 MeV, respectively. With TZVP-

FIP2, the underestimation is of 16% and 16.7%. As observed in the table, the standard deviations 

are notably large compared to the mean values. This outcome is expected due to significant 

variations in the spatial distribution of electron density within isolated systems. The energy 

deposition strongly depends on the local electron density surrounding the projectile's trajectory.   

As a compromise between accuracy and computational cost, we have chosen the TZVP-FIP2 for 

our simulations. Actually, we are more interested in this work to investigate trends in deposited 

energy than the absolute value of deposited energy. We thus hope the TZVP-FIP2 is accurate 

enough to draw meaningful conclusions.  

2.3.3 Energy deposition on the 0.01 – 635 MeV kinetic energy range 

In this section we scan the proton kinetic energy in the 0.01 - 635 MeV range and examine the 

capability of RT-TD-ADFT to capture the physics at play that leads to energy deposition. For the 

sake of simplicity, we consider a single trajectory, still perpendicular to the bead as shown in 

Figure 2-9. The projectile is initially positioned 30 Å from the system and the simulation is run 

until the proton has travelled 60 Å. We have considered either a Coulomb potential or a Liénard-

Wiechert potential to describe the electron-fast ion interaction.  
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supramolecular system at 0.01 MeV. Then, the deposited energy increases until it reaches a 

maximum of 34 eV at 0.055 MeV. After that, energy deposition declines. In this region, relativity 

has a negligible effect.  

The non-monotonic shape of the energy deposition curve over this range of kinetic energy results 

from complex interactions with the electron cloud. In this region the electrons are much faster 

than the ions. Three mechanisms are usually invoked, namely plasma oscillations, fast-ion 

induced polarization and Barkas effect. 

To evidence the electron dynamics during collision, we have calculated the electron density at 

the center of the molecular system for this trajectory. This point is evidenced by the orange bead 

on Figure 2-9. We report in Figure 2-11, the variation of electron density with the ground state at 

this fixed point is space during the simulation. Thus, a positive value means an accumulation of 

electron density with respect to the ground state.  

 

Figure 2-11: electron density variation in one fixed point on the trajectory position at a center of plane geometry (as 

shown as a red ball in (Figure 2-9 as a function of the proton's distance from this point. Proton kinetic energy range 

between 0.01 and 635 MeV. The simulations are conducted with LWP.   

 

The electron density already increases before the arrival of the proton, electrons are thus not at 

rest during collision. Electron accumulation around the proton is mainly responsible for electric 

field screening. The variation of electron density at the proton superimposed on the point (the 

distance of proton =0 in the figure) decreases as the proton’s energies increase. Therefore, it can 
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be expected that the effect of screening charged particles becomes more significant as the energy 

of the proton decreases. Generally, this effect is important for protons with energy below 1 MeV. 

However, in our system, the threshold extends to 4 MeV. Of course, this effect competes with 

Barkas's effect. 

After a collision, the variation in electron density decreases and exhibits oscillations, which are 

attributed to charge migration between fragments. Charge migration, characterized by its 

oscillatory nature, is responsible for charge delocalization.  

These three types of mechanisms efficiently involve energy deposition of charged particles in the 

low-energy region, which is why it is one of the most difficult regions for simulation by the models 

dependent on first-order perturbation theory.  

   

2.3.3.2 Intermediate-energy region (0.2-1 MeV) 

We name this region of energy as intermediate because the participation of core electrons starts 

to be significant in the contribution of stopping power. As shown in Figure 2-10, energy deposition 

of the proton decreases from 20 to 8.6 eV with proton energies from 0.2 to 1 MeV. This 

diminution of energy deposition relates to the interaction time between the charged particle and 

the target electrons, which reduces as a function of the charged particle energies. The three 

mechanisms detected above remain significant. However, the relativistic effect has not yet been 

effectively incorporated into energy deposition contribution. 

 

2.3.3.3 High-energy region (> 1 MeV) 

The Liénard-Wiechert potential allows in principle to account for relativistic effects in the ion-

electron interaction.  As shown in Figure 2-10, the energy loss calculated using the non-relativistic 

potential (red line) decreases smoothly as a function of proton energy, approaching zero at 635 

MeV. It is a fact that the interaction time of the proton with the target electrons decreases with 

increasing proton energy. With a relativistic potential, the energy deposition decreases from 1 to 

55 MeV, but more slowly than with a non-relativistic potential. Above 55 MeV the energy 

deposition increases further. The competition between the interaction time and the expansion of 
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the particle potential determines when the energy deposition curve starts to rise in the high 

energy region. In Figure 2-12, we quantify the relativistic potential effect as follow:  

%∆𝐸𝑅 = ∆𝐸𝑟 −  ∆𝐸𝑛𝑟∆𝐸𝑟 ×  100 
(2.4) 

where ∆𝐸𝑟 and ∆𝐸𝑛𝑟 is the energy deposition with relativistic and non-relativistic potential 

respectively.    

 

Figure 2-12: relativity effect on energy deposition. The x-axis (kinetic energy of a proton) has a logarithmic scale. The 

vertical lines correspond to remarkable values at 1, 2, 10.2, 55 and 635 MeV. 

As already said, the effect of relativity is negligible below 1 MeV. It increases between 2 and 55 

MeV and largely dominates above at 635 MeV. This is related to the characterization of the 

relativistic effect as shown in Section 2.2. An important feature of the energy transfer process at 

high relativistic velocities is the polarization of the target material. When a charged particle goes 

to high energy, the electric field becomes strongly concentrated in the transverse direction. Thus, 

when it passes into a dense material, the atom in the target material becomes strongly polarized. 

As a result, the ion’s transverse electric field is shielded for electrons over a long distance by 

polarization. This effect becomes more and more important as the target density and proton 

energy increase. In our result, the relativistic effect between 2 and 55 MeV is more significant 

than that between 55 and 635 MeV. This may be related to the polarization effect at high 

relativistic energies. 
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To summarize we have pointed out different mechanisms that contribute to energy deposition as 

a function of the proton kinetic energy We have shown the necessity of including relativistic 

external potential above 1 MeV in RT-TD-ADFT simulations.  

 

2.3.4 Relativistic effect on proton interaction cut-off 

The size of the simulation is a technical issue in RT-TD-DFT. Due to simulation cost constraints, 

the finite microscopic simulation in space and time is used to simulate the interaction of charged 

particles with molecular systems. The electric field of the charged particle is able to propagate 

infinitely in universe; however, its strength depends on the distance. The strength of the electric 

field decreases with increasing distance. The constraint of simulation in space is limited by the 

interaction cut-off of charged particle with the target. That means the distance at which a charged 

particle can deposit energy into a target. As shown in Section 2.2, the interaction distance 

between a charged particle and an electron has been affected by relativity. 

In this sub-section, we investigate how relativity affects energy deposition in our supramolecular 

system through proton interactions cut-off in the parallel and perpendicular directions of its 

propagation. It's important to note that in our simulations, the transverse and longitudinal electric 

fields are incorporated into both parallel and perpendicular interactions. These fields are not 

separable within the RT-TD-DFT simulations. 

 

2.3.4.1 Parallel interaction cut-off 

The parallel interaction cut-off refers to the distance at which a projectile begins to deposit energy 

into the target along the direction of its propagation. This type of interaction is important for 

optimizing the length of simulation sizes. The passage of a proton in our system is on the y-axis, 

and it arrives at the center of a supramolecular system at y = 0.  In Figure 2-13, we analyse the 

energy variation in the supramolecular system, that is the variation of electronic energy with 

respect to the ground state as a function of the proton distance in the y-axis for the same 

trajectroy as above. Proton energies of 0.01 MeV (red line), 0.06 MeV ( yellow line), 2 MeV 
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(orange line), 10.2 MeV (green line), 55 MeV (blue line) , and 635 MeV (purple line) are 

considered. 

 

Figure 2-13: Variation of energy with respect to the ground state according to the distance of the proton from the 

supramolecular (y-axis = 0). T is the kinetic energy of proton. 

For a proton a 0.01 MeV kinetic energy, energy deposition starts 3 Å before reaching the center 

of the supramolecular system, and it reaches a maximum at y = 0.  Energy deposition decreases 

from 25 eV to 20 eV when the proton just leaves the center of the molecule. For the proton of 

0.06 MeV (around the Bragg peak), energy deposition starts at the same distance, but the position 

of maximum energy deposition shifts. Energy deposition reduces by about 1 eV after collision. 

The behavior of energy deposition changes in the case of the proton at 2 MeV.  Energy deposition 

begins at -6 Å and equilibrates at 6 Å without decrease after collision. The distance for energy 

deposition cut-off increases to about ±11 Å in the case of a 10.2 MeV proton. The essential 

difference in energy deposition is observed for the proton at 55 and 635 MeV. The proton 
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interacts with the supramolecular system at a very long distance. Energy deposition begins before 

-12 Å and continues anti-symmetrically after collision. The significant difference observed here is 

the fluctuation of energy deposition when the proton reaches a y = 0. This phenomenon is noted 

for the proton above 20 MeV and it increases with the proton’s kinetic energy. 

Furthermore, instead of the energy variation, the energy deposition per each time step (∆E ∆t⁄ ) 

(energy variation between simulation time steps) with respect to the distance of the proton is 

shown in Figure 2-14. 

 

Figure 2-14: Energy deposition per simulation time step over the distance of the proton from the supramolecular 

system (y-axis = 0). T and dt are the kinetic energy of proton and simulation time steps, respectively. 

In Figure 2-14, the time step (∆𝑡) at 635 MeV is very small because the velocity of the proton is 

very high (2.4 Å/as). Several processes may be engaged in the proton's interaction with the 

electrons even at this distance. As a result, if the time steps in this system are greater than the 

physical process time, the electron dynamics becomes unstable. Therefore, we used 8.07x10-4 as 

time steps to ensure the simulation stability.  
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∆E ∆t⁄  increases for 0.01 MeV before the proton strikes the supramolecular center and then 

sharply declines. When the proton just departs from the center, it becomes negative. It means 

that during the collision, some electrons undergo de-excitation. Because the supramolecular 

system is two-dimensional, such a de-excitation and shift of the ∆E ∆t⁄   maximum position are 

unexpected. The maximum of ∆E ∆t⁄  should be located at a center of the molecule and symmetric 

around this position. At 0.06 MeV, the maximum of ∆E ∆t⁄  is located at the center, although it is 

not symmetric. The curve drops faster after collision. In the case of 2 MeV and 10.2 MeV protons, 

a small ∆E ∆t⁄  shift towards after y=0 is noted. However, a significant qualitative difference is 

noticeable for 55 MeV and 635 MeV protons. As the kinetic energy of the proton increases, ∆E ∆t⁄   

approaches zero at the molecule's center. Around y=0, ∆E ∆t⁄   sharply and symmetrically 

augments to maximum and trends to long-distance (more than 12 Å).  

We return to Figure 2-3 in Section 2.2 to explain the difference in behavior of proton interaction 

by changing its energy. The contribution of the longitudinal electric field 𝐸𝑦 is anti-symmetric 

around the collision point. Therefore, it is expected that the energy does not transfer by 𝐸𝑦. On 

the other hand, 𝐸𝑦 has a prominent role to polarize electrons for low ion kinetic-energy as the 

electron’s velocities are faster than that of the ion. In addition, we can see the contribution of 𝐸𝑦 

in energy deposition of low-energy particle because electrons have time to move before collision, 

so that the system’s energy increases. In contrast, the same amount of energy that was increased 

by 𝐸𝑦 is reduced after collision. This is called adiabatic energy transfer. The contribution of 𝐸𝑦 to 

energy deposition increases with decreasing ion velocity as the velocity of number of electrons 

are faster than the charged particle.  

Returning to our result displayed on Figure 2-14, the 𝐸𝑦 contribution is clearly visible for the 

proton at 0.01 MeV and decreases at 0.06 MeV. It is not visible for the proton from 2 MeV to 635 

MeV. When calculating the energy deposition and the stopping power for a complete collision 

(taking into account the energy deposition in the range before and after the collision), this energy 

deposition value is automatically discarded. Sometimes this value is extracted or given as a 

statistical error bar in the stopping power calculation by finding the adiabatic energy surface from 

a projectile particle simulation at zero energy26. This method is very time consuming and may be 

inaccurate because, as shown in Figure 2-3 (d) the frequency produced by a charged particle is 



101 
 

highly dependent on the energy of the particle. As the energy of the particle decreases, the 

frequency decreases, resulting in different excitations of the electrons. 

The transverse electric field 𝐸𝑧 is the main component responsible for energy deposition by 

charged particles. It is perfectly symmetric and leads to increasing energy deposition before and 

after collision. If an electron is faster than the particle, it will move toward the projectile, reducing 

the distance (impact parameter) between the electron and the projectile and increasing energy 

deposition (Barkas effect). Of course, this process is in competition with the decrease of energy 

deposition by screening the electric field via electron polarization. As a consequence, it is 

expected that energy deposition is more important after collision compared to before collision. 

Returning to our result in Figure 2-14, energy deposition after collision declines more slowly than 

before collision at 2 MeV and 10.2 MeV. It is a fact that the effect of polarization is not essential 

at this energy, but the Barkas effect remains important because a number of electrons are even 

faster in the deep valence and the core shells. This behavior disappears at 55 MeV and 635 MeV 

because the movement of electrons is negligible compared to the velocity of projectile (Barkas 

effect = 0).  

The interesting question in Figure 2-14, is the significant reduction of energy deposition at 55 

MeV and 635 MeV in the molecule's center (y=0). As shown in Figure 2-3 (b), 𝐸𝑧 is maximum in 

this position and energy deposition is expected to be maximum. As explained before, the electric 

field of charged particles concentrates in the perpendicular direction, which strongly polarizes the 

electrons of the target; consequently, the portion of the electric field is shielded (density effect). 

This effect increases with the particle’s energy at the relativistic region. So, we see this sharp 

decreasing energy deposition at y=0.  Thanks to the RT-TD-ADFT simulation, this effect can be 

seen at the microscopic level.  

In addition, Figure 2-14 indicates that increasing the proton’s energies, particularly at relativistic 

velocity, causes energy deposition to begin at a greater distance from the center of the molecule. 

The cut-off interaction distance between the charged particle and the electrons of the target is 

more than 12 Å before and after collision at 635 MeV. This is due to the relativistic effect. Because 

the relativity contracts the distance between an electron and a charged particle, the interaction 

between them increases, as seen in Figure 2-3 (c).   
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Figure 2-16: percentage of energy deposition difference between supramolecular system (large system) and guanine 

system (small system) as a function of the proton energies. The x-axis (kinetic energy of a proton) has a logarithmic 

scale. The vertical lines correspond to the results obtained for proton kinetic energies of 20.8, 55, 304, and 635 MeV. 
The inset represents the zoom of the figure from 0.01 to 1 MeV. 

The minimum effect of perpendicular interaction is 1.3% at Bragg’s peak (0.055 MeV), and it 

augments to 2.5% at 0.01 MeV. Moreover, %∆𝐸𝑤 significantly raises from 1.3% to 49% at 0.06 

MeV and 20.8 MeV, successively. However, this augmentation slows down between 55 and 304 

MeV, where it is 57% and 61%, respectively, and drops to 59% at 635 MeV. In general, %∆𝐸𝑤 

increases according the proton energy. The different responses of %∆𝐸𝑤 to proton energies are 

related to the mechanisms involved in the processes of energy deposition in each energy region. 

The main difference between large and small systems is that the small system omits energy 

deposition produced by long-distance collision with cytosine and the two water molecules. The 

augmentations of %∆𝐸𝑤 below Bragg’s peak may be related to the contribution of energy 

deposition for long-distance and short distance collision. Energy deposition at the Bragg’s peak is 

huge, that is why the long-distance contribution is expected to be small compared to the total 

energy deposition. By consequence, the %∆𝐸𝑤 at the Bragg peak may be minimal with respect 

to lower energy, despite the polarization effect, which is greater at lower energy.  

In the other side, the augmentation of %∆𝐸𝑤 after Bragg’s peak is related to the polarization of 

the target electrons and relativistic effect. The accumulation of electrons around the proton leads 
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to the screening of the proton’s electric field for long-distance electrons; as a result, the 

contribution of the long-distance energy deposition decreases. This effect declines in accordance 

with the proton energies; that is why, %∆𝐸𝑤 augments with proton energies.  

The accumulation of electrons around the proton becomes insignificant after about 4 MeV, as 

shown previously in Figure 2-11. The relativistic effect, on the other hand, plays a role in the 

increase of %∆𝐸𝑤 from 4 MeV to 20 MeV. As explained in Section 2.2 (Table 2-1), the Liénard-

Wiechert potential is expended perpendicular to the axis of the proton propagation with 

increasing relativistic velocities. In particular, this effect leads to increase the long-distance energy 

deposition contribution because the interaction of a long-distance electron with a proton crucially 

depends on the perpendicular interaction. That is why, %∆𝐸𝑤  significantly augments. Whereas 

at high-relativistic, the augmentation of %∆𝐸𝑤 goes slowly. It is related to the local-electron 

polarization by relativistic effect (density effect), which particularly screens the long-distance 

interaction. It is obvious that %∆𝐸𝑤 marginally reduces at 635 MeV compared to 304 MeV. 

Finally, the result demonstrates that the relativistic effect increases not only the energy 

deposition but also its spatial contribution. The contraction of distance by relativity increases the 

interaction of charged particle with electrons in molecular systems at longer distances. 

This result is crucial to indicate the initial position of the charged particle in the RT-TD-ADFT 

simulation which must be far enough from the target to avoid the perturbation of the electron 

density at the beginning of the simulation. In addition, this result could be helpful for optimizing 

simulation size in the calculation of energy deposition or stopping power for condensed phase. In 

general, a cluster or a simulation box of target molecules is used for calculating stopping power. 

The result of stopping power highly depends on the size of the system (simulation size). If it is 

small, a part of energy deposition discards in the calculation that comes from long-distance 

contribution. According to our result, by increasing the projectile’s energies a larger size of 

simulation is required, otherwise, the result of stopping power at high energies may be 

underestimated. Therefore, it is advisable to optimize the simulation's size at higher energies. 
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2.4 Conclusion 

 

In this chapter, we have studied charged particle interactions, with a particular focus on the 

impact of relativity in the charged particle-electron interaction in RT-TD-ADFT calculations for 

energy deposition. From the analysis of the electric field generated by the charged particle, we 

have established that the energy transfer from a charged particle essentially depends on the 

transverse interaction. In addition, by the relativistic effect, the transversal interaction expands 

in terms of time interaction and spatial contribution. Dilatation of time and contraction of 

distance lead to a red-shift and an increase in the intensity of the charged particle spectra. In 

addition, we have shown that the interaction of charged particles starts at a longer distance than 

non-relativistic charged particles. Moreover, our findings also indicate that the frequencies 

generated by a charged particle are substantially dependent on the particle's energy and the 

collision distance (impact parameters). 

From our RT-TD-ADFT simulations, we have discussed distinct mechanisms that contribute to 

energy deposition at different proton kinetic energies. Furthermore, we have underlined the 

necessity of including a relativistic external potential above 1 MeV in RT-TD-ADFT simulations for 

accurate energy deposition calculations. Neglecting relativity in these simulations can significantly 

impact the results, especially as proton energies increase. In addition, the relativity affects the 

spatial distribution of energy deposition.    

Our study has thus provided valuable insights into the interactions and energy transitions of 

charged particles, with a specific focus on their kinetic energy. Importantly, it emphasizes the 

inclusion of relativistic effects of charged particles in RT-TD-ADFT calculations. 

2.5 Perspective  

 

The main challenges in calculating stopping power with RT-TD-DFT, which make it non-useful for 

applications such as track structure simulation or range penetration of charged particles, are 

related to trajectory sampling, energy range, and transportability of trajectories. The calculation 

of stopping power requires a high number of trajectories to ensure all possible impact 
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parameters, particularly for biomolecules, and this requires substantial computational resources. 

As mentioned in introduction, the range of the stopping power curve calculated by RT-TD-DFT is 

limited to energies below 2 MeV, whereas, for applications like radiotherapy, energies below 350 

MeV are required. Additionally, the trajectory results of RT-TD-DFT are not transportable, 

meaning that any small change in system geometry requires the simulation to be repeated, thus 

limiting the applicability of RT-TD-DFT data for track structure simulations. 

The range of energy in the stopping power curve can be extended by incorporating the relativistic 

effects of charged particles. To overcome the issue of transportability of trajectories, machine 

learning could be a useful tool. By training a model using RT-TD-DFT trajectory data, the 

trajectories can be recalculated in different situations without the need for new RT-TD-DFT 

calculations. Our preliminary results are encouraging in this direction. 
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3 Effect of hydrogen bonds on energy deposition 

 

Hydrogen bonding is an essential non-covalent interaction for molecular biology. It is responsible 

for the structural organization of macrobiomolecules such as proteins, DNA, or carbohydrates, 

and is essential for the functional properties of biomolecules1. Hydrogen bonding is weak 

compared to covalent chemical bonding, but it can piled-up the biomolecules and alter slightly 

their electronic structure. These modifications may be impacting the electronic stopping power ( 𝑆𝑒) or energy deposition in biological systems2. This effect is crucial for the semi-empirical models 

based on Bragg’s additive rule. According to this rule3, the stopping power of an atom does not 

depend on the chemical nature and physical state of the system.  

In this work, we investigate the effect of hydrogen bonding on energy deposition over a wide 

range of proton energies from 0.01 to 630 MeV in biological molecules. We consider a Watson-

Crick guanine-cytosine nucleobase-pair with two water molecules hydrogen-bonded to the 

guanine nitrogen atoms, which are essential molecules of DNA structure. 

This chapter starts with an introduction to Bragg's additive rule, and we discuss the effect of 

chemical and physical bonds on this rule. Section 3.2 details the methodology and strategies used 

to estimate the effect of hydrogen bonds on energy deposition in our system. In Section 3.3, we 

demonstrate the results of the effects of hydrogen bonds, obtained from 667 RT-TD-ADFT 

trajectories for protons with energy ranging from 0.03 to 0.3 MeV. Section 3.4 refers to the results 

obtained in a wide range of proton energy (0.01-635 MeV) based on four trajectories. The chapter 

concludes with two sections; Section 3.5 is a conclusion, and Section 3.6 corresponds to the 

discussion and perspectives about the fluctuations in the effects of hydrogen bonds on energy 

deposition at high proton energies.      
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3.1 Bragg’s additive rule 

 

The Bragg's additive rule (BAR) for calculating stopping power is essential for semi-empirical 

models such as SRIM4 and PSTAR5. In 1905, Bragg and Kleeman3 proposed that the stopping 

power of a compound (𝑆𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑)(e.g. molecules, aggregates) can be estimated by a linear 

combination of the stopping power of its individual atoms.  Meanwhile, it does not depend on 

the chemical nature and physical state of the compound. Here the term of the stopping power, 

means that the stopping power is normalized by the density of the target material. 

𝑠𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑(𝑇𝑝) =  ∑ 𝑟𝑥𝑥 𝑆𝑥(𝑇𝑝) (3.1) 

Where,  𝑟𝑥 is the ratio of the number density of the atom x to the total density of all atoms in the 

target. 𝑆𝑥 corresponds to the stopping power of atom x as a function of kinetic energy of projectile 𝑇𝑝. 

In reality, the electronic structure is altered by any change in atomic bonds. Consequently, atomic 

excitation and ionization processes will be changed. So that, the brut BAR needs to add two types 

of corrections, chemical bond and phase state.  

Chemical bond correction (CBC): this kind of correction has been extensively investigated by 

experimentalists2. They showed that the accuracy of BAR is reasonable for well high energetic 

projectile. Whereas, in the lower energy region near and below the maximum 𝑆𝑒, the 

overestimation of BAR may be up to 50%.  It is expected because chemical and ionic bonds modify 

only the energy of valence electrons without significant alteration of core electrons. Moreover, 

at the lower energies the stopping is dominated by the valence electrons, but at high energies, it 

is controlled by the core electrons. Since the valence electron ratio is higher in light atoms than 

in heavy atoms, the light atoms have a larger bonding effect on stopping power. In general, CBC 

can be incorporated into BAR by scaling the stopping curve with available experimental data for 

this compound, or by employing Bethe-Bloch formula at high energies6, for instance in SRIM. 

Kohanoff et al.  investigated Bragg’s additivity rule for vapor water from hydrogen and oxygen 

molecules using RT-TD-DFT simulation7. They found a good agreement between RT-TD-DFT 
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simulation with available experimental data and SRIM simulation. However  at very low energies, 

the position of Bragg peak in RT-TDDFT is red-shift by 15 keV, and the peak value of 𝑆𝑒 is 

underestimated by 4%. The authors assumed that this divergence between RT-TD-DFT and 

experimental data comes from the quality of the atomic basis sets. 

Phase state correction (PSC): when the physical state changes, not only the intermolecular force 

changes, but the intermolecular distances between molecules are also significantly modified. Two 

factors influence 𝑆𝑒. First, moving from gas phase to condensed phase, intermolecular forces are 

established, for instance crystalline bonds in solid, hydrogen bonds, and dispersion forces. These 

forces are weaker compared to chemical bonds, but they can modify the energy of valence 

electrons. The same effect of chemical bond will be expected but, weaker. Second factor, the 

intermolecular distances significantly reduce and aggregate the molecules. So that, the 

environment of molecules hardly alters. 

The effect of physical state on 𝑆𝑒  has been marginally investigated due to the high uncertainty 

within the experimental stopping power for liquid and solid phase. For instance, due to the high 

incertitude in experimental 𝑆𝑒 for liquid water (which is an essential molecule in radiation 

chemistry), the majority of Monte Carlo codes use the stopping cross section of liquid water 

calculated from Lindhard’s and Bethe-Bloch theory8. Despite this, we discuss here some 

experimental data for water to clarify this effect. For 0.3-2 MeV He2+ ions in vapor and ice water 

Matteson et al.  found that the 𝑆𝑒 of vapor water is greater than ice water by 12-4% respect to 

energy of He2+ ions9. Thwaites reported the 𝑆𝑒 for He2+ ions in vapor and liquid water for energy 

range between 1.75-4.75 MeV10. He found also that the 𝑆𝑒 in vapor is greater by 4.3-1.03% as a 

function of kinetic energy of He2+ ions. In other side, Palmer and Akhavan-Rezayat investigated 

also the 𝑆𝑒 for 0.5-8 MeV of He2+ ions (equivalent 0.125-2 MeV proton energies) in vapor and 

liquid water11. They found large fluctuation of phase effect on 𝑆𝑒. The stopping power of vapor 

water is significantly greater below 1.5 MeV and above 2.5 MeV.  It is about 14% at 0.5 and 8 

MeV. In the case of proton, the 𝑆𝑒 of protons are reported in vapor water by (Phillips12) and ice 

D2O by (Wenzel and Whaling13) for energies 0.18-541 keV. The phase effect for vapor is 10% at 

541 keV and tends to 14% at 18 keV. In general, experimental data show that the phase effect is 
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We employed RT-TD-ADFT, as available in our customized version of deMon2k (version 4.4.5)14, 

to assess the quantity of electronic energy deposition during a collision. The PBE functional was 

our choice for correlation, while we selected the Correct Asymptotic Potential functional (CAP)15  

for exchange. The simulations were performed with TZVP-FIP2 (stands for TZVP augmented with 

second-order field-induced polarization functions)16 basis set and GEN-A2* auxiliary basis set17. 

We propagated the simulations with the combination of the second-order Magnus propagator18 

and a predictor-corrector algorithm19. The Kohn-Sham matrix's exponential was evaluated using 

a Taylor expansion20, comprising 45 terms. In our simulations, the interaction of charged particles 

was described using the Liénard-Wiechert potential. Additionally, we abstained from employing 

a complex absorbing potential to remove electrons in the continuum state. Our focus in this 

chapter was primarily on calculating energy deposition rather than ionization states. As depicted 

in Figure 3-2, the energy deposition remains entirely conserved after the collision. 

 

Figure 3-2: Energy variation relative to the ground state energy over time for a 0.2 MeV proton. 

 

3.2.2 Strategies for determining the energy deposition of hydrogen bonds 

We attempt to illustrate an ideal experimental concept to estimate stopping power in both 

condensed and gaseous phases, before outlining our approach to assessing the effect of the 

hydrogen bonds in our system. Experimentally, when an ion beam interacts with a target, the ions 

are able to sample the target atoms or molecules in all directions. It means that all impact 

parameters between ions and target atoms take place. Thus, at the microscopic level the number 

of trajectories that impact an atom in the gas and condensed phases are not the same. The 
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was employed even for the irradiation simulations on the individual molecules. This technique 

increases the computational time (about the same cost in the supramolecular system and isolated 

molecule), but it could avoid basis-set-superposition errors. In our results, we calculated energy 

deposition rather than stopping power to avoid the complexity and artifacts that come from the 

number of trajectories, and the choice of the length of the simulation. As shown in Chapter Two, 

the length of the simulation depends on the energies of the proton. However, the ratio of energy 

deposition in two systems reflects the ratio of stopping power because the two systems have 

exactly the same geometry and distance interaction with the projectile. 

 

3.3 Effect of hydrogen bonding at the low-energy region 

 

In this section, we calculate the effect of hydrogen bonds on energy deposition by sampling our 

systems with a swift proton for the energy range between 0.03 and 0.3 MeV. We begin by showing 

the result of the average hydrogen bond energy deposition over 667 trajectories for each proton 

kinetic energy, and then we analyze the effect of hydrogen bonds depending on the trajectories. 

3.3.1 Effect of hydrogen bonding on energy deposition at the low-energy region   

In order to calculate hydrogen bond energy deposition for low-energy proton, we consider a 

planar grid of 29x23 equidistant points generating a set of 667 inelastic single-trajectories of the 

proton (Figure 3-4). Each proton trajectory is perpendicular to the generating plane, and runs 

through the plane at the level of the bead. The same grid of trajectories was exactly performed 

for each isolated molecule. Finally, we run 5x667 RT-TD-DFT simulations for each kinetic energy 

of the proton. In this way, supramolecular and isolated systems are comparable to evaluate the 

contribution of hydrogen-bond energy deposition.  
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Figure 3-5: Average energy deposition curve for isolated (red) and supramolecular (blue) systems over all trajectories 

(667). 

The average energy deposition for the two systems increases with increasing kinetic energy until 

Bragg’s peak (50 keV) is reached. After that, they start to decrease. The important point here is 

that, as experimentally expected for other systems, the deposited energy within supramolecular 

system is lower than that of the isolated system in this range of energies. 

Furthermore, the effect of hydrogen bonds ∆𝐸𝐻 can be calculated as follows: 

Δ𝐸𝐻 = ∑ ∆𝐸𝑖𝐻𝑖 = ∑ ∆𝐸𝑖𝑖 − ∑ ∑ ∆𝐸𝑖𝑋𝑋𝑖  (3.3) 

And the percentage of hydrogen-bond contribution:  

%Δ𝐸𝐻 = ∑ ∆𝐸𝑖𝑖 − ∑ ∑ ∆𝐸𝑖𝑋𝑋𝑖∑ ∆𝐸𝑖𝑖  100 (3.4) 

collects values of hydrogen bonds effect for various kinetic energies of the projectile as shown in 

Table 3-1. 
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Table 3-1: deposited energy of the supramolecular system ΔE(eV), isolated molecular fragments ΔEx(eV) and hydrogen 

bonds ΔEH (eV) as a function of the kinetic energy of the proton Ekin (keV). 

 

The quantities of ∆𝐸 and ∆𝐸𝑥 are similarly corresponding to the kinetic energy of the projectile. 

The Bragg’s peak appears at 50 keV. However, the value of ∆𝐸𝑥is always greater than ∆𝐸, so that 

the values of ∆𝐸𝐻are negative.  The effect of hydrogen bonds decreases with the kinetic energy 

of the proton.  It is about (-6%) at 30 keV and (-3%) at 300 keV. In addition, the Bragg’s peak 

disappears in the case of ∆𝐸𝐻. This means that the contribution of ∆𝐸𝐻 does not follow the 

energy deposition curve. Overall, this hydrogen bond effect is not negligible, and could 

significantly impact the accuracy of charge particle penetration in radiotherapy (when the 

stopping power accuracy of less than ± 2% is desired)21.  

 

3.3.2 Effect of hydrogen bonding on energy deposition depending on the trajectories position   

In microscopic Monte Carlo track structure simulations, energy deposition of a single charged 

particle can be calculated according to the stopping cross-section of the medium. Then, the 

passage and track shape of charged particles are investigated. So, the passage of charged particles 

depends on the local energy deposition for each collision. Despite this, the stopping cross-section 

of water has been used until now to determine the track and damage of biomolecules, on the 

assumption that water is the most abundant in cells, and that the stopping cross-section of water 

is close to one of biological molecules22. However, some data have shown that the stopping cross-

section of certain biomolecules is significantly different from water which may impact the track 

structure23,24. Anyway, our question is: does the effect of hydrogen bonds rely on the position of 

trajectories? If it is the case, it could be an additional factor affecting the track structure.     
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Table 3-2: Energy deposition within the supramolecular system ∆𝐸 (𝑒𝑉), and hydrogen bonds ∆𝐸𝐻(𝑒𝑉) for different 

groups of trajectories (intra, inter and far) as a function of the kinetic energy of the proton. 

 

As expected, the response of energy deposition to hydrogen bonds is highly dependent on 

trajectory position. First, we start with the energy deposition in the supramolecular system. ∆E 

of intra group is dominant. For example: at 50 keV, it corresponds to 73% intra, 15% inter, and 

12% far groups where the percentage of trajectories are 40%, 15%, and 45%, respectively. That is 

expected because the electron density in the far group is considerably low. Furthermore, the red 

shift of Bragg's peak is observed for both the inter and far groups, with the far group showing a 

significant red shift. As shown in the Chapter Two, the screening of the electric field of charged 

particles by the local accumulation of electron density is one important factor responsible for the 

reduction of energy deposition at low velocity. This effect is negligible for the far trajectories 

because of the low electron density in this region. 

Second, we analyze hydrogen-bonds energy deposition. Overall,  ∆𝐸𝐻 is decreasing when 

increasing the energies of the proton, whereas their quantities rely heavily on the kind of 

trajectories.  %∆𝐸𝐻 shows the most pronounced differences. In the intra group, %∆𝐸𝐻 is 

relatively small and less sensitive to the energies of protons. It slowly tends from -1.5% to -1.9% 

with decreasing kinetic energy. However, hydrogen bonds have a significant effect on the inter 

group, ranging from -6.7% to -24.6%. Surprisingly, the effect in the far group is completely 

reversed when compared to the other groups. The effect of hydrogen bonds augments with the 

kinetic energy of the proton, from -4.8% to -7.3%.  
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To summarize, the effect of hydrogen bonds strongly depends on the impact position. The most 

significant effect occurs when particles directly pass through the target's hydrogen bonds. That 

means, even if the hydrogen bonds or in general phase effects are not significant for stopping 

power, they could be crucial at the trajectories level. 

To understand the reasons for the change in energy deposition in our system due to the formation 

of hydrogen bonds, we should first explain two mechanisms. As pointed out previously, changing 

the physical state or forming hydrogen bonds can affect two properties: first, the energy of 

valence electrons, and second, intermolecular distances (aggregation). 

The first mechanism stated that when molecules change phases from gas to liquid or solid states, 

their valence electrons are stabilized by the formation of physical bonds. Consequently, excitation 

and ionization of these electrons become more difficult. As a result, the energy transition from 

the projectile to the target is less efficient in the condensed phase than in the gaseous phase. 

Because this modification only affects the valence electrons, it is more significant at low energies 

and negligible at high energies. This mechanism could be incorporated into the semi-empirical 

models, for example, by changing the mean ionization energy term in the Bathe-Bloch equation.    

The second mechanism holds that as the phase changes, the molecules come closer together and 

the intermolecular distances decrease. As a result, the local polarization of electron density in the 

condensed phase screens more of the charged particle's electric field. For instance, in the 

condensed phase when a charged particle collides with an atom, the electric field of the charge 

particle passes through the electron density of the impacted atom to the neighbor atom, as 

shown in Figure 3-3. Nonetheless, the effect of an electric field on a neighboring atom is not 

shielded by the electron density of the impacted atom in the gas phase. Polarization and electron 

density accumulation are more important at low energy; thus, energy deposition within the 

condensed phase is lower, and the difference decreases as particle energies increase. This 

mechanism may be implicitly included in semi-empirical models for low-energy particles by 

introducing an empirical effective charge for ion particles (neutralize ion charge by electron 

attachment). However, the effect of target or physical phases are not incorporated in the 

empirical effective charge, which only depends on the projectile's charge. 
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By forming hydrogens bonds our supramolecular system is stabilized by 0.124 eV. This energy is 

not significant compared to the energy deposition. However, we cannot say that it does not 

modify significantly the ionization and excitation energies. It is hard to separate the ionization 

and excitation energy without screening effect in the RT-TD-DFT simulation because these two 

effects are automatically included.  

In the intra group, hydrogen bonds have little effect. This is probable due to the fact that these 

trajectories are relatively far from the zones modified by the hydrogen bonds. Moreover, the 

neighboring molecules are far away from the impacting molecule (low energy deposition), and 

the interaction of charged particles decreases with distance, according to the Coulomb law. As a 

result, the screening effect is not essential because the energy deposition of the environment is 

originally small.  

In the case of the inter group, the two mechanisms could be entirely involved in the hydrogen 

bond energy deposition. First, the proton directly impacts the valence electrons that are implied 

in hydrogen bonds. Second, the surrounding molecules are near the impact zone. Consequently, 

the energy deposition within fragments is important. In addition, the screening effect in the 

supramolecular system becomes important due to local polarization. As a result, trajectories at 

such positions are extremely sensitive to hydrogen bonding as they approach low kinetic energies. 

In the case of the far group, both mechanisms fail to explain this behavior of the group of 

trajectories. It is a fact that the electron density is low around this kind of trajectory, electron 

accumulation and screening of the proton electric field are insignificant. On the other side, the 

Barkas' effect can efficiently contribute to energy deposition because the electrons of the target 

drag towards the proton in this energy region.  Supramolecular and isolated systems may respond 

differently to Barkas' effect. Consequently, different behaviors of the hydrogen-bond effect are 

possible.  
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which it decreases, and from 20.8 MeV, it gradually increases due to the relativistic effect. In 

comparison with the whole system, the location of Bragg’s peak exactly coincides. The value of 

energy deposition, on the other hand, is slightly lower in the four-trajectory system. For instance, ∆𝐸̅̅ ̅̅ 4= 18 eV, and for whole system (667 trajectories) ∆𝐸̅̅ ̅̅ = 21.2 eV. This indicates that our 

assumption for a four-trajectory system is reasonably successful. Comparing the difference 

between the isolated and supramolecular systems, a significant difference is observed in low 

energies and extremely high energies.   

 

Figure 3-8: Average energy deposition curve for isolated (red line) and supramolecular (blue line) systems over four 

trajectories. The x-axis (kinetic energy of a proton) has a logarithmic scale.  

Furthermore, for the four-trajectory system, we calculated the percentage of energy deposition 

of hydrogen-bond %∆𝐸4𝐻. The result is shown in Figure 3-9. 

 

Figure 3-9: The percentage of hydrogen-bond energy deposition over the average of four trajectories. The proton's 

kinetic energy axis scales logarithmically. The vertical line highlights the consistent kinetic energy of the proton in 

the whole system at 0.03, 0.05, 0.07, 0.2, 0.3 MeV. 



130 

 

First, we attempt to compare the four-trajectory system to the whole system, in order to ensure 

the validity of the four-trajectory system result. In the whole system energy range, the effect of 

hydrogen bonds likewise decreases with proton energies in both systems. The %∆𝐸4𝐻 is -6.6%, -

4.3%, and -2% at 0.03, 0.05, and 0.2 MeV, respectively, whereas, for the whole system, it is -5.9%, 

-4.4%, and -3.1% for the same proton energies. Even though the values are not exactly the same, 

they are close enough to trust the conclusion of the four-trajectory system. In the low energies, 

the effect of hydrogen bonds raises from -6.6% to -10% at 0.03-0.01 MeV, respectively. Besides 

that, the %∆𝐸4𝐻 decreases as a function of proton energies up to 2 MeV where the effect of 

hydrogen bonds completely vanishes. That is expected at high energies, as the participation of 

the valence electrons diminishes in the contribution of energy deposition. That is why the effects 

of phase state or of chemical bond are considered nil above about 1-2 MeV for proton in the 

majority of semi-empirical models. Our result is also in agreement in this region. However, 

surprisingly, the effect gradually increases after 2 MeV. It reaches -2.5% at 303 MeV and -3% at 

635 MeV. This percentage is not negligible because energy deposition is small in comparison with 

the low-velocity region. In fact, in terms of penetration in proton radiotherapy, it exhibits the 

same error as maximum energy deposition. Stopping power normalizes the energy deposition by 

particle penetration. Any percentage of error in stopping power, whether at high or low velocity, 

has the same effect on Bragg's peak position.  

This finding is completely unexpected in the literature. This fluctuation in the hydrogen bond 

effect could be due to a relativistic effect. Because the contribution of valence electrons to energy 

deposition is negligible in the high-energy region, valence electron modification has no effect. The 

effect of screening the electric field, however, is crucial. As demonstrated in Chapter Two, the 

relativistic effect can cause the electric field of a charged particle to shrink and concentrate 

perpendicular to the axis of propagation. This concentration increases energy deposition in the 

local position while decreasing the long-distance contribution of energy deposition. The local 

electron density surrounding the charged particle provides long-distance electric field shielding. 

This effect becomes more significant as the electric field shrinks (kinetic energy increases). When 

comparing the condensed phase to the gaseous phase, the local electron density is more 

important, that is why energy deposition in the condensed phase is lower than that in the gaseous 

phase at high energies, and this difference increases with charged particle energies. 
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3.5 Discussion and perspectives on fluctuations in hydrogen bond energy deposition at 

high energy 

 

It is possible to accurately calculate our systems using semi-empirical models in order to compare 

this result with a theoretical calculation. We attempt to investigate water instead of it because 

we are especially interested in how the phase effect behaves in a relativistic region. We calculated 

the stopping power of proton in the vapor and liquid water from the PSTAR database5 which is 

included in the ICRU Reports 49 data. ICRU data25 is considered as a standard date for calculating 

the stopping power of proton, 𝛼-particle, and Lithium in several semi-empirical models, for 

instance, SRIM.  At low energies, fitting formulas are used based on experimental stopping power 

data. At high energies, stopping powers are evaluated using the correct Bethe-Bloch formula that 

includes all corrections: mean ionization, shell, Barkas, Bloch, and density correction. The result 

of the percentage of hydrogen-bonds effect (phase effect) over 0.01-635MeV is represented in 

Figure 3-10. In the calculation the mean ionization energies for vapor and liquid water are 71.6 

and 75 eV, respectively.   

 

Figure 3-10: Percentage of hydrogen-bond effect on the stopping power of vapor and liquid water as a function of 

proton energy calculated using the PSTAR database. The x-axis (kinetic energy of a proton) has a logarithmic scale. 

The result shows that the effect of hydrogen bond decreases as a function of proton energies. 

The maximum effect is about 14% for 0.01 MeV.  Then, it slowly diminishes to 13% around 0.08 
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MeV and drops to 2% at 0.5 MeV. It may be because in the ICRU data, the Bethe-Bloch formula is 

used above 0.5 MeV for proton. Our region of interest is above 1 MeV. According to the PSTAR 

calculation, the effect of hydrogen-bond gradually decreases toward 635 MeV. No fluctuation is 

observed in this region. In fact, the density correction in Bethe-Bloch formula is calculated 

according to Sternheimer’s method26 which is responsible for the correction of the screening of 

the electric field by polarization electron density in the relativistic region. According to 

Sternheimer, this effect is significant when the energy of the proton is the same as or larger than 

the energy of the rest mass of the proton, for instance this correction includes 1% at 1000 MeV. 

So, in our region (1-635 MeV), any influence of the screening of the electric field by relativistic 

effect is not incorporated in the Bethe-Bloch formula. The small difference observed in this region 

between liquid and vapor water is due to the difference in the mean ionization energies. 

The conclusion is also difficult to verify according to experiment due to high uncertainty and a 

lack of experimental data for biomolecules and water in this region. The unique experimental 

data reported by Palmer and Akhavan-Rezay11 represents this fluctuation of stopping power for 𝛼-particles in vapor and liquid water. They discovered that from 2 MeV to 8 MeV (corresponding 

to 0.5-2 MeV for proton), the effect of phase once again increases with the kinetic energy of the 

projectile from 0.0±3 % to 13±3 %. This behavior is easily dismissed because it is not supported by 

any experimental data or a theoretical explanation. The authors were unable to find a satisfactory 

explanation. Of course, this fluctuation does not correspond to the fluctuation in the energy range 

of proton in our system. Thwaites10 performed new measurements after Palmer and Akhavan-

Rezay to confirm this fluctuation of the phase effect. He assessed the stopping of 𝛼-particles in 

the vapor and liquid water at 1.75-4.75 MeV (0.437-1.063 MeV for proton). He found that the 

phase effect decreases with energy of 𝛼-particle from 3.3±3% to 0±10%. The major fluctuations in 

the stopping power ratio were not observed in this energy region by Thwaites. If we compare 

Thwaites' result to our system with protons, we see that they agree well in this energy region. 

In addition, in the case of proton in water, Shimizu and coworker27 have recently measured the 

stopping power of proton in liquid water at 0.3-2 MeV. They found that the stopping power of 

liquid water is lower about 15±5 to 10±5% in comparison with the vapor phase. This proves that 

the effect of phase is essential after 2 MeV. Siiskonen and coworker28, extended the stopping 

power of proton for liquid water in the energy range 4.7-15.2 MeV. They found a good agreement 
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between their result (uncertainty of 4.6% in experiment) and, ICRU Report 49 and Janni’s 

tabulation29 which are based on Bethe’s formula. Finally, we cannot conclude about our result for 

high-energies because the uncertainty in the experimental data is larger than our result. 

Overall, this behavior of the phase effect has not been observed before. To make the conclusion 

more robust, we must increase the number of trajectories or, in the best case, change the system 

to a simpler one, such as water, which can be more easily sampled. This is one of the directions 

we plan to explore in future work. 

 

3.6 Conclusion  

In this chapter, we have investigated the effect of hydrogen bonds in the guanine-cytosine 

nucleobase paired with water molecules on the energy deposition of protons with energies 

ranging from 0.01 to 635 MeV. We have demonstrated that our strategy for evaluating this effect 

is robust compared to existing data for water. 

 During the sampling of our system with 667 trajectories, we have shown that the effect of the 

hydrogen bond is more pronounced at low energy, being about -6% at 0.03 MeV and tending to -

3% at 0.3 MeV. Additionally, our results indicate that the effect of the hydrogen bond strongly 

depends on the trajectories and is more significant where the proton impacts the hydrogen 

bonds. Divergent behavior is observed for trajectories, for instance where the trajectories are far 

from the molecules, the effect of hydrogen bonds on energy deposition increases with the kinetic 

energy of the proton. 

From 4 trajectories, we have demonstrated that the effect of hydrogen bonds on energy 

deposition fluctuates at 2 MeV, rapidly increases below 2 MeV, and gradually increases above 2 

MeV. 

Overall, our results reveal that the effect of hydrogen bonds on energy deposition is non-

negligible in biomolecules and should be taken into account for both low- and high-energy 

protons.  
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4 Physical stage of a nucleoprotein complex subjected to fast ions 

 

Nucleoproteins are involved in many biological processes such as replication, transcription, 

protection and repairing of genome1–3. One example of a nucleoprotein complex is the 

nucleosome which is the basic structural unit of eukaryotic chromatin. A nucleosome consists in 

a core of histone proteins around which DNA is wrapped. The histones serve as a scaffold for the 

DNA and help regulate gene expression by controlling access to the genetic material4. Another 

example of a nucleoprotein complex is the ribosome. Ribosomes are the cellular machines that 

synthesize proteins, and they consist of both protein and RNA molecules. The protein component 

of the ribosome helps to stabilize the structure and catalyze chemical reactions, while the RNA 

component (ribosomal RNA) provides the functional machinery for protein synthesis5. 

Understanding radiation-induced damage to nucleoprotein complexes is essential because DNA 

is rarely naked in a cell, but rather functions in a crowed environment interacting with proteins, 

water and other metabolites. The interrogation that motivates this work is the interplay between 

DNA binding and radiation damages. According to some authors, DNA association to proteins has 

a significant protective effect in complexes when compared to free DNA targets6–9. In this chapter, 

we investigate the energy deposition and charge migration in a protein/DNA complexes exposed 

to α-particle (He2+) by electron dynamics simulations. 

Our stating point is provided by the work of John E. McGeehan and coworkers10. They investigated 

the irradiation of the bacterial protein C.Esp1396I/DNA complex. They used modern X-ray 

macromolecular crystallography at 100K to map radio-induced damages at different doses. They 

measured the spatial deflection and accumulation of electron density during data collection of X-

ray diffraction and indicated the location of damages in the protein/DNA complex. They found 

that some residues are more sensitive to damages than others. For instance, the majority of 

damages take place on residues with carboxylic acid and sulfonated groups in the protein such as 

glutamic or aspartic acid or methionine residues (Figure 4-1). In the nucleic chain, thymine and 

adenine are more sensitive to damage than cytosine and guanine. In addition, they found that 

damages are more likely to be located on protein groups rather than on DNA.  
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Figure 4-1: Representation of specific damage distribution throughout the C.Esp1396I complex for structures derived 
from 44 MJ/kg or (MGy) dose dataset. Specific damage sites are represented as spheres, with radii proportional to 
electron density loss (electrons per Å3). Spheres closer (resp. further) than 2 Å to (resp. from) DNA strands are coloured 
in blue (resp. red). (Inserts) Damage sites in C.Esp1396I protein and DNA: (a)-(b) Protein chain with GLU-54, MET-57, 
and ASP-64 residues and (c)-(d) DNA chain with T24 and A25, shown at (a), (c) low-dose (6.2 MJ/kg) and (b), (d) high-
dose (44.6 MJ/kg) exposures. The green and red contour colors signify electron density gain and loss, respectively. 

The figure is reproduced from references 10,11. 

In Figure 4-1(a-b), a distinct loss of electron density is noticeable around acidic residue side-chain 

carboxyl groups and methylthio side-chain groups in the protein chain at both low (panel a) and 

high doses (panel b). This suggests radiation-induced decarboxylation and Met CH3-S bond 

cleavage. For DNA chains (Figure 4-1(c-d)), electron density changes are negligible at low doses 

(panel c). However, at high doses (panel d), there is a reduction in electron density for T24 and 

A25 moieties, possibly indicating sugar-phosphate C-O bond cleavage between T24 and A25 

nucleotides. An increase in electron density is observed with dose near T24 and A25 bases, which 

is consistent with low energy electron (LEE) attachment to nucleobases12. Figure 4-1 (center) 

depicts the site of electron density change in the C.Esp1396I/DNA complex at 44 MJ/kg. The 
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magnitude and color of the spheres correspond to the variation in electron density and their 

proximity to the DNA chain. As observed, the alterations in electron density, which are associated 

with radiation damage, predominantly occur on the protein chains. 

In another work of John E. McGeehan and coworkers, investigating irradiation of protein/RNA 

complexes, similar conclusions were drawn. On the other hand, it was found that when protein 

residues are bound directly to RNA, less radiation damages are induced13. Various damage 

mechanisms are at play and require clarification11. One example is the proposed mechanism for 

radiation-induced decarboxylation of acidic amino acids, which involves the migration of holes to 

the sidechain carboxyl group14,15. The decarboxylation process is influenced by the interplay 

among hole migration, hole recombination, and engagement with solvent species generated 

through radiolysis. It has been suggested that when an acidic residue is bound to RNA or DNA, 

the average solvent-accessible area is reduced, leading to an increase in hole-recombination and 

a decrease in decarboxylation13. However, According to a study conducted by Allan et al, which 

focused on the diffusion of radiolytic species at low temperatures, it was found that the highly 

oxidizing hydroxyl radical is immobile at an experimental temperature of 100 K16. As a result, it is 

not clear whether decarboxylation mechanism is dependent on the solvent-accessible area of the 

carboxyl group at this temperature17,18. Instead, it is more likely that it is related to the creation 

of holes and their migration. 

In this chapter, our objective is to investigate the physical stage that involves energy deposition 

and charge migration in protein/DNA complexes irradiated by α-particles, with a particular focus 

on the acidic amino acid’s residues within these complexes. Our protein/DNA complex system is 

a large molecular system, which could complicate the simulation if fully treated at the DFT 

(Density Functional Theory) level and the subsequent analysis of results. To address this, we 

employ a combination of Quantum Mechanics/Molecular Mechanics (QM/MM) approaches in 

our simulation, and we search for analytical tools to facilitate the analysis of such large systems.     

This chapter encompasses four sections. Section 4.1 covers the preparation of the QM/MM 

systems and provides the methodological details of the simulations. Section 4.2 investigates the 

impact of electrostatic induction of MM-region on energy deposition and post-irradiation charge 

migrations. A part of this work has been published in the book "Multiscale Dynamics Simulations: 
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Nano- and Nano-bio Systems in Complex Environments" in the Chapter "Electron and Molecular 

Dynamics Simulations with Polarizable Embedding"19. In Section 4.3, we study charge migration 

in a protein/DNA complex. In Section 4.4, we introduce a new analytical technique for studying 

charge migration in large systems and propose protocols to identify correlations among inter-

fragments charge variations. Finally, it concludes with two sections: a general conclusion and a 

discussion on charge migration in the carboxylate group. 

4.1 System preparation 

4.1.1 Molecular dynamic simulations 

The system was prepared by classical molecular dynamic (MD) simulations with NAMD 2.1120 . 

The crystal structure of bacterial protein C.Esp1396I/DNA complex (PDB code : 3clc)21  was 

solvated with the TIP3P water22 model in a 130x130x130 Å3 periodic box as illustrated in (Figure 

4-2(a)). The system was neutralized by adding 382 sodium ions. The  Amber FF14SB (Force Field 

2014 with Side-Chain Backbone)23 and DNA.OL15 (DNA Optimized Linear 2015)24 force fields were 

used for the protein and DNA parts, respectively. We selected the Amber default protonation 

state, which corresponds to physiological conditions. This signifies that for protein part: the 

protein terminals are in the form of zwitterions, the amino acid side chains with acidic groups, 

such as aspartic acid (ASP) and glutamic acid (GLU), are typically deprotonated, while those with 

basic groups, such as lysine (LYS), arginine (ARG), and histidine (HIS), are generally protonated. 

For DNA, the phosphate groups in the DNA backbone are mono-deprotonated. 

After geometry optimization, the system was equilibrated within the NPT ensemble (constant 

number of particles, pressure and temperature) at a temperature of 100 K for a duration of 15 

ns. Equilibration was carried out without imposing any restraints on atomic positions and utilized 

a time step of 1 fs. This low temperature was chosen to maintain the crystal structure used in the 

experimental study, while allowing for relaxation of bond lengths and angles. The final structure 

was used as the starting point for QM/MM simulations.  
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4.1.2 Preparing QM/MM system 

The protein/DNA complex we aim to investigate is a large molecular system that cannot be fully 

treated at the DFT level. To address this issue, we used a combination of quantum and molecular 

mechanism approaches (QM/MM for Quantum Mechanics/Molecular Mechanics)25. The atoms 

pertaining to the so-called QM region are described using RT-TD-DFT, while the surrounding 

atoms are represented using classical molecular mechanics force fields (MM region). The choice 

of the force field may have a significant impact on the physical processes of radiation, such as 

energy deposition and charge migrations. deMon2k affords two categories of force fields: 

polarizable and non-polarizable17,18. Polarizable force fields accounts for the polarization of atoms 

caused by the electron cloud distortion in response to an external electric field (electrostatic 

induction). Polarizable FF allows for a more accurate description of molecular interactions and 

properties, particularly for systems involving charged or polar species26–28. Unlike non-polarizable 

force fields, that assume constant atomic charges, polarizable force fields allow the charges to 

vary depending on the molecular environment. This provides a more realistic representation of 

the electrostatic interactions between molecules, and can lead to more accurate predictions of 

molecular properties.  

Preparing QM/MM systems directly from MM simulations is challenging due to the absence of 

periodic boundary conditions and the different format of force field parameters used in deMon2k. 

To overcome this, we utilized the QIB package29 to extract QM/MM and QM regions and convert 

AMBER parameters to deMon2k format, as depicted in (Figure 4-2(b)). QM/MM systems were 
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4.1.3 Electron dynamic simulation 

We carried out electron dynamic simulations (ED) using pure RT-TD-ADFT under the nuclear fixed 

approximation to study the effect of polarizable and non-polarizable environments on α-particle 

irradiation of different QM regions. Time propagation was operated by the second order Magnus 

propagator33 coupled to a predictor/corrector algorithm34 with a time step of 1 as, for a total of 

10 fs. On this time scale, it is assumed that nuclear motion exerts negligible effects on electron 

dynamics, particularly at a temperature of 100 K. We use a Taylor expansion35 to evaluate the 

exponential of the Kohn-Sham matrix with 55 terms. We used the PBE36 exchange correlation 

functional with DZVP-GGA basis set37 adapted for generalized gradient approximation exchange-

correlation functional and the GEN-A2* auxiliary basis set38. The kinetic energy of the α-particle 

in all simulations was set to 250 keV (a kinetic energy close to the Bragg's peak). We conducted 

population analyses on-the-fly using the Hirshfeld partition39 at intervals of 10 as. Auxiliary 

density was employed for this analysis, which is a reliable method for population analysis and 

reduces computational costs significantly40. We would like to mention that we did not employ 

Complex Absorbing Potentials to remove non-bonded electrons, which might influence the 

electron dynamics and population analysis  

 

4.2 Effect of electrostatic embedding on physical stage  

The focus of this section is to investigate the impact of the electrostatic induction of MM on the 

energy deposition and the consequent charge migrations within the large and small systems. It's 

important to note that the term 'charge migration' in this chapter does not solely correspond to 

the pure charge migration process explained in Chapter One. Here, 'charge migration' 

encompasses all ultra-fast processes responsible for charge transfer within the molecule. This 

includes phenomena such as charge migration, auto-ionization, and Interatomic Coulomb decay 

(ICD), as all these processes are inseparably included in the RT-TD-DFT simulations.  

4.2.1 Effect of electrostatic embedding in large system  

We start by considering the large system, i.e. with the largest QM region. The α-particle was 

initially positioned 40 Å away from the center of the QM region. As illustrated in Figure 4-4, we 

arbitrarily defined as propagation line, one that crossed the bond center between the α-carbon 
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As illustrated in the figure, the impact of electrostatic induction from the MM region on energy 

deposition is negligible. This can be attributed to several factors. Firstly, energy deposition is a 

local property; the interaction between a charged particle and electrons diminishes with 

increasing distance between them. In our simulation, the α-particle passes through the center of 

the QM region, and the size of the QM region is sufficiently large to limit the efficient 

incorporation of bordering QM atoms in energy deposition. This is because the atoms at the 

border of the QM region are distant from the site of collision41. Second, the process of energy 

transfer is extremely rapid, taking only a few attoseconds. As a result, the electron cloud of the 

QM-region does not undergo significant changes during the collision, especially for the electron 

cloud of border atoms located further away from the collision site. Third, the influence of the 

simulation cluster size on energy deposition is anticipated to be minimal at the Bragg peak, 

particularly as a result of the perpendicular interaction of charged particles, as shown in Chapter 

Two. This may also be the reason why introducing electrostatic induction within the MM region 

does not affect energy deposition. 

 

Figure 4-5: Energy variation in the larger QM/MM system during 10 fs upon collision with a 0.25 MeV He2+ in 
polarizable force field (red sold line) and non-polarizable force field (dashed blue line) environments. 

b. Charge migration 

To streamline the analysis of the impact of MM's electrostatic induction on charge migration, we 

separate the QM region into protein and DNA sub-ensembles. It is important to note that the 

simulation was carried out for the entire system. In this sub-section we only primary focus on 
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that point, some differences become more apparent. The majority of the differences are observed 

for COO (red line), WCOO (a water molecule, blue line), and THR (purple line), both of them form 

hydrogen bonds with COO. The maximum differences in these fragments amount to ± 0.15 (au), 

whereas the maximum differences in other fragments are less than ± 0.1 au. This could be 

attributed to the electron cloud or charge on COO, which is substantially perturbed (+1 au). As a 

result, the electron cloud on COO is more influenced by the induced dipole moments on the 

atoms. Since WCOO and COO are connected through hydrogen bonds, the induction of the electron 

cloud on COO affects them as well. This explanation is difficult to confirm because the ASP-frag is 

also significantly ionized (+0.8 au), yet the ∆Q remains relatively small.  

Charge variations for the DNA part are shown in Figure 4-7. Like for the protein part, the strongest 

variations are seen on the impacted fragments. In DNA part, the α-particle traverses the bond 

between the thymine (T) base and thymine moiety (dT). Consequently, the charge at the onset of 

the collision is primarily situated on the T (cyan line) and dT (dark-red line), with values of +1 

atomic unit (au) and +0.2 au, respectively (Figure 4-7 (right-top)). 
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the initial charge on the fragments. Furthermore, the magnitude of deviation in the DNA part is 

generally smaller in comparison to the protein part.  

c. Partial conclusion 

To summarize, we found that electrostatic induction in the MM environment has a negligible 

effect on energy deposition upon irradiation by a 250 keV He2+ ion. As a corollary, the effect of 

induction on charge migrations is negligible at the beginning of collision, but becomes noticeable 

3 fs after collision. In general, the difference in charge migration between polarizable and non-

polarizable models is mainly observed for the impacted fragments and those fragments that form 

hydrogen bonds with them. 

The fact that electrostatic induction of MM has a small effect, may be related to the size of the 

QM-region, which is relatively large. It would be interesting to see how this effect changes with 

the size of the QM-region. Therefore, in the next sub-section, we investigate the smaller QM 

region.    

 

4.2.2  Effect of electrostatic embedding in small system  

We have replicated the simulations for a smaller QM region, as depicted in left of Figure 4-11. The 

irradiation conditions (nature of the ions, their initial positions, and their propagation vectors) are 

the same as before. The α-particle reaches the QM region at 1.035 fs and exits at 1.376 fs 

respectively for the large and small QM region. 

Figure 4-8 depicts the ground state electron density encountered at the passage of an α-particle 

from static calculations. We identify three peaks that correspond to electron density when the 

position of α-particle locates: the bond between the α-carbon and the carbonyl group of 

aspartate, the bond between the side chain carboxylate group and the β-carbon of aspartate, 

and, finally, the bond between the nucleobase and the sugar moiety of thymine, respectively 

(Figure 4-4). The remarkable superposition of the two curves indicate that the reduction of the 

QM region’s size should not impact significantly the amount of deposited energy. The smaller 

system should enable us to investigate the effect of electrostatic induction.  
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Figure 4-8: Electron density of the ground state for the large system (represented by the solid blue line) and the small 
system (represented by the red dashed line) at the passage of an α-particle. 

 

I. Effect on energy deposition 

We show energy deposition for the small QM region system during 10 fs in (Figure 4-9). 427 eV 

are deposited by the α-particle. Despite the substantial reduction in QM region’s size, the 

difference in energy deposition between the large and small systems is only 4 eV. This proves the 

local properties of energy deposition. As seen in Figure 4-8, the electron density along the path of 

the α-particle is the same in both the large and small systems. The energy deposition depends 

particularly on the electron density near the path.  

This very small difference could be attributed to long-distance interactions between the α-particle 

and the fragments not included anymore in the QM region, which substantially decreases with 

distance.  
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Figure 4-9: Energy variation in small system over 10 fs upon collision with a 0.25 MeV He2+ in polarizable force field 
(red sold line) and non-polarizable force field (dashed blue line) environments. 

As already discussed, electrostatic induction has almost no effect on energy deposition (Figure 

4-9). These results confirm the local nature of energy deposition of charged particles. Although 

the size of the QM region substantially decreases, its effect on the energy deposition is small. 

Therefore, the effect of electrostatic induction of environment is expected to be insignificant. 

 

I. Difference of charge variation between large and small system  

We have plotted the difference in charge variation for residues that are common between the 

small and large systems in a polarizable environment, as shown in Figure 4-10. Despite the small 

difference in energy deposition compared to the large system, a significant difference in charge 

variation is observed between the large and small systems after the collision and over time. This 

is particularly evident in the case of T (cyan) and ARG (yellow), where the difference exceeds 0.8 

au. This difference can be attributed to the substantial reduction in initial ionization in the small 

system. For instance, the charge of COO decreased from +1 to +0.9 au, while ASP-frag dropped 

from +0.8 to +0.45 au. Furthermore, T decreased from +1 to -0.2 and dT dropped from +0.2 to -

0.5. In addition, the change in initial ionization could affect the electron dynamics within the 

system. The smallest difference is noted for COO, which is around ± 0.2 au. This could be due to 

the location of COO in the center of the QM region, making it less affected by the reduction in 

size. These results underscore the importance of the QM size, which can significantly influence 
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both the initial ionization and electron dynamic response to ionizing radiation in biological 

systems, even when the same amount of energy is deposited in the molecules. 

  

Figure 4-10: difference of charge variation between large and small systems. The color code is the same as  Figure 
4-11. 

 

a. Effect on charge migration 

Figure 4-11 displays the charge variation profile and its dependence on the electrostatic induction 

of the environment in small system. We compare the charge fluctuations between the MM and 

MMpol approaches of the environment in bottom-right panel of the figure. The difference in 

charge variation between the polarizable and non-polarizable embedding is noticeable at 2 fs 

after collision in our small system, whereas in the large system, it is observable at 3 fs. 

Additionally, the deviation magnitude in the small system is significantly larger than the large 

system, reaching up to ±2.5 au, while in the large system, it was a maximum of ±0.15 au. The 

maximum values of ∆Qsmall for ASP-frag, COO, ARG, THR, WCOO, dT, and T are ±0.34, ±0.29, ±0.35, 

±0.31, ±0.35, ±0.19, and ±0.13 au, respectively. 
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in the environment remains insignificant with regard to energy deposition. The size of QM region 

can significantly affect the initial ionization and charge variation dynamics of fragments. While 

the effect of dipole induction from the environment on initial ionization is negligible, it plays an 

essential role in the process of charge migration. Moreover, as the size of the QM region 

decreases, the amplitude of deviation in charge variation of fragments, calculated within MMpol 

and MM environments, increases.       

     

4.3 Comparison of two projectile’s trajectories 

 

In this section, we compare the irradiation of the QM region for two perpendicular trajectories. 

The first one is the one already discussed in Section 4.2.  The second trajectory is depicted in 

Figure 4-13. In the “second trajectory”, the α-particle traverses between the protein and DNA 

parts, predominantly impacting the bond between the carboxylate group and the β-carbon of the 

Aspartate. We only consider the large QM region within a polarizable QM/MM scheme. 

4.3.1 Charge migration in first trajectory 

I. Charge migration 

To facilitate the comparison between the two trajectories, we reproduce  in Figure 4-12, the 

upper-right panels of Figure 4-6 and Figure 4-7 showing charge variations in protein and DNA 

moieties.  
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as the red and tan lines peak at nearly +1 au and +0.8 au, respectively. However, after 1fs, the 

hole begins to migrate and is no longer localized at the collision site. Instead, the charge becomes 

delocalized across surrounding fragments. In particular, on longer timescales, the charge variation 

on the COO fragments tend to decrease in absolute value (the charge in the ground state). This is 

likely indicative of electron-hole recombinations. As explaining in beginning the mechanism of 

decarboxylation depend on the hole migration and recombination. Based on this result, it appears 

that the hole recombination occurs very rapidly. 

Concerning charge migrations within DNA, we similarly observe that the positive charge initially 

localizes at the collision site on T and dT during the onset of the impact. As time progresses, the 

charge on T becomes more dispersed, but interestingly, the charge on dT increases. 

Furthermore, the electron density accumulates on the SER, TYR, and ILE residues in protein, 

micro-solvated water molecules, and dAA (Adenine nucleotide) in the DNA. The accumulation of 

electron density on fragments could be a result of electron migration and the presence of 

secondary electrons.  

Establishing a correlation between charge migration across fragments presents a significant 

challenge. Simple plots of charge variation struggle to elucidate this due to the complexity 

introduced by the ionization of multiple fragments and the intricate relations of charge migration. 

Therefore, in the next section, we aim to develop a methodology that simplifies the analysis of 

charge migration and facilitates correlation establishment.  

a. Partial conclusion 

In conclusion, our investigation revealed that the charge initially localized on the impacted 

fragment in our system upon collision with an α-particle. However, over time, the charge 

undergoes complex migration processes and becomes delocalized across surrounding fragments. 

Notably, the hole migration in the carboxylate group of aspartate is rapid, which is crucial for 

radiation-induced decarboxylation processes.  

4.3.2 Second trajectory 

It is known that the process of energy deposition is significantly influenced by the trajectory of 

the projectile, and any variation in this energy deposition could subsequently alter the pattern of 
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trajectory, we observe a single prominent electron density peak, indicating the position of the α-

particle between the carboxylate group and the β-carbon of aspartate. Additionally, a smaller 

peak at 1.27 fs corresponds to the electron density in proximity to TYR. The energy deposition of 

charged particles is closely tied to the electron density surrounding the projectile, which explains 

why the energy deposition is lower in the second trajectory. 

 

Figure 4-14: Electron density of the ground state at the passage of an α-particle through the large system, with the 
first trajectory represented by the blue line and the second trajectory by the red line. 

 

a. Charge migration 

The figure depicts the charge variations for second trajectory. Similar to the first trajectory, the 

ionization appears on the impacted fragments (ASP-frag and COO) and delocalizes over time. 

however, the initial charge on ASP-frag and COO in the second trajectory decreases to +0.55 au 

and +0.7 au, respectively, compared to +0.8 au and +1 au in the first trajectory.    

Focusing on the COO, the charge increases upon impact and rapidly spreads across surrounding 

fragments. In comparison to the first trajectory, the charge achieves its absolute value (charge of 

ground state) faster. In the second trajectory, hole recombination on the COO fragment starts to 

be noticeable approximately 4 fs after collision, whereas it takes about 8 fs in the first trajectory. 

The observed differences could be attributed to various factors. Altering the trajectory could 

potentially modify the nature of ionization and excitation, thereby influencing the charge 

migration process. The amount of initial ionization, which has reduced to 0.7 au, might also be 
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neighboring fragments. Over extended periods, especially concerning the carboxylate group of 

Aspartate, the charge variation tends to diminish in absolute value. This likely signifies electron-

hole recombination, a crucial process in radiation-induced decarboxylation mechanisms. 

Additionally, the direction of the α-particle does not alter the hole-recombination mechanism of 

the carboxylate group. Instead, it only influences the speed of hole-recombination, as 

demonstrated by the two different trajectories.  

 

4.4 Analysis of the correlation of charge migration among fragments 

 

The augmentation of system sizes afforded by RT-TD-ADFT simulations leads to a huge complexity 

of the data to be analyzed. For instance, when charged particles impact multiple molecules, 

several residues may become ionized. It is challenging to identify the correlation of charge 

migration between residues, as shown in Figure 4-12 and Figure 4-15. Therefore, we have been 

motivated to search for a methodology to better analyze charge migration within large systems. 

In this section, we propose two methodologies to evidence such correlations. The first one is the 

correlation matrix that provides instantaneous correlation between two fragments over a time 

series. The second one is the cross-correlation analysis, that reveals correlations between two 

fragments by introducing a time delay in the series.  

4.4.1 Correlation matrix 

In this sub-section, we mathematically define the correlation matrix43 and analyze the charge 

migration correlations during the first trajectory. Additionally, we calculate the correlations 

during the second trajectory.  

I. Mathematical definition 

The correlation matrix is a time-series analysis tool initially employed to measure the degree of 

similarity between two time-domain signals44. The correlation coefficient 𝑅𝑥𝑦 between two 

variables X and Y is: 

𝑅𝑥𝑦(𝑡) = 𝑐𝑜𝑣(𝑋(𝑡), 𝑌(𝑡))(𝜎𝑋(𝑡) ∗  𝜎𝑌(𝑡))  
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where 𝑐𝑜𝑣(𝑋(𝑡), 𝑌(𝑡)) is the covariance between the two variables and 𝜎𝑋 and 𝜎𝑦 are the 

standard deviations respectively. The resulting correlation coefficient 𝑅𝑥𝑦 is a value between -1 

and 1. A value of 1 indicates perfect positive correlation, a value of -1 indicates perfect negative 

correlation (anti-correlation). A null value indicates an absence of correlation between the two 

variables. In our case, X and Y are charge variations on two given residues overtime. 

The computation of the correlation coefficient was carried out for the charge variation of all 

residues involved in large QM region system, using the R package for statistical computing and 

the RStudio graphical interface (version 3.4.4)45. 

a. Correlations in the time range of 1.75-6 fs 

We have calculated the correlation matrix for all fragments within the 1.75-6 fs time range (Figure 

4-16). This specific time window is chosen because it avoids the pre-collision time and the actual 

moment of irradiation that is characterized by the ebb-and-flow mechanism.  Here we wish to 

focus on post-irradiation charge migration. After 6 fs, there appears to be no significant change 

in the charge variation on fragments, as seen in Figure 4-12. 



164 
 

 

Figure 4-16: correlation matrix for charge variation between residues in the large system during the first trajectory, 
which was calculated over the time range of 1.75-6 fs. The size and color of the circles scale in accordance with the 

correlation coefficient between two fragments. 

The correlation matrix offers a simplified visualization of the data, enabling new insights into the 

relationships between fragments. However, it's important to note that the correlation coefficient 

solely indicates similarity in charge variation between fragments. For a more detailed examination 

of charge recombination and electron emission, it's necessary to complement the analysis with 

the individual fragment charge information and how these charges change over the given time 

interval. These additional details are provided in Table 4-1 . Additionally, since the value of the 

correlation coefficient is dependent on the data range, it generally detects some minor 
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correlation of charge migration between two fragments, the charge decrease on one fragment 

corresponds with an increase on the other, creating a typical oscillation.  This oscillation serves as 

evidence of charge migration from one fragment to another. For example, in Figure 4-12 displaying 

the charge variation over time, a strong correlation could be anticipated between T and dT. 

However, the correlation coefficient between them is insignificant, as the oscillations of their 

charges do not coincide. Similarly, this holds true for ASP-frag and WCOO as well. This 

demonstrates the power of the correlation function in recognizing the correlation of charge 

migration between two fragments.     

Bearing in mind that the process of charge migration between fragments could change very 

quickly, especially for complex systems, the correlation matrix however provides a global picture 

of the correlation between them over a given time range. This means that if the correlation 

coefficient between two fragments is weak, the charge migration between them is not entirely 

absent. It may occur in a very short time, but it is negligible within the chosen time range. Also, 

the correlation between fragments could change by altering the time range. 

b. Correlations in the time range of 6-10 fs 

The selection of the time range is crucial for the correlation function since the amplitude of charge 

migration vary over time. In Figure 4-18, we calculated the correlation coefficient between 

fragments for the same system as mentioned above, within a time range of 6-10 fs. 
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Figure 4-18: Correlation matrix of charge variation between residues in the large system during the first trajectory. 
The correlation coefficients were calculated over a time range of 6-10 fs. The size and color of the circles represent 
the magnitude of the correlation coefficient between two fragments. 

During the time interval of 6-10 fs, significant modifications in the correlation between fragments 

are seen. The correlation coefficient between ASP-frag and other fragments is found to be less 

than 0.6, indicating the absence of correlation according to our criteria. This observation is 

supported by Figure 4-12, which demonstrates that the charge variation on ASP-frag remains 

stationary after 6 fs. For COO, the correlation pattern has changed compared to the time range 

of 1.75-10 fs. A relatively strong anti-correlation (-0.72) was observed between COO and both ILE 

and dC. However, the correlation coefficient with other fragments is less than 0.7, notably with 

THR and WCOO, which exhibited a strong correlation in earlier time range. In the case of dT, the 

strongest correlation observed is -0.66 with both dG and C. Despite the small correlation, as 

evident in Figure 4-12, this correlation of dT is as expected. They appear to exhibit the same 

oscillation in charge variation with dT. In the case of T, correlation coefficients greater than 0.8 
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were the correlating fragments. However, the week correlation of THR and negligible correlation 

of WCOO are observed with COO which have hydrogen bond with it. As illustrated in Figure 4-15, 

showing charge variation over time, there appears to be a correlation in charge migration 

between COO, WCOO, and THR, especially at the onset of the collision. Therefore, we calculated 

the correlation between these fragments in the time range of 1.5-2.5 fs. We observed a strong 

correlation of -0.94 with THR and -0.81 with WCOO. This suggests that the correlation of charge 

migration between these fragments is fleeting; after 2.5 fs, it changes entirely. 

The same correlation is observed in the case of ASP-frag, which correlates with ARG and TYR. 

However, in the first trajectory, the correlating fragments were TYR, G, dT, C, and WAT. We also 

observe a strong positive correlation for dAA and dC with both ASP-frag and COO, which 

corresponds to a decrease in charge on these fragments—an unlikely event. As explained in the 

context of the first trajectory system, this may relate to the pattern of charge oscillation on those 

fragments which have a strong correlation with dAA and dC, and in turn, with ASP-frag and COO. 

As evidenced in the first trajectory, and similarly in the second trajectory, dAA and dC show a 

strong anti-correlation with those fragments which also strongly correlate with ASP-frag and COO, 

such as ARG and TYR. These results reveal the complexity of the charge migration process, which 

depends substantially on the nature of ionization and the time duration.  

d. Partial conclusion 

We have considered correlation matrix to analyze and identify the correlation of charge migration 

between fragments in RT-TD-ADFT, particularly in the context of large molecular systems. In 

addition to simplifying the analysis, the correlation matrix effectively succeeds in revealing the 

correlation between two fragments charge fluctuations, a task that is challenging when using a 

simple plot of charge variation over time. Another significant feature of the correlation function 

is its dependency on the data range, which proves useful in constructing a correlation map 

between two fragments over different time periods. 

4.4.2 Cross-correlation analysis 

The delay in charge migration between two fragments may occur in a large system. When the 

hole migrates from distant to target fragments through intermediate fragments, it may require 
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time, resulting in a delayed charge migration between them. Therefore, in this subsection, we 

examine the delay of charge migration between fragments in our first trajectory system. 

I. Mathematical definition 

One useful analytical method for determining the delays between two signals is the cross-

correlation function. This measure is used to evaluate the similarity or correlation between two 

signals or time series based on the time-lag applied to one of them. In other words, it helps 

determine how much one signal or series resembles another when shifted in time. This technique 

is widely employed in signal processing, image processing47,48, and time series analysis44. 

For continuous-time signals, 𝑋(𝑡)and 𝑌(𝑡), the cross-correlation function is defined as: 

𝑅𝑥𝑦(𝑡 + 𝜏) = 𝑐𝑜𝑣(𝑋(𝑡 + 𝜏), 𝑌(𝑡))(𝜎𝑋(𝑡+𝜏) ∗  𝜎𝑌(𝑡))  

Here, 𝜏, representing time lags, that can take the values of 0, ±1, ±2, ±3, and so forth. A negative 𝜏 value indicates a correlation between the x-variable at a time before 𝑡 and the y-variable at time 𝑡. Conversely, a positive 𝜏 value suggests a correlation between the x-variable at a time after 𝑡 

and the y-variable at time 𝑡. Where 𝑅𝑥𝑦(𝑡 + 𝜏) is a correlation coefficient at time-lag 𝜏. 

a. Cross-correlation with COO 

In Figure 4-20, we report the cross-correlation function of charge migration between the COO 

fragment and all other fragments (considering the first trajectory). The data chosen for this 

calculation ranged from 1.75 to 6 fs. The time delay calculated was ± 1 fs. Given that the data of 

charge variation for COO shifts and decreases over time, the negative delay corresponds to the 

time needed for the hole to migrate from COO to the target fragments. A positive delay suggests 

the inverse, which is not meaningful in this context. 
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of charge migration between fragments is not significant due to the extremely rapid nature of 

this charge migration. Nevertheless, this tool could hold potential interest for investigations 

concerning the electron transfer process. These processes generally occur over a longer time 

scale, and intermediate fragments play a key role in the transition process.  

 

4.5 Addendum: perspectives for the modeling of decarboxylation 

 

In this chapter, we placed specific emphasis on the irradiation of the carboxylic group of aspartic 

acid. This is due to the fact that the decarboxylation of acidic amino acids plays a significant role 

in the process of radiation-induced damage to proteins. However, the mechanisms underlying 

this process, particularly at low temperatures (100 K), remain unclear. Decarboxylation is 

prompted when a hole directly locates on the side chain carboxylic group, or when it reacts with 

highly oxidative radiolytic species such as hydroxyl radicals (OH.) through an indirect mechanism.  

At low temperatures, the diffusion of radiolytic species is negligible, as confirmed by Allan and 

colleagues16. This suggests that decarboxylation is unlikely to occur through indirect damage 

under these conditions. Furthermore, both theoretical50 and experimental51 evidence indicate 

that the local temperature of macromolecular system does not increase by more than 10 K due 

to X-ray absorption, even at high doses. This assertion supports the conclusion that radiolytic 

species are not activated by X-ray absorption. 

The mechanism of hole generation on the carboxylic group can predominantly occur in two ways. 

Firstly, the carboxylic group can be ionized directly by absorbing X-rays or secondary electrons. 

Secondly, the creation of a hole on the carboxylic group could result from hole migration or 

transition from other residues. 

According to the cross-section, radiation damage to acidic amino acids is expected to be less 

severe than for several other residues, such as Arginine. However, this does not seem to be the 

case. Furthermore, even though the decarboxylation process is chemically more favorable than 

other fragmentations, all acidic residues should exhibit similar radiation responses within the 

protein, according to their respective cross sections. This implies that decarboxylation of acidic 
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amino acids should not depend on their position within the protein or their respective 

environments. However, as demonstrated in the introduction, radiation-induced decarboxylation 

in acidic residues substantially depends on the amino acid's environment within the protein/DNA 

complex. Therefore, in consideration of initial ionization, hole transition is expected to play a 

significant role in the radiation damage of acidic amino acids.  

In terminology, the processes of hole migration and transfer are essentially different. The main 

distinction lies in that hole migration refers to the rapid redistribution of charge within the system 

due to electron dynamics, assuming that the coupling dynamics and movement of atomic nuclei 

in the system are insignificant. On the other hand, in the hole transfer process, the coupling 

dynamics and movement of atomic nuclei within the system play a crucial role in charge 

redistribution. At 100 K, macromolecular X-ray diffraction experiments52 demonstrate that the 

atomic movement and alterations in protein globule size during the experiment are related to the 

fragment product induced by the X-ray. This implies that fundamental movement of atomic nuclei 

occurs after decarboxylation, although the subsequent change in atomic position is not drastic at 

atomic level. It is crucial to note, however, that while we cannot definitively claim that charge 

migration is the dominant process, it could indeed be significant. Minor nuclear movements might 

exert a substantial influence on the system's electron density redistribution, and the absorption 

of X-rays may activate vibrational modes.  

These observations indeed underscore the importance of the charge migration process involved 

in the decarboxylation of acidic residues. However, we must bear in mind that our results cannot 

be directly compared with the consequences of X-ray interactions, as the nature of ionization and 

the dynamics of electron relaxation by X-rays significantly differ, as outlined in Chapter One. For 

example, X-rays essentially ionize the core electrons via the Photoelectric Effect at low energies 

or outer shell electrons via Compton Scattering at moderate energies. Conversely, charged 

particles primarily target valence electrons, especially at the Bragg’s peak. A distinct characteristic 

of charged particles is their high linear energy transfer (LET), which allows them to deposit 

substantial energy in a localized position along their path far more efficiently than X-rays, which 

possess low LET. Consequently, hot spots of radicals and excited molecules are produced along 

the path of the charged particle, leading to an increase in localized temperature at the atomic 
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level. Therefore, the movement of atomic nuclei and the occurrence of indirect effects are 

expected to rise during charged particle interactions.  

To the best of our knowledge, existing literature does not provide clear studies on the 

decarboxylation of acidic amino acids in proteins induced by charged particles, particularly at low 

temperatures, and differentiated from X-ray interactions. However, according to two trajectories 

specifically targeting the side chain carboxylic group of Aspartic acid, the hole-recombination on 

the carboxylic group is remarkably fast, taking less than 10 fs due to charge migration. Restrained 

within fixed nuclei and extremely short timeframes, our results suggest that the decarboxylation 

process facilitated by the charge migration mechanism is less probable during charged particle 

interactions. However, this conclusion requires further substantiation, for instance, by increasing 

the number of trajectories and including nuclear dynamics in our simulations. These 

considerations may form the basis of our future work. 

 

4.6 Conclusion 

 

In this Chapter we have explored the physical stage of the alpha irradiation of a protein/DNA 

complex by means of RT-TD-ADFT simulations within a QM/MM framework. Both a polarizable 

and a non-polarizable force fields have been considered to deal with the environment. We have 

varied the size of the QM region and we have focused our attention on two specific irradiation 

conditions (propagation vectors of the α-particle).  

We have evaluated the influence of electrostatic induction in the MM environment. Our results 

indicate that electrostatic induction has a negligible effect on energy deposition. On the other 

hand, for the system investigated here, The MMpol approach dose not is not affect initial 

ionization, although it can influence charge migrations. Further, as the size of the QM region 

diminishes, the differences in charge variation of fragments, as calculated within MMpol and MM 

environments, tend to increase. The best strategy to follow seems to increase as much as 

computationally feasible the size of the QM region.  
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We have examined ultra-fast charge migrations within the protein/DNA system, occurring on the 

scale of a few femtoseconds. Notably, when a hole is located on the carboxylate group of the 

aspartate residue, it migrates entirely to the surrounding fragment in less than 10 fs. This likely 

indicates electron-hole recombinations, a key process in radiation-induced decarboxylation 

mechanisms. Moreover, the direction of the α-particle does not seem to affect the hole-

recombination mechanism of the carboxylate group. Rather, it only influences the speed of hole-

recombination, as evidenced by the two different trajectories. 

In the last section we have explored the use of correlation matrices to analyze charge migration 

correlations among fragments. The correlation matrix is a powerful analytical tool that simplifies 

data representation and provides valuable insights into relationships among different fragments 

in large molecular systems. We tested the cross-correlation function to identify any delay in 

charge migration between fragments. However, in our particular situation, the delay in charge 

migration proved to be insignificant, owing to the swift nature of this process. 
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5 Ultrafast responses of Insulin+6 and Substance PH+ to XUV-pulses in gas phase 

 

This PhD thesis started with studies on nucleobase models (Chapters, 2 and 3), we then moved 

on to DNA/protein complexes (Chapter 4), and we now focus in Chapter 5 on protein irradiation. 

Proteins are fundamental in biology due to their diverse and multifaceted functions1. While it is 

impossible to list all their functions here, a few notable examples include their roles as enzymes, 

structural supports, transport mechanisms, storage vessels, signal transmitters, regulators, 

facilitators of cell movement, antibodies, receptors and hormones. The function of a protein 

hinges on several factors: the type and sequence of amino acids, the secondary structure formed 

by hydrogen bonds between amino acid backbones, the tertiary structure arising from 

interactions among amino acid side chains, and for some proteins, the quaternary structure 

resulting from the assembly of multiple protein units. Any minor alterations in protein structure 

can profoundly impact their essential biological functions.    

Ionizing radiation (IoR) can significantly affect protein function through energy deposition and the 

formation of radical ions2. IoR can alter the chemical structure of proteins by inducing changes 

such as the breaking of chemical and hydrogen bonds. Examples include the decarboxylation of 

amino acids and the disruption of disulfide bridges3,4. These changes can lead to modifications in 

both secondary and tertiary structures, as seen in instances like chromatin radiation-induced 

modifications5,6. 

Most studies on radiation damage to biomolecules have focused on damage caused by charged 

particles or X- or γ-rays. This may be due to their use in radiotherapy and medical imaging. 

Nowadays, attosecond spectroscopies relying for instance on Extreme Ultraviolet (XUV) rays are 

prone to play central role in revealing the earliest stages of the mechanisms leading to radiation 

damages. One characteristic of XUV rays is their strong interaction with valence electrons, leading 

to depopulation.  

In this chapter, we investigate the ultra-fast electronic responses of a protein, specifically insulin 

in its six-time protonated form, and a peptide, substance P in its singly protonated form, to an 

XUV-pulse using real-time time-dependent auxiliary density functional theory (RT-TD-ADFT). 
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Attosecond pump-probe experiments with XUV pulses have played a pivotal role in uncovering 

the ultra-fast mechanisms taking place in small and relevant biomolecules in the gas phase7–9. 

However, investigations of larger biomolecules have typically been restricted to amino acids10 or 

small peptides11. At this point, it remains unclear whether the size of the biomolecule or the 

secondary structure of proteins influences ionization, electronic relaxation, energy redistribution, 

and the ultra-fast events triggered by XUV. 

Insulin and substance P are found in Human. Insulin is a hormone that plays a critical role in the 

regulation of glucose metabolism. Produced by the beta cells of the islets of Langerhans in the 

pancreas, insulin facilitates the uptake of glucose from the bloodstream into cells, primarily 

muscle and adipose tissue cells. This process allows cells to use glucose for energy or store it for 

future use12,13. Insulin is a biopolymer comprised of 51 amino acid residues14. In its six-times 

protonated form, it has 794 atoms. Substance P is an undecapeptide15, that functions as a 

neurotransmitter and neuromodulator. It plays a role in pain transmission in the central nervous 

system and also has various peripheral roles, including the regulation of blood pressure, smooth 

muscle contraction, and salivary secretion16–18. 

Studying large biomolecules, such as peptides or proteins, poses significant challenges for both 

experimental and theoretical methods. Recently, our experimental collaborators, led by F. Lépine 

at ILM in Lyon, have pioneered a technique using XUV-IR pump-probe lasers to probe 

biomolecules as large as entire proteins19. This work is a collaboration with experimentalists from 

F. Lépine's team and theoreticians from M. Vacher's group at CEISAM Nantes, who are specialists 

in surface hopping non-adiabatic dynamics. 

Our experimental colleagues observed an ultrafast proton transfer occurring within a few fs, as 

well as structural relaxation taking hundreds of fs, both induced by the XUV-pulse. These 

phenomena are associated with the local characteristics of the moments immediately following 

ionization and the H-bond network. Our objectives for this project are twofold. First, we aim to 

investigate the molecular conformations of insulin and substance P. This will help us understand 

the interplay between the molecular conformations adopted by the proteins and the ultra-fast 

events probed experimentally. A second goal is to investigate the mechanism of ultra-fast 

ionization prompted by the XUV-pulse. Given that the nuclei of molecules remain fixed in RT-TD-
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ADFT, and considering the extended duration of the pulse in the experiments, our focus is on the 

primarily ionization events. Simulations that incorporate the effect of nuclear motion are taken 

in charge in M. Vacher's group (CEISAM, Nantes). The manuscript detailing this project is currently 

in preparation. To maintain confidentiality, this chapter will only concentrate on my contributions 

to this project.  

Describing entire large biomolecules, especially insulin, using RT-TD-DFT presents significant 

challenges. These challenges arise not only due to the size of the molecule but also because of 

the necessity to explicitly introduce the pulse into the simulation, which demands a 

comprehensive description of the continuum state. To the best of our knowledge, this is the first 

time a biomolecule of this size has been studied in the context of XUV-pulse interaction at the RT-

TD-DFT level. 

Directly introducing the pulse into the simulation is critical for accurately describing ionization 

processes and ultra-fast electron responses. F. Calegari et al.8,11,20 have demonstrated that the 

actual nature of ionization and charge migration induced by an XUV-pulse in phenylalanine differs 

greatly from simulations where a localized hole is simply created in the dynamics. They showed 

that the XUV-pulse significantly depopulate numerous valence molecular orbitals. As a result, the 

charge becomes strongly delocalized across the molecule, complicating the task of tracking 

charge migrations. To observe these phenomena, the authors performed a Fourier 

transformation of electron density fluctuations for a specific fragment. Their findings revealed 

that the spectrum of this fragment does not display a singular signal of periodic charge migration. 

Instead, several signals of charge migration were observed on the fragment. This observation 

suggests the presence of multiple intricate charge migrations that are not captured by localized 

hole approximations.           

As discussed in Chapter One, the continuum state is inadequately described by a local basis set, 

which causes the continuum to convert into discrete states. This can significantly impact the 

ionization process. For small molecules, it is well-established that the standard local basis set is 

ill-suited to describe the ionization process21. One approach to addressing this limitation is to add 

Atomic Orbitals designed for the Continuum state (AOC) to the standard basis set22,23. However, 

incorporating AOCs greatly increases computational costs, rendering this approach impractical 



187 
 

for large molecular systems. Yet, for larger molecules, it remains uncertain whether a local basis 

set can reliably describe the ionization process. It is postulated that in large molecular systems, 

the continuum state is enhanced due to the sharing of Molecular Orbitals (MO) among atoms 

within the molecule. White et al.24 demonstrated that introducing a ghost atom into the high 

harmonic generation spectrum of H2 significantly improved the high-energy spectrum, 

corresponding to the quality of the continuum state. However, it's still undetermined how the 

size of a real molecular system affects the continuum. This is crucial for our work, as using AOCs 

for large biomolecules like insulin is not feasible. Thus, before undertaking RT-TD-ADFT 

simulations for insulin+6 and substance PH+, we conducted an in-depth investigation of the use of 

local basis set using small molecules and several peptides. 

This chapter is organized into five sections. Section 5.1 focuses on benchmarking the use of local 

basis sets in XUV simulations for both small molecules and relatively large peptides. Section 5.2 

delves into the structural study of insulin+6 and substance PH+ using molecular dynamics 

simulations. In Section 5.3, we explore the primary ionization events in insulin+6 and substance 

PH+ triggered by XUV-pulse, utilizing RT-TD-ADFT simulations. The chapter concludes with two 

sections: conclusions and perspectives.                

 

5.1 Local basis set for XUV simulation 

 

Extreme UV (XUV) rays, with an energy range of about 10-130 eV, interact strongly with valence 

electrons, causing excitations and ionization. Accurate simulation of the XUV ionization need a 

proper description of the continuum. Local basis sets, for example Gaussian or Slater type orbitals, 

are effective in describing bound states; however, as mentioned in the first chapter, the 

continuum state is poorly described by standard local basis sets. This leads to the conversion of 

the continuous state into discrete states and produces artificially strong absorption peaks in the 

high-energy spectrum. 

The strategy to improve the continuum description is to complement the standard basis set with 

an atomic basis set designed for the continuum. In addition, the quality of the continuum is 
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expected to improve with increasing molecular size as atoms share molecular orbitals, although 

it is still unclear how this happens. 

This section starts with an introduction to the basic building blocks used in this test and the 

detailed methodology. First, we investigate the addition of continuum atomic orbitals to a 

standard basis set and the effect of molecular size on continuum enhancement in small molecules 

such as N2. Second, we extend our benchmark on a series of peptides. 

5.1.1 Basis set and methodology 

a. Dedicated atomic orbitals for the continuum 

A strategy for enhancing the representation of continuum states is to augment the standard basis 

set with Gaussian atomic orbitals specifically fitted for the continuum. Several methodologies 

have been put forth to achieve this. Notably, Nestmann and Peyerimhoff25, with subsequent 

extensions by Faure and coworkors26, introduced a method to derive Gaussians optimized for the 

continuum (AOC) in the context of electron-molecule scattering27,28. This specific procedure is 

incorporated into the GTOBAS software26, allowing users to produce tailored AOCs for any atom 

they're working with. Atomic Gaussian basis functions are fitted to reproduce the continuum 

wave functions described as Coulomb or Bessel functions. The user can refine the AOCs for their 

specific system and the targeted physical process by setting parameters. 

The fitting procedure requires the effective nuclear charge of the atom of interest, for nitrogen 

for instance, it could be 7 or 6. Additionally, the definition of a boundary radius, 𝑅 is needed, as 

it defines the finite range of space where the Coulomb functions are calculated. Other parameters 

are the maximum angular momentum number (𝐿) of the AOC, and the upper bound energy (𝐸), 

which determines the number of Coulomb functions to be fitted, and consequently, the number 

of fitted basis functions. We will denote the AOC as Lx_Ex_Rx, where "x" stands for the fitting 

parameters for each set. 

In addition, we have investigated the use of effective core potentials. As XUV rays primarily affect 

valence electrons, the use of pseudo-potential could be used to reduce the computational cost of 

large molecular simulations. Foglia and colleagues29 examined the influence of core electrons on 

spectroscopy within the range of valence excitation using RT-TD-DFT. Their findings indicate that 
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core electrons have a minimal effect on the spectral information. For this purpose, we adopted 

the Relativistic Effective Core Potential | Stuttgart-Dresden (RECP | SD) for the valence electrons 

and RECP for the effective core electrons30,31. In our tests, we refer to this as ECP. 

In peptide tests, the molecular systems are relatively large, making it challenging to use AOC with 

extensive parameters. Therefore, the reference basis set employed to evaluate the performance 

of the standard basis set and ECP consists of TZVP augmented with AOC, using parameters E=5 Ry, 

L=2, and R=3 bohr for heavy atoms (C, N, O, S). For all hydrogen atoms, we used DZVP-GGA (the 

standard DZVP adapted for the generalized gradient approximation)32. In our tests, this is referred 

to as ref-AOC.  

b. Simulation details 

In this section, all simulations were conducted using RT-TD-ADFT (Real-Time Time-Dependent 

Auxiliary Density Functional Theory), as implemented in our in-house version of deMon2k 

(version 6.1.6)33. The PBE34 was chosen for exchange and correlation functionals. For density 

fitting, we used the automatically generated GEN-A2* auxiliary basis set35. Time propagation was 

facilitated by the second-order Magnus propagator36, integrated with a predictor/corrector 

algorithm37, and a time step of 1 as was used. The exponential of the Kohn-Sham matrix was 

evaluated using a Taylor expansion38 with 55 terms. 

One advantage of a local basis set is that it allows for direct investigation of the continuum state 

without any transformation. This is especially beneficial when examining features of the 

absorption spectrum at high energies, as these features directly reflect the quality of the 

continuum state. In the case of N2, we calculated the absorption spectrum in the range of 0-100 

eV for each basis set using RT-TD-ADFT. To achieve this, we applied three 'kick' pulses during the 

RT-TD-ADFT simulation over 40 fs with a time step of 1 as in the xyz-direction, aligning N2 on the 

z-axis with a bond distance of 1.090 Å. As discussed in Chapter One, the absorption spectrum can 

be derived from the Fourier transform (FT) of the time-dependent dipole moment. We set the 

damping rate to 2.42 fs in the FT to enhance the clarity of the figures when comparing between 

basis sets. This results in broadening the absorption peak compared to the standard, which is 

typically set at 4.8 fs. To accurately capture the spectrum of the continuum state, we employed a 

complex absorption potential (CAP) in energy space to eliminate non-bonded electrons (NBEs) in 
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the simulation (see Chapter One). This step aimed to prevent the artificial auto-ionization process, 

which often causes a sharp peak in the high-energy spectrum. For this purpose, we utilized a CAP 

with parameter; 1 Ha-1 energy scale for 𝛾0 and a 0.05 Ha-1 damping strength for 𝜉. Additionally, a 

vacuum energy cut-off was approximated at 0.01 Ha for all basis sets. 

To explore the impact of the basis set on the specific XUV-pulse used in this research, we tested 

several basis sets across various peptides. We introduced a squared cosine-shaped pulse in RT-

TD-ADFT under the dipole approximation, as detailed in Chapter One. The maximum electric field 

and the total duration of the pulse are set at 0.004 (Ha/e.bohr) (5.61 x 1011 W/cm2) and 30 fs, 

respectively, with the pulse's centroid energy at 30 eV. We only applied the pulse in the x-

direction. The shape of the pulse is depicted in Figure 5-1. 

 

Figure 5-1: Shape of square-cosine pulse with a maximum electric field of 0.004 Ha/e.bohr (5.62 x 1011 W/cm2), a 
frequency of 1.10245 Ha (30 eV), and a pulse duration of 30 fs. 

As demonstrated in Chapter One, the NBEs significantly influence the interaction of XUV-pulses, 

affecting even the analysis of ionization or charge in the simulation. Therefore, we employed a 

CAP in energy space to remove electrons in the continuum state. The parameters of CAP were 

optimized with a 0.1 Ha-1 energy scale for 𝛾0 and a 0.05 Ha-1 damping strength for 𝜉. The vacuum 

energy cut-off was approximated using the electron affinity for each basis set.  

5.1.2 Nitrogen molecule 

In order to study the description of the continuum within the XUV energy range, we decided to 

analyze the absorption cross section of the continuum for N2. The advantage of this analysis is 

that the spectrum can be more easily obtained through just three simulations, and it directly 

provides information about the quality of the continuum across a wide energy range. We don’t 
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need for extensive simulations at each energy point. The downside is that it is not directly 

comparable with experimental data, such as the photoionization cross-section, since the 

spectrum contains not only ionization transitions but also excitation transitions. Based on our 

calculations for HOMO and LUMO energies, the highest excitation is possible up to 28 eV for deep 

valence electrons. This leads to the appearance of a sharp peak in the spectrum below 28 eV, 

which is a characteristic feature of excitation transitions. Yet, in our energy range of interest (0-

100 eV), excitations of core electrons don't occur, as they are only possible above 300 eV. 

Figure 5-2 (gray line) illustrates the experimental measurement39,40 of the photoionization cross 

section for N2, sourced from the Leiden Observatory website† at the University of Leiden. To 

facilitate comparison with our calculations, the original data in cm-2 was converted to bohr-2. The 

data indicates sharp peaks between 18-20 eV, corresponding to the auto-ionization of the 

Rydberg series, followed by a smooth, exponential-like decrease towards 100 eV. Particularly 

noteworthy is the substantial drop in cross-section at 100 eV compared to, for instance, 25 eV. 

To investigate the behavior observed in the photoionization cross-section, we computed the 

absorption cross-section by calculating the absorption spectrum of isolated N2 using RT-TD-DFT. 

Subsequently, we normalized this spectrum by the density number of N2 gas at 100 K, which 

stands at 0.0383 atom/bohr3. While this normalization is not absolute, it provides a suitable scale 

for comparing the spectrum with experimental data.  The result of absorption cross section of N2 

calculated with cc-pVDZ41 is illustrated in Figure 5-2. 

 

Figure 5-2: Absorption cross section of nitrogen with the cc-pVDZ basis set in red line and experimental ionization 
cross section of nitrogen in gray line. 

                                                      
† https://home.strw.leidenuniv.nl/~ewine/photo/data/photo_data/cross_sections/N2/N2.txt 
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The figure shows that the spectrum is not continuous; instead, discrete absorption peaks are 

distributed across the energy range, notably with a sharp, strong peak at 57 eV. This result 

indicates that photoionization of small molecules cannot be accurately described using a standard 

basis set optimized to describe bound states. In this subsection, we evaluate the improvement in 

the continuum state by adding fitted AOC to cc-pVDZ and incorporating ghost atoms. The latter 

indicates an enhancement in the continuum by expanding the size of the molecular system.         

a. Addition of Gaussian type orbital to continuum 

To investigate the capability of AOCs in describing the continuum, various sets of AOCs were 

prepared and added to cc-pVDZ basis set. The following AOC parameters used were: E values of 

3 and 6 Ry, maximum L values of 3 and 6, and R values of 3, 6, and 8 bohr. First, we show the 

number of molecular orbitals (MOs) as a function of their energies in Figure 5-3. We used the 

ground state MO obtained by a self-Consistent-Field procedure. As evident from the figure, the 

electronic spectra are very similar below zero, indicating that the AOC only affect, as hoped, the 

unbounding region. We notice significant differences in the representation of the continuum 

state. In its standard form, cc-pVDZ basis set gives only 20 MOs that describe the continuum state 

below 100 eV. This number increases to 77 MOs in L3_E6_R3 within the same energy range. By 

expanding the boundary radius parameters in AOC, the number of MOs rises from 77 to 145 and 

186 for L3_E6_R6 and L3_E6_R8, respectively. A remarkable enhancement is observed when the 

number of angular momenta increases from 3 to 6, even though the upper energy is decreased 

to 3 Ry. This corresponds to 429 MOs in L6_E3_R6 within the same energy range. 
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Figure 5-3: Number of molecular orbitals of di-nitrogen with respect to molecular orbital energy for cc-pVDZ and cc-
pVDZ basis sets with additional Atomic Orbitals fitting the Continuum (AOC). 

A high number of MOs in the continuum state is essential to ensure electronic transitions. 

However, the oscillation strength of these transitions is also influenced by the spatial contribution 

of the molecular orbital. This implies that solely relying on the density-of-states does not 

conclusively indicate that electron transitions to the continuum are described accurately. 

To go further, we have calculated the absorption cross section for the continuum using our basis 

sets, (Figure 5-4). In general, all AOC basis sets enhance the continuum spectrum. They mitigate 

the sharp peak observed in cc-pVDZ and broaden the peak, which is a hallmark of the continuum. 

By increasing the density of states, these sharp peaks diminish, and the typical form of the 

continuum is reproduced. In L3_E6_R3, the discretization of the continuum and the sharp peaks 

remain significant. However, they decrease with increasing R, and substantial improvement is 

observed for L6_E3_R8, as anticipated based on the number of MOs in the continuum state. 

In comparison with the experimental measurements of the photoionization cross section for N2, 

there are some discrepancies, particularly regarding the presence of peaks. However, the 

exponential-like decline of intensity with photon energy is remarkably reproduced, especially for 

L6_E3_R8.  
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Figure 5-4: Absorption cross section of dinitrogen using the cc-pVDZ basis set with different AOCs, alongside the 
experimental ionization cross-section depicted by the gray solid line. 

This result indicates that the addition of AOC significantly improves the description of the 

continuum state. By adjusting the parameters in AOC fitting, it is possible to accurately describe 

the continuum, particularly for small molecules. However, for larger systems, using high 

parameters in AOC becomes challenging due to a substantial increase in computational costs.         

b. Effect of ghost atoms 

Increasing the size of a molecular system is expected to enhance the quality of the continuum 

state through the overlap and shared MOs between atoms. One strategy to clearly evidence this 

effect is the use of ghost atoms. A ghost atom lacks electrons and only possesses basis functions 

centered on it, much like a real atom. Any enhancement attributed to a ghost atom is reflective 

of the enhancement in the corresponding host atom within a molecule. To illustrate this, we 

prepared an N2 configuration surrounded by six ghost nitrogen atoms. The N2 molecule is 

positioned at the center, 2 Å away from each ghost atom, as depicted in Figure 5-5.   
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Figure 5-6: Representation of the number of molecular orbitals with respect to molecular orbital energy for di-
nitrogen, shown in solid lines, and di-nitrogen with six ghost nitrogen atoms, shown in dotted lines. 

We report on Figure 5-7 the absorption cross section. For reference, the number of MOs in the 

continuum for ECP is 8 for N2, and 43 for the ghost model in the range below 100 eV. 

As observed, the inclusion of ghost atoms notably enhances the spectrum of L3_E6_L6, and also 

in the case of L3_E6_L3 (as indicated by dashed lines). This enhancement is spread over the entire 

energy spectrum. The discreteness of the continuum and the sharp peaks are considerably 

reduced in the spectra, and the shape with exponentially-like decreasing intensity is clearly 

visible. On the other hand, a significant enhancement is not observed for cc-pVDZ, especially 

above 50 eV where strong peaks persist. Improvements are generally seen below 50 eV, except 

at 30 eV where a gap in the spectrum appears. In the case of ECP, despite the remaining 

discretization of the continuum, a notable enhancement is observed in the range between 20-40 

eV and 80-90 eV. The strong peaks broaden, and the gaps in the spectrum are significantly 

reduced. 

Regardless of the inferior density of states in ECP compared to cc-pVDZ, the description of the 

continuum is better in the range below 60 eV, except around 20 eV. This discrepancy might be 

related to the spatial contribution of MOs. An increase in the spatial contribution of MOs is 

anticipated to enhance the likelihood of overlap and sharing of MOs between neighboring atoms. 

The maximum spatial radius of ECP for N in N2 is 6.79 Å, whereas it is 6.05 Å for cc-pVDZ. For 

L3_E6_R3 and L3_E6_R6, the radii are 14.89 Å and 71.44 Å, respectively. 
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Figure 5-7: Absorption cross-section of dinitrogen shown in solid lines, and dinitrogen with six ghost nitrogen atoms 
shown in dotted lines, using cc-pVDZ, cc-pVDZ with additional AOCs, and ECP (Relativistic Effective Core Potentials | 
Stuttgart-Dresden (RECP | SD)). The gray solid line refers to the experimental ionization cross-section. 

To clearly see the effect of the addition of ghost atoms, we plotted the absorption cross section 

for gs_L3_E6_R3 and gs_L3_E6_R6 alongside the best basis set for N2 (L6_E3_R8) in Figure 5-8. 

When comparing gs_L3_E6_R3 with L6_E3_R8, the absorption cross-section of gs_L3_E6_R3 

shows a high level of agreement with L6_E3_R8, except around 23 eV, where some divergence is 

observed. Notably, gs_L3_E6_R3 performs even better above 70 eV. For gs_L3_E6_R6, the 

improvement in the spectrum is even more pronounced; however, it still lags behind in the 25-35 

eV range when compared to L6_E3_R8.     
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In this sub-section, we analyze the variation in energy and the number of holes as functions of 

time. Additionally, we investigate the distribution of holes across residues.  

a. Energy variation and ionization state 

One way to assess the quality of a basis set is by observing the evolution of energy and electrons 

in the simulation over time. To illustrate the effect of the basis set on these variations, we initially 

focus on peptide P1. The number of MOs are given in Table 5-2. The number of MOs with ref-AOC 

is 2.3, 3, and 4.8 times larger than that of TZVP, DZVP-GGA, and ECP, respectively. 

Table 5-2: Number of molecular orbitals in P1 based on the basis set. 

Basis set No. of MOs 

ref-AOC 2368 

TZVP 1044 

DZVP-GGA 776 

ECP 495 

  

In Figure 5-10, for each basis set, we show the energy variation with respect to the ground state 

(∆E) (on the left) and the number of non-bonded electrons absorbed by CAP (right panel), which 

corresponds to the number of holes, during a 50 fs period, where the total duration of the pulse 

is 30 fs and it is centered at 15 fs. 
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The same simulations have been carried out for the other peptides. Table 5-3 collects the mean 

error and mean relative error across the five peptides taking ref-AOC as reference.  

Table 5-3: Mean error and mean relative error of energy variation and number of holes at 50 fs over P1, P2, P3, P4, 
and P5 with respect to the ref-AOC basis set. 

Basis set 
∆E No. of NBE 

ME (eV) %ME ME %ME 

TZVP -2.89 - 40.2 -0.20 -41.8 

DZVP-GGA -1.19 -17.0 -0.07 -14.2 

ECP -0.02 -0.2 -0.01 -1.5 

 

As for peptide P1, ECP shows excellent performance for all peptides; the underestimation is 

significantly low for both energy variation and the number of absorbed electrons. On the other 

hand, the underestimation with DZVP-GGA and TZVP is significant, especially for TZVP where it 

exceeds 40%. These results demonstrate that the energy variation and total number of holes 

substantially depend on the basis set for the specific pulse we tested. Nevertheless, ECP 

quantitatively reproduces the energy variation and the total ionization process when compared 

to a rich basis set like ref-AOC.      

b. Charge variation on residues 

An important feature that could be impacted by an incorrect description of continuum states is 

the nature of ionization. Artificial electron transitions, or avoid transitions due to a lack of orbitals 

in the continuum state, can significantly affect the nature of ionization at the atomic and fragment 

levels in molecules. This is crucial for our work, as we aim to observe the ionization processes 

caused by the XUV-pulse at the atomic or fragment level. 

To define the charge on the atoms or residues in the molecule, we may follow a Becke42 or 

Hirshfeld43 partition scheme44, both finally rendering qualitatively similar results. The number of 

holes (ℎ) on each residue or atom (𝑖) in the molecule is calculated by the difference between the 

charge at 50 fs and that of the ground state. The charge of an atom or residue is denoted as 𝑞. 

ℎ𝑖 =  𝑞𝑖50 − 𝑞𝑖0 (5.1) 
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The normalized number of holes for a residue or atom in a molecule is calculated as: 

𝑁ℎ𝑖 =  ℎ𝑖∑ ℎ𝑖𝑖   (5.2) 

 

To exhibit the effect of the basis set on hole spread over residues, we analyzed the hole for each 

residue in P1, as presented in Table 5-4.     

Table 5-4: Number of holes and percentage of normalized number of holes for each residue in P1 and total number of 
hole for P1 as a function of basis set. 

Basis set 
Thr Gly Gly Phe Met total ℎ  % 𝑁ℎ ℎ  % 𝑁ℎ ℎ  % 𝑁ℎ ℎ  % 𝑁ℎ ℎ  % 𝑁ℎ ℎ  

ref-AOC 0.148 28.7 0.047 9.0 0.054 10.4 0.140 27.1 0.128 24.8 0.52 

TZVP 0.096 29.7 0.027 8.3 0.034 10.5 0.085 26.1 0.082 25.4 0.32 

DZVP-GGA 0.134 29.7 0.043 9.4 0.050 11.0 0.116 25.2 0.114 24.8 0.46 

ECP 0.150 30.4 0.043 8.7 0.053 10.9 0.121 24.7 0.124 25.3 0.49 

 

As observed in the table, the distribution of holes across residues strongly depends on the total 

number of holes. Compared to ref-AOC, the largest discrepancy is noted for TZVP, followed by 

DZVP-GGA. However, as previously observed for energy variation and the total ionization state, 

ECP demonstrates exemplary performance at the residue level for ionization state. Quantitatively, 

the number of holes on residues calculated with ECP is very close to ref-AOC; the most notable 

difference corresponds to Phe, which is 0.019. 

What is particularly interesting in this table is that the normalized number of holes for all basis 

sets is notably close to ref-AOC. This indicates that, qualitatively, the nature of ionization isn't 

largely influenced by the basis sets. This feature is crucial because the total ionization can be 

modulated by the strength of the electric field. 

The results here are based on the simulation of the XUV-pulse in one direction (x-direction). In 

Table 5-5, we computed %𝑁ℎ for ECP and DZVP-GGA in response to xyz-direction pulses.  
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The figure indicates that the %𝑁ℎ at the atomic level, as calculated from ref-AOC and ECP, is quite 

similar. Small differences are observed for O in the C-terminus, N in the N-terminus, and S in Met 

(circled in figure 5-11). As seen in the pulse orientation test, polar residues are more sensitive to 

pulse orientation. Thus, these differences are expected to diminish when simulations are 

completed for all three directions. This result confirms that the nature of ionization is 

independent on the basis set, even at the atomic level. This performance at the atomic level is 

observed not only for ECP but also for TZVP and DZVP-GGA. 

We have summarized the effects of the basis sets on the number of holes and the normalized 

number of holes at the residue level for all peptides by calculating the relative error and standard 

deviation of relative error, as presented in Table 5-6.  

Table 5-6: mean relative error and mean standard deviation of relative error of number of holes and normalized 
number of holes over the residues in P1, P2, P3, P4, and P5 with respect to the ref-AOC basis set. 

Basis set 
ℎ  𝑁ℎ 

%ME MSE %ME MSE 

TZVP -40.4 1.4 -1.4 1.5 

DZVP-GGA -13.2 2.0 -0.7 1.7 

ECP -2.7 1.3 -0.5 1.3 

 

As seen in the case of P1, for all peptides, the error in the number of holes is significant for TZVP 

and DZVP-GGA, corresponding to underestimations of -40.4% and -13.2%, respectively. However, 

this error appears to be systematic because the standard deviation of error is small, indicating the 

data scattering is minor. On the other hand, as seen in the case of P1, the error in ECP is notably 

smaller compared to the standard basis set, which demonstrates the performance of ECP. 

For 𝑁ℎ, the results confirm the ability of all basis sets to describe the nature of ionization. The 

error and standard deviation of error in 𝑁ℎ are remarkably low. The error in all basis sets is 

significantly below the confidence zone (± 5%), which proves the robustness of basis sets in 

correctly describing the nature of ionization. Notably, for ECP, the error is significantly small. 

Overall, these results indicate that the simulation of XUV-pulses is feasible for large molecular 

systems using standard basis sets, or even ECP for those interested in the nature of ionization 
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within molecules. We demonstrate that, qualitatively, the nature of ionization is independent of 

the choice of the basis set. Particularly, despite the poor number of MOs in ECP, it performs 

exceptionally well, both qualitatively and quantitatively, in terms of the nature of ionization and 

energy variation. The correct description of the nature of ionization is not only at the residue level 

but at the atomic level as well.        

5.1.4 Partial conclusion 

In this section, we have explored the simulation of molecule irradiation by XUV-pulses using local 

basis sets. Initially, we tested the addition of atomic orbital fitting to the continuum (AOC) in a 

standard basis set to describe the continuum state in N2. Then, we extended this test by adding 

ghost atoms around the N2 molecule. This addition reflects to the participation of basis functions 

from surrounding atoms in larger molecular systems, enhancing the continuum state. 

Subsequently, we investigated the use of standard basis sets and ECP for the ionization processes 

in relatively large peptides when exposed to XUV-pulse. 

We concluded that the addition of AOC notably enhances the description of the continuum state. 

By augmenting the parameters in AOC fitting, one can achieve an accurate depiction of the 

continuum, especially for smaller molecules. Furthermore, we demonstrated that the quality of 

continuum states considerably benefits from the inclusion of ghost atoms. Remarkably, the 

improvement is more pronounced in high energy region for AOC with lower fitting parameters in 

the ghost model than for those with higher parameters in N2 alone.  

In the testing of peptides, what is particularly interesting is that, despite the significant difference 

in the number of MOs between basis sets like TZVP, DZVP-GGA and ECP compared to ref-AOC, 

the results show that the nature of ionization at both residue and atomic levels, induced by the 

XUV-pulse, is independent on the basis set. However, there is a basis set-dependency when 

considering energy variations and ionization states in peptides. ECP demonstrates excellent 

performance in both qualitative and quantitative descriptions of the interaction with the XUV-

pulse compared to ref-AOC. This could be attributed to the inclusion of ionization and excitation 

information in the ECP fitting process, or it may more accurately capture the core-valence 

correlation changes between neutral and partially ionized atoms45.   
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These findings are valuable for the simulation of XUV-pulse interactions using local basis sets. For 

small molecular systems, our findings advocate the addition of AOC. In larger molecular systems, 

where adding AOC becomes challenging due to computational costs, our results indicate that 

standard basis sets or ECP are sufficient to gain qualitative information about the process of 

molecular ionization.       

 

5.2 Structure investigation of insulin+6 and substance PH+  

 

In the XUV-pump/IR-probe experiment developed in Lépine’s group at ILM 19, the combination of 

electrospray ionization and mass spectrometry techniques46 is employed to evaporate samples in 

the liquid phase and select irradiated molecules based on their mass-to-charge ratio. Using 

electrospray ionization, the sample in solution is evaporated and ionized. The solvent gently 

evaporates around room temperature (approximately 300 K) through the continuous evaporation 

process. As this occurs, the droplets decrease in size until the surface charge can no longer be 

stabilized by the liquid flow. This leads to a Coulombic explosion where the droplet disintegrates, 

releasing analyte molecules as gas-phase ions, such as a protein charged by protonation. 

Following this, the desired ion is selected for study using a mass spectrometer. This technique 

ensures that the molecule retains its structure without fragmentation. However, the structural 

conformation can deviate substantially from the crystalline structure of the molecule. 

Investigating structural conformations at the atomic level is crucial for both experimental and 

theoretical approaches. This is especially pertinent when seeking to understand certain ultra-fast 

processes or protonation states in experiments or when selecting the initial structure in 

simulations. 

In the XUV-pump/IR-probe experiment, Insulin+6 and Substance PH+ are investigated in the gas 

phase due to their abundant ionization states and significant mass-to-charge (m/z) ratios. 

In this section, I delve into the structural investigation of Insulin+6, through long classical molecular 

dynamics (MD) simulations, and detail the selection process of its initial structure for XUV 

simulations. In the subsequent part, the focus will shift to Substance PH+. Since I did not personally 
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insulin, we perform a long MD simulation in vacuum at 300K, in accordance with experimental 

conditions. 

c. Solvated and thermalization of insulin in water 

For this study, we chose the crystal structure of human insulin (PDB code: 2hiu.pdb14) as obtained 

by nuclear magnetic resonance spectroscopy (NMR). The insulin crystal structure was solvated in 

TIP3P water47 within a 68x68x68 Å periodic box, and the charge of the system was neutralized 

using sodium counter-ion. The Amber force field FF14SB48 was used for insulin. Initially, the insulin 

in water was optimized for 10,000 steps while applying harmonic restraints on the heavy atoms 

of insulin through a classical molecular dynamics (MD) simulation using the NAMD 2.11 package49. 

Subsequently, the system was heated from 50 K to 300 K over 20 ps with 10 kcal/mol harmonic 

restraints applied to the heavy atoms of the solute at a constant volume. The system's 

equilibration then continued in an NPT ensemble at 300 K, gradually reducing the restraint. 

Finally, an unrestrained MD simulation was performed for 100 ns with a timestep of 1 fs. The 

Root-Mean-Square Deviation (RMSD) of atomic positions for solvated insulin is illustrated in 

Figure 5-13. After equilibration, the final step structure was used as starting point for MD 

simulations in the gas phase. 

 

Figure 5-13: RMSD calculation of atomic positions of insulin in water for the NVT ensemble MD simulation. 
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the heavy atoms, followed by 10,000 steps without restraints. The system was then heated from 

100 K to 300 K with a 5 kcal/mol restraint applied for 20 ps, and the process continued for an 

additional 20 ps without restraints. Subsequently, we launched an NVT ensemble MD simulation 

for 9.7 μs with a time step of 2 fs. The Langevin thermostat was employed with a collision 

frequency of 0.5 ps-1, along with an infinite cutoff for the non-bonding terms. The simulation and 

the system's temperature remained stable throughout the process, as depicted in Figure 5-15. 

 

Figure 5-15: Temperature and running average temperature over 0.4 μs during the NVT ensemble MD simulation of 
insulin with a charge of +6 in vacuum. 

The RMSD calculation is illustrated in Figure 5-16, obtained using the RMSD-based algorithm 

implemented in cpptraj51, a utility of Amber Tools. The first frame of the simulation was used as 

a reference conformation for alignment. The RMSD plot reveals three regions over time. Until 

about 1.5 μs, insulin+6 retains its general form in water, particularly the C and N-termini of the B-

chain. Starting at 1.5 μs, significant changes occur, with the C-terminus of the B-chain wrapping 

around the A-chain, and the N-terminus forming new hydrogen bonds with the B-chain. After 1.5 

μs, the new general form is maintained, with only the order and length of the hydrogen bonds 

between amino acids changing, which do not result in substantial global structural modifications. 
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Figure 5-16: RMSD calculation of insulin+6 in the NVT ensemble MD simulation in vacuum at 300 K. 

 

III. Clustering 

To obtain the most prevalent structures in the MD simulation, we used the DBScan (density-based 

spatial clustering of applications with noise) clustering algorithm52, implemented in the cpptraj 

utility of Amber Tools. When using DBScan, it is crucial to specify the minimum number of points 

required to form a cluster (minpoints) and the distance cutoff for cluster formation (epsilon). 

These values can be estimated using the K-distance plot in cpptraj tools. In our system, the 

minpoints value and cutoff distance were set to 22 Å and 1.35 Å, respectively. The results of the 

clustering are presented in Table 5-7. 

Table 5-7: Result of the clustering calculation. The Cluster, Frames and Frac are the cluster number, the cluster size 
and the occurrence fraction respectively. AvgDist and Stdev are the average distance (taken as the RMSD) and 
standard deviation between two structures in this cluster. 

Cluster Frames Frac AvgDist Stdev 

C0 62371 0.642 1.690 0.283 

C1 21811 0.225 1.682 0.396 

C2 10454 0.108 2.105 0.496 

C3 666 0.007 1.392 0.308 
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to select C0 as the reference for RT-TDDFT simulations because C1 (around 1 μs) and C2 (around 

2 μs) appear to correspond to the transition structures. 

 

Figure 5-18: RMSD calculations for heavy atoms (excluding hydrogen) per residue for clusters C1, C2, and insulin in 
water, in reference to C0. 

 

Figure 5-19: Potential energy profile and it average over 0.4 μs of an NVT ensemble MD simulation for insulin+6 in 
vacuum over 9.7 μs. 

 

IV. Optimization of C0 in vacuum by quantum mechanics calculations 

The molecular weight of insulin+6 is 5,813.676 g/mol and it comprises 794 atoms. The total 

number of electrons in the system amounts to 3098. To relax the chemical bonds of the reference 





216 
 

in the gas phase (SP), it is anticipated that the added proton will reside on the Arg side chain due 

to its significant proton affinity. In addition, during the DFT geometry optimization, no proton 

transfer or negative modes were observed from the Arg side chain. 

In a few nanoseconds of MD simulations, we observed significant changes in the hydrogen bond 

network and conformations of SP, in contrast to insulin+6. To explore the conformations and 

hydrogen bonds with the Arg side-chain, we carried out extended replica-exchange molecular 

dynamics simulations (REMD)54. REMD is an advanced MD simulation technique aimed at 

enhancing the sampling of a system's configurational space. This technique involves running 

multiple parallel simulations (replicas) of the same system at varying temperatures or other 

thermodynamic parameters. The primary benefit of replica-exchange simulations is their 

enhanced sampling capability, offering a more comprehensive exploration of a molecular 

system's phase space. This is especially crucial in scenarios where the system may remain trapped 

in local energy minima for extended durations in traditional MD simulations. Four 100 ns REMD 

simulations were carried out with the CHARMM package by some of my colleagues from ICP. 16 

windows spanning regularly spanning the temperature from 300 to 956 K were defined. 

Temperature exchanges were attempted every ps. The REMD simulations highlighted that SP 

adopts diverse conformations, each characterized by distinct hydrogen bonding patterns, as 

outlined in Table 5-8.   

Table 5-8: Percentage of hydrogen bonds between residues and Arg1. A hydrogen bond is defined when the hydrogen 
atom and the electronegative atom are separated by less than  2 Å. Residues are identified by name and residue 
number, along with the specific atom forming the hydrogen bond with Arg1 and its classification as either side-chain 
(SC) or backbone (BB). 

Residues % HB 

Gln6-O-SC 26 

Leu10-O-BB 10 

Met11-O-BB 9 

Pro2-O-BB 7 

Lys3-N-SC 4 

Lys3-O-BB 1 
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methodology as for insulin. The tolerance for the maximum root mean square (RMS) force was 

set to 10-4 Ha/bohr. The total energy of the optimized conformations, relative to SP_a, is 

presented in Table 5-9. 

Table 5-9: relative DFT energies of optimized Substance PH+ conformations with respect to SP_a. 

Structure ∆𝑬 (eV) 

SP_a 0.00 

SP_b -0.31 

SP_c 0.21 

SP_d 0.04 

SP_e -3.18 

SP_f -3.53 

 

As seen in the table, the relative DFT energies of the four conformations derived from traditional 

MD simulations are comparable. However, in the case of SP_e and SP_f compared to SP_a, there 

is a significant difference, indicating that they are more stable. This can be attributed to the use 

of short MD simulations for SP_a to SP_d, whereas in the case of REMD, SP is well-sampled. 

In general, after DFT optimization, the conformations retain their overarching structure and 

hydrogen bonds. No major changes in conformation or the order of hydrogen bonds are 

observed. The optimized conformations of SP are illustrated in Figure 5-21. Hydrogen bonds 

involving the Arg side-chain are highlighted with dashed blue lines. The specific hydrogen bond 

interactions for each conformation are summarized as follows: 

 SP_a: the Arg side-chain forms hydrogen bonds with Lys3-N-SC, Leu10-O-BB, Arg1-O-BB, 

and Arg-N-BB, 

 SP_b: the hydrogen bond interactions are with Gln5-O-SC, Gly9-O-BB, Arg1-O-BB, and 

Arg1-N-BB, 

 SP_c: Arg forms hydrogen bonds with Lys3-N-SC, Gly-O-BB, and Arg1-N-BB, 

 SP_d: Arg interacts via hydrogen bonds with Lys3-N-SC, Leu10-O-BB, Arg1-O-BB, and Arg1-

N-BB, 



219 
 

 SP_e: Arg forms hydrogen bonds with Gln6-O-SC, Gly9-O-BB, and Met-O-BB, 

 SP_f: Arg establishes hydrogen bonds with Gln6-O-SC, Leu10-O-BB, and Arg1-O-BB. 

In summary, through MD simulations and REMD, it is evident that SP in the gas phase adopts a 

variety of conformations, each with its own unique hydrogen bonding network. This has led us to 

select multiple structures for XUV simulations. 

5.2.3 Partial conclusion  

In this section, we detailed the conformational structures of insulin+6 and substance PH+ in gas 

phase. While we utilized long MD simulations for insulin+6, our approach for substance PH+ was 

based on REMD. 

Our findings indicate that insulin+6 maintains a general form in the gas phase even after 2 μs. 

Despite the presence of six charges on insulin, its conformational structure remains relatively 

stable post-2 μs, especially in the A-chain. This consistency enabled us to confidently select a 

single reference conformation for XUV simulations. Conversely, substance PH+ in the gas phase 

exhibits a variety of conformations and hydrogen bond networks, complicating the selection of a 

single reference structure. The smallest structural fluctuations in insulin+6 are likely due to the 

three disulfide bonds that fortify the protein's scaffold.  
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5.3 Interaction of XUV-pulse 

 

In this section, we detail results from the RT-TD-ADFT simulations for insulin+6 and substance PH+ 

under the influence of an XUV pulse.  We begin with the methodological details of the simulations 

and then proceed to examine the effects of the electric field strength and pulse orientation. The 

section culminates with main results on the primary ionization events observed in the 

simulations. 

 

5.3.1 Numerical detail 

Describing large systems, such as insulin+6 or SP entirely within RT-TD-ADFT poses a significant 

challenge in terms of computational cost. We initially tested several parameters in RT-TD-DFT to 

increase the speed of the simulation without affecting the stability of the electron dynamics and 

the results. 

We have determined that our simulations are stable and require less computational cost when 

using the second-order Magnus propagator36 coupled with a predictor/corrector algorithm37. We 

employed a time step of 1 as and a Taylor expansion38 to evaluate the exponential of the Kohn-

Sham matrix with 45 terms. The PBE exchange-correlation functional was used. As discussed in 

Section 5.1, due to the robustness of the ECP basis set in describing the ionization process induced 

by XUV-pulse, we incorporated it in our simulations. This basis set substantially reduced the 

computation time. For density fitting, the auxiliary basis set differs for insulin+6 and SP due to the 

size of insulin+6. For SP we used GEN-A2* on all atoms, whereas for insulin+6, we used GEN-A2 for 

H and C atoms and GEN-A2* for O, N, and S. The difference between GEN-A2 and GEN-A2* is 

that the latter contains f and g Hermite Gaussian functions in addition to s, p, and d functions. In 

the modified GEN-A2*, we removed only g functions. We tested this auxiliary basis set, as well 

as GEN-A2, with peptides used in Section 5.1. We determined that compared to GEN-A2*, the 

effect of the auxiliary basis set was negligible. 

To introduce the XUV-pulse, we utilized a squared cosine-shaped pulse in RT-TD-ADFT, 

maintaining the same parameters as those described in the "basis set tests" section. The only 
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exception was the maximum electric field strength. The total duration of the pulse was set at 30 

fs, with the pulse's centroid energy at 30 eV. In this setup, the maximum electric field was 

adjusted to remove a single electron. For SP, this condition was met as we tested the effect of the 

electric field. However, for insulin+6, testing this was challenging; a single simulation with insulin+6 

requires 50 days, even with optimal parameters and CPUs. For SP, we set the maximum electric 

field strength at 0.00375 Ha/e.bohr (4.93 x 10+11 W/cm2), while for insulin+6, it was set at 0.0025 

Ha/e.bohr (2.19 x 10+11 W/cm2). For insulin+6 and each conformation of SP, we conducted three 

simulations corresponding to the xyz-direction of the pulse.  

In all simulations, we employed the complex absorbing potential (CAP) in energy space to remove 

electrons in the continuum. The parameters of CAP were set at 0.15 Ha-1 energy scale for 𝛾0 and 

a 0.05 Ha-1 damping strength for 𝜉. The vacuum energy cut-off was approximated using the 

electron affinity for each system.  

5.3.2 Effect of electric field strength and pulse direction 

In the experiments, they ensured that each molecule absorbs no more than one photon. This 

ensures a low probability of multi-photon absorption, maintaining linearity in absorption. 

Additionally, the molecule is sampled by the XUV-pulse from all directions. 

Kraus et al.7 demonstrated that the orientation of the pulse significantly affects ionization and 

charge migration in smaller molecules, such as iodoacetylene. However, the impact on larger 

molecular systems, as in our case, is not well-understood. 

Therefore, in this sub-section, we investigate the influence of electric field strength and pulse 

orientation on the interaction with the XUV-pulse. To elucidate these effects, we particularly 

focus on the results of the SP_a conformation.  

a. Effect of electric field strength  

To investigate the impact of electric field strength (𝐹0), we conducted five RT-TD-ADFT 

simulations for SP_a, introducing the XUV-pulse in the x-direction with 𝐹0 values of 0.001, 0.002, 

0.003, 0.004, and 0.005 (Ha/e.bohr). 

We computed the variations in energy and charge relative to the ground state over time for each 𝐹0, as illustrated in Figure 5-22.  
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Table 5-10: Percentage of normalized number of holes in residues of SP_a as a function of electric field strength 
(Ha/e.bohr) on the x-direction. 

Residues 

%𝑁ℎ 

0.001 0.002 0.003 0.004 0.005 

Arg1 13.0 13.0 13.1 12.8 13.0 

Pro2 7.3 7.2 7.4 7.3 6.9 

     Lys3 11.3 11.1 11.3 10.8 10.6 

Pro4 8.9 8.9 8.9 8.9 9.4 

Gln5 8.2 8.4 8.3 8.1 8.4 

Gln6 8.8 8.9 8.9 9.2 8.9 

Phe7 10.5 10.6 10.6 10.5 10.7 

Phe8 10.1 10.4 10.3 10.7 11.4 

Gly9 3.2 3.0 3.0 3.0 3.0 

Leu10 7.0 6.9 6.8 7.0 6.7 

Met11 11.7 11.6 11.4 11.7 11.0 

 

Importantly, as observed in the table, the nature of ionization within the molecule is independent 

of the electric field strength. Minor differences are observed, for example, in the cases of Pro2, 

Lys3, and Phe8 at 𝐹0 = 0.005 (Ha/e.bohr). However, when compared to the accuracy of the 

percentage predictions for decimal numbers, these differences are negligible. This result confirms 

that the electric field strength does not affect the nature of ionization.      

Overall, our findings indicate that in the linear regime, the traditional practice of including one 

hole in the simulation is not essential. Relying on a strong electric field to remove one electron 

has its drawbacks. For instance, those using the CAP in simulations for small molecular systems 

may encounter issues. Furthermore, due to the adiabatic approximation in RT-TD-DFT, when 

molecular systems are strongly perturbed from the ground state, tracking the exchange and 

correlation of electrons over time is expected to become challenging, potentially affecting the 

dynamics55. For larger molecular systems, at least in our study, non-adiabatic effects seem to 

respond similarly across the range of electric field strengths examined. This similarity is evident 

in the ionization process, which displays a consistent response to 𝐹0. 
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b. Effect of pulse direction 

To investigate the effect of pulse orientation, we conducted three simulations for SP_a, directing 

the pulse along the x, y, and z axes. The electric field strength was set at 0.00375 (Ha/e.bohr), 

which corresponds to the removal of approximately one electron from the molecule. The results, 

which show the percentage of normalized number of holes in residues as a function of pulse 

direction, are presented in Table 5-11. While we carried out simulations for all SP conformations 

and insulin+6 in three directions, the effects were consistent for all SP conformations and insulin+6. 

Thus, we have primarily focused on the results from SP_a.  

Table 5-11: Percentage of normalized holes in SP_a residues based on XUV-pulse direction, with an electric field 
strength of 0.00375 Ha/e.bohr. 

Residues 
%𝑁ℎ 

x y z <xyz> 

Arg1 13.0 12.0 13.3 12.7 

Pro2 7.2 6.6 7.1 7.0 

     Lys3 11.1 11.2 10.2 10.9 

Pro4 9.3 9.0 8.7 9.0 

Gln5 8.5 8.2 8.6 8.4 

Gln6 8.7 9.0 9.3 9.0 

Phe7 10.5 11.0 10.3 10.6 

Phe8 10.5 11.9 12.0 11.4 

Gly9 3.1 3.3 3.0 3.2 

Leu10 6.8 7.5 6.6 7.0 

Met11 11.4 10.9 10.9 11.1 

 

As observed in the table, while the effect of pulse orientation is not significant, it is also non-

negligible. The difference is more pronounced than when the electric field strength is modified. 

Depending on the residue, the general differences in % 𝑁ℎ hover around 1%. The most significant 

difference can be observed for Phe8 between the x and z directions, with an absolute percentage 

difference amounting to 12.5%. This could be attributed to the polarity of the molecular orbitals 

(MOs). Even though the system is extensive, the polarity of the MOs is not uniformly distributed 
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across the x, y and z directions. A similar difference is also observed for insulin+6. Thus, for the 

rest of our results, we take into account the average across the x, y and z directions. 

5.3.3 Primary ionization events 

As mentioned in the introduction, the impact of the size or secondary structure of a protein on 

ionization and electronic relaxation in the presence of an XUV-pulse remains to be clarified. Both 

insulin and substance P serve as ideal models to explore this topic since they possess primary, 

secondary, and, tertiary structures.  

Given the extended duration of the pulse in simulation, nuclear motion might influence the 

dynamics. Therefore, to ensure the robustness of our findings, we concentrate solely on the 

primary ionization events. 

This sub-section delves into the analysis of total energy variation, overall ionization, hole 

distribution across residues, charge migration, and the correlation of ionization with factors like 

ionization potential, valence electrons, and the environment of the residues. To streamline our 

presentation, for substance P, we primarily discuss results pertaining to SP_e, as it doesn't 

influence our overarching conclusions.  

a. Energy variation and total ionization state  

To provide an overview of the energy variation and the overall ionization state at the end of the 

simulations (50 fs), we computed the average energy variation and the total number of holes 

across the xyz-directions of the pulse for insulin+6 and all conformations of SP. These results are 

summarized in Table 5-12. 
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Table 5-12: Average energy variation and number of ionizations across xyz-directions for insulin+6 and substance PH+. 

system ∆𝑬̅̅ ̅̅ (eV) 
No. of 

ionization 

Insulin+6 38.0 1.83 

SP_a 15.4 1.01 

SP_b 15.6 1.02 

SP_c 15.3 1.03 

SP_d 15.2 1.02 

SP_e 15.3 1.00 

SP_f 15.9 1.06 

 

As seen in the table, the ionization state of SP aligns perfectly with the removal of one electron 

from the molecule, and this is consistently observed across all conformations. However, for 

insulin+6, The molecule loses 1.83 electrons. Due to computational constraints, we couldn't adjust 

the electric field strength to remove just one electron. Notably, as demonstrated earlier, the 

molecular response remains linear within this range, so it should not influence our conclusions. 

This is particularly true for insulin+6, which has about 4.26 times more valence electrons than SP. 

Specifically, insulin+6 has 2240 valence electrons, while SP has 526. 

The energy remaining after the pulse is a crucial parameter that can be utilized, for instance, in 

molecular dynamics (MD) simulations to comprehend certain aspects of ultra-fast structural 

relaxation or energy dissipation. In our simulation, energy variation after pulse represents the 

internal energy retained in the system due to the excitation of electrons and the molecule's new 

ionic form. For SP, energy increase reached 15 eV, mirroring its ionization state. however, despite 

insulin+6 being 4.26 times larger, once the energy variation is normalized by its ionization state, 

the outcome is 20.7 eV. This is only 5 eV greater than SP, whereas a projection based on the 

number of valence electrons would place it at 63.9 eV. Comparing these findings, for instance, 
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to the ionization of multiple electrons across various MOs. Moreover, even for a single distinct 

energy, the ionization of several electrons from HOMO and deeper valence states is possible, 

especially in larger systems. Additionally, the XUV-pulse predominantly targets deeper valence 

electrons, especially within the energy range of our pulse. Deep valence states are known for their 

strong superposition due to high correlation, which can further spread the charge in the 

molecular system.  

The analysis of residues charge at different times corresponds to the movement of charge among 

residues due to charge migration, ICD, or auto-ionization, as explained in Chapter One. Because 

we cannot separate these processes in our analysis, we call all processes "charge migrations". As 

seen in the figure, charge migration occurs in nearly all residues. However, the amplitude of 

charge migration, compared to the initial ionization by the pulse, is significantly low. There could 

be two reasons for this.  

First, the nature of the interaction of the XUV-pulse which is different from, for example, UV rays 

or X-rays. UV rays or X-rays selectively ionize electrons in the HOMO or core electrons of a specific 

atom in the molecule. Consequently, the probability of post-ionization such as charge migration 

compared to the probability of initial ionization in the molecule is expected to be significant. On 

the contrary, an XUV-pulse depopulates nearly all valence electrons, leading to many channels of 

charge migration being activated simultaneously. Perhaps an atom at the same time receives and 

transfers electrons. Moreover, because the probability of initial ionization distributes over all 

atoms in the molecule, it is expected that the likelihood to observe charge migration would be 

low. This low probability of charge migration and complex charge migration in one fragment have 

been observed in the case of phenylalanine by F. Calegari et al.8,11,20. If this reason holds true, it 

establishes a fundamental difference between XUV-pulse interactions and those of UV-rays and 

X-rays in terms of charge migration. 

Second, this might be an artifact due to the adiabatic approximation in RT-TD-DFT. As discussed 

in Chapter One, the adiabatic approximations could impact electron dynamics, especially in cases 

where the system is strongly perturbed. This effect has been observed for the Hubbard model56 

and glycine55. However, for larger molecular systems, the impact is not yet clear. It is challenging 
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results confirm that even if the amplitude of charge migration is small, we can still identify charge 

migration between residues.  

  

c. Correlation between ionization of residues and ionization potential 

As previously observed, ionization is spread across all residues, though some residues experience 

more ionization than others. This disparity might be associated with the ionization potential (IP) 

of the residues. To investigate this, we calculated the IP for all residues in insulin+6 in two ways: 

First, we calculated the IP for each residue in a vacuum. Second, we determined the IP for each 

residue in insulin+6 using the QM/MM technique, where the environment is considered at the 

MM level. For this test, we employed the B3LYP57 exchange-correlation functional which is 

general hybrid functional. The IP calculation is based on the ionization of electrons in the highest 

HOMO.   

The results, shown in Figure 5-26, are presented in correlation with the normalized number of 

holes for each residue.  

  

Figure 5-26: Correlation of the normalized number of holes on residues in insulin with their ionization potential in a 
vacuum (blue circles) and within the insulin+6 environment (red circles). 
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Interestingly, as observed in the energy diagram, as the energy of the MOs increases, their 

proximity to the surface also increases. The MOs on the surface of the molecule are destabilized 

due to a lack of interactions compared to the ones buried in the molecule, which is why they have 

higher energy. The DOS (green line) is not a smooth curve; it is discretized into five major peaks 

around -33, -30, -26, -22, and -16 (eV). However, the majority of states are located in the energy 

range of -25 to -12 eV. As shown by the blue line, for the pulse energy used in this test, the holes 

spread over all MOs roughly following the same profile as the DOS, with the exception of the peak 

at -22 eV, which is shifted and more pronounced. Since we normalized the number of holes and 

the DOS, the difference in amplitude of peaks between both curves indicates the susceptibility of 

MOs in that energy range to ionization. Comparing the amplitude differences between the DOS 

and normalized number of holes, it is evident that the difference is more pronounced below -25 

eV compared to higher energies. This suggests that our pulse is less susceptible to ionize the MOs 

below -25 eV. Particularly, the difference between both curves is very small, or coincident, in the 

range of -24 eV to -20 eV, indicating that the pulse's centroid lies within this region. However, the 

depopulation of MOs at higher energies remains significant, corresponding to the MOs' greater 

proximity to the surface. This, in turn, corresponds to the MOs of surface residues in insulin+6. 

This explains why, with the pulse that we used, the surface residues are more ionized compared 

to residues inside insulin+6. Furthermore, an additional observation can be made in the curve 

depicting the normalized number of holes. A significant reduction becomes noticeable at -18 eV. 

This phenomenon implies that the ionization of molecular orbitals (MOs) does not strictly align 

with the energy of the pulse. This behavior is expected in a heterogeneous molecular system, as 

each atom possesses a distinct ionization cross section. For instance, in the case of nitrogen, the 

measurement of partial ionization cross sections for HOMO and deeper valence levels fluctuates 

as a function of photon energy. Specifically, after a decrease in the proportion of ionization of the 

HOMO with increasing photon energies, a subsequent rise occurs above 30 eV58. 

This finding is crucial for understanding the interaction of XUV-pulses, especially with large 

molecular systems. It suggests that the XUV-pulse exhibits some selectivity towards surface 

residues or atoms. This selectivity may change by adjusting the energy of the pulse. For instance, 

a more energetic pulse that depopulates deeper valence electrons might ionize more buried 

residues, while a low-energy pulse that primarily depopulates the HOMO might ionize more 
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surface residues. Additionally, altering the protein's surface could also change the probability of 

surface residue ionization. For instance, by solvating the protein in water, the energy of the MOs 

on the molecule's surface could be modified, potentially impacting this feature. The second 

hypothesis, which suggests an increase in the ionization cross-section of surface residues due to 

the expansion of their MOs' spatial contribution, is also feasible. In this scenario, the susceptibility 

of surface residues to ionization is not contingent on the energy of the pulse; rather, it relies on 

the alteration of the protein's surface potential. However, a more in-depth analysis and further 

testing are required to draw a conclusive decision. 

f. Ionization of backbone and side-chain 

As explained in the introduction, the protein's backbone is responsible for its primary and 

secondary structures. It connects the sequence of amino acids, and by forming hydrogen bonds 

between the amino acid backbones, it gives rise to structures like alpha-helices and beta-sheets. 

On the other hand, the side chains play a pivotal role in determining the tertiary structure of a 

protein. Through interactions like electrostatic forces, hydrogen bonds, and disulfide bridges 

between different amino acid side chains, they shape the three-dimensional structure of the 

protein. Consequently, radiation damage to the backbone can result in breaking bonds between 

amino acids, leading to protein fragmentation or alterations in its secondary structure. Damage 

to the side chains can lead to the loss of these chains and disruption of the bonds between them, 

compromising the 3D structure of the protein. Thus, damage to the backbone and side-chain can 

distinctly alter the protein's structure.      

To explore the impact of the XUV-pulse on the ionization of the backbone and side-chain, we 

calculated the percentage of holes on the backbone and side-chain across all peptides and 

insulin+6 discussed in this chapter, as depicted in Figure 5-31. 
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Figure 5-31: Percentage of holes on the backbone (red bar) and side-chain (blue bar) for peptides and insulin+6, 
arranged based on their number of valence electrons. The dashed red and blue lines indicate the percentage of valence 
electrons in the backbone and side-chain, respectively.   

In all the examined systems, the side-chains consistently show a higher probability of ionization 

compared to the backbone if considering the number of valence electrons. Interestingly, the 

percentage of holes does not directly correlate with either the number of valence electrons or 

the system's size. For example, while P2 and P3 contribute equally in terms of valence electrons, 

their respective backbones and side-chains respond differently to the XUV-pulse. Moreover, 

when considering the percentage contribution of valence electrons, the backbone and side-chain 

in both P4 and insulin+6 display similar ionization patterns, even though insulin+6 is approximately 

12 times larger. The ionization responses of the backbone and side-chain to the XUV-pulse seem 

to hinge more on their positioning within the system's 3D structure or the specific types of side-

chains present, as evidenced by the consistent response across all SP conformations. This 

distinction in ionization susceptibilities between side-chains and backbones can provide valuable 

insights into understanding the behavior of proteins when exposed to XUV radiation. 

5.3.4 Partial conclusion  

 In this section, we investigated the interaction between XUV-pulses and the ultra-fast responses 

induced by these pulses in insulin+6 and SP using RT-TD-DFT simulations. Our analysis revealed 

several key insights, particularly relevant to understanding how XUV-pulses interact with large 

biomolecules: 
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 The internal energy remaining after the XUV-pulse interaction does not strictly increase 

with the size of the system, as one might expect due to the increase in the number of 

electrons in the system. This observation could provide insights into fragmentation and 

ultra-fast structural relaxation in large molecular systems. 

 We established that ionization nature does not rely on the electric field strength in the 

linear response regime. However, it exhibits a slight dependence on pulse orientation. 

 Our analyses reveal that XUV-pulse-induced ionization of residues is strongly delocalized 

across all residues. Moreover, the post-ionization charge migration between residues 

appears negligible when compared to the initial ionization of the residues themselves. 

 We discovered that the ionization probability of residues does not hinge on their 

ionization potential. Instead, it generally correlates with the number of valence electrons 

in residues, albeit influenced by the residue's environment. 

 A notable finding was the higher propensity for ionization in surface residues compared 

to those buried within the molecule. This observation can be attributed to the energy 

levels and spatial contribution of molecular orbitals in the surface residues. 

 Lastly, our research indicates that, when exposed to XUV-pulses, the side chains of 

peptides or proteins have a higher likelihood of ionization than their backbones. This 

revelation can shed light on specific damage mechanisms in proteins triggered by XUV-

pulses. 

 

5.4 Conclusion and perspectives 

 

In this chapter, we delved into the ultra-fast electronic responses of larger proteins, such as 

insulin+6 and the peptide substance PH+, to XUV-pulse interactions using RT-TD-ADFT. Our journey 

commenced with an evaluation of the local basis set's applicability in RT-TD-ADFT simulations for 

capturing XUV interactions. Subsequently, we analyzed the conformational structure of insulin+6 

and substance PH+ in the gas phase employing MD simulations. Our final exploration centered on 

the interaction of XUV-pulse and the primary ionization events, based on the results from our RT-

TD-ADFT simulations. 
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During our assessment of the basis set, our conclusions indicated that, for smaller molecular 

systems, incorporating AOC and/or the use of ghost atoms substantially improves the continuum 

state description. For larger systems, a standard basis set effectively and qualitatively captures 

the XUV-pulse-induced ionization processes. Notably, for large systems, we showed that ECP 

predict XUV-pulse interactions both qualitatively and quantitatively in comparison with ref-AOC. 

In our study of the structure of insulin+6 and substance PH+ in the gas phase, we saw that insulin+6 

keeps its shape after 2 μs and its structure stays mostly the same. This made it easy for us to pick 

one structure for XUV simulations. On the other hand, substance PH+ had many different shapes 

and hydrogen bond patterns, making it hard to choose just one structure. 

From our RT-TD-ADFT simulations, we observed that the residual energy after the interaction with 

the XUV-pulse doesn't necessarily increase with the size of the molecule. The character of 

ionization remains largely unaffected by the electric field strength, though there is a minor 

dependency on pulse orientation. The XUV-pulse induces ionization that is evenly distributed 

across all residues. Our findings suggest that the likelihood of a residue's ionization doesn't solely 

hinge on its ionization potential; instead, it is influenced by the number of valence electrons and 

the residue's positioning within the structure. A notable observation was that surface residues 

have a higher propensity for ionization compared to those situated deeper within the molecule. 

Finally, our results indicate that the side chains of peptides or proteins are more susceptible to 

ionization by XUV-pulses than the backbone. This offers insights into potential mechanisms of 

protein damage due to XUV-pulses. 

 

This research opens numerous avenues for future exploration, and I would like to emphasize two 

pressing areas of focus. 

Firstly, within the realm of ultra-fast simulations of XUV-pulses, there's a prevailing hesitance in 

the community towards using local basis sets. This stems from concerns about inadequate 

representation of the continuum state when the pulse is directly introduced into simulations, 

potentially compromising the ionization processes. We showed that, particularly for larger 
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systems, even standard basis sets can be effectively used in XUV-pulse simulations. To fortify the 

validity of our findings, we aim to enhance our tests in several ways. We plan to improve the 

quality of our reference basis set by refining parameters in AOC fitting. Furthermore, we'll extend 

our simulations in the xyz-directions for all basis sets, increase the variety of basis sets examined 

to identify optimal choices, and test smaller molecular systems. Additionally, by varying the pulse 

energy, we aim to expand the scope of our tests across a broader spectrum of XUV. 

The second avenue for future research pertains to the susceptibility of surface residues to 

ionization by XUV-pulse in comparison to those residues buried within molecules. We determined 

that this characteristic hinges on the energy of the molecular orbitals in the surface residues, a 

phenomenon reminiscent of behaviors in nanoparticles. The propensity for surface residues to 

ionize could be manipulated by adjusting the energy of the XUV-pulse and by modifying the 

interactions at the protein surface.  

Consequently, we aim to test our systems by varying the pulse energy for finding the effect of 

XUV energy. To delve into the effects of surface interactions within proteins, we propose the use 

of QM/MM techniques. By immersing our systems in a solvated environment, we can discern the 

impacts of these interactions. Addressing these questions holds paramount importance within 

the ultra-fast reaction community. This knowledge will significantly deepen our comprehension 

of how XUV-pulses interact, especially with large molecular systems. Additionally, it will enhance 

the accuracy of interpretations made from ultra-fast events in biomolecules observed in gas 

phase experiments when considering their native biological contexts. 
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GENERAL CONCLUSION 

 

In this thesis, we have investigated the ultra-fast (atto- femto-second) responses of biomolecules 

subjected to fast charged particles and femtosecond XUV-pulses.  We have considered energy 

deposition and electronic relaxation under various irradiation conditions. 

 

In Chapter One, we introduced the general background and the theoretical concepts used in this 

thesis, focusing on radiation damage caused by photons and charged particles, especially during 

the physical stage. This introductory chapter also delved into the computational RT-TD-ADFT 

framework, a central methodology used in this work. 

 

In Chapter Two, we focused on the study of charged particle interactions, emphasizing the 

necessity of including relativity effect arising from the high speed of the charged particles in the 

Kohn-Sham potential. The findings revealed that energy transfer relies essentially on the 

transverse interaction, further influenced by relativistic effects, which expand it in terms of time 

and space. The insights underscored the importance of including a relativistic external potential 

in RT-TD-ADFT calculations above 1 MeV. Furthermore, we explored the effects of relativity on 

the spatial distribution of energy deposition in agreement with proton energies. The results 

showed that relativity significantly impacts the distance interaction of protons in both 

perpendicular and parallel directions of proton propagation.    

 

In Chapter Three, we focused on the effect of hydrogen bonds on energy deposition in the 

guanine-cytosine nucleobase paired with two water molecules, the whole system being 

irradiated by protons. A detailed investigation of energy deposition over a broad energy range 

has led to the understanding that the effects of hydrogen bonds are more pronounced at lower 

energies, and depend significantly on the trajectories and proton impact on the hydrogen bonds. 

An unprecedented observation was the fluctuation of the hydrogen bond effect on energy 

deposition at 2 MeV. 
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In Chapter Four, we investigated the physical stage of 𝑎-irradiation of a protein/DNA complex. 

While assessing both polarizable and non-polarizable force fields and altering the size of the QM 

region, we deduced that electrostatic induction and the QM region's size had a minimal effect on 

energy deposition but had an influence on charge migrations, particularly, the QM region's size. 

We concluded that the best strategy for dealing with charge migration was to increase the size 

of the QM region. We also delved into charge migration, revealing complex ultra-fast charge 

migration and electron-hole recombinations in less than 10 fs, especially concerning the 

carboxylate group of the aspartate residue. Finally, we calculated correlation matrices, 

showcasing its prowess as an analytical tool in discerning charge migration correlations among 

the residues. 

 

In Chapter Five, we examined the ultra-fast electronic responses of larger biomolecules, 

specifically insulin+6 and the peptide substance PH+, in interactions with XUV-pulses. Initially, we 

assessed the suitability of using a local basis set in RT-TD-ADFT for these kinds of interactions. 

Our investigation then focused on the primary ionization events triggered by the XUV-pulse, 

based on the insights we gained from our RT-TD-ADFT simulations. 

 

Our work in Chapter Five has yielded several key insights into the ultra-fast electronic responses 

of larger biomolecules to XUV-pulses. During our assessment of basis sets, we concluded that for 

larger systems, a standard basis set provides an effective and qualitative account of the ionization 

processes induced by the XUV-pulse. Furthermore, effective core potentials showed remarkable 

capability in providing both qualitative and quantitative descriptions of XUV-pulse interactions 

when compared to our reference basis set. From the RT-TD-ADFT simulations of insulin+6 and 

substance PH+, we revealed that ionization, induced by the XUV-pulse, is delocalized across all 

residues, with minimal charge migration occurring between residues. A particularly noteworthy 

observation was that surface residues are more prone to ionization than those located inside the 

molecule. Lastly, our study indicates that the side chains of peptides and proteins are more 

susceptible to ionization than the backbones when exposed to XUV-pulses.  
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This thesis covers very different molecular systems of biological interest from nucleobases to 

peptides, proteins, and DNA/protein complexes, the work encompasses a variety of systems and 

types of ionization radiation, such as charged particles and XUV-pulses. Our focus extends to 

ultra-fast events, from energy deposition to charge migration, thereby posing numerous 

questions and directions for future research.  

 

We found that incorporating the relativity of charged particles is essential in RT-TD-ADFT to 

accurately calculate energy deposition. This conclusion is drawn from the analysis of a single 

trajectory. To enhance the statistical significance of our findings, further investigations could 

involve computing energy deposition across various systems, conducting additional electron 

dynamics simulations, or extending the tests using the AOC basis set. 

 

We uncovered a previously unnoticed effect of hydrogen bonds on energy deposition. 

Subsequent research endeavors should seek to strengthen these findings through expanded 

trajectory sampling or by simplifying the system under investigation.  

 

We demonstrate the impact of polarizable force fields and the size of the quantum mechanical 

(QM) region on charge migration. To enhance the robustness of our results, further investigations 

could involve the incorporation of a complex absorbing potential (CAP) into the simulations. 

 

The insights gained in Chapter Five suggest that even standard basis sets or in particularly ECP 

can be effective in XUV-pulse simulations for larger systems. To reinforce these findings, future 

work could involve refining the parameters in AOC fitting and extending simulations across 

various xyz-directions for all basis sets. Furthermore, it is crucial to examine the propensity for 

surface residues to ionize, as it could be modulated by varying the energy of the XUV-pulse and 

by altering interactions at the protein surface. Our proposed use of QM/MM techniques aims to 
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shed light on the impacts of surface interactions within proteins, particularly in solvated 

environments.  

 

One of the key challenges in the application of RT-TD-DFT to be useful in radiotherapy lies in its 

limitations regarding trajectory sampling, energy range, and the lack of transportability of 

trajectories. These issues have significant implications for broader applications such as track 

structure simulations or range penetration in radiotherapy. However, potential solutions are 

beginning to emerge, including the incorporation of relativistic effects and the utilization of 

machine learning for predicting trajectories. 

 

This research could be expanded by encompassing a wider variety of biological systems and 

exploring different timeframes of irradiation responses. For instance, it would be of high interest 

to study irradiation of lipids, crucial components of membranes, or enzymes containing active 

sites sensitive to irradiation. A goal is to integrate nuclear dynamics into simulations, thereby 

extending the research beyond the physical stage and into the realm of physical-chemical 

interactions. 

 

We are planning to further expand our research domain, encompassing a wider variety of 

biological systems and exploring different timeframes of irradiation responses. For instance, we 

aim to study lipids, crucial components of membranes, and enzymes containing active sites 

sensitive to irradiation. Our goal is to integrate nuclear dynamics into our simulations, thereby 

extending our research beyond the physical stage and into the realm of physical-chemical 

interactions. 

 

These future pursuits have the potential to significantly enhance our understanding of ultra-fast 

phenomena induced by ionization radiation in biomolecules, improve the practical applicability 

of RT-TD-DFT, and deepen our comprehension of how XUV-pulses interact with larger molecular 

systems within their native biological contexts. 






