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Résumé

Ces dernières années, la quantité de données d’imagerie médicale n’a cessé de crôıtre.
En 1980, 30 minutes d’acquisition étaient nécessaires pour obtenir 40 images médicales.
Aujourd’hui, 1000 images peuvent être acquises en 4 secondes.

Cette croissance de la quantité de données est allée de pair avec le développement
de techniques d’apprentissage profond qui ont besoin d’annotations de qualité pour
être entrâınées. En imagerie médicale, les annotations sont beaucoup plus coûteuses à
obtenir car elles nécessitent l’expertise d’un radiologue dont le temps est limité.

L’objectif de cette thèse est de proposer et de développer des méthodes permettant de
limiter la charge d’annotation en imagerie médicale tout en maintenant une performance
élevée des algorithmes d’apprentissage profond.

Dans la première partie de cette thèse, nous étudions les méthodes d’apprentissage auto-
supervisé. Ces méthodes introduisent des sous-tâches de différents types : approches
génératives, contextuelle et basée sur l’auto-distillation. Ces tâches sont utilisées pour
pré-entrâıner un réseau de neurones sans annotations supplémentaires afin de tirer
profit des données non annotées disponibles.

La plupart de ces tâches utilisent des perturbations assez génériques, sans rapport
avec la tâche supervisée sous-jacente et échantillonnées au hasard dans une liste avec
des paramètres fixés. La meilleure façon de combiner et de choisir ces perturbations et
leurs paramètres n’est pas encore claire. En outre, certaines perturbations peuvent être
préjudiciables à la tâche supervisée objectif. Certains travaux atténuent ce problème en
concevant des sous-tâches pour une tâche supervisée spécifique, en particulier dans le
domaine de l’imagerie médicale. Mais ces tâches ne se généralisent pas bien à d’autres
problèmes.

Un équilibre doit donc être trouvé entre l’optimisation de la perturbation ou de la
sous-tâche pour un problème supervisé donné et la capacité de généralisation de la
méthode.

Parmi les méthodes basées sur le contexte, les approches d’apprentissage contrastif pro-
posent une tâche de discrimination par instance : l’espace latent est structuré suivant
la similarité entre différentes instances. La définition de la similarité des instances est
le principal défi de ces approches et a été largement explorée. Lorsque des pertur-
bations sont utilisées pour définir la similarité entre les images, les mêmes questions
d’optimisation des perturbations se posent.
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Dans la première partie de cette thèse nous proposons d’optimiser les perturbations
utilisées dans l’apprentissage contrastif. Nous introduisons un réseau de perturbation
qui minimise l’information mutuelle entre les versions perturbées d’une même image
sans réduire les performances des tâches supervisées. Notre réseau de perturbation
produit un ensemble de paramètres définissant la composition des perturbations à ap-
pliquer. Pour construire ce réseau, chaque perturbation doit être différentiable par
rapport à ses paramètres. Nous proposons donc une formulation différentiable des
perturbations utilisées. Le générateur de perturbations est alors entrâıné à minimiser
l’information mutuelle entre les images perturbées, tandis que l’encodeur apprend à la
maximiser. Une contrainte de supervision est utilisée pour s’assurer que les pertur-
bations générées ne nuisent pas à la tâche cible supervisée. Après le pré-entrâınement
nous obtenons de bons résultats d’évaluation linéaire sur deux bases de données (images
de cerveau et de thorax) et des perturbations pertinentes.

Les annotations de classes et certaines métadonnées ont été utilisées pour conditionner
la similarité des instances, mais ces données peuvent être sujettes à la variabilité des
annotateurs, en particulier dans le domaine médical. Certaines méthodes ont été pro-
posées pour utiliser la confiance dans l’apprentissage supervisé et auto-supervisé, mais
elles sont principalement basées sur les valeurs de la fonction de perte. Cependant, la
confiance dans les annotations et les métadonnées est souvent liée à des connaissances
a priori du domaine, telles que l’acquisition des données, l’expérience et l’accord entre
les annotateurs. Ceci est encore plus pertinent pour les données médicales.

Dans la deuxième partie de cette thèse, nous proposons une fonction de perte con-
trastive prenant en compte la confiance des annotations pour le problème spécifique
de la détection des lésions du cancer de la prostate. Nous introduisons un noyau basé
sur la confiance dans la classification des lésions prostatique. Nous mesurons la con-
fiance comme l’accord entre les annotateurs pour chaque examen. Nous définissons
ensuite différents noyaux avec des niveaux de complexité croissants en ce qui concerne
l’inclusion de la confiance. Après le pré-entrâınement, nous avons spécialisé le réseau
sur la tâche de détection des lésions avec 1% et 10% de données annotées. Avec 1%
de données annotées, nous montrons des améliorations substantielles avec le noyau le
plus complexe utilisant la confiance, par rapport aux autres approches d’apprentissage
contrastif de la littérature.

Enfin, nous explorons quelques approches pour appliquer l’apprentissage auto-supervisé
et contrastif à la segmentation des lésions du cancer de la prostate.
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Abstract

In recent years, the amount of medical imaging data has kept on growing. In 1980, 30
minutes of acquisition were necessary to obtain 40 medical images. Today, 1000 images
can be acquired in 4 seconds.

This growth in the amount of data has gone hand in hand with the development of
deep learning techniques which need quality labels to be trained. In medical imaging,
labels are much more expensive to obtain as they require the expertise of a radiologist
whose time is limited.

The goal of this thesis is to propose and develop methods to limit the annotation load
in medical imaging while maintaining a high performance of deep learning algorithms.

In the first part of this thesis, we focus on self-supervised learning methods which
introduce pretext tasks of various types: generation-based, context-based, and self-
distillation approaches. These tasks are used to pre-train a neural network with no
additional annotations to take advantage of the available unannotated data.

Most of these tasks use perturbations often quite generic, unrelated to the objective
task and sampled at random in a fixed list with fixed parameters. How to best combine
and choose these perturbations and their parameters remains unclear. Furthermore,
some perturbations can be detrimental to the target supervised task. Some works
mitigate this issue by designing pretext tasks for a specific supervised task, especially
in medical imaging. However, these tasks do not generalize well to other problems. A
balance must be found between perturbation or pretext task optimization for a given
supervised problem and the method’s generalization ability.

Among context-based methods, contrastive learning approaches propose an instance-
level discrimination task: the latent space is structured with instance similarity. Defin-
ing instance similarity is the main challenge of these approaches and has been widely
explored. When defining similarity through perturbed versions of the same image, the
same questions of perturbation optimization arise.

In the first part of this thesis, we propose an optimization of perturbations used in
contrastive learning. We introduce a perturbation network minimizing the mutual in-
formation between views without reducing supervised task performances. Our pertur-
bation network outputs a set of parameters defining the composition of perturbations
to apply. To build this network, each perturbation must be differentiable with respect
to its parameters. We thus propose a differentiable formulation of the used perturba-
tions. The perturbation generator is then trained to minimize the mutual information
between views while the encoder learns to maximize it. A supervision constraint is used
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to ensure that the generated perturbations are not detrimental to the supervised target
task. After pre-training, we obtained good linear evaluation results on two datasets
(brain and chest images) and relevant perturbation outputs.

Class labels and metadata have been used to condition instance similarity, but these
data can be subject to annotator variability, especially in the medical domain. Some
methods have been proposed to use confidence in fully supervised and self-supervised
training, but it is mostly based on loss function values. However, confidence on labels
and metadata is often linked to a priori domain knowledge such as data acquisition,
annotators’ experience, and agreement. This is even more relevant for medical data.

In the second part of this thesis, we design an adapted contrastive loss introducing
annotation confidence for the specific problem of prostate cancer lesion detection. We
introduce a kernel based on classification (PI-RADS or biopsy) confidence. We measure
confidence as the agreement among annotators for each exam. We then define differ-
ent kernels with increasing levels of complexity with respect to confidence inclusion.
After pre-training, we fine-tuned the whole encoder-decoder architecture on the lesion
detection task with 1% and 10% annotated data. With 1% annotated data, we show
substantial improvements with the most complex kernel using confidence compared to
other contrastive learning approaches from the literature.

Finally, we explore some approaches to apply self-supervised and contrastive learning
to prostate cancer lesion segmentation.
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1.1 Context

In recent years, the amount of medical imaging data has kept on growing. In 1980, 30
minutes of acquisition were necessary to obtain 40 medical images. Today, 1000 images
can be acquired in 4 seconds.

This growth in the amount of data has gone hand in hand with the development of
deep learning techniques. These techniques allow one to automate, within a neural
network, the extraction of particular characteristics, properties of textures, regularities,
or irregularities of the image. Neural networks learn these features by analyzing this
large volume of images to automatically classify patients in diagnostic categories, to
automatically measure pathological or non-pathological structures, or to give elements
to indicate the next steps of patient care.

Neural networks have proved effective with large databases of annotated photographic
images, including ImageNet [Deng et al., 2009]. Annotated databases allow one, during
training, to associate an image with a class (car, cat, dog... for ImageNet for example)
and thus to guide the network in its training for the recognition of this class.

In the case of medical data, we are confronted with a dimensionality problem. Today,
we have access to databases containing tens of thousands of images. However, the image
labels are much more expensive to obtain, requiring the expertise of a radiologist whose
time is limited. If the annotation can take only a few minutes when giving a simple
label in simple cases (pathological or not, presence of a tumor or not, etc.), it can take
several hours in complex cases or when it is necessary to segment precisely 3D normal
or pathological structures. We therefore have a large database of three-dimensional
images and a small database of annotations with a heterogeneous level of difficulty.
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In medical imaging, the deep learning techniques and the types of annotations vary [Char-
trand et al., 2017, Litjens et al., 2017, Yu et al., 2018]. Annotations can be separated
into three categories depending on the learning task at hand: classification, localization,
or segmentation. Obtaining ground truth for this type of annotation usually involves
consensus building. Depending on the task, the annotation cost varies. Empirically,
we observe that the cost of annotation is correlated with the difficulty of the task. In-
ternal reports show that cartilage anomaly detection and localization take 90 seconds
on average while bone segmentation takes 5 minutes.

For a classification task, the annotation consists of assigning a label to an image: sick
or healthy, cracked or not cracked. This label can also be multi-class: one among
several types of blood cells or chest pathologies for example. This type of annotation,
for classification, is generally simpler to obtain and can sometimes be obtained by
non-expert individuals trained in the pathology being studied.

For localization tasks, the annotation consists of placing a box on a structure of in-
terest: around a meniscus or an intestinal obstruction for example. Depending on the
pathologies and structures, annotations are more expensive and cannot be performed
by non-experts.

Finally, the annotation for a segmentation task is the most expensive of the three
because it consists of assigning a class to each pixel of the input image.

To address the dimensionality problem posed by medical imaging, various methods have
been proposed: active learning, transfer learning, and self-supervised learning. Active
learning [Ren et al., 2020] methods can be used to evaluate the prediction uncertainty
of an unannotated image using, for instance, dropout methods and submit it to an
oracle for annotation (see Figure 1.1).

Figure 1.1: Active learning method.

In medical imaging, these methods are widely applied to segmentation tasks. In ad-
dition to uncertainty, Yang et al. [2017] have evaluated the image representativeness
and Sadafi et al. [2019] the presence of a class rarity in the image. These additional
evaluations showed a performance improvement over random annotation.
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Transfer learning methods propose to pre-train a model with an available large anno-
tated database (such as ImageNet [Deng et al., 2009]). The learned weights are then
used as initialization for fine-tuning on another smaller database (see Figure 1.2).

Figure 1.2: Transfer learning method.

This method has been widely used in medical imaging to overcome data scarcity [Ding
et al., 2019, Esteva et al., 2017, Wang et al., 2017]. Many works have investigated the
conditions of transfer learning efficacy (i.e feature reuse) from a pre-trained model on
ImageNet to a medical imaging database. Mustafa et al. [2021] show that transfer learn-
ing performances are increased with large architecture and large pre-training dataset
(compared to the size of the supervised target task). Matsoukas et al. [2022] add that
feature reuse is fostered when models have small inductive biases. Both these works
emphasize that benefits from transfer learning increase when there is a small domain
distance between source and target datasets. However, as shown by Raghu et al. [2019]
small models trained from scratch on medical images can perform better than transfer
learning from ImageNet. Transferring from ImageNet might not be relevant for medical
imaging especially because the domain gap [Matsoukas et al., 2022] between medical
and natural images is large as shown in Figure 1.3.

Figure 1.3: Domain gap between ImageNet (top image from Deng et al. [2009]) and
medical images (bottom image from Matsoukas et al. [2022]).

To overcome the data domain differences between natural and medical images, adap-
tation methods have been developed [Guan and Liu, 2021]. Their goal is to transfer
knowledge learned from data in a source domain to data in another target domain.
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Differently from transfer learning, the learning tasks are the same. Some methods used
in medical imaging propose to learn domain invariant features than can be transferred
to the target domain. Dou et al. [2019] train a model to learn clustering and class
alignment in the latent space using data from different domains. Liu et al. [2020] use
meta learning to simulate domain shift and learn the shape of interest. These methods
still need an annotated dataset to be trained on the target domain which sometimes
lead to domain generalization problems when labels are scarce.

Recently, large datasets of healthy images have emerged such as UK Biobank [Little-
johns et al., 2020] and OpenBHB [Dufumier et al., 2022b]. These datasets are fuel for
self-supervised learning methods which propose to build annotation-free pretext tasks
used to pre-train deep learning models (see Figure 1.4). We focus particularly on this
family of methods which are presented in greater length in Chapter 2.

Figure 1.4: Self-supervised learning method.

In a concrete industrial and clinical scenario where one wants to build an algorithm
to detect some pathologies on medical images to be used by radiologists in their daily
workflow, the available data (annotated or unannotated) can be very heterogeneous
compared to research dataset [Loizillon et al., 2023]. We investigate the specific problem
of automatic prostate cancer lesion detection on MRI with deep learning which is an
application with high clinical implications and where available datasets can be quite
heterogeneous.

Prostate cancer is the second most common cancer in men worldwide [Bray et al., 2018].
Its early diagnosis is crucial for efficient treatment. Multi-parametric MRI (mp-MRI)
is widely used for lesion detection and has been shown efficient for diagnosis [Rouvière
et al., 2019]. The Prostate Imaging Reporting and Data System (PI-RADS) [Turkbey
et al., 2019] has standardized interpretation of prostate MRI by defining a score for
lesion malignancy. However, this score is subject to high inter and intra-reader variabil-
ity which can highly affect deep learning algorithm performances [Güneş et al., 2023].
Leveraging annotation variability and confidence in training fully or self-supervised ap-
proaches can thus help improve performances and allow to use of imprecise data during
training thus reducing the need for more annotations.
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1.2 Goal

The goal of this thesis is to propose and develop methods to limit the annotation load
in medical imaging while maintaining a high performance of deep learning algorithms.
The research questions we are answering throughout this work are:

1. Many self-supervised learning methods have been designed using various pertur-
bations often quite generic and unrelated to the objective task. How can pertur-
bations used in these methods be optimized to benefit the most the supervised
target task? Can some amount of supervision benefit self-supervised pre-training
(i.e., semi-supervised)? In Chapter 3, we introduce a perturbation generator
pre-trained in a self-supervised framework with some amount of supervision. We
show that the proposed pre-training method leads to latent representations of
better quality.

2. A large amount of metadata, clinical information, and labels of various sources
and confidence are available along with unlabeled images. These available data
should be included in pre-training as they can be quite informative of pathology
characteristics. How can labels of varying confidence be taken into account in
semi-supervised pre-training? In Chapter 4, we propose a specific loss taking
global labels provided by multiple annotators into account. We show substantial
improvements in fine-tuning performances on two datasets with few annotations.

3. Self-supervised learning methods have widely been applied for classification tasks:
how can the methods proposed in this thesis be applied to segmentation tasks?
We present preliminary results in Section 4.6.

1.3 Publications

International workshops

(1) Camille Ruppli, Pietro Gori, Roberto Ardon, Isabelle Bloch. Optimizing Trans-
formations for Contrastive Learning in a Differentiable Framework. Accepted for
a poster presentation at Medical Image Learning with Limited and Noisy Data.
MILLanD workshop 2022.

(2) Camille Ruppli, Pietro Gori, Roberto Ardon, Isabelle Bloch. Decoupled condi-
tional contrastive learning with variable metadata for prostate lesion detection.
Accepted for an oral presentation at Medical Image Learning with Limited and
Noisy Data. MILLanD 2023.

National conferences

(1) Camille Ruppli, Pietro Gori, Roberto Ardon, Isabelle Bloch. Optimisation des
perturbations pour l’apprentissage contrastif. Accepted for an oral presentation
at 28eme Colloque sur le Traitement du Signal et des Images (GRETSI), 2022

Journal article

Article on prostate cancer lesion detection with contrastive learning (Chapter 4) in
preparation
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Chapter 2

Related works

Contents

2.1 Generation based pretext tasks . . . . . . . . . . . . . . . . . 7

2.1.1 Transformation and reconstruction types . . . . . . . . . . . 8

2.1.2 Link with the supervised target task . . . . . . . . . . . . . . 9

2.2 Context based pretext tasks . . . . . . . . . . . . . . . . . . . 9

2.2.1 Relative position and parameter prediction tasks . . . . . . . 10

2.2.2 Contrastive learning . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Self-distillation methods . . . . . . . . . . . . . . . . . . . . . 16

2.4 Annotation variability and confidence . . . . . . . . . . . . . 17

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

As introduced in Section 1.2, our goal is to reduce annotation costs to train neural
networks for medical imaging problems. We focus on self-supervised learning meth-
ods that have been introduced to take advantage of the large amount of unannotated
data available. In these methods, a neural network is pre-trained on pretext tasks that
require no supplementary annotations. These methods can be split into three cate-
gories: generation-based (Section 2.1), context-based (Section 2.2), and self-distillation
approaches (Section 2.3). While developing methods to reduce annotation costs, some
amount of supervision can be introduced to guide the model. This supervision can
be subject to annotator variability, especially when dealing with medical data. In
Section 2.4, we present fully and self-supervised methods dealing with annotation vari-
ability and confidence. In the following sections, we give a general presentation of
existing related works. Some of these methods, closer to our work, will be presented in
larger details in the following chapters.

2.1 Generation based pretext tasks

Most pretext tasks entail applying a transformation sampled within a list of set transfor-
mations with fixed parameters. A perturbed (or transformed) image is then generated.
In generation-based tasks, the perturbed image is fed to the network which has to gen-
erate or reconstruct the original unperturbed input image. The network is pre-trained
on this reconstruction task and will then be fine-tuned on the supervised target task
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with the available annotated data. An example of this approach for fine-tuning on a
classification task on prostate MRI is given in Figure 2.1.

Figure 2.1: Example of a generation-based pretext task.

Exploring existing methods thus induces looking at (i) transformation types and (ii)
the link between these transformations and the supervised target task.

2.1.1 Transformation and reconstruction types

Some methods train a Generative Adversarial Network [Goodfellow et al., 2014] (GAN)
to perform inpainting: recovering the missing part of an image. The following cited
works are typical examples, yet nonexhaustive. Pathak et al. [2016] train a GAN to
recover the input image missing block while preserving the whole image context with an
adversarial loss function. Tao et al. [2020] use the same GAN framework to reconstruct
3D medical volumes corrupted with a “Rubik’s Cube” perturbation: shuffling and
rotating sub-volumes. The goal of these approaches is to give the network context
information on the input image. However, GAN approaches are costly to optimize,
subject to mode collapse, and need a lot of training data to converge [Saxena and Cao,
2020].

Some works thus propose to solve the reconstruction task without a GAN architecture.
For natural images, colorization has widely been applied [Zhang et al., 2016, Larsson
et al., 2017]. The input image is converted to grayscale, only keeping the intensity
information, and the network is trained to recover color channels. These methods do
not apply to medical images as they differ, by nature, from natural images and solve
different problems.

Many papers propose to build auto-encoders [Hinton and Salakhutdinov, 2006] to re-
construct perturbed images especially in medical imaging [Zhou et al., 2019b, Tardy
and Mateus, 2021, Feng et al., 2020, Chen et al., 2019]. In the work by Chen et al.
[2019], the input image is perturbed by swapping randomly selected patches, and the
network is trained to reconstruct the input image.

Zhou et al. [2019b] introduce a novel set of perturbations better suited for medical
images: Models Genesis. A nonlinear pixel intensity transformation is applied to learn
organ appearance. Pixels are shuffled locally and the reconstruction to such perturba-
tion leads the model to learn local boundaries and texture. Out-painting is performed
by selecting an image patch at random and assigning a random value out to pixels
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outside this patch. By reconstructing the original image after out painting, the model
must learn global geometry and organ layout. In-painting is, reversely, performed by
filling a randomly selected patch and filling it with random values. Reconstructing the
original image after in-painting makes the model focus on local continuities. Figure 2.2
shows examples of the aforementioned perturbations.

Figure 2.2: Models Genesis perturbations[Zhou et al., 2019b].

These perturbations are composed and applied to input images with some probability.
A U-Net [Ronneberger et al., 2015] is then pre-trained to reconstruct the original image.
This pre-training has led to great performances on a variety of tasks: lung nodule
segmentation, liver segmentation, or pulmonary diseases classification, among others.

Reconstruction methods are a powerful pre-training tool especially when using appro-
priate perturbations but finding how to best compose and configure them for optimal
performances in the subsequent task remains unclear.

2.1.2 Link with the supervised target task

To overcome this limitation some works introduce perturbations better linked to the
target supervised task while adding some amount of supervision in pre-training. Tardy
and Mateus [2021] propose the generation of synthetic artifacts to perturb the input
mammogram image which has to be reconstructed by the network while separating
normal from abnormal content. These synthetic artifacts are masses, distortions, and
clusters specific to breast cancer. A weakly supervised loss function is also introduced
to classify input images as normal or abnormal when labels are available. Pre-training
is then better linked to the target supervised task.

Generation-based pretext tasks such as GANs or colorization have proven successful
with natural images. Given the different nature of medical images, some works have
introduced specific pretext tasks such as those proposed by Zhou et al. [2019b]. These
tasks, although well adapted to the image nature, are unrelated to the supervised
target tasks. Their parameters and application probability are arbitrarily fixed, which
is not satisfactory as some transformations could hurt performances. A link to the
supervised task is necessary to choose relevant transformations. This link has been
introduced by Tardy and Mateus [2021] but the transformations applied are specific to
one pathology.

2.2 Context based pretext tasks

The other family of pretext tasks taken from Jing and Tian [2019] is context-based.
Images contain context information that can be useful for the supervised target task.
Learning context has been done by training a model to predict a perturbation parameter
(Section 2.2.1) or to learn similarity in the latent space (Section 2.2.2).
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2.2.1 Relative position and parameter prediction tasks

Prediction tasks

The most common context pretext task consists of predicting the relative position of
two randomly selected patches in the image [Doersch et al., 2015]. Many works build
on this idea by introducing more complex tasks such as Jigsaw puzzle [Noroozi and
Favaro, 2016]: the image is divided into patches which are permuted and the model is
trained to predict the applied permutation. The rationale is that the model will learn
spatial context while trying to predict patch positions which can be useful for object
classification or detection.

Parameter prediction has been applied to other perturbations than patch swap. Gidaris
et al. [2018] propose to rotate images and train the model to predict the applied rotation
angle. Figure 2.3 shows a schematic example of this approach. The model is then
supposed to learn the object’s location and pose in the image.

Figure 2.3: Prediction pretext task.

For both context and parameters prediction methods, perturbation parameters such as
patch size, overlap or rotation angle must be chosen among a large number of possible
permutations. No optimization is done on this set of parameters and their impact on
the objective supervised task is not explored.

Application to medical images

The aforementioned prediction tasks have widely been applied to medical images where
spatial information is of utmost importance to detect organs or pathologies. Riva et al.
[2022] especially show that U-Net models implicitly use spatial relationships between
objects to obtain high segmentation performances without the use of a separated task
which underlines the importance of context. Blendowski et al. [2019] build on the
method proposed by Doersch et al. [2015] to learn context in 3D Magnetic Resonance
Images (MRI). They extract two 2.5D sub-volumes in the coronal plane which are
chosen without overlap. The second volume position is further shifted along the normal
direction which gives two offsets δ1 and δ2 that are to be predicted by a decoder.
Bai et al. [2019] define nine anatomical positions on 2D Cardiac MRI. A U-Net is
trained to segment these nine anatomical boxes. During fine-tuning, to not forget about
information learned during pre-training, the pretext task loss function is computed
along with the supervised task one.
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These pretext tasks solve the issue of not being related enough to the objective task
but lack generality and cannot be applied to other supervised tasks.

Limitations

Given the variety of proposed approaches to pre-train a model, it is hard to find which
pretext task is the most suitable for pre-training. To mitigate this issue, some methods
propose to combine different tasks during pre-training to take the most advantage of
each approach. Kim et al. [2018], Doersch and Zisserman [2017] combine different self-
supervised tasks. After a shared network backbone, a smaller network is added for each
pretext task. As different tasks can require different types of information, Doersch and
Zisserman [2017] introduce a Lasso penalty to select which features from the backbone
network get into each specific layer task. The goal is also to select features that will be
more useful for the subsequent supervised task.

Although self-supervised learning methods have proven successful [Goyal et al., 2019,
Kolesnikov et al., 2019], their performances struggle to reach those of fully supervised
learning. One possible explanation is that they are agnostic to the supervised target
task and could benefit from some amount of labeled data. This has been done in some
works combining Jigsaw puzzle [Carlucci et al., 2019] or rotation prediction [Zhai et al.,
2019] with a supervised branch predicting image class with a small amount of labeled
data.

Adding some supervision to increase the link with the supervised target task is a first
approach to solve the aforementioned limitations. However, it remains unclear why
a particular task among relative position, parameter prediction, and generation-based
(see Section 2.1) would be most beneficial to the target supervised task.

Some authors, such as Wu et al. [2018], have thus proposed instance-level discrimination
tasks: learning similarity between instances in the latent space. These approaches are
mostly based on the noise contrastive estimation loss function [Gutmann and Hyväri-
nen, 2010] which leads to grouping them as contrastive learning methods.

2.2.2 Contrastive learning

To solve the relevance issue presented by generation and prediction-based pretext tasks,
contrastive learning approaches have been introduced to solve a new pretext task. Each
image is considered as an instance of its own and the model is trained to distinguish
between the different classes i.e. images.

The exemplar task, introduced by Dosovitskiy et al. [2014], is the pretext task closest to
contrastive learning. Input images are divided into patches, these patches are perturbed
by sampling randomly in a set of transformations with a set of parameters. A surrogate
class, the input image generating the perturbed patches set, is defined. The model is
then trained to predict this surrogate class. By predicting the surrogate class, the model
is expected to become invariant to the applied transformations and to learn semantic
similarity between images.

As mentioned by Wu et al. [2018] the exemplar task is parametric whereas contrastive
learning approaches are mostly nonparametric.
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The following paragraphs present: (i) base contrastive learning methods, (ii) pair sam-
pling, (iii) use of auxiliary information, (iv) use of noisy labels in contrastive learning,
and (v) contrastive learning in medical imaging.

Base contrastive learning methods

He et al. [2019], Wu et al. [2018] train a neural network to solve the instance discrim-
ination task: the network is trained to map semantically similar examples close in the
latent space. Each image instance is treated separately. A memory bank is built [Wu
et al., 2018] or updated during training [He et al., 2019] and stores image latent rep-
resentations with which an input image will be compared using the noise contrastive
estimation loss function [Gutmann and Hyvärinen, 2010]. Figure 2.4 shows a schematic
view of these approaches.

Figure 2.4: Schematic views of memory bank approaches. Wu et al. [2018] (top): the
memory bank contains the latent representations of all the dataset, at each training it-
eration instances are sampled in the memory bank to compute the loss and the memory
bank is updated with the latent representations of the current batch. He et al. [2019]
(bottom): the memory bank is updated at each iteration with the latent representa-
tions generated by the momentum encoder kµ which parameters are updated through
momentum update.

He et al. [2019], Misra and van der Maaten [2019] build instances by applying two
randomly sampled perturbations to the input image.

In [Chen et al., 2020a], the memory bank is removed and stochastic data perturbation
is introduced to create instances. The context is learned in the latent space through
similarity between positive pairs and dissimilarity between negative pairs. Positive
pairs are defined as two perturbed versions of the input image while negative pairs are
defined as perturbed versions of all other images. The instance-level discrimination
task can then be seen as an invariance task: the neural network is trained to consider
similar two perturbed versions of the same image, thus becoming invariant to the
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applied perturbation.

The best results are obtained when augmenting the input image batch twice (rather
than keeping one unperturbed version) and when composing multiple augmentations.
This composition, however, is done at random with sampling probabilities and pertur-
bation parameters that are arbitrarily set. A large batch size is also needed to obtain
better results, which has been criticized by later works and becomes problematic when
working with 3D images and network architectures for medical images.

To remove the batch size constraint, Zbontar et al. [2021] replace the cross entropy
involved in the contrastive loss function by variance reduction. Some other approaches
remove negative pairs altogether, as will be presented in Section 2.3.

From these methods some questions arise: which perturbations composition to apply?
is invariance to all the applied perturbations relevant for the target task? how to sample
positive and negative pairs? Most of the aforementioned papers investigate the impact
of removing some perturbations or changing perturbation parameters on the supervised
target task performances. However, only few papers optimize these perturbations dur-
ing pre-training [Tian et al., 2020] or question the invariance approach [Xiao et al.,
2021, Purushwalkam and Gupta, 2020]. Tian et al. [2020] show that perturbations can
be optimized to find a balance between the amount of information shared between per-
turbed versions of images and the relevant information needed for the supervised target
task. We present this approach in more detail in Chapter 3.3. The work of Xiao et al.
[2021] and Purushwalkam and Gupta [2020] show that invariances to some perturba-
tions could be detrimental to the supervised target task and propose building different
latent spaces and transformations.

Exploring pair sampling

For the instance discrimination task to be a useful pre-training tool, considering one
instance per image might be sub-optimal. In a dataset, different images can share
semantic information and class labels. Structuring the latent space by pushing these
similar instances apart might be detrimental to the target supervised task. To counter
this limitation many works have investigated how to better sample positive and negative
pairs.

In a fully supervised setting, Khosla et al. [2020a] condition positive pairs selection
with class labels: latent representations of samples with the same class labels will be
attracted together. Cho et al. [2021] follow the same line of work by assigning a higher
dissimilarity weight to negative pairs with a different label from the input image than
negative pairs with the same label. These methods are not self-supervised anymore and
introduce a new fully-supervised loss function to structure the latent space. However,
they propose an interesting approach to condition positive and negative pairs sampling
with the available information.

Negative pairs sampling has also been investigated in many works either through design-
ing a specific sampling distribution [Robinson et al., 2020] or by computing similarity
between alleged negatives and a support set of multiple perturbations of the input im-
age [Huynh et al., 2022]. This support set contains latent representations of the input
image perturbations and is used to increase comparison diversity. Alleged negatives are
compared with the two sampled perturbed versions of the input image but also with
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other perturbed versions in the support set.

Building a support set of latent representations has widely been done in contrastive
learning to increase generalization and diversity in pairs sampling. This support set
can be fixed or updated during training as done with memory bank approaches. Wei
et al. [2020] build a support set with every image but the two perturbed input images.
Similarity with the support set is then used as a consistency regularization term in
the loss function. In [Dwibedi et al., 2021], the support set is implemented as a queue
(first-in first-out) containing latent representations of each batch of images from each
training step. It is built to be large enough to approximate the dataset distribution. It
is used to find the nearest neighbor of one perturbed version of the input image. This
nearest neighbor will then be used in the contrastive loss, replacing one input image
perturbation, in positive and negative pairs. Figure 2.5 shows a schematic view of this
approach.

Figure 2.5: Nearest neighbor Contrastive Learning (nnCLR) approach [Dwibedi et al.,
2021].

Building on this work, Ge et al. [2023] introduce soft neighbors: k nearest neighbors
are selected from support set similarities, and a softmax function is applied to latent
representations of the neighbors and the input image. The function output, named
positiveness, is used to weigh each neighbor’s positive contribution in the contrastive
loss. These nearest neighbors approaches yield satisfying results compared to other
state-of-the-art contrastive learning methods.

However, some questions remain on support set design: which data to include in the
support set? How to make sure that the latent space is sufficiently well structured for
nearest neighbors to be meaningful?

Contrastive learning with auxiliary information

Another approach to better structure the latent space has been to include auxiliary
information in pair sampling. Rather than uniformly attract or repel positive and
negative pairs, a kernel is introduced to condition similarity. Image attributes, such
as bird color [Tsai et al., 2022], or medical metadata, such as patient age [Dufumier
et al., 2021b], are fed to a kernel computing similarity between attributes of different

14



Figure 2.6: Three different dog breeds (top row) and three cases of cardiomegaly (left),
hernia (middle) and emphysema (right) from Chest Xray dataset [Wang et al., 2017]
(bottom row). The three chest images look much more similar than the three dog
images.

images. Positive pairs sampling is conditioned on the computed similarity: positive
pairs are attracted proportionally to the kernel output value. To avoid repulsing data
with similar attributes but not sampled as positive pairs, negative pairs repulsion can
also be conditioned with attributes dissimilarity [Dufumier et al., 2021a]. Kernel values
are also applied to negative pairs and samples are repulsed proportionally to attributes
dissimilarity. Going one step further, positive and negative pairs sampling can also be
conditioned with attributes generated from a previously learned VAE or GAN distri-
bution [Dufumier et al., 2022a].

Contrastive learning in medical imaging

Most of the introduced contrastive learning methods have been applied to medical im-
ages because labels are scarce and costly to obtain, as annotating a medical image often
requires expert knowledge. However, they cannot always be applied straightforwardly
as medical images have different characteristics from natural images.

They encode strong context information: to detect, segment, or localize a lesion on a
medical image, knowing the relative position of different organs is essential as lesions
can change their structure.

Some papers have thus developed pretext tasks designed to learn these strong spatial
relationships. Li et al. [2021a], Yan et al. [2020] combine base contrastive learning
objective with a loss enforcing similarity between neighboring or overlapping image
patches. Zeng et al. [2021] define image similarity through slice position in 3D volumes:
given two 3D volumes of two different patients, 2D slices are extracted from both
volumes, and their relative position along the z axis is computed. If the position
difference is small, then slices are considered similar.

In medical imaging, differences between healthy and pathological images can be much
scarcer than differences between natural images of different classes. When trying to
detect different pathologies on Chest Xray, differences between pathologies can be much
subtler than between different dog breeds as shown in Figure 2.6.
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Some papers have thus proposed to model the problem as anomaly detection: Bo-
zorgtabar et al. [2020] structure the latent space, at first, with healthy images only,
then small pathological examples are introduced and pushed away from healthy repre-
sentations. Dufumier et al. [2021b] propose to learn healthy brain representations by
conditioning on the a priori knowledge that anatomical structures of healthy brains are
similar in patients of close age. Fine-tuning on a dataset with a specific pathology will
benefit from this anatomical knowledge of healthy patients.

Using patient metadata, such as age, in contrastive pre-training, sometimes implies
dealing with noisy and diverse data. Some works have proposed to include this vari-
ability in pre-training: using radiological labels to improve prediction on histological
ones [Sarfati et al., 2023], combining contrastive loss with weak supervision [Lubrano
et al., 2022] or dynamically adapting samples importance in contrastive loss to account
for label noise [Peng et al., 2021]. These metadata can be provided by multiple doc-
tors and can thus present inter and intra-annotator variability which is not taken into
account in the existing works.

Most of the previously mentioned approaches are well adapted to image classification.
But contrastive pre-training has been much less applied to segmentation problems which
are quite common in medical imaging. Some works have proposed methods to perform
efficient pre-training for medical image segmentation. Most of the proposed approaches
introduce ways to pre-train the decoder along with the encoder. Zheng et al. [2021]
propose to combine contrastive learning at different scales in the encoder with image
reconstruction done by a decoder.

Some works introduce a local contrastive loss in the decoder to contrast latent repre-
sentation at the pixel level, which is deemed more accurate for the segmentation task.
One of the state-of-the-art approaches is proposed by Chaitanya et al. [2020] which
combines the base global contrastive loss function with a local loss term on patches
from decoder feature maps. The idea behind the local loss term is to bring closer, in
the latent space, the representations of patches from the same local region of the fea-
ture map. Hu et al. [2021] add a supervised constraint to this local loss: pixel patches
are considered similar if they share the same segmentation label, when available. A
supervised segmentation branch is added to this framework by Chaitanya et al. [2023].
Supervised segmentation training is performed for a few epochs with available anno-
tated data. The trained segmentation network is then used to produce pseudo labels
on unannotated data. Supervised local contrastive loss is applied at the pixel level with
the available segmentation masks and pseudo labels.

2.3 Self-distillation methods

Self-distillation methods use two different neural networks to perform pre-training: on-
line (student) and target (teacher) networks. They only use positive pairs and avoid
collapse (i.e the two networks outputting the same constant representation) using asym-
metric architectures and different optimization procedures (such as Exponential Mov-
ing Average or stop gradients) for both networks [Zhang et al., 2022, Tian et al., 2021,
Garrido et al., 2022].
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In the approach of Grill et al. [2020], the online network is an encoder followed by
a projector and a predictor models (usually built as two or three layers multi-layer
perceptron) and the target network is another encoder followed by another projec-
tor. The parameters of the online (po) and target (pt) networks are different and the
target network parameters are updated using an exponential moving average (EMA):
pt = τpt + (1 − τ)po. Gradients are not back-propagated through the target network
(stop-gradient). Both the online and target networks are then optimized to maximize
agreement (measured as the cosine similarity) between the latent representations of
two perturbed versions of the same image. Figure 2.7 shows a schematic view of this
approach.

Figure 2.7: BYOL approach [Grill et al., 2020].

Chen and He [2020] use a similar architecture but remove the EMA. To avoid collapse,
only stop-gradient is applied to the target network.

Caron et al. [2021] introduce DINO which has a similar architecture to the two afore-
mentioned approaches but no predictor is used for the online network and the encoder
is a vision transformer [Vaswani et al., 2017]. They transform the projector outputs
into “soft labels” by feeding them to a softmax function. A cross-entropy loss function
is then computed between the soft labels of online and target networks from two per-
turbed versions of the input image. EMA is performed to update the parameters of the
teacher model.

For the three aforementioned methods, in contrast to contrastive learning approaches,
there is no agreement minimization between latent representations of different images.
Although these methods do not need negatives and avoid collapse using different solu-
tions, it is still not clear why they work, as shown by Zhang et al. [2022].

2.4 Annotation variability and confidence

When building natural image datasets for training a deep learning neural network, to
retrieve as many annotations as possible, some annotations can be provided by large-
scale mining of search engines [Li et al., 2017] or downloading social media images with
labels [Mahajan et al., 2018], which leads to label noise. In medical imaging, building
large datasets with high annotation quality is even more difficult as annotations require
expert knowledge. Furthermore, some tasks are subject to inter and intra-observer
variability which necessitate obtaining a consensus label [Bridge et al., 2016].
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For both natural and medical imaging tasks, many methods have been proposed to
tackle annotation variability and label noise during training [Karimi et al., 2019]. In this
section, we present some methods addressing this issue, again without being exhaustive.

Annotation variability in fully-supervised learning

When training a fully-supervised model for a classification task, noisy data have been
taken into account in Learning with Noisy Labels (LNL) methods. The most common
LNL approach, DivideMix [Li et al., 2020a], uses a Gaussian mixture model (GMM) to
divide training data into clean (labeled) and noisy (unlabeled) samples which are fed
to two parallel networks (see Figure 2.8). New labels are guessed for data with noisy
labels by ensembling predictions from both networks. MixMatch approach [Berthelot
et al., 2019] is then used to train the model: both labeled and unlabeled examples are
linearly mixed and added to the set of training data as an augmentation.

Figure 2.8: DivideMix approach [Li et al., 2020a].

To deal with annotator variability for a medical image classification task, Jiménez-
Sánchez et al. [2019] uses curriculum learning [Bengio et al., 2009]: starting to train
the model with “easy” samples, i.e with high kappa score (synonym of high inter-rater
agreement), and adding harder samples gradually.

For fully-supervised segmentation, different strategies have been proposed in the liter-
ature. Many of the existing methods [Cardoso et al., 2013, Yang et al., 2023] are based
on the STAPLE algorithm [Warfield et al., 2004] which assigns an accuracy weight
through majority voting to each segmentation.

Mirikharaji et al. [2021] propose to build disjoint subsets of annotations containing one
unique annotation per image. Each subset is associated with a model trained on a union
of all annotations available. During training, the annotations subsets are used to build
weight maps to cancel the contributions of inconsistent annotations from the union.
At inference, a fusion of the different models’ predictions is performed to generate the
final prediction.

Another line of research is proposed by Zhang et al. [2023] through jointly learning
the expert consensus label and the characteristics of each annotator using two parallel
neural networks.

Contrastive learning with noisy labels

Contrastive learning has proven a successful tool to increase robustness against label
noise [Xue et al., 2022]. Zheltonozhskii et al. [2022] build on DivideMix [Li et al., 2020a]
by adding a contrastive learning step before LNL. Yi et al. [2022] use the contrastive
loss function as a regularization term along the supervised binary cross-entropy loss
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function. Regularization aims to learn similar representations for data with similar
linear classifier probability.

A similar approach is proposed by Wang et al. [2022a] for partial label learning.
MoCo [He et al., 2019] architecture is used along a classifier head. The output of
the classifier head is used to sample positive pairs: samples with similar classifier pre-
dictions are defined as positive. Class prototypes are built, updated during training,
and used to update pseudo-labels with which a classification loss is computed. More
elaborate approaches use a two-step training by starting with contrastive learning fol-
lowed by one or more fine-tuning steps.

Ciortan et al. [2021] use unsupervised contrastive learning followed by fine-tuning with
noise robust classification loss as a first training step. Pseudo labels are generated from
the fine-tuned model, a Gaussian mixture model is applied after fine-tuning to evaluate
pseudo labels correctness. The correctness output is then used to weight positive pairs
in supervised contrastive learning. A final classification fine-tuning is then performed.

A notion of confidence is introduced by Li et al. [2022b]. For each sample, pseudo labels
are computed for each possible class by averaging labels of the nearest neighbors in the
latent space (with respect to cosine distance). An unsupervised contrastive learning
step is performed during the first epochs to structure the latent space.

Pseudo labels are used to approximate class posterior probability. A set of confident
samples is built by computing the cross-entropy loss using original labels and posterior
probability. Supervised contrastive learning is then performed by sampling positive
pairs in the confident set. A classification loss is also added to confident examples.
Pseudo labels and nearest neighbors definition are here strongly linked to the unsu-
pervised contrastive training phase which does not guarantee a sufficient latent space
structure for subsequent pre-training.

2.5 Conclusion

To take advantage of the large amount of unannotated data available, self-supervised
learning methods have been proposed to pre-train neural networks without the need for
manual annotations. Generation-based (Section 2.1), context-based (Section 2.2), and
self-distillation (Section 2.3) approaches often use perturbations sampled at random in
a fixed list with fixed parameters. How to best combine and choose these perturba-
tions and their parameters remains unclear. Furthermore, some perturbations can be
detrimental to the target supervised task. Some works mitigate this issue by designing
pretext tasks for a specific supervised task, especially in medical imaging. However,
these tasks do not generalize well to other problems. A balance has to be found between
perturbation or pretext task optimization for a given supervised problem and method
generalization ability.

Among context-based methods, contrastive learning approaches (see Section 2.2.2) pro-
pose an instance-level discrimination task: the latent space is structured with instance
similarity. Defining instance similarity is the main challenge of these approaches and
has been widely explored. When defining similarity through perturbed versions of the
same image, the same questions of perturbation optimization arise. In Chapter 3, we
introduce a perturbation generator optimized for contrastive pre-training guided by a

19



small amount of supervision.

Class labels and metadata have been used to condition instance similarity, but these
data can be subject to annotator variability, especially in the medical domain.

In the methods summarized in Section 2.4, the confidence is mostly based on loss
function values. However, confidence in labels and metadata is often linked to a priori
domain knowledge such as data acquisition, annotators’ experience, and agreement.
This is even more relevant for medical data.

In Chapter 4, we design an adapted contrastive loss introducing annotation confidence
for the specific problem of prostate cancer lesion detection.
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Chapter 3

Perturbations Optimization for
Contrastive Learning
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As introduced in Chapter 2, self-supervised learning methods have been developed to
take advantage of unannotated data during pre-training to increase performances on
the objective supervised task when only a few annotated data are available. Many
of these methods use perturbations that are often sampled at random among a fixed
perturbation list with fixed parameters. Few works, such as the ones by Tian et al.
[2020], Seyfiouglu et al. [2022], have investigated perturbation optimization in con-
trastive pre-training. These perturbations, which can be seen as the counterpart of
data augmentation in fully supervised learning, should be optimized to be most bene-
ficial to the supervised target task.

Looking for the best pretext tasks or perturbations implies finding an order between
them. To that end, we first tried to create pretext task clusters. This approach has
not been successful but is presented in Appendix A.

In this chapter, we first present the existing methods to optimize data augmentation in
fully and self-supervised learning (Section 3.1), we then introduce in greater detail the
contrastive learning framework in Section 3.2 and we present our proposed perturbation
optimization method in Section 3.3.
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3.1 Automatic augmentation methods

Data augmentation has widely been applied in fully supervised learning to increase
the amount of available training samples [Krizhevsky et al., 2012, Devries and Taylor,
2017]. Finding the most appropriate augmentation method is, however, challenging and
time-consuming if done manually. Some works have thus proposed ways to automate
this search. One of the most common approach is through reinforcement learning:
AutoAugment, proposed by Cubuk et al. [2019], combines two different augmentations
which are defined by their parameter magnitude and application probability to define
sub-policies. The sub-policies search space is then defined by all the combinations
of perturbation parameters and probability values. A reinforcement learning network
is trained to find five optimal sub-policies performing best on an external validation
set. This approach has been simplified in RandAugment by Cubuk et al. [2020] where
the search space is reduced to only two parameters: the number of perturbations to
apply and perturbation magnitude, which are set equal for all selected perturbations.
Optimal parameters are then found with a simple grid search.

Many works have later built on these approaches, introducing new network layers or
optimization schemes. Rommel et al. [2022] introduce an augmentation layer learning
perturbation parameters and weights balancing each perturbation contribution.

Li et al. [2020c] (DADA method) use a differentiable optimization model rather than
reinforcement learning. They expand the search space introduced in AutoAugment to
a joint distribution rather than a discrete parameter space. Augmentation policies are
treated as sampling from Categorical and Bernoulli distributions. Data augmentation
optimization is then modeled as a Monte Carlo problem. Liu et al. [2021a] explicitly
model the augmentation probability and shows performance improvement compared to
DADA.

These methods are well suited for fully supervised learning as the optimization frame-
work is based on the supervised validation loss. However, these approaches would not
be suited to contrastive or self-supervised learning where annotations are scarce.

Some papers have thus investigated how to optimize perturbations applied in con-
trastive learning. To optimize contrastive learning perturbations, their characteristics
have been investigated. Patrick et al. [2021] propose a theoretical framework to best
compose transformations in self-supervised learning by defining a contrast function en-
forcing invariance or distinctiveness to a set of transformations. Koyama et al. [2021]
show that an augmentation random variable can be introduced and optimized along
with the network to find the perturbation to apply. They add an entropy constraint to
enforce generalization on the supervised target task. They validate this framework by
optimizing crop positions to apply with a softmax function. Both the aforementioned
approaches introduce a theoretical framework rather than practical generic methods to
optimize perturbations in contrastive learning.

Bridging the gap between theoretical analysis and practical solutions, Tian et al. [2020]
define optimal contrastive perturbations as nonredundant and useful for the subsequent
supervised task and introduce a perturbation generator. They train a color space
perturbation generator in an adversarial framework.
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Similarly, Tamkin et al. [2020] generate perturbed images from a noise distribution and
define a distortion budget to constrain the strength of applied perturbations. Both
these approaches are based on generative networks which have small interpretability.

Without the use of a generative network, Shi et al. [2022] introduce a mask generator
trained to occlude meaningful parts of the image. Mask sparsity is enforced to avoid
trivial solutions. Both Tian et al. [2020] and Shi et al. [2022] introduce interesting
and promising frameworks for perturbations optimization for contrastive learning. Our
method, presented in Section 3.3, builds on these works.

Some works propose to apply perturbations in the feature space rather than directly to
input images. Li et al. [2022a] add augmentation networks in the feature space optimized
to find the most discriminative representation. Optimization is performed with a base
contrastive loss function and a loss function including augmented features. Yang et al.
[2022b] add adversarial attacks to a generative adversarial network latent space. The
generated image, along with the input one, is used to train the contrastive learning
framework. The gradient of the contrastive loss function is then used to update the
strength of the adversarial attack.

These approaches also allow for little control of the perturbations. The link between
latent and image space perturbations remains unclear: perturbing the input image
does not translate to a similar perturbation function in the latent space and vice versa.
These approaches thus lack explainability.

3.2 Introduction to contrastive learning

Among self-supervised learning methods, contrastive learning approaches propose to
pre-train a model to learn invariance and similarity in the latent space. Different ap-
proaches have been proposed to achieve this goal but one of the most successful is
simCLR [Chen et al., 2020a]. In simCLR, input images are transformed with perturba-
tions sampled at random in a list with fixed parameters to produce two different views.
These views are then fed to the neural network, and projected into its latent space.
The noise contrastive estimation loss [van den Oord et al., 2018] is then used to bring
closer, in the latent space, views of the same image while pushing apart views of differ-
ent images: the instance discrimination task introduced in Section 2.2.2 A schematic
view of this approach is shown in Figure 3.1.

More formally, given an encoder f , followed by a projection head g (in practice imple-
mented as a nonlinear multi-layer perceptron), and sim the cosine similarity measure

defined as sim(u, v) = uT v
||u||||v|| , the contrastive loss function writes :
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i ) are latent representations of the two views of an
input image Xi and N the number of images.

van den Oord et al. [2018] showed that minimizing this loss function maximizes a lower
bound of the mutual information shared between latent representations of different
views of the same image. Minimizing this loss function thus enforces similarity be-
tween these different views and perturbation invariance is learned. Learning invariance
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Figure 3.1: Schematic view of simCLR approach: a batch of images (X1, X2) is given
as input, two perturbations are sampled at random to create two different views of the
input batch (X1

1 , X
1
2 ), (X

2
1 , X

2
2 ), these two views are fed to an encoder f followed by a

projection head g (a nonlinear multi-layer perceptron), the model is trained to optimize
the contrastive loss function L which goal is to attract latent representation of views
of the same image while repelling latent representations of views of different images.

to perturbations can be detrimental to the supervised target task: Xiao et al. [2021]
build perturbation-specific latent spaces because learning invariances to every pertur-
bation might be adverse to classification performances. They show that, for a flower
classification problem, learning invariance to color can hurt classification as it is a dis-
tinctive attribute of flower classes. This is even more relevant for medical imaging
where pathologies are localized. Therefore, learning invariance to a crop perturbation
that might remove the region of interest is counter-intuitive.

3.3 Perturbation generator optimization

Tian et al. [2020] introduce a “sweet spot” characterizing views for contrastive learning:

i mutual information between views should be small enough to avoid redundancy,

ii mutual information between views should be high enough to avoid discarding
useful information for the supervised target task.

An example of such views is shown in Figure 3.2. On the top left, the two views are
too redundant. On the bottom left, the two views are not redundant anymore but the
tumor (shown in red overlay) is cropped from one view, and learning invariance to this
perturbation will be detrimental to the tumor presence classification task. On the right
a sweet spot is shown: the two views share a small enough amount of information not
to be too redundant but tumor-relevant pixels are kept.

To find optimal views for pre-training, Tian et al. [2020] introduce a flow-based pertur-
bation generator based on the work of Kingma and Dhariwal [2018] to generate images
in different color spaces. This perturbation generator is not well-suited for medical im-
ages. To overcome this limitation, we introduce a differentiable perturbation generator
not based on GAN (see Section 3.3.1), as Cohen et al. [2018] showed that synthesizing
anatomically relevant images with generative models can be difficult. We have also
tried a GAN approach which has not been successful but led to the idea presented in
Section 3.3.1 and is presented in Appendix B.
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Figure 3.2: Example of views reaching the sweet spot (on the right) in contrast to views
detrimental to the supervised task (on the bottom left) or too redundant (on the top
left).

3.3.1 Perturbation network

We introduce a perturbation network (M) that minimizes the mutual information be-
tween images of a positive pair without compromising the supervised task performance.
For each image of the training set, M , implemented as a neural network, outputs a set
of parameters (Λ) defining the perturbations to apply (TΛM

). As in [Chen et al., 2020a,
Xiao et al., 2021], the latent space of the encoder (f) is optimized using a projec-
tion head (g) into a lower dimension space where a contrastive loss function (INCE) is
minimized. Supervision is added in the latent space using a linear classifier (p) that
minimizes a classification loss function (L). Figure 3.3 shows a schematic view of the
architecture used (X denotes an image from the training set and XM its transformed
version).

Figure 3.3: Proposed architecture (red color indicates a trainable element, blue color
indicates a non-trainable element).

Optimizing perturbations

We consider a finite set of intensity and geometric perturbations acting on images. Each
perturbation is parameterized by a vector of parameters (for example, the parameter
vector of a 2D rotation around a fixed point only contains its angle). The perturbation
function (TΛM

) is the composition of perturbations applied in a fixed order. The per-
turbation network (M) outputs the perturbation function parameters. We propose to
train M to find the optimal perturbations for the semi-supervised contrastive problem.
The network M maps an image to the space of parameter vectors normalized to [0, 1].
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Let λk be the vector of parameters for a given perturbation, then the perturbation
function, noted as TΛM

, is parameterized by Λ = [λ1, · · · , λK ] (where K is the number
of perturbations considered).

Optimal perturbations for the semi-supervised contrastive problem are then obtained
via M , which is thus responsible for finding the optimal Λ∗

M . As already done by Chai-
tanya et al. [2020] and in contrast to Chen et al. [2020a], we keep one version of the
image batch unperturbed.

Formally, we are solving the following coupled optimization problem:


minM α0INCE

(
g ◦ f(XM ), g ◦ f(X)

)
+ α1L

(
p ◦ f(XM ), y

)
minf,p,g −α2INCE

(
g ◦ f(XM ), g ◦ f(X)

)
+ α3L

(
p ◦ f(XM

)
, y
)

+α4L
(
p ◦ f(X), y

) (3.2)

where αi are weights balancing each loss term, y is the classification label when avail-
able, and L is the binary cross entropy loss function for the supervised constraint. INCE

is the mutual information lower bound introduced by van den Oord et al. [2018] which
is the opposite of the contrastive loss function [Chen et al., 2020a]:

INCE

(
g ◦ f(XM ), g ◦ f(X)

)
=

N∑
i=1

log

(
esim(g◦f(XMi),g◦f(Xi))∑

j,j ̸=i e
sim(g◦f(XMi),g◦f(Xj)))

)
(3.3)

where the index i defines positive pairs (XMi, Xi), j negative ones (Xi, Xj), (XMi, Xj),

and sim is a similarity measure defined as sim(x, x′) = xT x′

τ where τ is a fixed scalar,
here equal to 1. In comparison to Equation (3.1), the perturbed image version X1

i

now depends on the perturbation generator M (XMi), and the second view X2
i is kept

unperturbed (Xi in Equation (3.3) above).

The perturbation network, M , and the encoder, f , are optimized alternatively.

Perturbation network optimization steps:

i M generates a batch of ΛM vectors defining a perturbation TΛM
. For every

image X in a batch, a transformed version is generated: XM = TΛM
(X).

ii The transformed and untransformed data batches are passed through the encoder
f , the projection head g, and the linear classifier p.

iii The gradients of both the contrastive −INCE and classification L loss terms (see
Equation (3.3)) are computed to update the weights of the network M , aiming
to minimize the mutual information and the classification loss function.

Encoder optimization steps:

i From the previous optimization steps of M , one transformed version of the data
is generated. Latent projections of the transformed and untransformed data are
generated using encoder f and projection head g.

ii The contrastive and classification loss gradients are computed, and parameters
of f , g and p are updated. This brings closer positive pairs and further away
negative ones and ensures that transformed images are properly classified.
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Differentiable formulation of perturbations

A fundamental difference of the proposed perturbation optimization, compared to Li
et al. [2020b], Liu et al. [2021b], Tian et al. [2020], is the use of explicit perturbation
differentiation.

During training, gradient computations of Equation 3.2 involve the derivative of TΛM

with respect to the weights (w) of M : dw(TΛM
) = dTΛM

◦ dwM . This requires the
explicit computation of the derivatives of T with respect to its parameters Λ and the
differential calculus for each perturbation composing T . Thus, we introduce specific
formulations and normalized parameterization for the perturbations used in our exper-
iments.

We use the following perturbations: crop (Crop), Gaussian blur (G), additive Gaussian
noise (N), rotation (R) around the center of the image, horizontal (Flip0) and vertical
(Flip1) flips. Table 3.1 lists the differentiable expressions of these perturbations where
S is the sigmoid function, s the size of our images, erfinv the inverse of the error function
2π− 1

2

∫∞
x e−u2

du, U the uniform distribution and x is a point of the image grid. We
fix the maximum Gaussian blur standard deviation to σmax = 2.0 and the maximum
additive noise standard deviation to σ̃max = 0.1. The final perturbation function is
defined as:

TΛ = (R ◦ Flip1 ◦ Flip0 ◦ Crop ◦N ◦G)(X,Λ) (3.4)

and TΛ thus depends on 7 parameters (the crop has 2 parameters: the position of its
center in each axis) which are generated by M .

Table 3.1: Differentiable expressions of the perturbations used, parameterized by λ ∈
[0, 1].

Flip around axis e F lip(X,λ, e)(x) = (1− λ)X(x) + λX(x− 2⟨x, e⟩e)
Crop centered at cλ = [λ1s, λ2s] Crop(X,λ)(x) = X(x)× S( s8 − ||x− cλ||∞)

Gaussian blur with kernel gλσmax G(X,λ) = gλσmax ∗X

Rotation R(X,λ)(x) = X

((
cos(λ2π) − sin(λ2π)
sin(λ2π) cos(λ2π)

)
x

)
Additive Gaussian noise N(X,λ) = X + λσ̃max ×

√
2 erfinv(U [−1, 1])

3.3.2 Experiments

Datasets

Experiments are performed on BraTs MRI [Menze et al., 2015] and Chest X-ray [Tang
et al., 2020] datasets. The Chest X-ray dataset is composed of 10000 images. BraTs
volumes are split along the axial axis to get 2D slices. Only slices with less than 80%
of black pixels are kept. This results in 34000 slices. For both datasets, we study the
supervised task of pathology presence classification (binary classification, present/not
present). In medical imaging problems, it is common to have labels only for a small
part of the dataset. We thus chose 10% of supervision in all of our experiments. We
randomly select three hold-out test sets of 1000 slices for BraTs experiments. With
the Chest dataset, we use the provided test set of 1300 images, from Tang et al. [2020],
evenly split in three to evaluate variability.
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Experimental settings

For every experiment with the BraTs dataset, the encoder f is a fully convolutional
network composed of four convolution blocks with two convolutional layers in each
block. Following the architecture proposed by Tang et al. [2020], the encoder f for
experiments on the Chest dataset is a Densenet121. The network M is a fully convo-
lutional network composed of two convolutional blocks with one convolutional layer.
The projection head g is a two-layer perceptron as in [Chen et al., 2020a].

On BraTs dataset (resp. Chest dataset), we train with a batch size of 32 (resp. 16) for
100 epochs. In each experiment, the learning rate of f is set to 10−4. When optimizing
M with (resp. without) supervision, M learning rate is set to 10−3 (resp. 10−4).

When using 10% of labeled data for the supervision task, on relatively small databases
(105 images), there is a risk of overfitting on the classification layer (p in Equa-
tion 3.2). Contrastive and supervision loss terms need to be carefully balanced while
optimizing both the encoder and the perturbation generator. To evaluate the im-
pact of hyper-parameters, we carry out experiments with (α0, α2) ∈ {1, 0.1} and
(α1, α3, α4) ∈ {1, 10}. Linear evaluation results (see following subsection) on BraTs
dataset after convergence are summarized in Table 3.2. Results in Section 3.3.3 are
shown with the best values found for each method.

Table 3.2: 3-fold cross-validation mean linear evaluation AUC (computed on thresholds
applied to network prediction probability output) after convergence with different αi

values (standard deviation in parentheses).

αi values AUC

Optimizing M α0,2 = 1, α3,4 = 1, α1 = 10 0.884 (0.042)
α0 = 0.1, α1,3,4 = 10, α2 = 0.1 0.868 (0.030)
α0 = 0.1, α1 = 10, α2 = 1, α3,4 = 1 0.887 (0.013)

Random M α2 = 1, α3,4 = 1 0.874 (0.000)
α2 = 0.1, α3,4 = 10 0.820 (0.037)
α2 = 1, α3,4 = 10 0.883 (0.003)

base simCLR Chen et al. [2020a] 0.730 (0.020)

The fully supervised experiments described in Section 3.3.3 are optimized with the same
encoder architecture and one dense layer followed by a sigmoid activation function for
the classification task. For the fully supervised experiments, we use a learning rate of
10−4.

Linear evaluation

To evaluate the representation quality learned by the encoder, we follow the linear
evaluation protocol used in the literature [Chen et al., 2020a, Perakis et al., 2021, Tian
et al., 2020]. The encoder is frozen with the weights learned with our framework. One
linear layer is added, after removing the projection head (g) and trained with a test
set of labeled data, not used in the previous training phase. This means that we first
project the test samples in the latent space of the frozen model and then estimate
the most discriminative linear model. The rationale here is that a good representation
should make the classes of test data linearly separable. This hypothesis implies that the
instance discrimination task performed by contrastive pre-training can be a surrogate
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of the classification task. Wang et al. [2022b] showed that proper perturbations would
ensure such a separation between latent representations of different classes.

3.3.3 Results

To assess the impact of each term in Equation 3.2 we perform optimization using the
following strategies:

� Random (without M , without supervision): each image is transformed with
parameters generated by a uniform distribution: Λ = U

(
[0, 1]7

)
, and α1,3,4 = 0.

� Random with supervision (without M , with supervision): we add the super-
vision constraint to the random strategy. We set α2 = 1 and α3,4 = 10.

� Self-supervised (with M , without supervision): while setting α1, α3 and α4 to
0, we optimize Equation 3.2.

� Self-supervised with supervision constraint (with M and supervision): set-
ting α1 = 10 and α0,2,3,4 = 1, we optimize Equation 3.2.

We split the data into pre-training and test sets. Data from the pre-training set are
further split into training and validation sets for the perturbator/encoder optimization.
For optimizations with supervision constraint (self-supervised and random), all pre-
training data is used for self-supervision, and a small set of labeled data is used for the
supervision constraint. For variability analysis, three optimizations are performed by
changing the supervision set. A schematic view of our splitting strategy is shown in
Figure 3.4.

Figure 3.4: Splitting strategy for M/f optimization.
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With the BraTs dataset, as slices come from 3D volumes, we split the data ensuring
that all slices of the same patient are in the same set.

Linear evaluation is performed on the four optimization strategies with the hold-out
test set. Performances are evaluated with the weights obtained at different epochs. We
aim to evaluate if our method outputs better representations during training.

In Figure 3.5, we show performances (mean and standard deviation) on three different
test sets for both datasets. We also train the encoder on the classification task in
a fully supervised setting with 10% and 100% labeled data. For the fully supervised
training, we use data augmentation composing the tested perturbations randomly. Each
perturbation has a 0.5 probability of being sampled.

We perform linear evaluation on the frozen encoder with the hold-out test set and
report the obtained AUC as horizontal lines in Figure 3.5. Figure 3.5 also reports
linear evaluation results of the base simCLR optimization by Chen et al. [2020a] where
only one image is transformed by a random composition of the tested perturbations.
As with the fully supervised experiments, each perturbation has a 0.5 probability of
being sampled.

Figure 3.5 shows that optimizing M with supervision helps to have better representa-
tions for both datasets. It also shows that optimizing with only 10% of labeled data
allows to reach the same quality of representation as the fully supervised training with
100% of labels.

Figure 3.5: Linear evaluation results comparing with other methods (left BraTs dataset,
right Chest dataset, the y-axis is shared by both plots).

To investigate the impact of the supervised loss function, we launched an experiment
with the supervised contrastive loss function introduced by Khosla et al. [2020b] using
only 10% of labeled data. After convergence, we obtain a mean AUC of 0.52 ± 0.12
compared to 0.93± 0.01 with our method.

On the Chest X-ray database, strong results were obtained by Tang et al. [2020] using
a network pre-trained on ImageNet. Optimizing M with 10% supervision on this Im-
ageNet pre-trained network has a smaller impact compared to random perturbations
(0.96± 0.001 for both approaches). However, ImageNet pre-trained networks can only
be used with 2D slices or 2.5D volumes (composed of 3 consecutive slices, one in each
color channel) whereas our strategy could be easily extended to 3D volumes.
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Quality of learned representation

To evaluate the quality of the learned representation we perform t-distributed Stochas-
tic Neighbor Embedding (tSNE [van der Maaten and Hinton, 2008]) dimensionality
reduction of the latent representations of the test set data. The test set data for both
datasets are fed to the trained encoders, and the latent representations before the pro-
jection layer are used to fit a 2D tSNE projection. Each point in Figures 3.6 and 3.7
represent the latent projections on a 2D plane of a test set data.

For the BraTs dataset, Figure 3.6 shows that normal and abnormal cases are bet-
ter clustered when optimizing the perturbation generator with 10% supervision than
when performing base contrastive learning with simCLR [Chen et al., 2020a]. A good
separation is obtained with fully supervised learning with 100% annotated data.

Figure 3.6: tSNE of learned representation for different experiments on BraTs dataset:
fully supervised with 100% annotated data (left), base simCLR (middle), optimizing
M with 10% supervision (right)

On the Chest dataset, Figure 3.7 shows that optimizing the perturbation generator
with 10% supervision gives a better class separation than training with fully supervised
learning with 100% annotated data or base simCLR.

Relevance

When optimizing without supervision, the network M needs to minimize the mutual
information and it can therefore generate perturbations that create images that are very
different from the untransformed images but that do not contain relevant information
for the downstream task, in particular for medical images. Without the supervision
constraint, the optimal crop can be found, for instance, in a corner, leading to an image
with a majority of zero values (i.e., entirely black), thus useless for the supervised task.
The supervision constraint helps M to generate relevant images that keep pathological
pixels (see some examples in Figures 3.8 and 3.9).
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Figure 3.7: tSNE of learned representation for different experiments on Chest dataset:
fully supervised with 100% annotated data (left), base simCLR (middle), optimizing
M with 10% supervision (right)

Figure 3.8: Two examples (rows 1 and 2) of generated perturbations on the BraTs
dataset with different optimization strategies (the red contour highlights the tumor).

Runtime

The addition of the network M increases the training computational time by around
20-25% which is balanced by a performance gain.

Perturbation composition order

As done in Chen et al. [2020a], the perturbation order is fixed. We launched an addi-
tional experiment with a different perturbation order for both simCLR and our method.
Linear evaluation results after convergence are shown in Table 3.3.

We see that the perturbation order has little impact on our results and, above all, our
method substantially outperforms simCLR in both experiments.
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Figure 3.9: Examples (rows 1, 2, and 3) of generated perturbations on the Chest dataset
with different optimization strategies (the green contour highlights the pathology lo-
calization).

Method First composition order Second composition order

simCLR 0.730±0.020 0.760±0.027
Ours 0.926±0.020 0.923±0.021

Table 3.3: Linear evaluation AUC after convergence when changing perturbation com-
position order.

3.3.4 Improving the perturbation generator

Mode collapse

Given the promising results obtained with linear evaluation using the pre-trained per-
turbation generator, we could take advantage of the found perturbations using them
as augmentations in fine-tuning.

We thus use the perturbation generated by M to fine-tune neural networks pre-trained
with our approach and simCLR method. We also use these augmentations to train a
neural network from scratch on the supervised classification task. Table 3.4 shows that
using the perturbations learned byM during fine-tuning is detrimental to performances.

Looking at the covariance matrix of the generated perturbation parameters (see Ta-
ble 3.5), we see that M has a mode collapse. There is not much variability in the
perturbations generated by M which explains why this constant augmentation is not
useful for fine-tuning.
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To increase the variability of the augmentation generated by M during fine-tuning, we
add some noise to M outputs. We also use the pre-trained classification layer during
fine-tuning. Using the pre-trained classification layer and adding noise on M we get:
AUC = 0.83 ± 0.03. Comparing with results in Table 3.4, we get better results than
when not using the learned classifier but we still get worse results than with random
augmentation. This advocates for a study of the modes of M to avoid generating only
one constant augmentation.

Table 3.4: Fine-tuning results on BraTs dataset with different augmentation strategies.

Random None M-produced

Ours 0.84 (0.03) 0.82 (0.04) 0.81 (0.05)
simCLR 0.68 (0.03) 0.73 (0.01) 0.67 (0.01)
Random init 0.60 (0.008) 0.55 (0.013) 0.60 (0.002)

Table 3.5: Covariance matrix of perturbation parameter values obtained on BraTs
dataset with the pre-trained perturbation generator.

λ0 λ1 λ2 λ3 λ4 λ5 λ6

λ0 0.0014 -0.0011 -0.0004 4.70e-05 -2.84e-05 2.97e-05 0.0003
λ1 -0.0011 0.0009 0.0003 -3.75e-05 2.24e-05 -2.35e-05 -0.0002
λ2 -0.0004 0.0003 0.0001 -1.43e-05 8.30e-06 -8.69e-06 -7.93e-05
λ3 4.70e-05 -3.75e-05 -1.43e-05 1.63e-06 -9.42e-07 9.86e-07 8.99e-06
λ4 -2.84e-05 2.24e-05 8.30e-06 -9.42e-07 8.35e-07 -8.59e-07 -6.90e-06
λ5 2.97e-05 -2.35e-05 -8.69e-06 9.86e-07 -8.59e-07 8.92e-07 7.15e-06
λ6 0.0003 -0.0002 -7.93e-05 8.99e-06 -6.90e-06 7.15e-06 6.01e-05

Generating two perturbed views with M

To increase the variability of the perturbations generated by M and get closer to the
work done by Chen et al. [2020a], we propose to train M to generate two perturbed
views of the input image. We change the used flip by :

Flip(x, λ) = σ(λ)Flip(x) + (1− σ(λ))x (3.5)

to force λ values generated by M to be either 0 or 1 and avoid 0.5 that generated
irrelevant images. Figures 3.10 and 3.11 show results obtained after two optimizations
with different weights given to the supervision constraint. The obtained perturbations
are satisfactory but do not contain enough tumor information even when increasing the
supervision constraint.

Alignment and uniformity framework

Wang and Isola [2020] introduce another contrastive loss function formulation that per-
forms better than that proposed by Chen et al. [2020a]. They rewrite the contrastive
loss function through alignment and uniformity. Positive pairs similarity in the latent
space defines the alignment term. They show that negative pairs dissimilarity is equiv-
alent to a uniform distribution of latent representations. Their loss function writes
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Figure 3.10: Example of generated views optimizing M with supervision giving equal
importance weight to contrastive and supervision constraints.

Figure 3.11: Example of generated views optimizing M with supervision giving a larger
weight to supervision constraint.

:

LNCE =
1

N

N∑
i=1

||x1i − x2i ||2︸ ︷︷ ︸
Alignment: Lalign

+ log
( 1

N2

N∑
i,j=1

e−||x1
i−x2

j ||2
)

︸ ︷︷ ︸
Uniformity: Luniform

(3.6)

We use this new formulation on the perturbation optimization method presented in Sec-
tion 3.3.1. Maximizing both alignment and uniformity for the perturbation generator
while minimizing them for the encoder shall give the same results as previous experi-
ments with mutual information, asymptotically. The optimization problem introduced
in Equation (3.2) now writes (without supervision constraint for better readability):

 maxM Lalign

(
g ◦ f(XM ), g ◦ f(X)

)
+ Luniform

(
g ◦ f(XM ), g ◦ f(X)

)
minf,g Lalign

(
g ◦ f(XM ), g ◦ f(X)

)
+ Luniform

(
g ◦ f(XM ), g ◦ f(X)

) (3.7)
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However, this formulation implies that the perturbation generator will push negative
samples to collapse to one point in the latent space which is counterintuitive. The
uniformity term can thus be minimized for the perturbation generator: maxM Lalign

(
g ◦ f(XM ), g ◦ f(X)

)
+minM Luniform

(
g ◦ f(XM ), g ◦ f(X)

)
minf,g Lalign

(
g ◦ f(XM ), g ◦ f(X)

)
+ Luniform

(
g ◦ f(XM ), g ◦ f(X)

)
(3.8)

To evaluate these two optimization frameworks, we plot the pairwise distance between
latent representations of samples within a random batch, after pre-training, to see if
the uniformity term is properly minimized.

Figure 3.12 shows that maximizing uniformity during perturbator optimization leads
latent representations to collapse to one point with zero pairwise distance (maxU curve).
Minimizing uniformity for both the encoder and the perturbation generator leads to
more relevant and useful pairwise distances (minU curve).

Figure 3.12: Pairwise distances between latent representations of images of a batch
sampled at random after pre-training (the x-axis represents the images for which each
pairwise distance, in the y-axis, has been calculated). The maxU curve shows that
representations from optimization of Equation (3.7) collapse to one point, while the
minU curve from optimization of Equation (3.8) shows spread pairwise distance values.

Figure 3.13 shows that minimizing uniformity generates more relevant images than
maximizing it. Minimizing only uniformity generates too redundant images.

These preliminary results of our method application to the alignment and uniformity
framework show that minimizing the mutual information might eventually not be the
best approach for the perturbation generator as it goes against the uniformity con-
straint. Later works should focus on a thorough hyper-parameter analysis to find the
right balance between alignment and uniformity.
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Figure 3.13: Perturbations generated after various optimizations of alignment and uni-
formity, from left to right: minimizing uniformity, maximizing uniformity, optimizing
uniformity only, optimizing uniformity only with updated computation. Three last
columns: varying alignment and uniformity weights.

3.4 Conclusion and perspectives

In this chapter, we have investigated how to optimize perturbations applied in con-
trastive learning pre-training. Some automatic augmentation methods have already
been developed both in fully and self-supervised learning, but they are either based on
generative networks (which allow for less control on the generated perturbations, thus
reducing interpretability), based on perturbation networks applied in the latent space
or inapplicable to medical images.

Building on the work of Tian et al. [2020] introducing a “sweet spot” for contrastive
learning views, we introduce a perturbation network minimizing the mutual informa-
tion between views without reducing supervised task performances. Our perturbation
network outputs a set of parameters defining the composition of perturbations to apply.
To build this network, each perturbation must be differentiable with respect to its pa-
rameters. We thus propose a differentiable formulation of the used perturbations. The
perturbation generator is then trained to minimize the mutual information between
views while the encoder learns to maximize it. A supervision constraint is used to
ensure that the generated perturbations are not detrimental to the supervised target
task. After pre-training, we obtained good linear evaluation results on two datasets
(brain and chest images) and relevant perturbation outputs. Further results on prostate
images are detailed in the next chapter.

As shown in Section 3.3.4, the perturbation generator could yet be improved: by in-
creasing variability, generating more perturbed views, or changing the mutual informa-
tion minimization approach. Methods to overcome these limitations are perspectives
for further work and improvements. Another perspective could entail having multi-
ple classification heads to optimize the perturbation generator on multiple supervised
target tasks.
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in contrastive learning:
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In the previous chapter, we investigated how to optimize perturbations for contrastive
learning pre-training through a generic method applicable to many supervised tasks.
Some diagnosis tasks are subject to inter and intra-radiologist variability and it can
be hard to obtain a consensus label. When applying deep learning to these tasks, for
which a ground truth consensus is difficult to find, performances are highly impacted.
In this chapter, we investigate how to improve deep learning algorithms performances
for prostate cancer lesion detection on Magnetic Resonance Images (MRI) by combining
annotation variability and conditional contrastive learning. The methods presented in
Chapter 3 will be applied in this context.

Prostate cancer is the second most common cancer in men worldwide. Its early de-
tection is crucial for efficient medical treatment. This detection is often done based
on multi-parametric MRI which has proved successful in increasing diagnosis accuracy
[Rouvière et al., 2019].

Recently, deep learning methods have been developed to automate prostate cancer de-
tection [Bhattacharya et al., 2021, Saha et al., 2021, Yu et al., 2020]. Most of these
methods rely on datasets of thousands of images, where lesions are usually manually
annotated and classified by experts. However, lesion annotations at pixel level are
costly to obtain and annotations at exam level, such as lesion severity, can be subject
to annotator variability. Self-supervised learning approaches, in particular contrastive
learning ones, could thus be applied to reduce the annotation cost. Furthermore, con-
ditional contrastive learning approaches, such as those introduced by Dufumier et al.
[2021b], could be improved to take annotator variability into account.

In this chapter, we first introduce the clinical context (Section 4.1). We then present
existing deep learning methods for prostate cancer lesion detection (Section 4.2.1) and
conditional contrastive learning approaches (Section 4.2.2). In Section 4.3, we introduce
the private dataset used, the available annotations, and their variability. We expose
our proposed conditional contrastive learning method including annotator confidence
and the obtained results in Section 4.5. In Section 4.6, we present preliminary results
on pseudo-label computation with nearest neighbors and contrastive learning on the
decoder. Finally, we apply the method proposed in Chapter 3 to prostate cancer lesion
classification (Section 4.7).

4.1 Clinical context

4.1.1 Anatomy

The prostate is a gland of the male reproductive system. It is located under the
bladder ahead of the rectum. It is responsible for producing fluid for semen, closing up
the urethra up to the bladder during ejaculation, and metabolizing hormones. It can
be divided into multiple zones: the peripheral zone (PZ), the transitional zone around
the urethra (TZ), the anterior fibro-muscular stroma (AFMS), and a central zone (CZ)
around ejaculatory ducts. Figure 4.1 shows a schematic view of the prostate.
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Figure 4.1: Schematic view of the prostate and its different zones (taken from Colin
[2012]).

4.1.2 Pathology

Every year, in France, 56800 new cases of prostate cancer are identified. It is the most
common cancer in men, ahead of lung cancer (28200 new cases per year) and colorectal
cancer (23200 new cases per year) [Bray et al., 2018].

It is a cancer of varying aggressiveness with a slow development. A localized cancer
will be asymptomatic, a locally advanced cancer will cause urinary disorders and more
locally advanced cancers can lead to kidney failures. In most advanced cancer stages,
the disease becomes metastatic leading to bone pain, loss of weight, and loss of general
condition.

In France, among patients diagnosed, 9000 will die from prostate cancer each year which
makes it a public health issue. French medical and urology institutions thus recommend
annual screening for prostate cancer from the age of 50 [Rouvière et al., 2019]. This
begins with a prostate-specific antigen (PSA) test and a digital rectal examination
(DRE). If, during these examinations, the urologist suspects the presence of cancer,
further tests will be carried out, including an MRI examination. The contribution of
MRI to the early detection of prostate cancer is twofold: 1. compared with clinical-
biological examinations alone, it enables better classification of patients who will need
a biopsy; and 2. by guiding biopsies, it greatly improves the detection of significant
cancers while reducing the detection of non-significant cancers, thereby avoiding over-
diagnosis [Hugosson et al., 2022].

During the examination, practitioners will seek to identify tumors present in a patient
prostate by analyzing multi-parametric MRI (mpMRI) combining a T2-weighted se-
quence (T2w), a diffusion-weighted image (DWI), apparent diffusion coefficient (ADC)
mapping and a dynamic contrast-enhanced (DCE) sequence (a detailed explanation of
these sequences will be given in Section 4.3).

The performance and interpretation of prostate MRI have been standardized by the
Prostate Imaging Reporting and Data System (PI-RADS) committee [Turkbey et al.,
2019, Weinreb et al., 2016]. Each tumor is assigned a PI-RADS score, reflecting the
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probability of the lesion being clinically significant. This score ranges from 1 (very
low probability) to 5 (very high probability). Identification of a lesion for which the
radiologist has assigned a score greater than 4 will lead to the planning of a biopsy.
Anatomopathological examination is essential to identify all the characteristics of the
tumor (exact nature, composition, degree of aggressiveness).

Doctors will be able to indicate the malignant or benign nature of the tumor and its
grade only after this examination has been performed. It is thus quite common for some
practitioners to have different opinions when it comes to assigning PI-RADS scores
for a given case. Kasivisvanathan et al. [2018] showed that interpretation efficiency
largely depends on radiologists’ experience. Although the latest versions of PI-RADS
recommendations have reduced inter-annotator variability, it remains relatively high
(κ = 0.57 according to Turkbey et al. [2019]).

Diagnostic support from prostate MRI for cancer detection remains a major challenge to
make diagnoses more reliable. Due to the growing prevalence of prostate cancer and the
latest PI-RADS recommendations, the number of prostate MRIs has increased, which
led to the development of deep learning algorithms for computer-aided diagnosis.

4.2 Related works

4.2.1 Deep learning for prostate cancer lesion detection

Existing methods for prostate cancer detection with deep learning can be split into two
families: classification approaches and combined approaches that aim to classify and
detect lesions in MRI.

Classification approaches

In this section, we give two examples of classification approaches without concern for
completeness.

Reda et al. [2019] build seven different convolutional neural networks evaluating seven
diffusion-weighted sequences with different b-values: diffusion sequences rely on water
molecules motion within tissues, this motion is random and positively correlated with
the signal loss of the sequence of which b is a variable [Huisman, 2003]. Each network
outputs two probabilities: one for benign and the other for malignant prostate. The
seven probabilities are then concatenated and fed to a support vector machine, which
makes the final decision.

Yoo et al. [2019] combine neural networks and machine learning algorithms. Their
solution first seeks to detect cancerous lesions on axial slices of the input volume.
Slices are fed to five identical fully convolutional neural networks working in parallel.
For each patient, probabilities are generated for each slice by each model. Among this
set, the top five are kept. Five sets of first-order statistical features are then built and
fed to a decision tree algorithm for feature selection. The selected features are then
given to a random forest classifier outputting the final prostate classification among
normal or abnormal.
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The main limitations of classification approaches are that they do not provide inter-
pretable supports for radiologists, such as lesion localization or pixel-wise segmentation,
and are thus of less clinical value.

Approaches combining classification with detection or segmentation methods often out-
put lesion segmentation masks which are of better use for radiologists.

Combined methods: classification and detection

In this section, we cite some methods combining classification and detection approaches
for automatic prostate cancer detection on MRI, but without being exhaustive. Results
by Schelb et al. [2019] paved the way for the use of neural networks for prostate cancer
lesion detection. They showed that a U-Net trained with T2w and diffusion MRI to
generate prostate cancer probability maps achieved similar performances to clinical PI-
RADS assessment. Since then, many works have been proposed which can be split
based on the network architecture used.

Feature pyramid networks

Feature pyramid networks [Lin et al., 2017] (FPN) have been developed to detect ob-
jects at different scales with optimal memory cost. An encoder is used as backbone.
Feature maps from each encoder level are extracted and then combined, through skip
connections (concatenation of encoder feature maps to corresponding decoder ones),
with up-sampled feature maps from lower levels. Generated feature maps are then fed
to a detector such as a region proposal network [Ren et al., 2015] for object detec-
tion. Feature pyramid networks can also be used in segmentation models for mask
predictions.

Yu et al. [2020] use a ResNet50 [He et al., 2016] as backbone and add an instance and
a semantic segmentation branch to the FPN. Features from different levels, generated
with the FPN, are used as input to a semantic segmentation branch: feature maps at
different resolutions are up-sampled, normalized, and fed to a Squeeze-And-Excitation
block [Hu et al., 2018] before generating the final semantic segmentation. The Squeeze-
And-Excitation block models dependencies between the channels of the feature maps,
it starts by squeezing spatial information at the channel level through global average
pooling. The generated descriptor is then fed to two fully connected layers and a
nonlinearity. The instance segmentation branch is an extension of the Mask R-CNN [He
et al., 2017]: features generated by the ResNet backbone are fed through an attention
module and are then used to generate region proposals. The attention module is defined
to integrate global and local features from both instance and semantic segmentation
branches. The model is optimized to minimize a combination of a segmentation loss
function on the semantic segmentation output and a classification loss function on the
detection outputs of the region proposal network.

U-Net

Many works have used the famous and successful U-Net architecture [Ronneberger
et al., 2015] for prostate cancer lesions segmentation. Proposals range from very simple
adaptations of the U-Net architecture to more complex ones.
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Schelb et al. [2019] train a base 2D U-Net and compare its performances to PI-RADS
clinical assessment. They build on their work by simulating the clinical deployment of
an automated prostate cancer detection network [Schelb et al., 2020] using an ensemble
of 16 2D U-Nets.

Saha et al. [2021] introduce a prior defining cancer spatial prevalence into 3D U-Net
training: a lesion spatial prevalence heatmap is computed and added as a supplementary
channel for network input. They use an adaptation of the 3D U-Net++ [Zhou et al.,
2018]: residual blocks are used in the encoder before activation layers, and decoder
dense and deep supervision blocks are dropped to have a lighter architecture. They
introduce an attention mechanism through channel-wise Squeeze-and-Excitation [Hu
et al., 2018] in residual blocks and grid-attention gates [Schlemper et al., 2018] before
skip-connection layers. Grid-attention gates learn coefficient weighting the pixels of
feature maps according to their relevance to the task. A patch-wise lesion residual
classifier is trained in parallel. Detection and classification outputs are fused into a de-
cision function to aggregate predictions and reduce false positives: patches classification
is used to identify false positives in the detection map and to suppress them.

These approaches with the U-Net architecture do not necessarily combine classification
and detection approaches, but the model used generates lesion segmentation masks
that are readily interpretable by clinicians.

Edge detection networks

The third family of deep learning methods for prostate lesion segmentation is based
on edge detectors such as holistically-nested edge (HED) ones [Xie and Tu, 2015]. In
HED, side-output layers are introduced after each convolution block, and supervision
is imposed at each side-output level. A weight fusion layer is added to combine outputs
at different scales. This method has been applied straightforwardly to prostate cancer
lesion detection by Sumathipala et al. [2018].

Bhattacharya et al. [2021] build on this architecture introducing a “Correlated Signa-
ture Network” to classify and locate indolent from aggressive prostate cancer. T2w,
ADC, diffusion, and histopathology images are fed to a pre-trained VGG-16 network [Si-
monyan and Zisserman, 2014] for feature extraction. These features are concatenated
and used to train a correlation network to learn a shared representation from MRI and
histopathology. This representation is then given to a modified HED network: T2w,
ADC sequences, and feature maps are fed to three parallel branches and fused later to
generate segmentation maps.

Other examples of combined methods for prostate cancer lesion detection and segmen-
tation have been reported in various reviews [Bhattacharya et al., 2022, Rouvière et al.,
2022, Sushentsev et al., 2022].

The performances reported by these different works open up the prospect of their use in
routine clinical practice. For these studies, databases of several thousand examinations
have been enriched with dense annotations (prostate segmentation and lesion segmen-
tation), enabling the development of models for lesion detection and segmentation using
deep neural networks. However, Hosseinzadeh et al. [2021] show that larger cohorts are
still needed to develop tools whose performances are compatible with clinical routine.
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Building large annotated datasets with lesion annotations at pixel level is quite costly,
which advocates for the development of self-supervised methods to take advantage of
unannotated data.

Contrastive learning for prostate cancer lesion detection

As introduced in Section 2.2.2, contrastive learning methods have been introduced
as part of self-supervised learning to train a model to learn similarity, in the latent
space, between images. These methods have been applied to prostate lesion detection
problems.

Fernandez-Quilez et al. [2022] apply the base simCLR [Chen et al., 2020a] (explained in
details in Section 3.2) approach on 2D T2w axial MRI. They report better fine-tuning
results than random and ImageNet [Deng et al., 2009] initializations with different
fractions of labeled data. This approach does not use multi-parametric MRI although
it has been shown to increase diagnostic relevance.

Gutiérrez et al. [2022] build sequence-specific parallel encoders and apply the con-
trastive learning framework to prostate lesions regions of interest. The neural network
is then fine-tuned to classify lesion clinical significance. Having three encoders (one for
each sequence among T2w, ADC, and diffusion) is computationally heavy and would
not apply to whole 3D volumes. This method also needs to know the lesion region of
interest beforehand.

4.2.2 Conditional contrastive learning

To improve latent representation quality, some works have proposed to condition con-
trastive learning with class labels or weak metadata.

Khosla et al. [2020a] propose to condition pair sampling with class labels, when avail-
able. Rather than defining positive pairs with two perturbed views of the same image,
positive pairs are defined as all the images sharing the same label. This leads to a new
loss function:
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where A(i) = I \ i, I being the set of perturbed images, P (i) = {p ∈ A(i) : yp = yi}
with y the label of the image.

This method performs well in a fully-supervised setting where class labels are available
but is not applicable if class labels are missing. Some works have proposed to use weak
metadata to condition contrastive learning.

Tsai et al. [2022] and Dufumier et al. [2021a] introduce a kernel function on metadata y
to condition positive and negative pairs selection. Using the alignment and uniformity
formulation introduced by Wang and Isola [2020] and presented in Section 3.3.4, they
introduce the following loss function:
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where dij = ||x1i − x2j ||2 (superscripts 1 and 2 indicate that latent representations xi
and xj come from two perturbed versions of input images i and j), w is a kernel
function measuring the degree of similarity between metadata yi and yj , 0 ≤ w ≤ 1
and ||w||∞ = w(yi, yi) = 1.

The conditional alignment term brings close together, in the representation space, only
samples that have a metadata similarity greater than 0, while the conditional uniformity
term does not repel all samples uniformly but weights the repulsion based on metadata
dissimilarity. A schematic view of this function is shown in Figure 4.2.

Figure 4.2: Schematic view of loss functions in Equations (3.1) (left) and (4.2) (right).

Class labels and weak metadata can be noisy. As introduced in Section 2.2.2, some
works have used noisy labels in contrastive learning approaches and introduced confi-
dence in labels in contrastive loss functions. The existing approaches are usually based
on a measure of label noise through loss function values but a priori knowledge on label
noise can be available. As introduced in Section 4.1.2, PI-RADS scores can be subject
to high inter-annotator variability which can be measured and used within contrastive
learning loss function.

With the increasing amount of available prostate MRI, many deep learning methods
have been proposed to automate prostate cancer detection and lesion segmentation.
The proposed fully-supervised approaches require large annotated datasets with manual
lesion annotations at pixel level which are costly to obtain. This advocates for the
use of self-supervised learning methods, but only few have been proposed for prostate
cancer detection [Gutiérrez et al., 2022, Fernandez-Quilez et al., 2022]. Conditional
contrastive learning methods have been proposed to take metadata into account in
pre-training but, to the best of our knowledge, none of them use a priori knowledge
on metadata variability. We thus propose a conditional contrastive learning method,
taking PI-RADS scores variability into account, to pre-train a prostate cancer lesion
segmentation model.
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4.3 Dataset

4.3.1 MRI sequences

The private dataset that we use contains 2415 multi-parametric MRIs acquired on 1.5T
and 3T MRI machines from different manufacturers (66% GE Medical Systems, 28%
Siemens, and 5.2% Siemens Healthineers). All MRIs were paired with radiologically-
estimated annotations of clinically significant prostate cancer via PI-RADS v2.1. MRIs
were interpreted by at least one of twelve radiologists with varying experience. The
whole prostate gland was manually segmented. Found lesions were assigned a PI-
RADS score and lesions with PI-RADS ≥ 3 were manually segmented. Interpretation
was performed with the use of axial T2w, axial diffusion-weighted imaging (DWI) with
calculated apparent diffusion coefficient (ADC) maps and high-b-value DWI images (b
≥ 1200s/mm2) and dynamic contrast-enhanced imaging (DCE).

T2w sequences give a high-resolution view of the prostate anatomy and are thus called
morphological sequences.

DWI sequences show water molecules’ motion within tissues. The intensity of each pixel
reflects water diffusion at that pixel location: on a DWI sequence a high signal value
reflects a high cell density because of less water molecules diffusion. These sequences are
acquired with different values of the diffusion variable b depending only on acquisition
parameters.

ADC sequences are obtained by taking the difference between two DWI sequences with
different b values.

DCE sequences show changes in tissue over time after administration of a contrast
agent. In a recent literature review, Castillo et al. [2020] found no performance differ-
ence when using the DCE sequence in machine learning algorithms.

We thus use T2w, DWI, and ADC sequences to build our training dataset. Figure 4.3
shows the different sequences used and the bizonal (peripheral and transitional zones)
prostate segmentation. Bizonal prostate segmentations are generated by a deep learning
algorithm, developed by Incepto, trained on T2w sequences and available prostate
manual segmentations.

For each interpreted examination we then have a bi-parametric MRI composed of three
MRI sequences, the prostate gland manual segmentation, lesions grading and segmen-
tation when available, and a global examination grading.

4.3.2 Manual lesion segmentation

As shown by Turkbey et al. [2019], there is inter-reader variability when grading a
lesion even with PI-RADS v2.1 standardization. Manual lesion segmentation can also
vary across radiologists. The private dataset shows two kinds of annotation variability:
manual lesion segmentation and lesion scoring variability.
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Figure 4.3: Extract of the prostate dataset used with the three MRI sequences (T2w,
DWI (b ≥ 1200s/mm2), ADC mapping) and the bizonal prostate segmentation (pe-
ripheral zone in gray, transitional zone in white).

Manual lesion segmentation variability

Figure 4.4 shows different examinations with different annotations sets. We see that
the amount of consensus between radiologists varies depending on the cases. In the first
and third columns of Figure 4.4, radiologists have found the same lesion, their manual
delineations differ, and the variability is higher in the first example. The second column
shows a more problematic example: radiologist A0 has found a lesion while radiologist
A1 has not. In the fourth column, radiologist A0 has found one lesion (on the top
right) that has not been segmented by other radiologists who agree on the lesion found
on the bottom right.

Figure 4.5 shows the average Dice score between annotations available for each exam.
We see that 42% of exams have an average annotation Dice strictly below 0.6. We
propose to model annotation variability through a redundancy approach: if an exam
has been annotated by n radiologists, having n lesion segmentation masks, it is added n
times in the dataset with the associated annotation. The rationale here is that, during
fully-supervised training, more weight will be given to consistent annotations.

Considering the existing methods in the literature [Warfield et al., 2004, Cardoso et al.,
2013, Zhang et al., 2023], this redundancy approach might be overly simplistic. One
approach could entail using probability segmentation masks taking annotator consensus
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Figure 4.4: Slice from four different prostate examinations with the associated manual
lesion segmentations, each contour level is associated with a radiologist Ai. The fourth
column shows a case where one annotator (A0) has not found the same lesion as the
others.

Figure 4.5: Histogram of average annotation Dice score for each exam in the dataset.

into account: each pixel would contain the amount of consistent annotations divided
by the total number of annotators. We tried this approach and did not obtain satis-
factory results. We do not further investigate how to include the variability of lesion
segmentation masks in fully supervised training as we focus on self-supervised learning
approaches in this thesis.

Additionally, manually segmenting prostate lesions can be difficult and time-consuming
given the size of the lesion (a clinically significant lesion is defined by a volume greater
than 0.5 cubic centimeters by Turkbey et al. [2019]) compared to that of the input
volume (an average prostate has a volume of 20-25 cubic centimeters [Strand et al.,
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2017]). The global PI-RADS score of the examination, which can be extracted from
radiologist reports, is a metadata that could be used during pre-training to help reduce
annotation costs but is also subject to inter-annotator variability.

Lesion grading variability

As mentioned in Section 4.3.1, the found lesions are assigned a PI-RADS score. A
global PI-RADS grading of the exam is defined by the radiologist by taking the highest
PI-RADS value of the set of lesions in the exam. This global score does not need
the manual delineation of any lesion and can be extracted from radiology reports. As
mentioned in Section 4.1.2, PI-RADS grading is subject to inter-annotator variability
which exists in our dataset as shown by Figure 4.6.

Figure 4.6: Slice from three different prostate examinations with the associated global
grading given by radiologist Ai (when the global score is above 3 the manual lesion
segmentation is also displayed).

Using global examination grading as a metadata in conditional contrastive pre-training
can be useful as it could avoid manual lesion segmentation. However, lesion grad-
ing variability should be included in the kernels used in conditional contrastive loss
functions.

4.3.3 Metadata analysis

To define an appropriate kernel taking metadata values into account, we perform a
data analysis on the private dataset. Given a set of PI-RADS scores, we consider it
to be coherent if all its values are either strictly above or below 3. In Figure 4.7, a
PI-RADS score is considered coherent if it is part of a coherent set of scores. We see
that PI-RADS 3 annotations are never coherent or only annotated by one annotator.
A measure of coherence between scores could thus be defined and used to condition
contrastive pre-training.

Figure 4.8 shows the distribution of annotators’ numbers. We see that most exams are
annotated by up to three annotators. The coherence definition could thus be weighted
by the number of annotators providing the set of PI-RADS scores thus leading to a
confidence measure: a set of coherent PI-RADS scores will be even more confident if
provided by a large number of annotators.
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Figure 4.7: Pirads distribution stratified on annotation coherence.

Figure 4.8: Histogram of annotator number.

4.4 Performing contrastive learning on bi-parametric MRI:
combination strategy

As mentioned in Section 4.3.1, we are working with a dataset with bi-parametric MRI.
With natural images, many works have investigated how to combine multimodal data
(especially images and text) in contrastive pre-training. Most of these works propose
to train parallel encoders, one for text and one for images, and combine the obtained
latent representations in a modality-aware loss function [Yuan et al., 2021, Yang et al.,
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2022a, Udandarao et al., 2020].

With medical images, Li et al. [2021b] use a CycleGan [Zhu et al., 2017] to generate
images from different vendors. The generated images make the positive pairs in the
contrastive loss function, thus exposed to multi-style images. For prostate cancer de-
tection, Gutiérrez et al. [2022] build three parallel encoders taking as input ADC, T2w,
and one DWI sequences of prostate lesion. The latent representations are concatenated
and used to compute the contrastive loss function.

We thus investigate how to best combine the three modalities, along with the prostate
segmentation mask in contrastive pre-training. Following the work of Gutiérrez et al.
[2022], we propose to train three modality-specific encoders in parallel, concatenate the
vectors of the latent representations, feed this concatenation to a projection head, and
apply the contrastive loss function. We also propose to add contrastive loss functions
at each encoder level. To take prostate segmentation into account, we update this
architecture using prostate segmentation mask as a guide after the first encoder layers.
We also pre-train three separate encoders with base contrastive learning [Chen et al.,
2020a], freeze each encoder, and add a Dense layer followed by a projection head to
optimize the contrastive loss function on the three modalities. Figure 4.9 shows a
schematic view of the proposed approaches.

Training encoders in parallel leads to heavy architectures which are bound to create
memory issues that cannot be solved by reducing the batch size as the number of
negative pairs is important for contrastive learning approaches.

In the following sections, we use the three MRI sequences and the prostate segmen-
tation mask in channels, as it was the best-performing approach when training the
segmentation model from scratch. Table 4.1 shows preliminary experiments obtained
while training a RetinaUnet [Jaeger et al., 2018] from scratch with different modality
fusion strategies: putting all four sequences in channels (4 channels), building a batch
with three consecutive slices and performing fusion operations (at some levels in the
network, some feature maps are reshaped and fed to a convolutional layer to combine
the feature maps of different sequences) in the network (3D fusion), building a batch
with three consecutive slices for each modality (2.5D modality), and building a batch
with the three modalities for three consecutive slices (2.5D slices).

Method AUC

4 channels 0.881
3D fusion 0.854

2.5D modality 0.869
2.5D slices 0.846

Table 4.1: Results obtained while training a RetinaUnet [Jaeger et al., 2018] from
scratch.
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Figure 4.9: Proposed approaches for multi-modal contrastive learning. Left: three
modality-specific encoders trained in parallel with (and without) modality-specific con-
trastive loss functions L0,1,2 followed by a concatenation of latent representations, and
a new projection head for contrastive loss computation on concatenation Lc. Dotted
and hatched components represent the segmentation guide approach. Right: three
modality specific encoders are separately trained with the base simCLR [Chen et al.,
2020a] approach, they are then frozen and followed by a projection layer to perform
contrastive learning on the concatenation of latent projections.

4.5 Conditional contrastive learning for prostate cancer
detection

As shown in the previous section, prostate MRI examinations are assigned a PI-RADS
score defining a malignancy level. This score is subject to low inter-reader reproducibil-
ity, as shown in Figure 4.4 and by Smith et al. [2019]. Some examinations, as those
from the PI-CAI [Saha et al., 2022] dataset, are classified using biopsy results. This
kind of classification is usually considered more precise (hence often taken as ground
truth) but is also costly to obtain and presents a bias since only patients with high
PI-RADS scores undergo a biopsy. Building a generic and automatic lesion detection
method must therefore deal with the diversity of classification sources, radiology or
biopsy, and the variability of classifications for a given exam.

We thus propose to build a conditional contrastive learning framework taking metadata
such as PI-RADS and biopsy scores into account while also considering the variability
of these scores.
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4.5.1 Contrastive learning framework

We follow the conditional contrastive learning framework introduced in Section 4.2.2
and apply it to PI-RADS and biopsy scores that can have high variability.

To simplify the problem and homogenize PI-RADS and biopsy scores, we decide to
binarize both scores, following clinical practice and medical knowledge [Epstein et al.,
2015, Turkbey et al., 2019]. We set y = 0 for PI-RADS 1 and 2, and y = 1 for PI-
RADS 4 and 5. We do not consider PI-RADS 3, since it has the highest inter-reader
variability [Greer et al., 2019] and low positive predictive value [Westphalen et al., 2020].
This means that all exams with a PI-RADS 3 are considered deprived of metadata. For
each exam i, a set of y values is available, noted yi. The number of annotations may
differ among subjects. For a biopsy result (defining an ISUP classification [Epstein
et al., 2015]), we set y = 0 if ISUP ≤ 1 and y = 1 if ISUP ≥ 2. Table 4.2 summarizes
these definitions.

y = 0 y = 1 y = ∅

PI-RADS 1,2 4,5 3
ISUP ISUP ≤ 1 ISUP ≥ 2

Table 4.2: Link between metadata value (PI-RADS and ISUP) and y score. PI-RADS 3
examinations are considered deprived of metadata (y = ∅).

To take advantage of the entire dataset, we also consider unannotated data for which
metadata are not provided. When computing the loss function on an exam without
metadata (no y associated), we use the standard alignment and uniformity function as
defined by Wang and Isola [2020]. This leads to the following contrastive loss function:
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(4.3)

where A (resp. U) is the subset with (resp. without) associated y metadata.

Since the number of annotations may be different between two subjects i and j, we
cannot use a standard kernel, as the RBF in [Dufumier et al., 2021b]. We would like to
take metadata confidence, namely agreement among annotators, into account. In the
following, we propose a kernel w to that end.

4.5.2 Including annotation confidence in kernel definition

Our measure of confidence is based on the discrepancy between the elements of vector y
and their most common value (or majority vote). For exam i, if yi is the most common
value in its metadata vector yi = [yi0, yi1, ...yin−1] with n the number of available
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scores1, confidence c is defined as:

c(yi) =


ϵ if n = 1

2×

(∑n−1
k=0 δ(yik, yi)

n
− 1

2

)
if n > 1

(4.4)

where δ is the Dirac function and ϵ = 0.12. c(yi) ∈ [0, 1], 0 is found when an even
number of opposite scores is obtained and the majority vote cannot provide a decision.
In that case, the associated exam will be considered as deprived of metadata.

Given this definition of confidence, we propose different kernels with increasing levels of
complexity. We propose to see how different levels of confidence will impact fine-tuning
performances after pre-training with different kernels. The three following subsections
will present the different proposed kernels. We first introduce a simple kernel taking
only highly confident metadata into account. We then use latent representation values
to refine kernel definition on highly confident metadata. Finally, we define a kernel
using the whole confidence definition from Equation (4.4) which conditions contrastive
learning with metadata coherence and annotators number. Table 4.3 summarizes the
similarities and differences between these approaches.

High confidence kernel

In this section, we propose to define a kernel only on examinations with metadata of
maximum confidence.

As shown in Figure 4.8, most of the available annotations are either provided by one
annotator or can be considered coherent (except for cases with six or seven annotators
but they only represent 1% of the database). We start by considering only exams with
confidence equal to 1 (defined in Equation (4.4)) or annotated by one annotator for
which we also set c(yi) = 1 in this analysis.

Defining cij = min(c(yi), c(yj)), we set the following kernel:

wδ(yi,yj) =



1 if i = j
(exam against its

own transformed version)

λδ(cij , 1) if yi = yj and i ̸= j
(different exams,

same majority vote)

0 if yi ̸= yj and i ̸= j
(different exams,

different majority vote)

(4.5)

where λ < 1 is a parameter setting the amount of attraction of different exams with
the same majority vote. We use λ = 0.8 in practice.

For two given exams i and j, the proposed method is interpreted as follows:

� an exam is perfectly aligned with its own transformed version;

1in the remainder of this manuscript, score and metadata indicate the binarization output of PI-
RADS and biopsy scores without distinction

2The maximum number of metadata available for an exam is n = 7, the minimal achievable confi-
dence value is thus c = 2(4/7− 1/2) > 0.14. We set ϵ so that the confidence for n = 1 is higher than 0
but less than the minimal confidence when n is odd.
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� different exams with the same majority vote and considered confident (cij = 1 i.
e. c(yi) = c(yj) = 1 or n = 1) are aligned but do not collapse at the same point
as λ < 1;

� different exams with different majority votes are not attracted, they will be re-
pulsed by the second term of Equation (4.3).

Figure 4.10 shows a schematic view of this approach.

Figure 4.10: Given a set of exams latent representations (xi), i ∈ [1, 10], yi is repre-
sented as a list of colored points. Confidence (c) is represented with color saturation:
darker means more confident. Exams with confidence smaller than 1 (lighter coloring)
are considered unlabeled and uncolored in the right part of the plot. Exams with a
similar confident majority vote y will be attracted. Groups of exams with different y
scores are repelled.

This approach might be overly simplistic as alignment and uniformity of latent repre-
sentations of different exams with the same majority vote is conditioned on only one
parameter λ that has to be set and tuned. If λ is too close to 1, different exams with the
same majority vote will all collapse at the same point, which amounts to no condition-
ing. If λ is too close to 0, too few alignment will be performed and latent representations
of different exams with the same majority vote will be uniformly repulsed.

Heaviside kernel

To better control the amount of attraction and repulsion between latent representa-
tions of images with the same confident majority vote, we introduce another kernel
formulation. We propose to condition alignment and uniformity using values of the
latent representations of views. This leads to rewrite the second line of Equation (4.5)
as follows:

wH(yi,yj , x
1
i , x

2
j ) =

{
H(||x1i − x2j ||2 − τ)δ(cij , 1)

if yi = yj
and i ̸= j

(different images with

same majority vote)

(4.6)
where H is the Heaviside function. Latent representations of data with the same
confident majority votes are attracted only if their distance is above a user-defined
threshold τ . We will consider both global and conditional uniformity approaches (in-
troduced in Section 4.2.2). Using conditional uniformity, latent representations of data
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with similar confident majority votes are pushed apart provided their distance is below
τ . Figure 4.11 shows a schematic view of our approach. We use similar notations and
definitions as those introduced in Figure 4.10.

Figure 4.11: Attraction and repulsion between latent representations of examinations
with similar confident majority votes are conditioned by attraction and repulsion
thresholds.

Parameter τ is chosen such that latent representations of two different views are sep-
arated by, at most, an angle of π/3. This threshold is arbitrarily set which is not
convincing, as shown in Section 4.5.4. A search for the correct τ value would need mul-
tiple pre-training and fine-tuning experiments, which is time and resource-consuming.
In the following section, we propose to define another kernel that does not introduce a
supplementary hyper-parameter to be tuned.

Both the aforementioned kernels consider only highly confident samples which amount
to ignore inter-reader variability. This is overly simplistic considering clinical reality.
We thus propose a final kernel expression taking all cases into account.

Final kernel

Taking all examinations into account rather than only highly confident ones, we get
the following expression for different exams and the same majority vote (lines 1 and 3
of Equation (4.5) are unchanged):

w(yi,yj) =

{
cij if yi = yj and i ̸= j

(different exams,

same majority vote)
(4.7)

where cij = min(c(yi), c(yj)). For two given exams i and j, the proposed model is
interpreted as follows:

� If both metadata confidences are maximal (cij = 1), w(yi,yj) will be equal to 1
and full alignment will be computed.

� If either metadata confidence is less than 1, w(yi,yj) value will be smaller and
exams will not be fully aligned in the latent space. The less confidence, the less
aligned exams i and j representations will be.
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� If confidence drops to zero for either exam, the exam will only be aligned with
its own transformed version.

Similarly to decoupled contrastive learning [Yeh et al., 2022], we design w such that
the second term of Equation (4.3) does not repel samples with identical majority vote
and maximal confidence (cij = 1). Figure 4.12 shows a schematic view of our approach.
Previously introduced notations and definitions are unchanged.

Figure 4.12: Exams such that c(yi) = 0 (no decision from majority vote) are considered
as unlabeled and uncolored. Exams such that c(yi,j) = 1 and yi = yj , e.g. (x1, x2) (resp.
(x3, x8)), will be strongly attracted while less attracted to patients with c(yi) < 1, e.g.
x5,6 (resp. x7,9). Groups of exams with different y scores are repelled.

Table 4.3: Summary of the different kernel expressions.

i = j yi = yj and i ̸= j yi ̸= yj and i ̸= j

wδ 1 0.8δ(cij , 1) 0
wH(yi,yj , x

1
i , x

2
j ) 1 H(||x1i − x2j ||2 − τ)δ(cij , 1) 0

w(yi,yj) 1 cij 0

4.5.3 Experiments

We perform experiments on both our private and the PI-CAI public dataset [Saha et al.,
2022]. Our dataset is composed of 2415 multi-parametric MRI prostate examinations as
introduced in Section 4.3. 1397 of them have manual annotations: PI-RADS metadata
and manual lesion segmentation provided by up to seven radiologists. Pre-training is
performed with data from both datasets on 3915 exams. Fine-tuning is then performed
using 1% and 10% of these exams using cross-validation (see Implementation details
section).

PI-CAI dataset

PI-CAI dataset [Saha et al., 2022] was released for a global challenge of clinically sig-
nificant prostate lesion detection. It is composed of 1,500 MRIs of patients suspected
to have clinically significant prostate cancer. Out of the 1500 cases, 1075 have non clin-
ically significant cancer. Among the 425 cases of clinically significant prostate cancer,
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220 have manual lesion segmentation provided by a radiologist. PI-RADS scores are
not available for this dataset but a biopsy score (ISUP value [Epstein et al., 2015]) is.
We will use the provided ISUP scores as metadata for conditional contrastive learning.

Bizonal prostate segmentations are not provided for this database. We use our internal
algorithm to infer bizonal prostate segmentation on T2w PI-CAI sequences.

Implementation details

For both datasets, we apply the following preprocessing. Both DWI and ADC sequences
are registered on the T2w sequence using the registration method proposed by Yang
et al. [2016]. A crop around an extended prostate region of interest at a resolution of
(24,224,224) is applied. Unit normalization is then performed.

We pre-train a 3D U-Net encoder followed by a multi-layer perceptron projection head
on our conditional contrastive learning approach. Similarly to nn U-Net [Isensee et al.,
2020], the encoder is a fully convolutional network where spatial anisotropy is used
(e.g. axial axis is downsampled with a lower frequency since MRI volumes often have
lower resolution in this direction). It is composed of four convolution blocks with one
convolution layer in each block and takes the four sequences as input in the channel
dimension. The projection head is a two-layer perceptron as in [Chen et al., 2020a]. We
train with a batch size of 16 for 100 epochs and use a learning rate of 10−4. Following
the work of Fernandez-Quilez et al. [2022] on contrastive learning for prostate cancer
triage, we use a random sampling of rotation, translation, and horizontal flip to generate
the perturbed versions of the images.

To evaluate the impact of contrastive pre-training at low data regime, we perform fine-
tuning with 10% and 1% of annotated exams. The contrastive pre-trained encoder
is used to initialize the U-Net encoder, the whole encoder-decoder architecture is then
fine-tuned on the supervised task. Fine-tuning is performed with 5-fold cross-validation
with both datasets using the pre-trained encoder. Using 1% (resp. 10%) of annotated
data, each fold has 39 (resp. 269) training data and 12 (resp. 83) validation data.
We build a hold-out test set of 500 volumes3, not used during any training step with
data from both datasets to report our results. We also compare fine-tuning from our
pre-trained encoder to a model trained from random initialization.

Computing infrastructure. Optimizations were run on GPU NVIDIA T4 cards.

Evaluation measures

The 3D U-Net network outputs lesions segmentation masks which are thresholded,
following the dynamic thresholding proposed by Bosma et al. [2023], and of which con-
nected components are computed. For each connected component, a detection proba-
bility is assigned as the maximum value of the network output in this component. The
output of this post-processing is a binary mask associated with a detection probability
per lesion. Figure 4.13 shows an example of this post-processing.

3The 100 validation cases on the PI-CAI challenge website being hidden we could not compare our
methods to the leaderboard performances.
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Figure 4.13: Example of our post-processing approach: the network outputs prediction
mask (left), connected components are computed (middle) and a binary mask is gen-
erated with associated lesion detection probabilities (right).

We compute the overlap between each lesion mask and the reference mask. A lesion
is considered a true positive (detection) if the overlap with the reference is above 0.1
as defined by Saha et al. [2021]. This threshold is chosen to keep a maximum number
of lesions to be analyzed for AUC computation. Different threshold values are then
applied for AUC computation.

As in [Saha et al., 2021, Yu et al., 2020], lesion detection probability is used to compute
AUC values at exam and lesion levels, and average precision (mAP). To compute AUC
at exam level we take, as ground truth, the absence or presence of a lesion mask, and,
as a detection probability, the maximum probability of the set of detected lesions. At
lesion level, all detection probabilities are considered and thresholded with different
values, which amounts to limiting the number of predicted lesions. The higher this
threshold, the lower are sensitivity and the number of predicted lesions, and the higher
is specificity.

4.5.4 Results

We compared the proposed methods with different state-of-the-art contrastive learn-
ing approaches: alignment and uniformity [Wang and Isola, 2020] (named Unif align
in results tables and introduced in Chapter 3), simCLR [Chen et al., 2020a], MoCo
v2 [Chen et al., 2020b], nearest neighbor contrastive learning [Dwibedi et al., 2021]
(named nnCLR in results tables) and noncontrastive approaches: BYOL [Grill et al.,
2020], Barlow Twins [Zbontar et al., 2021] and simSiam [Chen and He, 2020] (all of
these methods were presented in Chapter 2). Results with 1% annotated data are
presented in Table 4.4. Results with 10% annotated data are in Appendix C.
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Comparison with state of the art approaches

For both datasets, we see that including metadata confidence to condition alignment
and uniformity in contrastive pre-training yields better performances than previous
state-of-the-art approaches and random initialization. The discrepancy between PI-
CAI and private mAP is due to the nature of the dataset: the PI-CAI challenge was
designed to detect lesions confirmed by biopsy, while our private dataset contains lesions
not necessarily confirmed by biopsy. Our private dataset contains manually segmented
lesions that might be discarded if a biopsy was performed. The model being fine-
tuned on both datasets, PI-CAI exams are overly segmented, which leads to lower
mAP values (since our model tends to over-segment on biopsy ground truths). For our
clinical application, which aims to reproduce radiologist responses, this is acceptable.

We report significant performance improvement at very low data regime (1% annotated
data) compared to existing methods which is a framework often encountered in clinical
practice.

Ablation studies

To assess the impact of our approach we perform different ablation studies:

� We remove confidence and use majority vote for kernel computation (Majority
voting row in Table 4.4). If two different exams have the same majority vote we
set: w(yi, yj) = 0.8 in Equation (4.7), other w values are kept unchanged. We
can see that using the majority vote without taking confidence into account leads
to decreased performances.

� We set the confidence of PI-CAI exams to 1 (increasing biopsy confidence, biopsy
row in Table 4.4) which amounts to setting ϵ = 1 for PI-CAI exams in Equa-
tion (4.4). No particular improvement is observed with this approach.

Comparison between the different proposed kernels

For all of the experienced kernels, we remove the conditioning on uniformity. Exams
are uniformly repelled rather than conditioning on metadata similarity for repulsion
(which amounts to setting w(yi,yj) = 0 for the second term of Equation (4.3)). The
results of these experiments are identified with the GlU prefix in Table 4.4.

We see that for most of the proposed kernels, conditioning the uniformity term with
metadata similarity gives better results than performing global uniformity. However,
this is not the case with the Heaviside kernel, which is due to the introduction of τ
parameter that would need better tuning.

We also see that introducing annotator confidence in kernel definition leads to better
performances than when using only high confident exams (with wδ and wH kernels).

Results on noncontrastive methods

We see that Barlow Twins, BYOL, and simSiam approaches, which propose different
loss definitions and optimization strategies, outperform our approach on some metrics
for one dataset or the other. Further work could focus on introducing our proposed
confidence kernel along with these methods, as introduced by Tsai et al. [2021].
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Table 4.4: 5-fold cross-validation mean AUC and mAP after fine-tuning on PI-CAI and
private datasets with 1% of annotated data (standard deviation in parentheses).

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.68 (0.06) 0.74 (0.03) 0.73 (0.11) 0.70 (0.05) 0.27 (0.05) 0.62 (0.03)

Unif align 0.66 (0.07) 0.72 (0.01) 0.64 (0.13) 0.68 (0.03) 0.28 (0.07) 0.63 (0.03)

simCLR 0.64 (0.07) 0.73 (0.05) 0.65 (0.08) 0.68 (0.05) 0.22 (0.07) 0.60 (0.06)

MoCo v2 0.63 (0.08) 0.71 (0.04) 0.59 (0.12) 0.64 (0.07) 0.24 (0.10) 0.58 (0.06)

nnCLR 0.57 (0.08) 0.73 (0.05) 0.49 (0.09) 0.62 (0.06) 0.21 (0.05) 0.59 (0.05)

BYOL 0.67 (0.06) 0.72 (0.04) 0.66 (0.16) 0.68 (0.04) 0.26 (0.05) 0.59 (0.04)

Barlow Twins 0.67 (0.06) 0.76 (0.03) 0.61 (0.09) 0.68 (0.06) 0.25 (0.08) 0.63 (0.04)

simSiam 0.67 (0.06) 0.74 (0.04) 0.75 (0.06) 0.69 (0.05) 0.29 (0.06) 0.64 (0.05)

wδ (4.5) 0.66 (0.08) 0.75 (0.04) 0.60 (0.06) 0.67 (0.03) 0.28 (0.09) 0.62 (0.03)

GlU wδ 0.65 (0.05) 0.74 (0.02) 0.60 (0.14) 0.69 (0.03) 0.29 (0.06) 0.64 (0.04)

Majority voting 0.63 (0.06) 0.74 (0.02) 0.62 (0.06) 0.69 (0.04) 0.28 (0.07) 0.61 (0.04)

wH (4.6) 0.64 (0.08) 0.74 (0.03) 0.62 (0.04) 0.67 (0.02) 0.24 (0.07) 0.62 (0.04)

GlU wH 0.65 (0.07) 0.76 (0.01) 0.61 (0.11) 0.70 (0.05) 0.26 (0.07) 0.65 (0.02)

Biopsy 0.64 (0.06) 0.73 (0.03) 0.69 (0.06) 0.70 (0.03) 0.24 (0.05) 0.62 (0.04)

GlU w 0.60 (0.05) 0.74 (0.03) 0.60 (0.12) 0.73 (0.02) 0.23 (0.05) 0.63 (0.04)

Ours w (4.7) 0.70 (0.05) 0.75 (0.03) 0.75 (0.10) 0.71 (0.03) 0.30 (0.09) 0.63 (0.04)

4.5.5 Qualitative results

Figure 4.14 shows the impact of our pre-training method on the outputs of the fine-
tuned U-Net. Without conditioning, some lesions are missed (false negative cases FN
1, FN 2) and others are falsely detected (false positive cases FP 1, 2, and 3). Adding
the conditioned pre-training removes these errors.

Figure 4.14: Examples of false negative (FN) and false positive (FP) cases (first row)
corrected by the proposed method (second row). Reference segmentation: green overlay,
predicted lesions: red overlay.

Figure 4.15 shows cases where conditioning pre-training with metadata confidence helps
refine the segmentations of lesions predicted by the model. The first and third columns
show cases where the predicted lesion is closer to the ground truth after fine-tuning
the model pre-trained with our approach. The second column shows a case where
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two lesions (among which one false positive) are predicted by the model pre-trained
without conditioning. Pre-training the model with metadata conditioning removes the
false positive lesion.

Figure 4.15: Example cases where conditioning with PI-RADS and biopsy scores helps
refine lesions segmentation predictions. Reference segmentation: green overlay, pre-
dicted lesions: red overlay.

To evaluate the quality of the learned representation we perform dimensionality reduc-
tion of the latent representations of the training and test set data. These two sets of
data are fed to the trained encoder, and the latent representations before the projection
layer are used to fit a 2D tSNE projection. Each point in Figures 4.16 and 4.17 shows
the latent projection of a data point on a 2D plane.

On the training set, Figure 4.16 shows a better separation between classes with our
approach and global uniformity than Barlow Twins or simCLR.

On the test set the separation is less clear. This separation in the latent space of the
encoder does not translate into large AUC differences after fine-tuning.

This might be due to the fine-tuning process which trains the full encoder-decoder
architecture. The structure learned in the encoder latent space during pre-training
ends up being altered while training the full architecture on the segmentation task
adding the multiple layers decoder.

This limitation, along with the work of Chaitanya et al. [2023], advocates for performing
contrastive pre-training on the decoder (see Section 4.6.2).

4.6 Two ideas for improvement: preliminary results

4.6.1 Computing pseudo labels with nearest neighbors

To improve the previously introduced confidence kernel (Equation (4.7)), we propose to
build on existing approaches on contrastive learning with nearest neighbors [Dwibedi
et al., 2021] and pseudo labels [Bošnjak et al., 2023].
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Figure 4.16: tSNE projection of private training set data for different approaches (sub-
jects deprived of metadata are not shown for better readability). Dark (respectively
light) green and red points represent subjects with high (respectively low) confidence.

Figure 4.17: tSNE projection of private test set data for different approaches. Dark
(respectively light) green and red points represent subjects with high (respectively low)
confidence -1 labels represent subjects deprived of metadata.

We propose to compensate for the lack of annotations for a patient by using the anno-
tations of the nearest neighbors in the latent space. We build a support set S of 100
cases with 50 confident cases such that c(yi) = 1 and y = 0 and 50 confident cases such
that c(yi) = 1 and y = 1.
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During training, we redefine the metadata list for cases with one metadata only (n = 1
in Equation (4.4)). Given yi0 the score for patient i and xi its projection in the latent
space, we define the new scores list as yi = [yi0, yn0 , yn1 , ...ynm ] where nj are the nearest
neighbors of patient i from the support set in the latent space: nj = NN(xi, S)j . We
use m = 6 nearest neighbors to get a new set of 7 scores, 7 being the maximum number
of annotators in the database.

For cases with one annotator, we get a new majority vote from pseudo labels and the
vote confidence becomes:

c(yi) =

{
2×

(∑n−1
k=0 δ(yik, yi)

n
− 1

2

)
(4.8)

where yik are either true scores or pseudo-labels from nearest neighbors.

Figure 4.18 shows a schematic view of this approach (we follow the same definitions
and annotations as in Figure 4.12).

Figure 4.18: Latent representations of exams with only one annotation: x4, x6, x9, x10
will be compared to latent representations of confident exams from the support set
S = [x1, x2, x3, x8]. Pseudo labels are defined by taking the majority vote of 2 (in this
example) nearest neighbors from the support set (represented as dotted arrows).

We compare our method with nearest neighbors with MoCo v2 [Chen et al., 2020b]
and nnCLR [Dwibedi et al., 2021] approaches from the literature and the previously
proposed approach with confidence kernel (presented in Section 4.5). We also propose
to design the memory bank used in MoCo and the support set of nnCLR to contain only
patients with scores of maximum confidence. These experiments are ablation studies
to evaluate the impact of computing pseudo labels rather than designing a specific
memory bank with confident samples.

Table 4.5 shows fine-tuning results with 1% of annotated data (results with 10% of
annotated data are in Appendix C).

We see that using a better-designed support set (respectively memory bank) using only
confident samples with nnCLR (respectively MoCo) approach improves the AUC at le-
sion level. Furthermore, the proposed nearest neighbor approach does not yield better

65



Table 4.5: 5-fold cross-validation mean AUC and mAP after fine-tuning on PI-CAI and
private datasets with 1% of annotated data with nearest neighbors approach (standard
deviation in parentheses).

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.68 (0.06) 0.74 (0.03) 0.73 (0.11) 0.70 (0.05) 0.27 (0.05) 0.62 (0.03)

MoCo 0.63 (0.08) 0.71 (0.04) 0.59 (0.12) 0.64 (0.07) 0.24 (0.10) 0.58 (0.06)

MoCo confident 0.60 (0.05) 0.71 (0.03) 0.63 (0.13) 0.70 (0.04) 0.19 (0.05) 0.57 (0.05)

nnCLR 0.57 (0.08) 0.73 (0.05) 0.49 (0.09) 0.62 (0.06) 0.21 (0.05) 0.59 (0.05)

nnCLR confident 0.57 (0.06) 0.71 (0.04) 0.56 (0.13) 0.68 (0.06) 0.20 (0.05) 0.59 (0.04)

Ours w (4.7) 0.70 (0.05) 0.75 (0.03) 0.75 (0.10) 0.71 (0.03) 0.30 (0.09) 0.63 (0.04)

Ours w (4.7) with nn 0.67 (0.06) 0.74 (0.03) 0.66 (0.13) 0.69 (0.04) 0.30 (0.09) 0.61 (0.05)

results than using constant confidence for data with one annotation (defined in Equa-
tion (4.4)) although the data of the support set are quite well clustered. Figure 4.19
shows a tSNE projection of the latent representations of data in the support set dur-
ing training: the latent representations of healthy and pathological cases making the
support set are well separated during training, especially in epochs 40 to 70.

Figure 4.19: tSNE plot of latent representations of data from the support set along
training epochs.

To improve the performances of this approach, further works could focus on support
set design and optimization strategies:

� The size of the support set: we take 100 cases arbitrarily but a throughout analysis
of the impact of the support set size should be performed.

� The selected cases for the support set: the 100 confident cases are chosen arbitrar-
ily in the dataset but some other cases might be better prototypes of confident
cases. We expect the impact of the support set composition to reduce as its size
grows.
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� Computing pseudo labels using nearest neighbors in the latent space is strongly
dependent on the representation quality and clustering in the latent space. To
improve the reliability of pseudo labels computed with nearest neighbors, a two-
stage training strategy could be envisaged: during a few epochs, a conditional
contrastive pre-training could be performed using only confident cases with con-
fidence above a certain threshold.

� The distance of each nearest neighbor could be taken into account when defining
the new pseudo label and its confidence which would lead to:

c(yi) = 2×
(

1∑m
k=1(||xi − nk||+ 1)

(
δ(yi0, yi) +

∑m
k=1 δ(ynk

, yi)

||xi − nk||+ 1

)
− 1

2

)
(4.9)

where nk = NN(xi, S)k the k-th nearest neighbor in the latent space.

Preliminary results for some of these propositions are presented in Table 4.6. These
results are obtained by pre-training the network with the proposed approaches on a
subset of the dataset composed of 794 cases, fine-tuning on 324 cases, and testing on 48
cases. We see that changing the support set composition or its size has an important
impact on some metrics which advocates for further investigations on its design.

Method AUC exam AUC lesion mAP

|S1| = 100 0.71 0.64 0.47
|S2| = 100 0.79 0.57 0.49
|S1| = 300 0.71 0.51 0.52
|S1| = 50 0.70 0.58 0.46
|S1| = 10 0.76 0.56 0.56

Table 4.6: Preliminary results changing the support set with fixed size (S1 and S2
rows) and changing the support set size once fixed (first, third, fourth, and fifth rows).

4.6.2 Adding contrastive pre-training to decoder

As previously mentioned, pre-training an encoder with contrastive learning for a target
segmentation task might not be powerful enough. We propose, as a second perspective
for prostate lesion detection with contrastive learning, to investigate the approaches
proposed by Chaitanya et al. [2020], Zheng et al. [2021] and Chaitanya et al. [2023]
performing contrastive pre-training at the decoder level.

Zheng et al. [2021] (HSSL) combine contrastive and reconstruction loss functions. En-
coder features at different scales are concatenated before being fed to a projection head
after which the contrastive loss function is computed. The decoder is trained to re-
construct the unperturbed input image. Figure 4.20 shows a schematic view of this
approach. To enforce a consistency constraint, we only use one perturbed version of
the input image, the second view being the unperturbed input image. A balance has
to be found between the batch size, which needs to be large enough for contrastive
learning, and the number of decoder blocks to be able to use before having memory
issues. We train HSSL with one decoder block which allows us to use a batch size of
4. The reconstruction is thus learned on downsampled volumes. When fine-tuning the
model for lesion segmentation, we initialize the encoder and selected decoder blocks
with the learned weights, and the remaining decoder blocks are trained from scratch.
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Figure 4.20: HSSL approach [Zheng et al., 2021].

Chaitanya et al. [2020] propose to combine global and local contrastive loss functions
applied to partitions of the input volume. The input volume is split into a partition
of four sub-volumes along the axial axis, one slice of each sub-volume is sampled at
random to build the input batch. The input batch is perturbed with crop, brightness,
and contrast transformations to create two perturbed versions which are fed to the
encoder, followed by a projection head. The global contrastive loss function is defined
to bring closer latent representations of the two perturbed versions of one sub-volume
while pushing apart latent representations of different perturbed sub-volumes. The
weights learned during this first pre-training stage are used to initialize the encoder for
a second stage during which the decoder is pre-trained. During this stage, the input
volume is split into sub-volumes, and the input batch is perturbed with brightness and
contrast transformations and fed to the encoder-decoder architecture. A projection
head is added after a set decoder block. Thirteen patches of fixed size are extracted from
the obtained feature maps. A local contrastive loss function is defined to bring closer
latent representations of the same patches in the feature maps obtained from perturbed
versions of the same input volumes while pushing apart other patches. Figure 4.21
shows a schematic view of this approach.

The model used for this approach is a 2D U-Net taking 2D slices sampled from 3D
volumes partition. After pre-training, we fine-tuned the model on 2D slices from the
10% and 1% annotated 3D volumes. The 2D slices are chosen such that they intersect
the prostate and that there is a balance between the lesion and non-lesion slices.

In 2D, Chaitanya et al. [2023] build on the local contrastive loss approach by adding a
segmentation branch to the contrastive learning framework. A 2D U-Net architecture
is used, a contrastive and a segmentation blocks are added after the decoder model.
The 2D U-Net followed by the segmentation block is trained for a few epochs on the
available annotated data, the trained segmentation model is then used to generate
pseudo labels for unannotated data. Joint training is then performed on unannotated
and annotated data (see Figure 4.22):

� Annotated data are used to keep training the segmentation model;

� Both annotated and unannotated data are perturbed with random brightness and
contrast transformations and fed to the contrastive model;
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Figure 4.21: Local global contrastive pre-training approach (figure from [Chaitanya
et al., 2020]).

� The obtained feature maps are then masked by either available reference segmen-
tation or pseudo label;

� A local contrastive loss function is then applied to bring closer latent representa-
tions of pixels from the same class and push apart latent representations of pixels
of different classes;

� Pseudo labels are updated during training.

The trained segmentation model is then evaluated on a hold-out test set.

Figure 4.22: Pseudo-label local contrastive learning approach (figure taken from Chai-
tanya et al. [2023]).

69



The two aforementioned approaches have led to high performances at very low data
regime. We compare the performances obtained by these two approaches to that of a
2D U-Net trained from scratch.

We also propose to apply the local contrastive loss function to a partition of 3D feature
maps rather than randomly sampling slices from sub-volumes of 3D volumes to have
a 3D model, thus taking advantage of previous experiments. We initialize the encoder
with the weights learned by the confidence contrastive pre-training and train the first
decoder level with the local loss function applied on patches from sub-volumes of feature
maps. Figure 4.23 shows the feature maps partition approach, and patches on feature
maps are then computed as in Figure 4.21.

Figure 4.23: Feature maps partition approach.

As a preliminary work, we apply the contrastive loss function with confidence kernel
presented in Section 4.5 at the decoder level: rather than applying the projection head
after the encoder, we apply it after the first decoder layer. We also apply the uni-
form align contrastive loss function [Wang and Isola, 2020] after the first decoder layer,
initializing the encoder with the weights from the confidence approach pre-training.
Results of these approaches are shown in the second part of Tables 4.7 and 4.9. We see
that applying base contrastive learning at the decoder level after pre-training the en-
coder with the confidence kernel does not improve performances compared to applying
it to the decoder only.

We compare the contrastive approaches of the literature with Models Genesis [Zhou
et al., 2019b] (which pre-trains a U-Net to reconstruct images transformed with per-
turbations specific to medical images, as introduced in Section 2.1).

Applying contrastive learning to the decoder, we are aiming to improve segmentation
performances. To evaluate the impact of the tested methods, we report segmentation
metrics: Dice Coefficient on every volume and Dice Coefficient on volumes having at
least one lesion (true negative and false positive exams are not considered for this
metric). Dice results on the 10% database are reported in Appendix C.

On the 1% database (results in Tables 4.7 and C.3), HSSL, Models Genesis and our
confidence approach have similar performances. On the 10% database (results in Ta-
ble 4.9), HSSL and Models Genesis approaches lead to small performance improvements
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compared to our approach. We also train the HSSL architecture with our confidence
contrastive loss function (row HSSL with w (4.7) in both Tables 4.7 and 4.9) which
does not lead to performances improvement. Further works should focus on the balance
between contrastive and reconstruction loss terms and adding contrastive learning in
the decoder along with image reconstruction. Pre-training the full U-Net architecture
rather than selecting some decoder blocks could also help improve performances but
is bound to lead to memory issues. Parallel training and contrastive learning without
negative pairs approaches could be investigated to get around this limitation.

Results on the 2D dataset are shown in the last section of Tables 4.7 and 4.9. The
approach on feature maps partition presented in Figure 4.23 did not yield any results
and was very unstable to optimize. One possible explanation is that instability is due
to random sampling of slices from sub-volumes of feature maps.

Table 4.7: 5-fold cross-validation mean AUC and mAP after fine-tuning on PI-CAI
and private datasets with 1% of annotated data and decoder contrastive pre-training
(standard deviation in parentheses).

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.68 (0.06) 0.74 (0.03) 0.73 (0.11) 0.70 (0.05) 0.27 (0.05) 0.62 (0.03)

HSSL 0.67 (0.05) 0.78 (0.03) 0.67 (0.09) 0.70 (0.05) 0.30 (0.05) 0.67 (0.04)

Models Genesis 0.68 (0.07) 0.77 (0.06) 0.63 (0.17) 0.69 (0.07) 0.31 (0.07) 0.68 (0.04)

HSSL with w (4.7) 0.67 (0.06) 0.75 (0.03) 0.67 (0.10) 0.70 (0.02) 0.28 (0.09) 0.66 (0.04)

Ours w (4.7) 0.70 (0.05) 0.75 (0.03) 0.75 (0.10) 0.71 (0.03) 0.30 (0.09) 0.63 (0.04)

Ours w (4.7) decoder 0.70 (0.02) 0.75 (0.02) 0.73 (0.08) 0.72 (0.04) 0.30 (0.05) 0.63 (0.02)

Decoder w (4.7) init 0.65 (0.08) 0.75 (0.03) 0.63 (0.14) 0.70 (0.05) 0.25 (0.07) 0.64 (0.04)

Random 2D init 0.59 (0.08) 0.73 (0.06) 0.57 (0.12) 0.64 (0.09) 0.20 (0.08) 0.56 (0.10)

Local global 0.44 (0.09) 0.59 (0.08) 0.56 (0.09) 0.58 (0.03) 0.09 (0.03) 0.36 (0.08)

Table 4.8: 5-fold cross validation Dice and Dice lesion after fine-tuning on PI-CAI
and private datasets with 1% of annotated data and decoder contrastive pre-training
(standard deviation in parentheses).

Method Dice Dice lesion

PI-CAI Private PI-CAI Private

Random init 0.05 (0.01) 0.19 (0.01) 0.29 (0.05) 0.32 (0.01)

HSSL 0.06 (0.01) 0.22 (0.01) 0.32 (0.06) 0.36 (0.02)

Models Genesis 0.05 (0.02) 0.21 (0.03) 0.29 (0.10) 0.34 (0.04)

HSSL with w (4.7) 0.04 (0.02) 0.18 (0.04) 0.25 (0.09) 0.30 (0.07)

Ours w (4.7) 0.06 (0.01) 0.21 (0.02) 0.33 (0.06) 0.35 (0.03)

Ours w (4.7) decoder 0.05 (0.01) 0.19 (0.03) 0.29 (0.06) 0.32 (0.06)

Decoder w (4.7) init 0.04 (0.02) 0.17 (0.03) 0.22 (0.10) 0.28 (0.06)

Random 2D init 0.03 (0.01) 0.13 (0.03) 0.15 (0.05) 0.21 (0.05)

Local global 0.02 (0.01) 0.10 (0.03) 0.09 (0.04) 0.16 (0.05)

The local-global approach proposed by Chaitanya et al. [2020] did not lead to the same
performance improvement on our dataset. We hypothesize that this is due to the size
of the objects we want to segment. In the original paper, the pre-training approach is
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Table 4.9: 5-fold cross-validation mean AUC and mAP after fine-tuning on PI-CAI
and private datasets with 10% of annotated data and decoder contrastive pre-training
(standard deviation in parentheses).

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.78 (0.04) 0.80 (0.02) 0.77 (0.06) 0.73 (0.02) 0.38 (0.04) 0.68 (0.02)

HSSL 0.82 (0.02) 0.83 (0.01) 0.77 (0.04) 0.72 (0.02) 0.35 (0.03) 0.70 (0.03)

Models Genesis 0.83 (0.01) 0.83 (0.01) 0.81 (0.02) 0.74 (0.03) 0.41 (0.03) 0.73 (0.02)

HSSL with w (4.7) 0.80 (0.02) 0.80 (0.01) 0.77 (0.04) 0.71 (0.00) 0.36 (0.03) 0.69 (0.02)

Ours w (4.7) 0.80 (0.02) 0.80 (0.02) 0.82 (0.04) 0.74 (0.02) 0.40 (0.04) 0.70 (0.01)

Ours w (4.7) decoder 0.79 (0.05) 0.81 (0.01) 0.74 (0.07) 0.72 (0.04) 0.38 (0.02) 0.69 (0.03)

Decoder w (4.7) init 0.78 (0.03) 0.79 (0.03) 0.77 (0.06) 0.75 (0.03) 0.35 (0.02) 0.68 (0.03)

Random 2D init 0.74 (0.03) 0.80 (0.02) 0.71 (0.02) 0.72 (0.02) 0.33 (0.04) 0.66 (0.03)

Local global 0.67 (0.03) 0.74 (0.02) 0.71 (0.02) 0.72 (0.03) 0.22 (0.03) 0.59 (0.02)

applied for whole organ segmentation: prostate or heart. When selecting patches from
the feature maps for the local contrastive loss function computation, there is a high
probability that it intersects the region of interest for segmentation (as the organ to
segment is present in most of the volume slices). A prostate lesion being considered
clinically significant above 0.5 cubic centimeters, it can be present on only two or three
slices over the whole volume and thus absent from most of the selected feature maps
patches.

Similar conclusions can be drawn from the pseudo label approach [Chaitanya et al.,
2023]. In contrast to what is done in the original paper, our problem only has two
classes: lesion and background. In 2D, this leads to a highly imbalanced problem as
lesions are only present in some slices: to avoid this issue, we run our experiments
on a small dataset of 17012 2D slices each containing a lesion. As this is preliminary
work, no cross-validation was performed on this approach, results are presented on the
hold-out test set of 500 cases previously used but pre-training has been done on only
one fold.

Table 4.10 shows that the pseudo label approach does not lead to detection metrics
improvement but Table 4.11 shows that segmentation performances are higher. Fig-
ure 4.24 shows the evolution of the generated pseudo labels on the cases considered
as unannotated during pre-training. The last row shows the reference lesion segmen-
tation. We see that during training pseudo labels tend to get closer to the reference
segmentation.

Figure 4.25 shows cases where the model did not manage to learn relevant pseudo labels
which mostly concern small lesions.

To improve this approach to segment small objects in a two-class setting, further works
could focus on introducing a weighted contrastive loss function at the pixel level, con-
sidering prostate, lesion, and background pixels, and assigning a higher weight to the
alignment of lesion pixels. Annotation variability could also be dealt with by choos-
ing experts labeled cases for the labeled set and annotation confidence could also be
introduced at the pixel level in the contrastive loss function.
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Figure 4.24: Examples of pseudo labels at different training epochs (10, 30, and 60,
first three rows) and reference segmentation (last row). Each column shows a different
patient slice.

Figure 4.25: Examples of pseudo labels failure cases at different training epochs (10,
30, and 60, first three rows) and reference segmentation (last row). Each column shows
a different patient slice.
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Table 4.10: Comparison of the pseudo label approach with random initialization.

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random 2d init lesion 0.65 0.78 0.80 0.77 0.22 0.65
Pseudo label 0.52 0.60 0.25 0.35 0.07 0.24

Table 4.11: Comparison of dice metrics of the pseudo label approach with random
initialization.

Method Dice Dice lesion

PI-CAI Private PI-CAI Private

Random 2d init lesion 0.06 0.22 0.31 0.36
Pseudo label 0.21 0.32 0.23 0.40

4.7 Perturbations optimization for contrastive learning
pre-training

We now apply the methods presented in Chapter 3 to the prostate lesion detection
task. We optimize the perturbation generator and the encoder with some amount of
supervision to classify prostate 2D slices as healthy or pathological. We thus build
a 2D dataset by taking slices of 5510 3D volumes: a slice is selected if it intersects
the prostate and such that there is a balance between lesion and nonlesion slices. A
slice is considered pathological if it intersects a lesion segmentation mask, otherwise,
it is defined as healthy. As in the experiments described in Chapter 3, we use 10% of
supervision to guide the perturbation generator optimization. This leads to a dataset
of 50618 2D slices (10% of which are considered annotated) among which 14968 are
kept as a hold-out test set.

We apply a similar split and evaluation strategy as introduced in Section 3.3.3: data
for the pre-training step is split into training and validation sets, and three optimiza-
tions are performed changing the 10% supervision set for variability analysis. Linear
evaluation is performed on the hold-out test set. We perform linear evaluation using
the weights obtained at different pre-training epochs. We train the encoder on the
classification task in a fully supervised manner with 10% and 100% labeled data. We
perform linear evaluation on the frozen encoder with the hold-out test set and report
the obtained AUC as horizontal lines.

We see that the approach introduced in Chapter 3 translates well to the prostate
lesion classification problem. Pre-training the encoder with 10% of supervision while
optimization perturbations generates better latent representations than training from
scratch with 10% of annotations.

Figure 4.27 shows the obtained perturbations after pre-training on three different sets
of supervised data. We see that depending on the supervised sets the obtained per-
turbations are not the same. Sets 0 and 1 give relevant perturbations almost often
including lesion pixels. The optimization with supervised set 2 is an example of the
mode collapse of M : the perturbation generator did not manage to get out of this local
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Figure 4.26: Linear evaluation results across optimization epochs.

minima but the encoder managed to get enough information from the unperturbed
image to obtain sufficient classification performances.

Figure 4.27: Examples of generated perturbations on five different cases after optimiza-
tion on three different supervised sets. Reference lesion segmentation is displayed in
green overlay.
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Applying confidence conditional contrastive learning on perturbation gen-
erator optimization

We perform encoder and perturbation generator optimization using the confidence con-
trastive loss introduced in Section 4.5. As we are using the alignment and uniformity
framework, as introduced in Section 3.3.4 we are only minimizing alignment for the
perturbation generator. Figure 4.26 shows that introducing confidence in the pertur-
bation optimization framework does not lead to better latent representation (as these
are preliminary results, optimization on only one supervision set is performed hence
the lack of standard deviation).

Further works should thus investigate how to improve the perturbation generator op-
timization when working in the alignment and uniformity framework with metadata
confidence.

4.8 Conclusion

In this chapter, we have introduced metadata confidence based on agreement among an-
notators into contrastive learning for prostate cancer lesion detection. Fully supervised
deep learning methods have already been developed to automate prostate cancer detec-
tion but they are based on large datasets where lesions are usually manually segmented
and classified by experts. These annotations are costly to obtain while PI-RADS score
at the exam level is readily available from radiology reports. However, these annota-
tions are subject to high inter and intra-annotator variability [Turkbey et al., 2019].
Additionally, some examinations may be classified using a biopsy result which is often
taken as ground truth but is much more costly to obtain. In this context, building
a deep learning algorithm to automatically detect cancerous lesions on prostate MRI
necessitates taking into account annotations variability and source (biopsy or radiolog-
ical).

Following the conditional contrastive learning framework introduced by Dufumier et al.
[2021a] who propose to weight alignment and uniformity based on metadata similar-
ity, we introduce a kernel based on classification (PI-RADS or biopsy) confidence. We
measure confidence as the agreement among annotators for each exam. We then define
different kernels with increasing levels of complexity with respect to confidence inclu-
sion. We pre-train the encoder of a 3D U-Net with this conditional contrastive learning
framework. After pre-training, we fine-tuned the whole encoder-decoder architecture
on the lesion detection task with 1% and 10% annotated data. With 1% annotated
data we show substantial improvements with the most complex kernel using confidence
compared to other contrastive learning approaches from the literature: on two datasets,
we report an AUC increase between 3 and 4% at both exam and lesion levels and an
mAP increase between 3 and 7%. With 10% annotated data, our proposed method per-
forms similarly to noncontrastive approaches but still outperforms contrastive methods
from the literature. Further work could focus on combining the confidence approach
with noncontrastive methods. We also show that the proposed perturbation generator
introduced in Chapter 3 leads to better latent representation quality than fully super-
vised learning with 10% annotated data on the prostate cancer classification task. The
perturbations found are well centered on the tumor region of interest except for one
supervision fold which underlines the need to avoid the perturbation generator mode
collapse.
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Nevertheless, it seems that structuring the encoder latent space only is not enough to
keep a satisfactory class separation after fine-tuning: the structure learned by the en-
coder is transformed when fine-tuning the full architecture with multiple decoder layers.
We present preliminary results applying self-supervised and contrastive pre-training on
the decoder. The experiments show that adding self and contrastive pre-training to
the decoder helps improve performances during fine-tuning. The local and pseudo-
label approaches from the literature did not yield the expected improvements. Further
works could thus investigate combining local pseudo-label approaches with annotation
confidence, pre-training with more medically linked perturbations, and including other
patients’ metadata such as age or PSA level.

As developed in Section 4.6.1, further works could also focus on improving the confidence-
based kernel using nearest neighbors in the latent space by working on support set
design or including nearest neighbor distance in the kernel.
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Chapter 5

Conclusions and Perspectives

5.1 Summary of the thesis contributions

The recent growth in the amount of available medical images has gone in hand with
the development of deep learning algorithms for many diverse applications. The per-
formances of a deep learning model are strongly linked to the quality and size of the
labeled datasets available for training. However annotating medical data is costly,
time-consuming, often requires expert knowledge, and can be subject to annotator
variability.

In this thesis, we have proposed methods to reduce the annotation workload while
keeping high algorithm performances in medical imaging. We have investigated self-
supervised and contrastive learning methods which propose to take advantage of the
available unannotated data during pre-training. These methods introduce auxiliary
tasks that do not need supplementary labels.

In Chapter 3, we have introduced a new perturbation generator guided by some amount
of supervision to optimize the perturbations used in contrastive pre-training. This
generator is not based on generative models and is trained along the encoder. To
build this generator, we have proposed a differentiable framework for perturbations.
We have proven that contrastive pre-training with perturbation optimization and some
amount of supervision leads to better latent representation quality than usual methods
using perturbations sampled at random within a fixed list with fixed parameters. We
have shown the performances of our approach at low annotated data regime on three
different datasets. After optimization, we see that centered crop is the most relevant
perturbation for contrastive pre-training and is often found to be centered on the region
of interest.

This perturbation generator can still be improved to avoid mode collapse by adding
noise during training for instance. Further works could also look at this generator
through the augmentation lens to use the contrastive pre-training to find augmentations
to be used in fully supervised training.

In Chapter 4, we have then investigated how to take metadata variability and confi-
dence into account in contrastive pre-training applied to the specific problem of prostate
cancer detection. For prostate cancer grading, different metadata can be available: PI-
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RADS scores, ranging from 1 to 5 and readily available from radiology reports but
subject to high inter and intra-annotator variability, and biopsy scores, more precise
but also more costly to obtain and subject to bias as only patients with high PI-RADS
scores undergo a biopsy. We have introduced a new kernel for conditional contrastive
learning based on annotation confidence. We have proposed conditional contrastive ker-
nels with increasing levels of complexity and defined confidence as agreement among
annotators. We have shown that the confidence approach improves detection perfor-
mances compared to other methods from the literature and to simpler proposed kernels.

We have presented preliminary works to improve the confidence contrastive learning
kernel. To compensate for the heterogeneous number of annotators for each patient,
we have proposed to use metadata from latent space nearest neighbors as pseudo labels
for patients with only one metadata value. This approach can be improved by further
investigating the choice of nearest neighbors, the structure of the latent space with
highly confidence samples as a first training stage, and extending the pseudo label
computation to patients with metadata of smaller confidence.

In Section 4.5.5, we have shown that pre-training the encoder with contrastive learning
was not sufficient to obtain the highest performances on the segmentation task as fine-
tuning an encoder-decoder architecture alters the structure learned by the encoder
during pre-training. We have presented preliminary results to improve performance on
the segmentation task. We have used the proposed confidence contrastive loss function
at the decoder level showing the benefits of decoder pre-training. We have proposed to
use existing approaches from the literature to add contrastive learning on the decoder
through multi-scale, reconstruction, local contrastive loss functions, and pseudo-label
approaches. The reconstruction approach proposed by Zhou et al. [2019b], introducing
perturbations more specific to medical imaging, has led to the best performances.

The pseudo label approach proposed by Chaitanya et al. [2023] has yielded Dice score
and qualitative segmentation improvements although it did not improve AUC or mean
average precision. This approach has to be further investigated to better define the
local loss function for small object segmentation. Annotation confidence could also be
added to this pre-training by choosing the most confident cases (e.g. annotated by
experts) for the first segmentation stage and introducing a confidence kernel for the
local contrastive loss.

5.2 Perspectives

5.2.1 Combining perturbation generator and confidence approach

The two main contributions of this thesis, namely the perturbation generator and the
confidence kernel, could be further investigated in joint decoder pre-training with local
loss functions and noncontrastive approaches. The perturbation generator introduced
in Chapter 3 could be used in a decoder pre-training approach for segmentation tasks.
We showed in Chapter 4 that noncontrastive approaches such as BYOL [Grill et al.,
2020], simSiam [Chen and He, 2020] and Barlow Twins [Zbontar et al., 2021] were
performing well on encoder pre-training, and further improvements could be obtained
by combining these approaches with the confidence kernel.
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5.2.2 Improving the perturbation generator

In Chapter 3, we showed that optimizing a perturbation generator for contrastive pre-
training was beneficial as some perturbations were more relevant to the subsequent
supervised task.

In line with the more medically oriented perturbations proposed by Zhou et al. [2019b],
further research could focus on generating and optimizing more realistic perturbations
such as metal artifacts, organ size, or image acquisition noise to increase fine-tuned
model robustness.

Anatomical invariances such as organ size could be learned using simple transformations
such as zooming in or out to simulate size differences. More advanced methods such as
spatial transformer networks could be used to learn a generator of organs of different
sizes.

Metal artifacts (when present in images) and image acquisition noise could be gener-
ated using diffusion models trained to learn and generate the noise distribution in the
dataset. Perturbations could also be learned directly in the MRI k-space to generate
MRI sequences from a perturbed k-space.

5.2.3 Building on multi-modal conditional contrastive pre-training
with confidence

In Chapter 4, we showed that including metadata confidence in contrastive pre-training
was beneficial to improve performances. Given that pre-training the decoder is most
beneficial to segmentation performances, further works could investigate how to include
some amount of supervision with segmentation annotations while taking their variabil-
ity into account. Confidence in segmentations could be defined considering the expertise
of the annotator, when known, or also defined based on the amount of agreement at
the pixel level.

Many metadata are available from radiological reports, in Chapter 4 we have focused on
pathology score at the exam level. Following the research on multi-modality combining
text and images done on natural images and the work proposed by Bosma et al. [2021],
future works should combine image contrastive latent space with as much information
from reports as possible: age, sex, pathology, clinical data... The information extracted
from reports could be used to introduce a more general knowledge of pathology and
the patient’s potential anteriorities.

Contrastive learning also seems a great candidate to include knowledge of indirect
signs between different pathologies. For instance, a knee medial meniscus tear is often
associated with an anterior cruciate ligament lesion. This a-priori medical knowledge is
used in practice by radiologists when providing their diagnosis and should be included
in contrastive pre-training.

Some recent works on prostate cancer lesion detection [Schelb et al., 2020, Duran et al.,
2022] have shown great performances using ensemble approaches: training multiple
models in parallel and averaging their predictions. Contrastive pre-training could be
applied to these approaches to pre-train the different models and to see the performance
gain while reducing the number of models used.
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5.2.4 Contrastive pre-training in a concrete medical and industrial
setting

Finally, the contributions made by this thesis are part of a specific medical and indus-
trial context in which annotations are costly to obtain but, when building a partnership
with a hospital, a large amount of unannotated medical data and patient metadata can
be available. We showed that this low annotated data regime framework benefited from
contrastive pre-training with optimized perturbation and metadata inclusion.

Having a performing framework to pre-train models on unannotated data allows to use
images from different clinical sites and increases robustness to different MRI machines
for deployment without needing to mobilize doctors to annotate. These pre-training
approaches could also be included in an active learning framework where a model would
be pre-trained on unannotated data and fine-tuned with the small initial amount of data
available. In the development phase, when doctors are asked to annotate an increasing
amount of images, the pre-trained model could be fine-tuned on these new annotations
to find the most accurate and sufficient cases to annotate to obtain good performances.

82



Appendix A

Appendix: Latent space
clustering

A.1 Perturbations clustering

Generation (see Section 2.1) and context based (see Section 2.2) pretext tasks introduce
different perturbations applied to the input image which will then be processed by a
neural network. Finding optimal pretext tasks, hence perturbations, for self-supervised
learning implies finding an importance order between them. We thus tried to create per-
turbations clusters. The rationale is that perturbations with similar parameters shall
be closer than ones with different parameters. Looking at one perturbation with differ-
ent parameter values, latent representations should be ordered as the parameter values.
For example, if we are looking at three additive Gaussian noises with different σ values,
if σ1 < σ2 < σ3, we expect latent representation distances to be similarly ordered. We
started by investigating perturbations used in contrastive learning [Chaitanya et al.,
2023, Chen et al., 2020a, Dufumier et al., 2021b]: Gaussian blur, Gaussian noise and
flip. Once a perturbations clustering is build, it should be possible to move within the
perturbations clustered space in order to find the most relevant ones for pre-training.
Similar to contrastive learning approaches (presented in details in Section 3.2), we build
loss functions in the latent space encoding perturbation proximity. We train an encoder
to bring closer representations in the latent space of similar perturbations.

We propose to model the perturbations proximity in the latent space with a parameter
p encoding how similar two perturbations are.

The parameter p can be defined as 1 − ∆α where ∆α is the absolute value of the
difference between the shared parameters of two perturbations of the same set (for
instance |σ1 − σ2| for two blurs with standard deviations σ1 and σ2).

Considering three perturbations T1, T2 and T3 where T1 and T2 share a parameter (for
instance two blurs with different σ values), the proximity matrix between tasks is the
following:

1 p 0
p 1 0
0 0 1
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We constraint two latent projections zi and zj to be normalized and such that: ∥zi −
zj∥2 = 4(1− pij) where pij is an element of the proximity matrix defined above (row i
column j). Note that using a simpler approach where ∥z1 − z2∥ = (1p − 1) would not
work if p = 0.

This leads to the following optimization problem:

min zi · zj − (2pij − 1)

s.t. ∥zi∥ = 1
(A.1)

The encoder generating latent representations zi, zj is optimized through gradient de-
scent to minimize Equation (A.1). To evaluate the performance of proximity training,
we compute a 3D UMAP [McInnes and Healy, 2018] projection of latent representations
of the validation set before and after training. The right side of Figure A.1 shows that a
decent clustering is obtained with two perturbations. However we see that a separation
between the two perturbations already exists without needing to train a model. We
obtain this clustering when computing a forward pass on a randomly initialized model
as shown on the left side of Figure A.1.

Figure A.1: UMAP projection of latent representations before (left) and after (right)
training (the three axis are the three UMAP components).

To get rid of existing a priori separation between perturbations, we performed pre-
training with two supplementary gaussian blur and noise and also included the unper-
turbed input image in pre-training. Figure A.2 shows that latent representations of
non perturbed images clusters are close to that of additive noise.

To help the model learning meaningful representations of the data, while learning per-
turbation clustering in the latent space, we couple clustering with reconstruction learn-
ing. Using a U-Net [Ronneberger et al., 2015] to reconstruct the input image and
extracting the encoder latent representation with a multi-layer perceptron (MLP) as in
simCLR [Chen et al., 2020a], the optimization problem is the following:

min zi · zj − (2pij − 1) +MSE(xi, f(xi))

s.t. ∥zi∥ = 1
(A.2)

where xi is one image of the batch being compared to one other image xj , zi, zj are
the projections in the latent space of the encoder output for xi and xj , f(xi) is the
reconstruction of xi generated by the U-Net, and MSE is the mearn square error
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Figure A.2: Results on the validation set with more perturbations: two Gaussian noises,
two Gaussian blurs and the unperturbed input image (identity param 0 on the plot).

function.

Adding reconstruction in training does not help going over a priori distances between
clusters. Due to memory constraints and model size, we had to use a smaller batch
size, which is detrimental to contrastive loss functions that rely on a large number of
negative samples.

More experiments were carried out to learn Gaussian blur parameter order and clus-
tering by introducing more perturbations, but without successful results.

A.2 Linear combination of perturbations coupled with re-
construction

Once clustering is learned, we propose to move inside the learned latent space to find the
most relevant perturbations for pre-training. Our hypothesis is that clustering can be
used to find an optimal combination of perturbations in the latent space. We optimize
a linear combination of perturbations to apply to the data at the input image and la-
tent space levels. Using the clustered perturbations, we sample a linear combination of
the latent representations of perturbations and feed them to the segmentation decoder.
When learning linear combination of the latent space representations of perturbations
in 3D, the memory cost increased drastically as the number of perturbations increased.
Clustering and reconstruction were learned using five additive noises, crop, inpainting
and identity perturbations. Figure A.3 shows satisfactory clustering results as inpaint-
ing and identity are clustered together and additive noises are logically ordered.

Despite clustering satisfactory results, the learned weights did not allow us to fine-tune
the network on the segmentation task. Also, the benefit of clustering learning for the
subsequent supervised task remains unclear.
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Figure A.3: Clustering results of latent representations of four additive noises, crop and
inpainting perturbations,“identity” is the latent representation of unperturbed images.

To assess the performance of clustering pre-training we fine-tuned a U-Net for tumor
segmentation using encoder learned weights. We compared the tested approaches to
existing encoder pre-training methods in contrastive learning: simCLR [Chen et al.,
2020a] and Models Genesis [Zhou et al., 2019a], as well as fully supervised training with
augmentations. simCLR pre-training performed much better than any other method.
We thus abandoned the clustering approach to learn a perturbation generator to be
optimized for simCLR pre-training.
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Appendix B

Appendix: Conditioned encoder
and GAN training

B.1 Conditioned encoder training

To learn the optimal perturbations for self-supervised pre-training we propose to train a
conditional perturbation generator. The proposed architecture is shown in Figure B.1.

Figure B.1: First perturbation generator architecture.

An encoder e encodes the content of the input image I. A vector defining the pertur-
bation to generate is embedded through h, taking as input a binary vector indicating
which perturbation or perturbation composition to apply. The perturbed image is gen-
erated by g taking I and h output as inputs. For h both Keras embedding layers and
a fully convolutional network were tested. The generator was also trained with and
without skip connections.
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Table B.1 sums up the different experiments carried out and their results on 3D volumes
of the BraTs dataset. For the first experiments, we trained the network to generate
images perturbed by horizontal and vertical flips and centered crop of fixed size.

Table B.1: Experiments results of perturbation generation without GAN.

Method name Observation

Id + flip, l2 not learning

Id + flip, l1 not learning

Id + flip, without skip connections not learning lacking details

Id + flip, instance normalization better learning, lacking details

When using batch normalization (BN), batch normalization weights were not encapsu-
lating perturbations properly, as shown in the right side of Figure B.2. Because every
image in a batch can be perturbed with a different perturbation, computing the nor-
malization weights over the whole batch cannot encapsulate individual perturbations.
Figure B.2 (left) shows that batch normalization works when recomputing its weights
at inference. We thus replaced it by instance normalization. The flip was better learned
and the model distinguished better identity from flip.

To increase the amount of training data we moved from 3D volumes to 2D slices.
Volumes were split along the axial axis to get 2D slices, and only slices with less than
80% of black pixels were kept.
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Figure B.2: Examples of generated images with different batch normalization strate-
gies : recomputing BN weights at prediction (left), using learned BN weights during
prediction (right)

On the 2D database, we changed the generator depth and the embedding architecture.
Playing on the embedding architecture did not change the results much. Figures B.3
shows that a deeper network generates better results.

Figure B.3: Generated images examples with network of depth 4 (left) and 5 (right)

A simple auto-encoder was trained to learn identity and flip generation. To optimize
perturbations for self-supervised pre-training, we need to be able to generate multiple
perturbations and compositions thereof. We thus trained an auto-encoder to learn
crop and flip perturbations. Figure B.4 shows that when training the auto-encoder
to learn perturbations composition the generated flip is lacking details. The image is
much smoother and high frequency details are lost. Figure B.5 shows that the crop
perturbation is properly generated.

B.2 GAN training

To improve the perturbation generator performances, we added a discriminator after
image generation. Figure B.6 shows that introducing a discriminator increased gener-
ated images quality when learning the composition of flip and crop perturbations.
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Figure B.4: Autoencoder flip generation Figure B.5: Autoencoder crop generation

Figure B.6: Flip generation with GAN.

B.2.1 Perturbation regularization

For the subsequent optimization of the perturbation generator we need to be able
to sample a perturbation conditioning among those learned in perturbation genera-
tor training. To that end, every perturbation has to be regularized as a function of
a parameter λ ∈ [0, 1]. Perturbations such as blur and Gaussian noise are already
dependent of a continuous parameter.

The crop perturbation has been regularized as follows: a crop perturbation is defined
by two λ values, one for the center position of the crop as a proportion of the full image
size and another one for the crop size as a proportion of the full image size.

The flip has been regularized using a projection formulation. The flip perturbation is
a function of a λ value indicating the “amount” of flip performed and the axis a of the
flip: Flipλ,a(x) = x − 2λ⟨x, a⟩a. When λ = 0 no perturbation is applied, when λ = 1
we obtain the full flip around the specified axis. If λ ∈]0, 1[ the resulting image is as
shown in Figure B.7.
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Figure B.7: Impact of λ value on flip output.

Training a GAN with such a perturbation formulation did not yield satisfactory results.
Figure B.8 shows that when trying to generate only a flipped image the generator
outputs a cropped image. Figure B.9 shows that a single crop is not properly generated.
Training the network to generate perturbations composition was detrimental to single
perturbation generation.

Figure B.8: Example of generated flip from regularized GAN trained to generate flip,
crop and perturbation composition.

To avoid the burden of training a generative model for perturbation generation we
propose to train a perturbation function generator rather than a perturbed image
generator as developed in Section 3.3.
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Figure B.9: Example of generated crop from regularized GAN trained to generate flip,
crop and perturbation composition.
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Appendix C

Appendix: Supplementary
results for Chapter 4

Table C.1: Results with 10% annotated data: 5-fold cross validation mean AUC and
mAP after fine-tuning on PI-CAI and private datasets.

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.78 (0.04) 0.80 (0.02) 0.77 (0.06) 0.73 (0.02) 0.38 (0.04) 0.68 (0.02)

simCLR 0.77 (0.04) 0.80 (0.03) 0.71 (0.03) 0.70 (0.02) 0.36 (0.03) 0.67 (0.02)

Unif Align 0.79 (0.05) 0.79 (0.01) 0.76 (0.04) 0.73 (0.01) 0.39 (0.05) 0.69 (0.02)

MoCo v2 0.77 (0.01) 0.79 (0.01) 0.74 (0.05) 0.72 (0.02) 0.36 (0.05) 0.68 (0.01)

nnCLR 0.78 (0.06) 0.81 (0.03) 0.76 (0.07) 0.73 (0.02) 0.39 (0.03) 0.67 (0.04)

BYOL 0.81 (0.03) 0.80 (0.01) 0.78 (0.04) 0.72 (0.03) 0.37 (0.02) 0.67 (0.02)

Barlow Twins 0.82 (0.03) 0.80 (0.02) 0.83 (0.03) 0.76 (0.02) 0.44 (0.03) 0.69 (0.02)

simSiam 0.82 (0.01) 0.81 (0.02) 0.82 (0.02) 0.73 (0.03) 0.41 (0.04) 0.71 (0.01)

wδ (4.5) 0.80 (0.02) 0.78 (0.03) 0.75 (0.03) 0.72 (0.02) 0.40 (0.03) 0.67 (0.02)

GlU wδ 0.79 (0.06) 0.82 (0.02) 0.76 (0.06) 0.74 (0.03) 0.39 (0.03) 0.70 (0.01)

Majority voting 0.75 (0.04) 0.79 (0.03) 0.75 (0.05) 0.74 (0.02) 0.38 (0.05) 0.67 (0.03)

wH (4.6) 0.79 (0.03) 0.80 (0.00) 0.76 (0.04) 0.71 (0.05) 0.41 (0.02) 0.67 (0.01)

GlU wH 0.79 (0.02) 0.79 (0.02) 0.76 (0.04) 0.73 (0.02) 0.40 (0.05) 0.69 (0.02)

Biopsy 0.77 (0.02) 0.80 (0.02) 0.75 (0.06) 0.73 (0.03) 0.36 (0.02) 0.70 (0.03)

GlU w (4.7) 0.78 (0.02) 0.81 (0.01) 0.74 (0.03) 0.72 (0.02) 0.39 (0.04) 0.70 (0.00)

Ours w (4.7) 0.80 (0.02) 0.80 (0.02) 0.82 (0.04) 0.74 (0.02) 0.40 (0.04) 0.70 (0.01)
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Table C.2: 5-fold cross validation mean AUC and mAP after fine-tuning on PI-CAI and
private datasets with 10% of annotated data with nearest neighbors approach (standard
deviation in parentheses)

Method AUC exam AUC lesion mAP

PI-CAI Private PI-CAI Private PI-CAI Private

Random init 0.78 (0.04) 0.80 (0.02) 0.77 (0.06) 0.73 (0.02) 0.38 (0.04) 0.68 (0.02)

MoCo v2 0.77 (0.01) 0.79 (0.01) 0.74 (0.05) 0.72 (0.02) 0.36 (0.05) 0.68 (0.01)

MoCo v2 confident 0.76 (0.03) 0.80 (0.01) 0.76 (0.02) 0.72 (0.02) 0.39 (0.04) 0.69 (0.02)

nnCLR 0.78 (0.06) 0.81 (0.03) 0.76 (0.07) 0.73 (0.02) 0.39 (0.03) 0.67 (0.04)

nnCLR confident 0.76 (0.07) 0.79 (0.01) 0.76 (0.08) 0.75 (0.03) 0.38 (0.03) 0.69 (0.01)

Ours w (4.7) 0.80 (0.02) 0.80 (0.02) 0.82 (0.04) 0.74 (0.02) 0.40 (0.04) 0.70 (0.01)

Ours w (4.7) with nn 0.79 (0.04) 0.81 (0.03) 0.74 (0.07) 0.73 (0.03) 0.37 (0.02) 0.69 (0.03)

Table C.3: 5-fold cross validation Dice and Dice lesion after fine-tuning on PI-CAI
and private datasets with 10% of annotated data and decoder contrastive pre-training
(standard deviation in parentheses).

Method Dice Dice lesion

PI-CAI Private PI-CAI Private

Random init 0.07 (0.00) 0.24 (0.01) 0.39 (0.02) 0.40 (0.02)

HSSL 0.07 (0.00) 0.25 (0.01) 0.39 (0.02) 0.42 (0.01)

Models Genesis 0.08 (0.00) 0.26 (0.01) 0.42 (0.01) 0.43 (0.01)

HSSL with w (4.7) 0.07 (0.00) 0.25 (0.00) 0.40 (0.02) 0.42 (0.01)

Ours w (4.7) 0.08 (0.00) 0.27 (0.01) 0.44 (0.02) 0.44 (0.02)

Ours w (4.7) decoder 0.07 (0.01) 0.24 (0.02) 0.38 (0.05) 0.40 (0.03)

Decoder w (4.7) init 0.07 (0.01) 0.25 (0.01) 0.40 (0.04) 0.41 (0.01)

Random 2D init 0.06 (0.00) 0.24 (0.01) 0.35 (0.01) 0.39 (0.02)

Local global 0.06 (0.00) 0.21 (0.01) 0.33 (0.02) 0.35 (0.01)
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S. Loizillon, S. Bottani, A. Maire, S. Ströer, D. Dormont, O. Colliot, and N. Burgos.
Transfer learning from synthetic to routine clinical data for motion artefact detection
in brain t1-weighted mri. In Medical Imaging, 2023. 4

M. Lubrano, T. Lazard, G. Balezo, Y. Bellahsen-Harrar, C. Badoual, S. Berlemont,
and T. Walter. Automatic grading of cervical biopsies by combining full and self-
supervision. European Conference on Computer Vision (ECCV) Workshops, 2022.
16

D. K. Mahajan, R. B. Girshick, V. Ramanathan, K. He, M. Paluri, Y. Li, A. R.
Bharambe, and L. van der Maaten. Exploring the limits of weakly supervised pre-
training. European Conference on Computer Vision (ECCV), 2018. 17

C. Matsoukas, J. F. Haslum, M. Sorkhei, M. P. Soderberg, and K. Smith. What makes
transfer learning work for medical images: Feature reuse & other factors. IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), pages 9215–9224,
2022. ix, 3

102



L. McInnes and J. Healy. Umap: Uniform manifold approximation and projection for
dimension reduction. ArXiv, abs/1802.03426, 2018. 84

B. H. Menze et al. The multimodal brain tumor image segmentation benchmark
(BRATS). IEEE Transactions on Medical Imaging, 34(10):1993–2024, 2015. 27

Z. Mirikharaji, K. Abhishek, S. Izadi, and G. Hamarneh. D-lema: Deep learning ensem-
bles from multiple annotations - application to skin lesion segmentation. IEEE/CVF
Conference on Computer Vision and Pattern Recognition Workshops (CVPRW),
pages 1837–1846, 2021. 18

I. Misra and L. van der Maaten. Self-supervised learning of pretext-invariant repre-
sentations. IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pages 6706–6716, 2019. 12

B. Mustafa, A. Loh, J. von Freyberg, P. MacWilliams, M. Wilson, S. M. McKinney,
M. Sieniek, J. Winkens, Y. Liu, P. Bui, S. Prabhakara, U. Telang, A. Karthike-
salingam, N. Houlsby, and V. Natarajan. Supervised transfer learning at scale for
medical imaging. ArXiv, abs/2101.05913, 2021. 3

M. Noroozi and P. Favaro. Unsupervised learning of visual representations by solving
jigsaw puzzles. In European Conference on Computer Vision (ECCV), 2016. 10
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Titre : Méthodes et systèmes d’optimisation de la charge d’annotation en imagerie médicale pour les algo-
rithmes d’apprentissage

Mots clés : Apprentissage, Imagerie Médicale, Annotation

Résumé : Ces dernières années, la quantité de données d’imagerie
médicale n’a cessé de croı̂tre. En 1980, 30 minutes d’acquisition étaient
nécessaires pour obtenir 40 images médicales. Aujourd’hui, 1000 images
peuvent être acquises en 4 secondes.
Cette croissance de la quantité de données est allée de pair avec le
développement de techniques d’apprentissage profond qui ont besoin d’an-
notations de qualité pour être entraı̂nées. En imagerie médicale, les annota-
tions sont beaucoup plus coûteuses à obtenir car elles nécessitent l’expertise
d’un radiologue dont le temps est limité.
L’objectif de cette thèse est de proposer et de développer des méthodes per-
mettant de limiter la charge d’annotation en imagerie médicale tout en main-
tenant une performance élevée des algorithmes d’apprentissage profond.
Dans la première partie de cette thèse, nous étudions les méthodes d’ap-
prentissage auto-supervisé. Ces méthodes introduisent des sous-tâches de
différents types : approches génératives, contextuelle et basée sur l’auto-
distillation. Ces tâches sont utilisées pour pré-entraı̂ner un réseau de neu-
rones sans annotations supplémentaires afin de tirer profit des données non
annotées disponibles.
La plupart de ces tâches utilisent des perturbations assez génériques, sans
rapport avec la tâche supervisée sous-jacente et échantillonnées au hasard
dans une liste avec des paramètres fixés. La meilleure façon de combiner
et de choisir ces perturbations et leurs paramètres n’est pas encore claire.
En outre, certaines perturbations peuvent être préjudiciables à la tâche su-
pervisée objectif. Certains travaux atténuent ce problème en concevant des
sous-tâches pour une tâche supervisée spécifique, en particulier dans le do-
maine de l’imagerie médicale. Mais ces tâches ne se généralisent pas bien
à d’autres problèmes. Un équilibre doit donc être trouvé entre l’optimisation

de la perturbation ou de la sous-tâche pour un problème supervisé donné et
la capacité de généralisation de la méthode.
Parmi les méthodes basées sur le contexte, les approches d’apprentissage
contrastif proposent une tâche de discrimination par instance : l’espace la-
tent est structuré suivant la similarité entre différentes instances. La définition
de la similarité des instances est le principal défi de ces approches et a été
largement explorée. Lorsque des perturbations sont utilisées pour définir la
similarité entre les images, les mêmes questions d’optimisation des pertur-
bations se posent.
Nous introduisons un générateur de perturbations optimisé pour le pré-
entraı̂nement contrastif guidé par une petite quantité de supervision.
Les annotations de classes et certaines métadonnées ont été utilisées pour
conditionner la similarité des instances, mais ces données peuvent être
sujettes à la variabilité des annotateurs, en particulier dans le domaine
médical. Certaines méthodes ont été proposées pour utiliser la confiance
dans l’apprentissage supervisé et auto-supervisé, mais elles sont principale-
ment basées sur les valeurs de la fonction de perte. Cependant, la confiance
dans les annotations et les métadonnées est souvent liée à des connais-
sances a priori du domaine, telles que l’acquisition des données, l’expérience
et l’accord entre les annotateurs. Ceci est encore plus pertinent pour les
données médicales.
Dans la deuxième partie de cette thèse, nous proposons une fonction de
perte contrastive prenant en compte la confiance des annotations pour le
problème spécifique de la détection des lésions du cancer de la prostate.
Enfin, nous explorons quelques approches pour appliquer l’apprentissage
auto-supervisé et contrastif à la segmentation des lésions du cancer de la
prostate.

Title : Methods and frameworks of annotation cost optimization for deep learning algorithms applied to medical
imaging

Keywords : Machine Learning, Medical Imaging, Annotation

Abstract : In recent years, the amount of medical imaging data has kept
on growing. In 1980, 30 minutes of acquisition were necessary to obtain 40
medical images. Today, 1000 images can be acquired in 4 seconds.
This growth in the amount of data has gone hand in hand with the develop-
ment of deep learning techniques which need quality labels to be trained. In
medical imaging, labels are much more expensive to obtain as they require
the expertise of a radiologist whose time is limited.
The goal of this thesis is to propose and develop methods to limit the anno-
tation load in medical imaging while maintaining a high performance of deep
learning algorithms.
In the first part of this thesis, we focus on self-supervised learning methods
which introduce pretext tasks of various types : generation-based, context-
based, and self-distillation approaches. These tasks are used to pre-train a
neural network with no additional annotations to take advantage of the avai-
lable unannotated data.
Most of these tasks use perturbations often quite generic, unrelated to the
objective task and sampled at random in a fixed list with fixed parameters.
How to best combine and choose these perturbations and their parameters
remains unclear. Furthermore, some perturbations can be detrimental to the
target supervised task. Some works mitigate this issue by designing pretext
tasks for a specific supervised task, especially in medical imaging. Howe-
ver, these tasks do not generalize well to other problems. A balance must be

found between perturbation or pretext task optimization for a given supervi-
sed problem and the method’s generalization ability.
Among context-based methods, contrastive learning approaches propose an
instance-level discrimination task : the latent space is structured with ins-
tance similarity. Defining instance similarity is the main challenge of these
approaches and has been widely explored. When defining similarity through
perturbed versions of the same image, the same questions of perturbation
optimization arise.
We introduce a perturbation generator optimized for contrastive pre-training
guided by a small amount of supervision.
Class labels and metadata have been used to condition instance similarity,
but these data can be subject to annotator variability, especially in the me-
dical domain. Some methods have been proposed to use confidence in fully
supervised and self-supervised training, but it is mostly based on loss func-
tion values. However, confidence on labels and metadata is often linked to
a priori domain knowledge such as data acquisition, annotators’ experience,
and agreement. This is even more relevant for medical data.
In the second part of this thesis, we design an adapted contrastive loss in-
troducing annotation confidence for the specific problem of prostate cancer
lesion detection.
Finally, we explore some approaches to apply self-supervised and contras-
tive learning to prostate cancer lesion segmentation.
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