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Titre : Techniques de haute résolution pour l’imagerie GPR en champ proche et à large bande

Mot clés : Géoradar, Techniques d’analyse spectrale, GPR techniques de focalisation, Synthetic
Aperture.

Résumé : Un géoradar est un système d’ima-
gerie non destructif capable de détecter des
cibles dans un milieu diélectrique hétérogène.
La réponse 2D de la cible mesurée par le
géoradar pendant l’acquisition du B-scan a la
forme d’une hyperbole en raison des différents
trajets d’onde qui sont fonction du déplace-
ment. Par conséquent, des techniques de fo-
calisation sont nécessaires pour localiser la
position réelle de la cible. La résolution des
méthodes de focalisation géoradar conven-
tionnelles est limitée par la largeur de bande
du signal ainsi que par l’ouverture synthétique
du réseau. Par conséquent, lorsque les cibles
sont séparées par une distance inferieure a
la résolution de Fourier, celles-ci ont tendance
à être interprétées comme une seule cible en
raison de la faible résolution spatiale des mé-
thodes de focalisation géoradar convention-
nelles. Dans ce travail, des techniques d’ana-
lyse spectrale adaptées à l’origine a des ap-
plicatifs champ lointain a bande étroite sont
proposées pour surmonter la limitation de ré-
solution des méthodes d’imagerie géoradar
conventionnelles. L’utilisation de techniques
d’analyse spectrale avec des données bande

en champ proche nécessite des ajustements
significatifs qui seront couverts dans cette
étude. Les résultats obtenus montrent que
les méthodes d’analyse spectrale ont permis
d’augmenter de manière significative la réso-
lution dans les directions de l’élévation et de
l’azimut. Ceci a été démontré par leur ca-
pacite à séparer des cibles dont la distance
de séparation des cibles était inferieure a la
résolution de Fourier. En outre, nous avons
montré que grâce à la capacite de résolution
de focalisation élevée des méthodes spec-
trales, il était possible d’estimer les cibles avec
précision malgré une taille réduite du réseau
d’antennes ainsi que de la bande passante
(jusqu’à une demi-bande) respectivement. De
plus, les performances de précision d’estima-
tion entre les méthodes classiques de focali-
sation géoradar (qui dépendent de la résolu-
tion de Fourier) et les techniques d’analyse
spectrale (qui dépendent de l’estimation de
précision des données de la matrice de cova-
riance) ont été comparées et analysées. Enfin,
les algorithmes proposes ont été testes dans
un scenario réel en les appliquant aux don-
nées expérimentales de mesure géoradar.



Title: Near Field Wide Band High Resolution Techniques for GPR Imaging

Keywords: Ground Penetration Radar, Spectral analysis techniques, GPR focusing techniques,
Synthetic Aperture.

Abstract: Ground Penetrating Radar (GPR)
is a non-destructive imaging system that is
able to detect targets in heterogeneous di-
electric medium. The 2D response of tar-
get measured by GPR during B-scan acqui-
sition is in form of hyperbola shape due to
the different wave paths as a function of dis-
placement. Hence, focusing techniques are
required to localize the true position of the
target. Resolution of conventional GPR fo-
cusing methods are limited by signal band-
width and array synthetic aperture. As a con-
sequence, when the targets are separated by
a distance which is less than Fourier reso-
lution, they tend to be interpreted as a sin-
gle target due to poor spatial resolution of
the conventional GPR focusing methods. In
this work, spectral analysis techniques that
are originally adapted to narrow band far field
are proposed to overcome resolution limita-
tion of conventional GPR imaging methods.
The use of spectral analysis techniques with

GPR data that are acquired in near field wide
band configuration requires significant adjust-
ments which will be covered in this study. The
obtained results exhibit that, spectral analy-
sis methods were able to increase significantly
the resolution along range and azimuth direc-
tions. This was demonstrated by their ability to
separate targets with offset distance that was
less than Fourier resolution. Furthermore, we
showed that thanks to high focusing resolu-
tion capability of spectral methods, it was pos-
sible to estimate targets accurately with a re-
duced size of azimuth sampling positions and
bandwidth respectively. In addition to this, esti-
mation accuracy performances between clas-
sical focusing GPR methods (which depend
on Fourier resolution) and spectral analysis
techniques (which depend on accuracy esti-
mation of covariance matrix data) were com-
pared and analysed. Finally, our proposed al-
gorithms were tested in real life scenario by
applying them on GPR measurement data.
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Introduction

Remote sensing techniques can non-destructively detect object inside visually
opaque media, such as environments located underneath the ground surface or
inside a human body. Among the applications of remote sensing techniques is
object detection in heterogeneous medium by using Ground Penetration Radar
(GPR). GPR works by emitting an electromagnetic signal into the ground and the
electromagnetic wave propagates through the opaque medium and when impinges
a buried target a back-scattered electromagnetic field arises (Fig. 1).

Transmitter

x

z

Target

Ground

Receiver

Air

Signal
processing

Image
display

Figure 1: GPR measuring principle

GPR has gained its fame thanks to its high resolution capability and appli-
cability for detecting mines and unexploded ordinances, finding water leakages,
investigating archaeological substances, spotting asphalt/concrete cracks in high-
ways, searching buried victims after an earthquake or an avalanche, and imaging
behind the wall for security applications. Depending on the application, different
scanning schemes, namely, A-scan, B-scan, and C-scan, can be employed (Fig. 2).
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Figure 2: GPR operating modes: (a) Geometry configuration, (b) A-scan, (c) B-scan,
and (d) C-scan.

In the B-scan measurement situation, a downward looking GPR antenna is
moved along a straight path on the top of the surface while the GPR sensor is
collecting and recording the scattered field at different spatial positions. This
static measured data collected at single point is called an A-scan.

The GPR back-scattered field during B-scan acquisition shows up as a hyper-
bola due to the different paths of the waves as a function of displacement. Hence,
focusing techniques such as back-projection (BP) or migration ω-k are necessary
to estimate the real position and the real shape of the target. However, the per-
formance of these focusing methods in terms of spatial resolution is limited by the
spectral bandwidth and the dimensions of the synthetic aperture of the GPR. To
overcome this problem, imaging techniques based on inverse scattering or high-
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resolution spectral analysis (Specan) techniques can be used to improve spatial
resolution. The use of these techniques with non-planar, i.e. in the near-field
(region that is close to an antenna based on Fraunhofer distance) waves modu-
lated by wide band signals, requires significant adjustment. When GPR data are
acquired over a large physical aperture, and use wide-band signals, the variation
in range between the radar and a measured object evolves in a non-linear man-
ner ( i.e hyperbola shape in space time GPR image) and can exceed the range
resolution value, creating migrations corresponding to a two-dimensional spread
of the measured signal. Since the Specan methods studied use the covariance
matrix of a restricted range cell or azimuth cell of the GPR data, the selected
vector will provide only a portion of the phase history of the target response. This
leads to artefacts and reduced performances, including a noticeable decrease of
the discrimination capacity.

In this study, we focus on improving both range and azimuth resolution. To
do this, compensation of near field and wide band effects has to be done first
using a GPR focusing algorithm before applying focusing solutions using Specan
methods. In addition to that, we increase number of looks along azimuth direction
by using 2D spectral smoothing.

This thesis is arranged as follows. Imaging of object embedded in dielectric
medium introduced in Chapter 1. Chapter 2 presents high resolution 2D GPR
imaging using spectral analysis techniques. Then in Chapter 3, implementation
of spectral analysis technique on GPR measured data. Finally, The conclusion
and perspective are introduced in Chapter 4.
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0.1 Introduction
Dans ce travail, nous présentons une analyse des techniques d’analyse spectrale

combinées aux méthodes de migration dans les systèmes de géoradar. Nous nous
concentrons sur l’amélioration de la détection des cibles proches, qui est limitée
par la bande-passante du signal ainsi que la longueur de l’ouverture synthétique
pour les techniques d’imagerie conventionnelles. L’augmentation de la résolution
azimutale est illustrée par la capacité à distinguer des cibles séparées par une
distance inférieure à la résolution azimutale de Fourier dans des configurations à
large bande en champ proche, tant pour les résultats simulés que pour les données
mesurées.
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0.2 Techniques d’imagerie classiques
Dans une image géoradar à B-scan spatio-temporel typique, tout diffuseur situé

dans la région de l’image apparaît sous la forme d’une hyperbole. L’objectif des
techniques d’imagerie classiques (techniques de migration) est de ramener les
échos présents dans les données enregistrées à la position réelle et à la forme
physique de la cible. Les techniques de migration étudiées sont la migration par
sommation hyperbolique (diffraction), la migration par déphasage, la migration
par nombre de fréquences et l’algorithme de rétroprojection (BP). Un bon aperçu
de ces techniques est donné dans [Özd+14].

Les résultats de simulation des techniques d’imagerie classiques pour les scé-
narios azimutal et en distance permettent de tirer les conclusions suivantes. Tout
d’abord, l’algorithme de focalisation BP a été en mesure de distinguer les cibles sé-
parées par un décalage supérieur à la résolution en distance ou azimutale (Fig. 3a).

(a) (b)

Figure 3: Scénario avec 2 cibles localisées au centre du réseau et 20 positions
d’échantillonnage azimutales : (a) résultats focalisés BP pour dx = 20 cm et (b) résul-
tats focalisés BP pour dx = 4.75 cm.

Lorsque la séparation est réduite, c’est-à-dire inférieure à la résolution en dis-
tance ou azimutale, l’algorithme de focalisation BP ne parvient pas à distinguer
les cibles et les interprète comme une seule cible. En effet, les performances de
résolution de la méthode géoradar classique sont limitées par la bande-passante
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du signal et la taille de l’ouverture synthétique (nombre d’éléments d’antenne),
comme le montre la Fig. 3b dans le cas de la résolution en azimut.

Afin de surmonter la limitation en résolution des méthodes conventionnelles de
mise au point du géoradar, la littérature propose plusieurs solutions qui inclu-
ent l’application de la configuration MIMO et les techniques d’analyse spectrale.
Bien que la configuration MIMO puisse améliorer la résolution, des ressources
matérielles supplémentaires sont nécessaires, y compris l’adaptation des méth-
odes de traitement des signaux pour pouvoir traiter les données acquises avec la
configuration MIMO. Les techniques d’analyse spectrale sont connues pour leurs
capacités d’estimation à haute résolution. Les méthodes Specan étudiées sont
des algorithmes basés sur les données de la matrice de covariance, comme indiqué
dans le Tab. 1 et détaillé dans l’annexe A.

Table 1: Liste des acronymes des méthodes de Specan

Acronyme Méthode Specan
BF Beamforming [SM+05] [CGY10] [KV96]
CP Capon beamforming method [SM+05] [CGY10] [KV96]
MUSIC MUltiple SIgnal Classification [SM+05] [KV96] [WKL14]
OPM Orthogonal Projector Method [Sun+19] [Mar+98]
MUroot Root-MUSIC [SM+05] [KV96] [WKL14]
OPMroot Root-OPM [Mar+98]

ESPRIT Estimation of Signal Parameters via Rotational Invariant
Techniques [SM+05] [KV96] [WKL14]

DML Deterministic Maximum Likelihood [SM+05] [KV96]
SSF Signal Subspace Fitting [SM+05] [KV96]

Les méthodes Specan sont choisies dans ce travail pour améliorer la résolution
car ce sont des techniques de traitement du signal qui peuvent être utilisées
pour améliorer les ressouces matérielles existantes. Toutefois l’utilisation des
techniques Specan avec une configuration d’ondes non planes, c’est-à-dire à champ
proche et à large bande-passante, nécessite une réadaptation significative des
données géoradar.

Les principaux défis liés à la mise en œuvre de Specan sur les données géo-
radar dans la direction azimutale sont les suivants. Tout d’abord, les données
géoradar sont acquises dans un champ proche à large bande-passante. Les effets
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large-bande en champ proche font que les données se comportent de manière non
linéaire, c’est-à-dire qu’elles prennent la forme d’une hyperbole. Par conséquent,
étant donné que les méthodes Specan étudiées utilisent une cellule à portée ou
cellule azimutale restreintes, l’utilisation des méthodes Specan directement sur
les données géoradar peut entraîner une diminution de la capacité de discrimi-
nation. Il est donc nécessaire d’adapter les données géoradar obtenues dans un
champ proche à large bande-passante afin d’améliorer la capacité de résolution
des méthodes de Specan. Deuxièmement, les méthodes de Specan exigent que
les données soient non ou partiellement décorrélées. Dans ce travail de recherche,
nous avons utilisé une méthode de lissage spectral 2D qui permet de conserver
un réseau de longueur inchangée.

0.3 Imagerie géoradar 2D à haute résolution par des tech-
niques d’analyse spectrale

La modélisation de la propagation des scénarios géoradar est ici présentée. La
modélisation de scénarios permet de comprendre l’interaction complexe entre les
ondes électromagnétiques et la cible. La méthode de modélisation FDTD est
choisie dans ce travail et elle est mise en œuvre à l’aide d’un logiciel open-source,
gprMax. En outre, dans ce travail, une solution est proposée pour traiter le cas
complexe des signaux en champ proche et à large bande-passante en utilisant
une combinaison de techniques classiques d’imagerie de migration et d’analyse
spectrale à haute résolution. Ce schéma permet également d’estimer la matrice
de covariance et de s’assurer que l’on utilise un processus de décorrélation qui est
essentiel pour le bon conditionnement de l’analyse.

0.3.1 Compensation des effets de large bande-passante en champ proche

Les données géoradar sont obtenues dans une configuration de champ proche
par rapport à la distance de Fraunhofer. Les effets de champ proche font que
l’historique de la cible n’est plus une fonction linéaire. D’autre part, dans les
configurations à large bande, la réponse de la cible tend à s’étendre sur plusieurs
cellules azimutales. La combinaison des effets de champ proche et des effets de
large bande entraîne des migrations non linéaires des cellules de portée. Étant
donné que les méthodes Specan étudiées utilisent la matrice de covariance de
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la cellule azimutale restreinte pour améliorer la résolution de la portée ou en-
core la cellule de portée restreinte pour améliorer la résolution de l’azimut, alors
si l’hypothèse d’ondes planes est prise en compte dans la configuration à large
bande du champ proche, la cellule sélectionnée ne fournira qu’une partie des in-
formations sur l’historique de la phase, ce qui entraînera une réduction de la
capacité d’estimation des techniques de Specan. Pour compenser les effets du
champ proche à large bande, les méthodes de Specan seront appliquées aux im-
ages focalisées du géoradar, c’est-à-dire aux résultats focalisés du BP. Ainsi, le
vecteur sélectionné contiendra plus d’informations sur l’historique de la phase, ce
qui améliorera la capacité d’estimation des méthodes de Specan.

0.3.2 Estimation de la matrice de covariance

Les acquisition obtenues dans le cadre du géoradar présentent une réponse de
la cible à partir de différentes positions d’antennes qui sont fortement corrélées en
raison de la présence d’un signal à trajets multiples. D’autre part, les méthodes de
Specan exigent que les données soient partiellement ou non corrélées afin d’estimer
avec succès les paramètres [KV96].

Dans la littérature [Jou+17; KV96; Mar+98] le lissage spatial est utilisé pour
décorréler les données. Il s’agit simplement d’une fenêtre glissante dans le do-
maine spatial à travers une seule direction. Dans ce travail, au lieu de glisser
dans le domaine spatial, la fenêtre glissante sera appliquée au sein du domaine
des fréquences dans une direction donnée (soit le long de la portée, soit le long
de l’azimut) de l’image focalisée du géoradar, d’où le terme de lissage spectral
1D. Le glissement est effectué dans une seule direction, c’est-à-dire le long de
la portée pour améliorer la résolution en distance ou le long de l’azimut pour
améliorer la résolution de l’azimut. La matrice de covariance des données est
ensuite obtenue en faisant la moyenne des matrices de covariance des données
obtenues pour chaque fenêtre. Il s’agit d’un cas particulier du lissage spectral
2D, détaillé dans le cas de l’imagerie SAR dans [DeG98; LS96]

Pour la résolution en azimut, la longueur de l’ouverture synthétique disponible
est généralement faible, de sorte que la réduction de la longueur totale du réseau
à une petite longueur de fenêtre glissante entrave la capacité de résolution de la
méthode Specan. C’est pourquoi dans ce travail nous utilisons un lissage spectral
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2D [DeG98; LS96] afin d’augmenter le nombre de vues. Le lissage spectral 2D
implique un glissement dans le domaine des fréquences dans les deux dimensions,
c’est-à-dire le long de l’azimut et de la portée. Plusieurs réalisations de données
géoradar décorrélées seront obtenues avec une acquisition réduite soit en azimut,
soit en distance. Par conséquent, le choix de la taille de la fenêtre dans une
direction donnée dépend de la configuration.

Les résultats suivants sont obtenus à partir des données de simulation obtenues
par gprMax. Deux cibles séparées par une distance inférieure à la résolution en
azimut et à la résolution en distance sont correctement distinguées en appliquant
les techniques de Specan aux données focalisées où les effets de large bande en
champ proche sont compensés (Fig. 4).
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Figure 4: Fonction objective de Specan avec 2 cibles sur le côté du réseau séparées à
dx = 4.75 cm avec 4 positions d’échantillonnage azimutales..

Nous avons également montré que pour les cibles hétérogènes, les méthodes
conventionnelles ont une faible résolution, mais que grâce à la capacité de focali-
sation à haute résolution des méthodes de Specan, il est possible de séparer deux
cibles hétérogènes avec un faible décalage azimutal. En outre, la détection d’une
cible dans un environnement avec fouillis de particules ayant des propriétés diélec-
triques différentes et des tailles différentes est étudiée. Il est possible d’estimer
la position azimutale correcte de la cible par les techniques Specan lorsque la
cellule de portée correcte est sélectionnée. Enfin, l’imagerie géoradar utilisant
les méthodes de Specan est appliquée à un milieu dispersif et à un milieu avec
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pertes. Nous avons observé que BP ne pouvait pas séparer deux cibles dont le
décalage est inférieur à la résolution en azimut, mais que les méthodes Specan,
à l’exception de BP, CP et OPM, pouvaient distinguer les deux cibles présentes
dans un environnement dispersif.

0.4 Techniques d’analyse spectrale sur les données de mesure
géoradar

Après avoir analysé les performances des algorithmes d’analyse spectrale dévelop-
pés dans ce travail à l’aide de résultats de simulation, ces algorithmes sont ap-
pliqués à des scénarios réels issus de données de mesure géoradar.

Tout d’abord, les points forts et les limites des techniques de migration con-
ventionnelles sont illustrés sur différents scénarios en tenant compte de plusieurs
nombres de positions d’antennes. Le potentiel des techniques d’analyse spectrale
pour surmonter ces limitations est ensuite démontré.
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Figure 5: Scénario avec une ouverture synthétique de 0,55 m : (a) résultats BP des
données échantillonnées irrégulièrement avec 4 positions d’échantillonnage en azimut,
(b) fonction objective Specan pour les données échantillonnées irrégulièrement avec 4
positions d’échantillonnage en azimut.

Deuxièmement, nous avons montré que, pour une ouverture synthétique de
taille fixe donnée, lorsque les données sont collectées avec des échantillons d’azimut
irréguliers, les performances des techniques de migration classiques se dégradent
progressivement (Fig. 5a). Les images focalisées ont une faible résolution et il
est donc difficile de séparer les cibles disponibles dans la scène. Pour améliorer
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la résolution, des techniques d’analyse spectrale sont utilisées et permettent de
distinguer les cibles dans les données échantillonnées en azimut irrégulier, et ce
même dans le cas où le nombre de positions d’échantillonnage en azimut est faible
(Fig. 5b).

Enfin, nous avons montré que les méthodes Specan peuvent être utilisées pour
estimer la position de la cible dans un environnement avec fouillis, à la fois en
azimut et en distance.

0.5 Conclusion et perspectives
La résolution de la technique de migration classique est limitée par la largeur

de bande du signal et la longueur de l’ouverture synthétique pour les techniques
d’imagerie conventionnelles. C’est pourquoi cette recherche s’est concentrée sur
l’amélioration de la résolution azimutale en appliquant des techniques d’analyse
spectrale 1D. Les techniques Specan étant basées sur des hypothèses d’ondes à
bande-passante étroite, une compensation du champ proche à large bande a été
effectuée par des méthodes de migration projetées sur une grille polaire. Un
cas particulier de lissage spectral 2D a été utilisé, ce qui a permis de distinguer
correctement deux cibles séparées par une distance inférieure à la résolution en
azimut.

Les algorithmes proposés ont été validés en les appliquant à des scénarios réels,
c’est-à-dire à des données de mesure où les méthodes Specan ont montré une
capacité de résolution élevée pour distinguer les données avec : un nombre réduit
d’antennes, des échantillons d’azimut irréguliers, un environnement avec fouillis
et un environnement avec un milieu dispersif.

Une approche alternative comprenant l’implémentation en techniques 2D des
techniques 1D déjà mises en oeuvre est proposée. L’algorithme proposé peut
également être étendu et appliqué au domaine médical, par exemple pour la dé-
tection des vaisseaux sanguins proches. Enfin, les techniques Specan peuvent être
appliquées à la détection de cibles enfouies dans un environnement multicouches
(couches ayant une permittivité différente).
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1.1 Introduction
This chapter presents an overview of remote sensing techniques that are capa-

ble of imaging both metallic and non-metallic targets embedded in a dielectric
medium.

1.2 Ground Penetrating Radar
GPR emits and receives electromagnetic signals echoed by an underground

medium. Electromagnetic waves propagating through the host medium are par-

13



14 Imaging of objects embedded in a dielectric medium

tially reflected by buried targets, and as shown in Fig. 1.1 the backscattered field
is collected by a receiving antenna and undergoes signal processing steps in order
to obtain a GPR image [SS10].
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Figure 1.1: GPR measuring principle

1.2.1 Types of GPR waveforms

A GPR may use a pulsed waveform, defined in the temporal domain or con-
tinuous waveform specified in the spectral domain.
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Figure 1.2: GPR waveforms: (a) Pulse, (b) SFCW scan, and (c) FMCW scan [Mar17].
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Most GPRs in the commercial market use pulsed signals. They emit a time lim-
ited signal and measure the two way distance travelled by the waveform between
the radar and the object [Jol08], as illustrated in Fig. 1.2a.

Several types of pulses may be encountered including the Ricker wave, the
Gaussian waveform set, i.e., Gaussian and its derivatives [Mar17], Hermite poly-
nomials [HB05] and Gegenbauer waveform [Elb+05].

Continuous Wave (CW) based GPR radars measure the response of the ob-
served scene at different frequency values. In the stepped frequency continuous
wave (SFCW) mode, the frequency of monochromatic signal is varied in a dis-
crete way (Fig. 1.2b) whereas in frequency-modulated continuous wave (FMCW)
mode (Fig. 1.2c) the transition is continuous and linear in time [Jol08] [Mar17].
An equivalent time limited waveform can be recovered using an inverse Fourier
transform.

1.2.2 Classical GPR operating modes

The two dimensional response of target located coordinate (x0, z0) is repre-
sented in Fig. 1.3

t(s)

x(m)

(x ,2z /v)

xo

o o

Figure 1.3: Pictorial description of the GPR response of a target

Let x0 denote the position of Tx/Rx system along scanning line, the two way
travel time is given by [SS10]:

t =
2

√
(x − x0)2 + z2

0

v
(1.1)
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Where v is the velocity of the electromagnetic field in the soil. Therefore,
the recorded data is represented as a hyperbola with an apex at (x0, 2z0/v) as
illustrated in Fig. 1.3. Due to this signal migration, imaging methods are required
to focus the GPR image in order to estimate the true locations and size of the
targets as detailed in section 1.4.

The usual GPR data acquisition modes are A-scan, B-scan, and C-scan as
illustrated in Fig. 1.4. An A-scan is a is single radar trace along the depth axis.
A B-scan is a two dimensional data set formed by a set of A-scans acquired from
different positions along the scanning axis. In B-scan GPR images, the response
of an isolated scatterer shows up as a hyperbola and finally a series of B-scan
measurements form a C-scan which may be used for 3D imaging purposes.
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Figure 1.4: GPR operating modes: (a) Geometrical configuration, (b) A-scan, (c)
B-scan, and (d) C-scan.
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1.2.3 Multiple Antenna Configurations for GPR

Several antenna configurations illustrated in Fig. 1.5 may be used to perform
GPR imaging. The most typical linear array configuration is single-input single-
output SISO, where several pairs of translated transmitters and receivers work
independently and collect the data sequentially at different time instances [HE00].
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Figure 1.5: Multi-antenna GPR setup configurations

Another configuration is single-input multi-outputs SIMO. This configuration
employs one transmitter and an array of receivers. SIMO configuration can sam-
ple signals along a profile with a smaller acquisition time. In [Yar+07], SIMO
configuration was tested for landmine detection application.

An inverted version of such configuration is multi-inputs single-output MISO,
which consists of several transmitters and one receiver. Although MISO configu-
ration is not common in GPR sensing, they have been used for some radar and
seismic imaging systems [Mar17].

Recently, a more flexible configurations namely MIMO have been studied.
MIMO configuration can be used to artificially extend or populate a virtual array.



18 Imaging of objects embedded in a dielectric medium

In this work SISO configuration is used since we aim to reduce hardware com-
plexity.

1.2.4 Applications of GPR

There are many applications of GPR, to mention few, within the field of archae-
ology [Per14] [Con13], GPR can allow to identify areas with alleged interesting
buried remains, and to avoid an exhaustive and expensive (sometimes too ex-
pensive) excavation. Another application of interest is the field of preventive
archaeology that is, the preventive prospecting of areas where something is going
to be built (a road, a building, an underground station, etc.). This mitigates the
risk of destroying archaeological sites and also mitigates the economic risk that
the works will be stopped by some Cultural Heritage Institution

Monitoring of monuments as historical buildings, statues [Per14] [Sam+11],
ancient fountains, historical bridges, . . . [Per14] [Sol+11] is another subject of in-
terest. In particular, GPR monitoring (possibly integrated with other geophysical
investigations) can be used to evaluate the state of preservation of the monuments
and can provide useful information in order to address a restoration project prop-
erly. In some cases, information of historical interest can also be extracted for
example, about the presence of walled rooms, crypts, hypogeum rooms, tombs,
hidden frescoes, and so on [Per14] [Pie+06], [Gra+11].

GPR prospecting is also exploited in civil engineering [Per14] [GGB00]. In
particular, it can be used to identify structural damages and to investigate hidden
structures like sewers or water and gas pipes, whose presence is in many cases
not precisely documented

Demining is another important application. In particular, modern mines are
customarily built with plastic materials with only little or even no metallic parts.
Therefore, they are often hardly visible or completely invisible to a metal detector.
Moreover, a metal detector is not able to provide all the details possibly available
from a GPR system, namely the position (in particular the depth), the size, and
(among certain limits) the shape of the buried target. Demining has been dealt
with for years within the GPR community [Per14] [GY02], and it has also been
successfully performed many times [Per14], [ST09].
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Last but not least, let also mention the subject of the GPR investigation on
Mars, where unmanned vehicles are gathering data, mainly looking for water and,
consequently, the possible (current or past) presence of life [Per14].

1.3 Propagation Modelling

1.3.1 Overview

Modelling of electromagnetic scattering by a buried object has a wide interest
in the field of GPR [Dan04]. The analytical and numerical modelling of GPR
scenarios can improve understanding of complex interactions occurring between
electromagnetic field radiated by a antenna and buried target. The obtained sim-
ulated data may be used to test new algorithms and data processing techniques.

The main elements to consider during modelling include the target, source field
radiated by antenna and background medium as illustrated in Fig. 1.6.

Layout definition

Target Background Source

Modelling technique

Time domain Numerical FDTD
CWAFrequency Analytical

Figure 1.6: Propagation modelling of GPR scenarios
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Incorporation of all key features is necessary to make the modelled scenario
as close to reality as possible. The choice of a modelling technique can be made
on the basis of time versus frequency analysis, or on the other hand numerical
methods (model general scenario) versus analytical ones (approximate problem
using canonical geometries) [BP15].

1.3.2 Finite-Difference Time-Domain method

Time-domain techniques are well suited to GPR applications dealing with the
scattering of a pulsed signal [Taf95]. FDTD is a well established numerical ap-
proach which uses vector components of electromagnetic fields that represent
differential and integral forms of Maxwell equations [Taf95]. The electric field
can be evaluated at any point in space and any time from the knowledge of the
magnetic field in four neighbouring points and vice versa. As a general purpose
electromagnetic simulation technique, FDTD handles dielectric materials as well
as highly complex scenarios. The main limitations of FDTD concerns its insta-
bility [Taf95]. In this work, FDTD modelling is employed through the gprMax
software [War21], an open source software that simulates electromagnetic wave
propagation.

1.3.3 Exploding source model

Most of the migration methods are based on the concept of exploding source
model (ESM) [Cla85]. Two way distances are replaced by one way distance with
a wave propagation at a half way velocity [Özd+14].

(a) (b)

Figure 1.7: Geometry for (a) B-scan GPR data collection scheme and (b) utilising
“exploding source model.” [Özd+14]
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1.4 Migration Techniques

1.4.1 Overview

Ground Penetrating Radar (GPR) is a non-destructive imaging system able
to provide high-resolution images of the subsurface. From a theoretical point of
view, it requires to solve an inverse scattering problem, where a set of parameters
describing the underground scenario must be retrieved starting from samples of
the measured electromagnetic field [BP15].

In a typical space-time B-scan GPR image, any scatterer within the image
region shows up as a hyperbola as previously discussed in section 1.2.2. The
aim of migration techniques is to focus the recorded echoes back into the true
position of their corresponding scattering centres. Among the existing range
of migrations techniques one may cite Hyperbolic (Diffraction) summation (HS)
migration, Phase Shift migration (PSM), Frequency-wavenumber (F-k) migration
and Back Projection (BP) algorithm. A good overview of these techniques is given
in [Özd+14].

1.4.2 Hyperbolic (Diffraction) Summation

In Hyperbolic summation (HS), each point in migrated image is result of a sum-
mation of the recorded amplitudes along a diffraction hyperbola, whose curvature
is governed by the medium velocity and the depth of the point to be migrated.
The true location of the object is at the apex of hyperbola [Özd+14]. If there
is an object in the apex of the diffraction hyperbola, the amplitudes will add,
If not,the summation of the non-coherent data along the diffraction hyperbola
tends to zero [Sch01].

To derive HS [Sch01] let the 3D data d(x, y, t) is recorded with monostatic GPR
by moving an antenna on the ground in the xy-plane. Measurement taken are
d(xj, yk, t) at position (xj, yk, t), with j = 1, 2, ..., J and k = 1, 2, ..., K. Migrated
image D̂ is calculated as:

D̂(x, y, z) =
k∑

i=1

l∑
j=1

d(xj, yk,
2Rj,k

v
) (1.2)

where: Rj,k is the distance between measuring position (xj, yk, 0) and the point
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(x, y, z) that is to be migrated. v is the propagation velocity of the medium. The
time (2Rj,k

v
) represents the total travelling time from the transmitting antenna to

the point (x, y, z) and back.

In GPR data, using the antennas off-ground, the two-way travelling time has
to be modified to take into account the different velocities of the two media (air
and ground) and the diffraction on the air-ground interface [Sch01].

1.4.3 Phase-shift

Phase shift migration (PSM) was introduced by Gadzag [Gaz78] and utilise
ESM. Derivation of PSM [Zha+13], starts with electromagnetic scalar wave equa-
tion. Let d(x, z, t) be the electromagnetic field.

[ ∂2

∂x2 + ∂2

∂z2 − 1
v2

m

∂2

∂t2 ]d(x, z, t) = 0 (1.3)

Where vm is the propagation velocity of the medium, t is time, x is radar moving
direction and z is the radar range dimension. The first step is to apply a FT on
the measured data over x and t. The second step is to calculate electromagnetic
field at a new range location z1 = z0 + ∆z.

d(kx, z1, ω) = d(kx, z0 = 0, ω)exp(j

√√√√4ω2

v2
m

− k2
x △ z) (1.4)

In the equation above:
△z = vm △ t (1.5)

Lastly, by using an IFT along kx and ω direction and choose ”t = 0”, focused
data D̂(x, z = z1, t = 0) are obtained as:

D̂(x, z = z1, t = 0) = 1
2π

∫
d(x, z = z1, ω)ew×(t=0)dω (1.6)

In conclusion we can say, PSM is a recursive algorithm that iteratively puts a
phase shift to migrate wave field to exploding time of t = 0, such that all scattered
waves are drawn back to a focused image.
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1.4.4 Frequency-Wavenumber (Stolt) migration

F-k (Stolt) migration was introduced by Gazdag and Stolt in 1978 [Sto78]
[Gaz78] and also uses ESM. The measured signal can be written as summation
of an infinite number of plane waves as:

d(x, y, z = 0, t) =
( 1

2π

)3/2 ∫∫∫ ∞

∞
D(kx, ky, ω) × e−j(kxx+kyy−ωt)dkxdkydω (1.7)

Setting ”t = 0” in equation 1.7 and using D(kx, ky, ω) = ejkzzD(kx, ky, ω, z = 0)
we get:

d(x, y, z = 0, t) = ( 1
2π

)3/2
∫∫∫ ∞

∞
D(kx, ky, ω) × e−j(kxx+kyy+kzz)dkxdkydω (1.8)

However, the data in (kx, ky, ω) domain should be transformed to (kx, ky, kz)
to be able to use the FT. The relationship between ω and kz and dω and dkz can
be obtained from spatial wave-number and frequency relation as:

k2
x + k2

y + k2
z = ω2

v2
m

, ω = vm(k2
x + k2

y + k2
z)1/2, dω = v2

mkz

ω
dkz (1.9)

Substituting these equations into (1.8), the following is obtained:

D̂(x, y, z) = d(x, y, z, t = 0) (1.10)

= ( 1
2π

)3/2
∫∫∫ ∞

∞

v2
mkz

ω
Dm(kx, ky, kz) × e−j(kxx+kyy+kzz)dkxdkydkz

The above image represent a focused image where, Dm(kx, ky, kz) is the mapped
version of the original data D(kx, ky, ω). After this mapping, new data set does
not lie on the uniform grid due to non-linear feature of the transformation [Sto78].
So interpolation should be done to permit the use of an FFT for fast processing
of data.

1.4.5 Back Projection focusing

Back-projection (BP) [Sou99] is a focusing technique which is a dual of F-k
technique but operate in time domain. Compare to F-k, it takes a longer time
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but it is best more agile as it can be used for any acquisition geometry. Whereas
the formal techniques requires to have a linearly spaced rectilinear acquisition.

Considering the case where the position of transmitter and receiver is at (xt, yt, zt)
and (xa, ya, za) respectively with receiving synthetic aperture array length Lsyn

such that xa ∈ [−Lsyn/2 Lsyn/2]. Ns point scatterers are identified with their
Cartesian coordinates xi, yi, zi. The index i is for the ith point scatterer Pi. The
equivalent distance from the radar to the i-th point scatterer is given by [Jou+17]:

di(xa) = (dTxi + dRxi)/2 (1.11)
= (

√
(xt − xi)2 + (yt − yi)2 + (zt − zi)2 +

√
(xa − xi)2 + (ya − yi)2 + (za − zi)2)/2

In spatial domain, the range focused received signals by the radar may be
expressed as:

s(xa, d) =
Ns∑
i=1

sih(d − di(xa))e−jϕx(xa) (1.12)

where by; si represents the received signal which include all the attenuations
that occur during the round trip propagation and the reflectivity of the i-th
point-like target, h(d) is the range ambiguity function in the spatial domain,
and ϕx(xa) = kcdi(xa) is the phase variation along the aperture while kc is the
round-trip carrier wavenumber given as kc = 4πfc/c.

The focusing is performed as follows: for one particular range cell BP takes
the received signal from a given position along the aperture xa and back-projects
it over a spherical arc corresponding to all the possible contributing image pix-
els. Once the back-projection is performed on the remainder received signals
from other ranges and other positions along the aperture, then accumulated, the
focused GPR image D̂(xi, yi, zi = z0) is obtained, where by z0 is a constant.
One particular pixel pi of the focused GPR image spanning the Cartesian grid is
constructed as [Jou+17]:

D̂(xi, yi, zi = z0) =
∫ Lsyn/2

xa=−Lsyn/2
s(xa, di(xa))ejkcdi(xa)dxa (1.13)
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1.4.6 Resolution

Resolution indicates the limit of certainty in determining the position and
the geometrical attributes of a target (such as the size, shape, and thickness)
[Jol08]. Ground penetrating radar resolution consists of two components, namely
the longitudinal (range or depth) resolution length and the lateral (azimuth or
angular or sideways displacement) resolution length.

1.4.6.1 Range Resolution

Range resolution (δrange) is defined as the minimum distance by which two tar-
gets of equal strength can be discriminated. This discrimination may be achieved
through the transmitted signal frequency diversity. In GPR depth resolution is
related to the bandwidth B of the system and to propagation the velocity in the
medium v by [Per14]:

δrange = v

2B
, v = c/

√
εr (1.14)

where by εr is the medium permittivity and c is the propagation speed in free
space .

1.4.6.2 Azimuth Resolution

Azimuth resolution (δazimuth) is the resolution along scanning direction, and it
depends on the length of antenna array Lsyn and the effective wavelength lambda
λeff that takes into account the medium permittivity as illustrated in Fig. 1.8.

z

x

Depth

Length of antenna array (Lsyn)

R max
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Figure 1.8: Illustration of the azimuth scan for scatterer located at central azimuth
position.
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Azimuth resolution is given as[Per14]:

δazimuth = λeff

2 sin (θmax) , λeff = v/fc, sin (θmax) = Lsyn/2
√

(Lsyn/2)2 + z2

(1.15)

where by R is the distance antenna-target, fc is the central frequency and z is
the depth.

1.4.7 Example of Migration in GPR application

In this section, the studied migration techniques are implemented and the
obtained results will be compared and analysed.

1.4.7.1 Problem statement and acquisition configuration

GPR data were simulated by using FDTD tool [War21] using isotropic antennas
uniformly distributed along the x-axis with a spacing of λeff/4, with permittivity
εr = 5.

The medium is assumed to be homogeneous, non-magnetic and lossless. A
Ricker waveform with a centre frequency of 0.5 GHz and a bandwidth of 2 GHz

was used. Targets are perfect electric conductor spheres with 2 mm radius and
are located around the coordinates x0, z0 with an array of Na elements

The Fourier resolution based on our configuration is given in Table 1.1.

Table 1.1: Fourier resolution values at z = 0.8 m

Azimuth resolution (δx) 18 cm
Range resolution (δz) 3.35 cm

The following configuration cases were considered:

• Case 1 : Range resolution analysis scenarios given in Table 1.2 with their
respective setup configurations in Fig. 1.9a

• Case 2 : Azimuth resolution analysis scenarios given in Table 1.3and their
corresponding setup configurations in Fig. 1.9b
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Figure 1.9: Setup configuration for scenario with 2 targets at the centre of array and
20 azimuth sampling positions.

Table 1.2: GPR scenario for range resolution analysis

Scenario Target position Na

Position
on array

1
(2 targets)

x0 = 0.3 m, z0 = 0.8 m, dz = 20 cm 20 Centre

2
(2 targets)

x0 = 0.3 m, z0 = 0.8 m, dz = 2 cm 20 Centre

Table 1.3: GPR scenario for azimuth resolution analysis

Scenario Target position Na

Position
on array

3
(2 targets)

x0 = 0.3 m z0 = 0.8 m dx = 20 cm 20 Centre

4
(2 targets)

x0 = 0.3 m, z0 = 0.8 m, dx = 4.75 cm 20 Centre

Scenario 1 considers two targets at the same azimuth position, located at the
centre of the array with a range spacing dz = 20 cm which is larger than δz,
(δz = 3.35 cm). Scenario 2 reduces this offset distance to dz = 2 cm that is
smaller than δz. Scenario 3 and 4 represent similar approach in azimuth direction.
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1.4.7.2 Classical Imaging results

The images in Fig. 1.10 clearly show the presence of hyperbolas. When the
spacing is sufficient (i.e higher than range resolution) we can observe the hy-
perbolas with different shapes, whereas when the spacing is smaller than range
resolution we can not discriminate the hyperbolas.
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Figure 1.10: Range focused GPR image for: (a) Scenario 1 with dz = 20 cm and (b)
Scenario 2 with dz = 2 cm.

So, Migration techniques were applied to GPR range focused data and the
results are given in Fig. 1.11 and Fig. 1.12.

To begin with scenario 1, results show that all migration techniques were able
to locate the two target at their true position (Table 1.2) as shown in Fig. 1.11
when the offset is larger than δz (dz = 20 cm).

HS is simple and therefore it is very easy to implement. But its focusing ability
is not good compared to other algorithms. PSM is much faster than HS as it use
advantage of FFT. Its performance in terms of computation time, focusing, and
image quality is MODEST when compared to the rest of algorithms.
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(a) (b)

(c)

Figure 1.11: Migration focused results for dz = 20 cm (scenario 1): (a) Hyperbolic
Summation, (b) Phase-shift migration, (c) Back-projection focusing or F-k migration

F-k and BP migration are said in literature to be equivalently the same method.
The image quality of BP migration is the best compared to all other algorithm.
BP is not simple as HS or other algorithm as implementation of algorithm is more
complex.
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(a) (b)

(c)

Figure 1.12: Migration focused results for dz = 2 cm (scenario 2): (a) Hyperbolic
Summation, (b) Phase-shift migration, (c)Back-projection focusing or F-k migration

On the other hand, when the offset is reduced to a distance less than δz i.e dz =
2 cm (scenario 2), all the migration techniques fail completely to distinguish the
two targets as indicated in Fig. 1.12 but instead the two targets were interpreted
as a single target.

Similar to range resolution scenarios, in azimuth resolution scenarios we observe
BP was able to distinguish two targets separated by offset larger than δx (dx = 20
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cm) in Fig. 1.13a (scenario 3). When the offset was reduced to offset which was
less than azimuth resolution (dx = 4.75 cm), BP interpreted two targets as single
targets as presented in Fig. 1.13b (scenario 4).

(a) (b)

Figure 1.13: BP focused results for: (a) Scenario 3 with dx = 20 cm and (b) Scenario
4 with dx = 4.75 cm.

The following conclusion may be drawn from the above BP focusing results for
both azimuth and range scenarios:

• BP focusing algorithm was able to distinguish targets separated with offset
that was larger than range resolution or azimuth resolution

• When the offset is reduced i.e inferior to range or azimuth resolution, BP
focusing algorithm failed to distinguish targets and instead showed them
as single target. This is because, resolution performance of classical GPR
method is limited by signal bandwidth and the size of synthetic aperture
(number of antenna elements).

In order to overcome resolution limitation of conventional GPR focusing meth-
ods, the literature proposes several solutions which include:

• MIMO configurations

• Spectral analysis techniques
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The next sections explores the main principles of the mentioned solutions and
discusses their pros and cons.

1.5 MIMO Configurations
Multiple-Input Multiple-Output ( MIMO) based radar systems has been

widely employed in civilian and military applications, as they can synthesize
larger virtual arrays which increase resolution and the number of targets that
can be detected [Góm14].

1.5.1 Types of MIMO configurations

There are several configuration of MIMO radar depending on the location of
the transmitting and receiving elements.

1.5.1.1 Statistical MIMO radar

As shown in Fig. 1.14 the transmit and receive array elements are broadly
spaced, providing independent scattering responses for each antenna pairing. The
diversity provided by the multiplicity in transmit and receive angles can be ex-
ploited to improve the detection performance [Góm14].

Figure 1.14: Statistical MIMO radar configuration [Góm14]

1.5.1.2 Coherent MIMO radar

In coherent MIMO radar, the transmit array elements and receive array el-
ements are closely spaced. Further classification may be done into monostatic
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MIMO radar if transmit and receive arrays are closely spaced (Fig. 1.15a) and
bistatic MIMO radar (Fig. 1.15b ) if transmitter array is widely separated from
receiver array [Góm14]. In a coherent MIMO configuration, it is assumed that the
target’s scattering response is identical or strongly correlated for each antenna
pair, up to some small delay [Cat15].

(a) Monostatic MIMO radar [Góm14]

(b) Bistatic MIMO radar [Góm14]

Figure 1.15: Coherent MIMO radar configurations.

1.5.2 Virtual arrays, resolution and sampling

The performance of the MIMO systems can be characterised by a virtual ar-
ray constructed by the convolution of the locations of the transmit and receive
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antenna locations. One of the major objectives of such sampling strategies is to
generate additional measurements and increase the data spectral diversity. In
principle, with the same number of antenna elements, this virtual array can be
much larger than the array of an equivalent traditional system. Thus, with com-
parison with the equivalent physical array, the MIMO system will have much
better intrinsic spatial resolution at a small cost [Cat15].

Main applications of virtual array are found in resolution and sampling pur-
poses. Among the various virtual array configurations, one may identify two
widely used structures:

• Augmented arrays: The resulting virtual array is wider than the original
one, leading to an improved resolution.

• Populated arrays: In this case, very often array elements have dimensions
that are greater than the required spacing for unambiguous sampling (ex.
λ/2).

Compared to SAR-like sampling (M-SISO), MIMO configurations provide:

• A gain of acquisition time and infrastructure deployment (scan).

• An increased hardware complexity. MIMO systems simultaneously aug-
ment an array populated and provide a substantial gain of acquisition time
[Har+20].

1.5.3 MIMO GPR

1.5.3.1 Overview

Ground penetrating radar (GPR) cannot be yet considered a reliable and prac-
tical method for the following reasons:

• First, to improve the resolution for classical GPR, a large bandwidth is used
and it often requires high frequencies. Due to loss media, higher frequen-
cies experience higher attenuation, and the increased frequency bandwidth
affects the signal-to-clutter ratio (SCR) and intensifies dispersion effects.
[Zen+15].

• Second, systems using lower frequencies [Cui+01], [Le +08] require an elec-
trically small wideband antenna. However, the system may not provide
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adequate resolution to determine the geometry of the targets.

• Third, due to the influence of the antenna radiation direction and target
radar cross sections (RCSs!), the detection accuracy is seriously limited in
a complex environment [Fis+06], [BT06].

• Finally, the interpretation of the raw data is affected by the operator’s
expertise, and a priori information is necessary to obtain reliable results
[Dan04].

New method is needed to improve the detection capability of a GPR system
or data processing methods since the target properties and the detection envi-
ronment can not be changed. Expanding the signal bandwidth and increasing
the transmitting power for a narrow signal pulse bandwidth seems like the right
way in theory. However, it has a high requirement for the electron device, and
the hardware system cost is high. Improving the detection mode and the data
processing method may be one way to overcome the aforementioned shortcom-
ings[Zen+15].

1.5.3.2 Multiple Antenna GPR

GPR system with a (MIMO) array antenna is an effective approach of space-
time configuration in wireless network and communication that shows great po-
tential for application in radar, sonar, speech recognition, seismic exploration,
etc.

In recent research on GPR, a more flexible array which is well-known as multi-
input multi-output (MIMO) or multi-static configuration was proposed [Sat+14;
Cou+07; JLZ12; Pag+14]. In this configuration, the array comprises several
transmitters and receivers that work together.

Some works in narrow-band radar system [HBC07; LS07; ZY11] show that
MIMO can improve the number of target that can be identified, allow direct
applicability of adaptive technique, and improve the flexibility of transmit beam-
pattern design.

Other research in imaging radar [ZY11; ZY10] show that MIMO configuration
can reduce the number of transmitters and receivers while maintaining the same



36 Imaging of objects embedded in a dielectric medium

performance to synthetic aperture array. In [Cou+07] and [JLZ12], an array that
consists of 2 transmitters and several receivers was proposed for GPR system and
it was shown that such configuration can reduce the clutter and improve target
detection performance. Another work in [Sat+14] allows all transmitters and re-
ceivers to work together in collecting data on archaeological site and demonstrates
that this configuration can improve the imaging capability.

1.5.4 Discussion and conclusion on MIMO GPR

These results indicate that MIMO configuration has some advantages com-
pared to the conventional sensor configuration. However, some issues must be
considered before practically apply MIMO configuration [Mar17]. Firstly, MIMO
configuration yields higher complexity in hardware and measurement process.
Although the complexity can be reduced by utilising smaller number of transmit-
ters or receivers, the imaging performance will also degrade. Thus, it is necessary
to obtain analytical formulation of MIMO array performance in order to control
the trade-off between array complexity and imaging performance. Secondly, the
signal processing algorithms must be modified to deal with such configuration.

1.6 Spectral Analysis Techniques
This section introduce the Spectral analysis techniques (Specan) which are

known for their high resolution estimation capabilities. The studied (Specan)
techniques in this work are covariance matrix based algorithms.

1.6.1 Signal source model

Signal model of y in plane wave approximation may be considered as sum of
M exponentials:

y =
M∑

m=1
a(ωm)sm (1.16)

By taking noise into consideration, signal source mode in equation (1.16) can
be written in vector form as:

y = As + n (1.17)

Where by y is data column vector given as y =
[
y1 y2 · · · yL

]T
. Where

l = 1, ..., L is a antenna index and M is the number of sources. Then s is the
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signal column vector generated by the sources: s =
[
s1 s2 · · · sM

]T
. And n is

a zero-mean spatially uncorrelated additive noises with spatial covariance matrix
equal to σ2IL: n =

[
n1 n2 · · · nL

]T

A is a steering matrix whose columns are functions of unknown spatial fre-
quencies ωm . The array steering column vector a(ωm) is defined as:

a(ωm) =
[
1 e−jωm e−j2ωm · · · e−j(L−1)ωm

]T
(1.18)

Therefore, matrix A with L × M dimension is given as:

A =
[

a(ω1) a(ω2) · · · a(ωM)
]

=



1 1 · · · 1
e−jω1 e−jω2 · · · e−jωK

e−j2ω1 e−j2ω2 · · · e−j2ωK

· · · · · · · · · · · ·
e−j(N−1)ω1 e−j(N−1)ω2 · · · e−j(N−1)ωK


(1.19)

Where ωm is the normalised frequency of M sources in radian/sample. The
objective is to estimate all the ωm. This general model can be given as the
expressions of the signals corresponding to range focusing (a sampled frequency
ramp) and azimuth focusing (with an array).

Limitation of signal model to GPR data

1. The signal model assume the amplitude a(ωm) is constant for all frequen-
cies. In GPR this is not true because the response vary on different fre-
quencies.

2. Response of the model can be expressed as sum of M contributions. In range
focusing it implies if there are M targets then will have M response. This
is a simplification of the model which is not verified in reality in presence
of clutter. Clutter mitigation will be discussed in Chapter 2 on section 2.8.

3. The signal model assume the plane wave (far field) assumptions while our
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GPR data are acquired in near field (region that is close to an antenna
based on Fraunhofer distance).

Therefore it is necessary to adapt GPR data in order to use the Specan tech-
niques which are derived based on this data model. This will be further discussed
in Chapter 2.

1.6.2 Covariance matrix

The data covariance matrix R may be computed as follows, where E{} denote
statistical expectation:

R = E{yyH} (1.20)
= E{(As + n) (As + n)H}

= E{(As + n) (AHsH + nH)}
= AE{ssH}AH} + AE{snH} + AE{nsH} + E{nnH}

Assumptions:
i) Noise and signals are uncorrelated:

E{(snH} = 0 (1.21)

ii) Noise are having a common variance σ2 at all sensors and uncorrelated among
all sensors:

E{nnH} = σ2I (1.22)

Therefore equation (1.20) becomes:

R = ARssA
H + σ2IL (1.23)

where: Rss = E{ssH} is the signal covariance matrix and σ2 is the common
covariance of the noises.

In order to estimate the covariance matrix in the most convenient situation,
independent realisations are preferred as they bring the maximum information.
On the contrary, when data are correlated (which is the case with GPR data due
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to presence of multipath signals) only less information can be obtained. Therefore,
for GPR implementations the following question may be taken into account: How
to adequately estimate covariance matrix ? the response to this question will be
detailed in chapter 2.

1.6.3 Eigenvalue decomposition

It is a tool used to decompose the range space of the data covariance matrix
into two complimentary subspaces [KV96]. The L × L data covariance matrix
may be written as R

R = ARssAH + σ2IL

= UΛUH

= UΛ̃UH + σ2UUH = U(Λ̃ + σ2)UH

(1.24)

where Rss is L×L covariance matrix of the source signals, Λ̃ is a diagonal matrix
containing the eigenvalues of Rss, ordered in following manner:

λ̃1 ≥ λ̃2 ≥ · · · λ̃L > λ̃M+1 = . . . = λ̃M = 0 (1.25)

where the source covariance matrix rank, M , indicates the number of separable
signals. The first M elements of the eigenvector matrix U span signal subspace,
and the remaining L − M ones correspond to the so-called noise subspace.

Equation (1.24) can be written as:

R = u



λ̃1 + σ2 = λ1 0
λ̃2 + σ2 = λ2

. . .
λ̃M + σ2 = λM

σ2

. . .
0 σ2



uH

(1.26)
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where the eigenvalues of R verify

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λM > σ2 = σ2 = . . . = σ2 (1.27)

1.6.4 Estimation of number of signals

Total number of eigenvalues are known since there are L eigenvalues. From
equation (1.26), the multiplicity of smallest eigenvalues K can be determined.
and estimate of number of signals M can be obtained from relation:

M = L − K (1.28)

This can be done by plotting L versus eigenvalues, where by a shift will be
observed as eigenvalues move from signal subspace to noise subspace. Illustration
has been done in figure (1.16) where by R is L × L matrix with L = 10, number
of estimated source signals is M=2.
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Figure 1.16: L versus eigenvalues plot to estimate the number of signal M

Therefore, number of source signal M can be estimated. This estimation is
possible only if M < L.
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1.6.5 Spectral Analysis Techniques

The Specan methods studied are algorithms based on the covariance matrix
data R as listed in Tab. 1.4 and detailed in Appendix A.

Table 1.4: List of acronyms of Specan methods

Acronym Specan method
BF Beamforming [SM+05] [CGY10] [KV96]

CP Capon beamforming method [SM+05]
[CGY10] [KV96]

MUSIC MUltiple SIgnal Classification [SM+05]
[KV96] [WKL14]

OPM Orthogonal Projector Method [Sun+19]
[Mar+98]

MUroot Root-MUSIC [SM+05] [KV96] [WKL14]
OPMroot Root-OPM [Mar+98]

ESPRIT
Estimation of Signal Parameters via Rota-
tional Invariant Techniques [SM+05] [KV96]
[WKL14]

DML Deterministic Maximum Likelihood [SM+05]
[KV96]

SSF Signal Subspace Fitting [SM+05] [KV96]

The Specan methods may be categorised based on how they manipulate the
covariance matrix to estimate the parameters as:

• Peak-search approaches

• Root methods approaches

• Multidimensional approaches

1.6.5.1 Peak search methods

These methods estimate parameter as coordinates of local maxima of continu-
ous objective function. In this category we have Beamforming, Capon’s method,
MUSIC and Orthogonal Projector method (OPM).

1.6.5.2 Roots methods

These methods do not involve an exhaustive search through all possible steering
vectors to estimate parameter positions. Instead they perform estimation by
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finding the roots of a polynomial of the objective function, thus they provide
direct parameter estimation. This reduces the computation load and storage
requirements in large extent compared to Peak-search approaches. Example of
Root methods include Root-MUSIC, Root-OPM and ESPRIT method.

1.6.5.3 Multi-dimensional methods

These methods perform estimation of parameters through the optimisation of
concentrated criterion. They have improved accuracy of estimated parameters
with exchange of heavy computational cost. Studied techniques in this group
include Deterministic Maximum Likelihood (DML) and Signal Subspace Fitting
(SSF).

1.6.6 How Spectral methods may be used in GPR ?

Spectral analysis methods have been widely used in aerial classical radar to
resolve closely spaced scatterers [HF20]. In GPR, Specan methods have been
used mostly in in Civil engineering to improve GPR time resolution and the de-
tection of healthy and damaged zones [Le 07]. In Civil engineering, the main data
processing difficulty lies in the detection of close backscattered echoes due to the
limited time resolution [Sun+19]. In practical environments, the backscattered
echoes come from the signal emitted by the transmitter, though usually along
different paths. Therefore, these backscattered echoes are highly correlated or
even coherent. Consequently, there will be a rank loss of the data covariance
matrix. Signal processing methods, such as high-resolution approaches based on
the data covariance matrix, suffer greatly from performance degradation due to
a mix of signal and noise subspaces [Sun+19]. To handle the correlated echoes,
the data covariance matrix should be processed with a decorrelation technique,
such as Spatial smoothing, which allows the obtaining of a new covariance matrix
with a restored rank [Le 07].

The existing works in literature have focused on improving the range resolution
of GPR data. But in most GPR applications, range resolution is better compared
to azimuth resolution. So this research will focus on implementation of Specan
techniques to improve the azimuth resolution.

The following are the main challenge of implementing Specan on GPR data on
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azimuth direction:

• GPR data are acquired in near field wide band width. Near field wide
band effects causes the data to behave in a non-linear manner i.e result to
hyperbola shape. Therefore, as the Specan studied use a restricted range
cell or azimuth cell, the use of Specan methods directly on GPR data may
lead to decrease of discrimination ability [Jou+17]. So adaptation of GPR
data obtained in near field wide bandwidth is required in order to improve
resolution ability of Specan methods. This will be discussed in detail in
Chapter 2.

• Moreover, Specan methods requires that the data are non or partially decor-
related. In State of the art 1D spectral smoothing has been proposed. But
this technique reduces resolution from full array to sub array. In this re-
search, we have proposed a method that can reserve the full length of the
array and this will be discussed in detail in Chapter 2.

1.7 Conclusion
Specan methods will be applied in this work to improve resolution since they

are signal processing techniques that may be used to improve the existing hard-
ware. While MIMO configuration may be able to improve resolution, hardware
resources are required including adaptation of signal processing methods to be
able to process the data acquired with MIMO configuration. But the use of
Specan techniques with non-planar i.e near field wide bandwidth waves configu-
ration requires a significant adaptation of GPR data. Therefore the next chapter
will discuss the adaptation done to GPR and analyse the results obtained after
implementation of Specan methods on GPR data.

1.8 Contribution of this thesis
This thesis aimed to propose co-located multi-antenna solutions and their cor-

responding signal processing methods. The main contribution made by this thesis
involves implementation of high resolution focusing methods i.e Spectral analysis
(Specan) techniques to GPR data along azimuth direction. To do this successfully,
significant adaptation had to be made to GPR data in order to take advantage of
high resolution capacity of Specan methods. In consequence, the following results
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were achieved in this work:

• Improvement of location accuracy and data acquisition speed by using
multi-antenna system i.e N-SISO configuration.

• Overcoming resolution limit of conventional migration methods which de-
pend on bandwidth and available size of synthetic aperture.

• Reduced system complexity of GPR systems by reducing the number of
azimuth sampling positions required while maintaining high resolution and
accuracy estimation of targets.

• Reduced the bandwidth required during GPR object detection while main-
taining high resolution and estimation accuracy of targets.

• Imaging of the target in a heterogeneous medium i.e cluttered medium
environment as well as imaging of heterogeneous targets.
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2.1 Introduction
This chapter discusses the main contribution of this thesis which is to overcome

the resolution limitation of classical GPR imaging techniques. These improve-
ments are based on the use of spectral analysis techniques with GPR data ac-
quired in near field and wide bandwidth configurations. Such specific processing
requires significant adjustments.

Propagation modelling of GPR scenarios is introduced in order to understand
the complex interaction between electromagnetic waves and targets. The section
details why FDTD modelling method is opted for in this work and how it is
implemented using the free software gprMax.

Furthermore, in this work a solution is implemented in order to handle near
field and wide bandwidth signals using a pre-processing step based on classical
imaging prior to the application of high resolution spectral analysis techniques.
A specific scheme is adopted to adequately estimate the data covariance matrix.

Different scenarios including a homogeneous host medium, complex targets,
dispersive and lossy host media are simulated and studied. The performance of
different processing configuration are evaluated and compared.

2.2 Propagation modelling

2.2.1 FDTD modelling using gprMax

GprMax [War21] is an open source software that simulates electromagnetic
wave propagation by solving Maxwell’s equations in 3D using a Finite-Difference
Time-Domain FDTD method.

GprMax involves advanced modelling features such as multilayer simulations,
an unsplit implementation of higher order Perfectly Matched Layers (PMLs) using
a recursive integration approach, diagonally anisotropic materials and dispersive
media using multi-pole Debye, Drude or Lorenz expressions, soil modelling using
a semi-empirical formulation for dielectric properties and fractals for geometric
characteristics, rough surface generation and the ability to embed complex trans-
ducers and targets.
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2.2.2 Quantitative comparison of gprMax with a CEA Grenoble hy-
brid model

GprMax simulations are compared with those derived from a hybrid tool devel-
oped at CEA Grenoble which has been created for simulating a communication
channels for GPR applications based on polarimetry radar [Mot06].

2.2.2.1 CEA hybrid model

This model characterises the backscattered response of the target when illumi-
nated by an electromagnetic wave and takes into account the effects of polarisa-
tion, the electromagnetic characteristics of the ground as well as couplings taking
place between the antennas and the ground. The validation of the model with
measurements and full-wave simulations (i.e. through the CST MWS® tool) was
done at CEA Grenoble

When polarisation effects are included in the radar equation, the transfer func-
tion is expressed as follows:

Hs(f, n, m) = −jλg√
4π

e−jk(RT x+RRx)

4πRT xRRx


Hx

T x(f, θAoD, ϕAoD)
Hy

T x(f, θAoD, ϕAoD)
Hz

T x(f, θAoD, ϕAoD)


T 

Sxx
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s Szx
s

Sxy Syy
s Szy

s

Sxz
s Syz

s Szz
s



Hx

Rx(f, θAoA, ϕAoA)
Hy

Rx(f, θAoA, ϕAoA)
Hz

Rx(f, θAoA, ϕAoA)


(2.1)

Where λg is the wavelength in the propagation medium, k is the wavenumber,
RT x and RRx are the relative distances between transmitter n (Tx), receiver m

(Rx) and the target respectively. Hx
T x, Hy

T x, Hz
T x, Hx

Rx, Hy
Rx, Hz

Rx are the transfer
functions of the antennas in the x, y and z axis directions (Fig. 2.1). They depend
on the transmit frequency f , the departure angles θAoD,ϕAoD and arrival angles
θAoA,ϕAoA, in elevation and azimuth, respectively.

The backscattering matrix, Ss can be noted as follows:

Ss(ϕi, θi, ϕs, θs, f) =


Sxx

s Syx
s Szx

s

Sxy Syy
s Szy

s

Sxz
s Syz

s Szz
s

 (2.2)

Where ϕi, θi, ϕs, θs represent the incidence and backscatter angles in azimuth
and elevation, respectively. Each element of the scattering matrix, |Sξζ |2= σξζ ,
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represents the radar cross-ection (RCS) for the incident wave of polarisation ζ

and the backscattered wave of polarisation ξ.

Figure 2.1: Geometrical configuration of a bistatic GPR measurement for homoge-
neous soil

The wave number is calculated as follows:

k = ω
√

µε = k0
√

µrεr = β − jα, where k0 = ω
√

µ0ε0 (2.3)

Where µ0, ε0 are the permeability and permittivity in vacuum, respectively and
µr, εr represent the relative permeability and permittivity of propagation medium,
respectively. Subsequently, the attenuation constant α, is calculated according to
the following equation:

α = ω

√
µε′

2

(√
1 + tan2 δ − 1

)1/2
(2.4)

And the phase constant β is determined as follows:

β = ω

√
µε′

2

(√
1 − tan2 δ − 1

)1/2
(2.5)

Where ε
′ and δ represent the dielectric constant and loss tangent of the propa-

gation medium, respectively.

The antenna patterns were simulated using the CST MWS® tool in order to



Propagation modelling 49

account for potential coupling terms and simulation results are then integrated
into the analytical formulation.

A fundamental point in the calculation of the channel transfer function is the
determination of the target backscatter matrix. The backscatter matrix is cal-
culated theoretically from the RCS using existing canonical formulations or by
full-wave simulation.

Moreover, the canonical models are given considering an electric field polari-
sation parallel or perpendicular to the cylinder axis (Fig. 2.2). However, in most
cases, the cylinder axis will not be parallel or perpendicular to the electric fields
of the antennas and the full-wave simulation of all possible scenarios (incidence
angle and backscatter angle) requires a considerable computational time.

(a) (b)

Figure 2.2: Definition of polarisation (a) Linear polarisation parallel (fields oriented
along y) and (b) Perpendicular (fields oriented along x) to the cylinder axis polarisation.

In order to take into account the orientation of the pipe (Fig. 2.3) the RCS of the
cylinder is first calculated in its reference frame (Fig. 2.1) for both polarisations
using an existing canonical formulation for infinite length cylinders or from full-
wave simulation.

The path of the channel seen by the antenna, named the effective length of the
cylinder Leff,p(f) is calculated from the knowledge of the target position and the
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lobe width (red line in Fig. 2.4) by projection. This effective length is used as an
input for the calculation of canonical RCS, or as a normalisation element for a
RCS obtained from the full-wave simulation.

Figure 2.3: Geometrical configuration of a bistatic GPR measurement with a cylinder
having an angle Θz in the horizontal reference frame.

Figure 2.4: Principle of determination of the effective length of a cylindrical target
seen by the GPR antenna

Then, from the orientation angle of the cylinder Θz with respect to the electric
fields in the xy reference frame (Fig. 2.3), the backscatter amplitude matrix is
obtained as follows:
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The coupling, including the direct link between the transmitting (Tx) and re-
ceiving (Rx) antennas and the multipath due to the presence of the ground near
the antenna, is modelled using CST MWS®. Different relative distances between
antennas and heights from the ground interface and different combinations of
polarisation can be considered.

Equation (2.1) presents the backscattered response from a target buried in a
homogeneous medium and illuminated by an electromagnetic field. This equation
is used in the calculation of the complete GPR transfer function as follows:

H(f, m, n) =
Ns∑
s=1

Hs(f, m, n) + Hco(f, m, n) (2.7)

Where s is the target index and Ns is the number of targets, Hs(f, m, n) is the
polarimetric radar equation of the s-th target (see Equation (2.1)) obtained with
the m and n index antennas for Rx and Tx, respectively. The coupling of the
ground antennas is represented by the transfer function Hco which is given by the
CST MWS® simulator.

Figure 2.5: Implementation of the Matlab based model and CST MWS® hybridisation
workflow with Matlab®.
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The particularity of the model and its implementation (Fig. 2.5) is its ability to
represent all kinds of polarisation combinations on a horizontal plane, to include
the antenna impact (gains and polarisation) as well as the homogeneous ground
characteristics for the radio channel simulation. This implementation allows to
easily simulate MIMO configurations that would otherwise require significant
computational resources.

As an example, the simulation of a GPR scenario, with a target at 4 m depth,
the model requires less than 1 minute with a 1.6 GHz processor and 8 GB of
RAM. The full-wave electromagnetic simulation represents a problem with 300
million unknowns that requires about 6 hours of computation with 30 cores 2.3
GHz and 130 GB of RAM.

2.2.2.2 Problem statement and acquisition configurations

To perform quantitative analysis, the same simulation parameters are used on
both models. Both simulation are done using isotropic antennas along the x-axis
spaced by λeff/4 which is the effective electrical length in a dielectric medium
with permittivity εr = 5. The medium is assumed to be homogeneous, non-
magnetic and lossless. Targets are perfect electric conductor spheres with 2 mm

radius. The position of the target is at x = 0.3 m and z = 0.8 m with an array
of Na = 20 elements as illustrated in Fig. 2.6.
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Figure 2.6: Setup configuration for scenario with 1 target at the centre of the array
and Na = 20.

GprMax simulates the response of the scene to a Ricker waveform with a centre
frequency of 0.5 GHz and a bandwidth of 2 GHz, as shown in Fig. 2.7. In order



Propagation modelling 53

to obtain the channel transfer function, the Ricker waveform is compensated by
using a deconvolution process.
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Figure 2.7: Ricker wave (a) Time domain and (b) Spectral domain.

2.2.2.3 Deconvolution

Deconvolution is an important pre-processing step made necessary by the fact
that the focusing migration technique expect flat spectrum. The aim of decon-
volution is to compensate the spectral pattern of the employed Ricker wave.
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Figure 2.8: Scenario 1: Range focused GPR image results (a) without deconvolution
and (b) with deconvolution.

The results in Fig. 2.8 presents range focused GPR image before deconvolution
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(Fig. 2.8a) and after deconvolution (Fig. 2.8b).

To compensate the transmitted pulse, a deconvolution is performed using a
Wiener filter [Yil01], which relies on the assumption that GPR data y(t) can be
modelled as a convolution between the transmitted waveform r(t) and the scene
impulse response h(t).

In the frequency domain the convolution can be represented as:

Y (f) = H(f) · R(f) (2.8)

Where Y (f) is the Fourier transform of y(t).

Wiener filter aims to limit the amount of noise at the output of deconvolution
and uses ε, the dumping factor (small number) as:

H(f) ≈ Y (f) · R(f)
R(f)R(f) + ε

(2.9)

2.2.2.4 Quantitative Comparison Results

Simulation results for both gprMax and CEA GPR hybrid propagation channel
models are shown in Fig. 2.9 and Fig. 2.10 respectively.
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Figure 2.9: Range focused GPR image results (a) gprMax and (b) CEA GPR hybrid
model.
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(a) (b)

Figure 2.10: Range focused GPR 2D FT image results (a) gprMax and (b) CEA
GPR hybrid model.

Both simulations had similar hyperbolas showing the target true position is
at the apex of hyperbola located at correct depth and azimuth position. Also
similar spectrum are observed between the two simulations hence this validate
the gprMax modelling and the deconvolution process with respect to the CEA
based model.

2.3 Problem statement and acquisition configurations
In this section, GPR configuration scenarios are introduced to study the spa-

tial resolution limitation of conventional GPR focusing methods along range and
azimuth directions.

GPR data were simulated by using gprMax tool [War21] using isotropic anten-
nas along the x-axis spaced by λeff/4 which is the effective electrical wavelength
in a dielectric medium with permittivity εr = 5. The medium is assumed to be
homogeneous, non-magnetic and lossless.

A Ricker waveform with a centre frequency of 0.5 GHz and a bandwidth of
2 GHz is used as presented in Fig. 2.7. Targets are perfect electric conducting
cylinder (a cylinder will be a surface in 2D simulations) with a 2 mm radius.
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The Fourier resolution derived at 0.8 m using Eqn 1.14 and Eqn 1.15 are shown
in Table 2.1.

Table 2.1: Fourier resolution analysis at z = 0.8 m

Azimuth resolution (δx) 18 cm
Range resolution (δz) 3.35 cm

2.3.1 Case 1 : Range resolution analysis scenarios

2.3.1.1 Geometrical Configuration

Table 2.2 presents the GPR acquisition parameters for range resolution analysis
(δz) for targets located around the coordinates x0, z0 with an array of Na elements.
Scenario 1 considers a single target whereas scenario 2 deals with two targets
separated by a spacing of dz in the range direction. Scenario 3 considers the case
of targets with azimuth position which is not centred with respect to the array
coordinates. This kind of acquisition is often qualified as squinted.

Table 2.2: GPR scenario Case 1: Range resolution analysis

Scenario x0 z0 dz Na

1 (1 target) 0.3 m 0.8 m − 20
2.a (2 targets) 0.3 m 0.8 m 50 cm 20
2.b (2 targets) 0.3 m 0.8 m 2 cm 20
3 (2 targets) 0.05 m 0.8 m 2 cm 20
3.b (2 targets) 0.05 m 0.8 m 2 cm 4

2.3.1.2 Classical Imaging Results

GPR range focused data shows up in form of hyperbola due to the range
migration induced by change of radar target distance when moving from one
element of the equivalent azimuth array to the other as indicated in Fig. 2.11b.
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Figure 2.11: Scenario 1 with a 1 target at the centre of the array and Na = 20 : (a)
Setup configuration, (b) Range focused image and (c) 2D BP focused image.

2D focusing results using the back propagation algorithm leads to the results
shown in Fig. 2.11c and correctly locates the target. BP results for scenario 2.a
are given in Fig. 2.12b.
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Figure 2.12: Scenario 2 with 2 targets at the centre of the array and Na = 20: (a)
Setup configuration, (b) BP focused results for dz = 50 cm (scenario 2.a) and (c) BP
focused results for dz = 2 cm (scenario 2.b).

When the spacing dz is larger than the range resolution both targets can be
discriminated whereas in the case where the spacing is smaller than the range res-
olution, it was not possible to separate the two targets as indicated in Fig. 2.12c.

The same conclusion can be observed with scenario 3 (i.e squinted configura-
tion) with two targets that are located on the side of the illuminating array that
are separated by short range spacing (dz = 2 cm).
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Figure 2.13: Scenario 3 with Na = 20 and 2 targets at the side of the array separated
at dz = 2 cm: (a)Setup configuration and (b) BP focused results.

2.3.2 Case 2 : Azimuth resolution analysis scenarios

2.3.2.1 Geometrical Configuration

The same configurations that were done previously along range direction are
implemented along azimuth direction as presented in Table 2.3. These scenarios
considers two targets with different azimuth spacing (δx) and investigate the case
of squinted acquisition when the targets are located away from the centre of the
array in the azimuth direction.

Table 2.3: GPR scenario Case 2: Azimuth resolution analysis

Scenario x0 z0 dx Na

4.a (2 targets) 0.3 m 0.8 m 20 cm 20
4.b (2 targets) 0.3 m 0.8 m 4.75 cm 20
5.a (2 targets) 0.05 m 0.8 m 4.75 cm 20
5.b (2 targets) 0.05 m 0.8 m 4.75 cm 4
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2.3.2.2 Classical Imaging Results

Similarly to range resolution analysis scenarios, we observe that BP is able
to discriminate two targets separated by offset larger than δx (dx = 20 cm) in
Fig. 2.14b (scenario 4.a). When the offset was reduced to offset which was less
than azimuth resolution, dx < δx (dx = 4.75 cm), BP focused two targets as
single targets as presented in Fig. 2.14c (scenario 4.b).
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Figure 2.14: Scenario 4 with 2 targets at the centre of the array and Na = 20: (a)
Setup configuration, (b) BP focused results for dx = 20 cm (scenario 4.a) and (c) BP
focused results for dx = 4.75 cm (scenario 4.b).

When the targets were observed with a squint configuration (scenario 5.a) BP
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fails to separate them. on the side of the array, BP still failed to separate the
two targets. Additionally, we notice that focused results of targets at the side of
the array starts to spread in multiple range cell (Fig. 2.15b) compared to focused
targets at the centre of the array in Fig. 2.14c.
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Figure 2.15: Scenario 5 with 2 targets at the side of the array and dx = 4.75 cm:
(a) Setup configuration, (b) BP focused results for Na = 20 (scenario 5.a) and (c) BP
focused results Na = 4 (scenario 5.b).

When the number of number of azimuth sampling positions are reduced to 4 (5
times smaller the original 20 azimuth sampling positions), BP has poor focused
results as indicated in Fig. 2.15c (scenario 5.b).
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In conclusion, this analysis shows very typical situation in GPR characteri-
sation where the spacing between two targets is smaller than azimuth or range
resolution and for given length of the azimuth array, one may not be able to sep-
arate the response of such scatterer. So in this case the use of spectral analysis
techniques is expected to improve resolution, focusing and performance.

2.4 Compensation of near-field wide bandwidth effects
According to the geometrical configurations, the proposed scenarios correspond

to near field configuration with respect to the Fraunhofer distance dF in (2.10).
This implies that, the configuration is in near field when z0 is smaller than dF .
Given that L is synthetic aperture and λeff is the effective lambda, dF is expressed
as:

dF = 2L2/λeff (2.10)

For instance, for 20 number of azimuth sampling positions, L = 0.64 m and
λeff = 0.134 m, hence dF = 6 m. Therefore since z0 = 0.8 m, this configuration
is in near field.

The evolution of phase delays from one element to the other along the azimuth
direction is not linear. This means that still Specan techniques may be used but
modification of the expression of steering vector is required based on the depth

In addition, in wide band configurations the propagations delay measured for
different azimuth positions became comparably larger to the range resolution. In
consequence the response of target stretch over different range cell as presented
in Fig. 2.16.
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Figure 2.16: Range focused data showing non-linear range cell migrations
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The application of Specan techniques to near field and wide band configura-
tions requires some modifications [Mar+98]. One of the most convenient solution
consist in correcting for the curvature for these effects using a classical BP tech-
nique which has limited resolution but it is exact in terms of focusing accuracy,
and then apply Specan techniques on the focused results. By doing this, the
estimation capability of Specan methods will be enhanced [LS96; DeG98].

As shown in Fig. 2.17, the range migration may cause the response of a target to
spread over several range positions and making the compensation on the analysis
of the phase history difficult. For this reason we focus on a 2D polar grid as
proposed in [Jou+17]

(a)

(b)

Figure 2.17: Imaging geometry for BP focused data on: (a) a 2D Cartesian grid and
(b) a 2D polar grid [Jou+17].
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As observed in Fig. 2.18 focusing in polar grid tends to concentrate the spec-
trum on to a trapezoidal and quasi-rectangular domain which is well adopted to
the Specan analysis formalism mentioned earlier in this manuscript.

(a) (b)

(c) (d)

Figure 2.18: Case 2 (Azimuth resolution) : Scenario 5.a (a) Cartesian BP image, (b)
Cartesian BP spectrum, (c) Polar BP image, (d) Polar BP spectrum.
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2.5 Covariance matrix estimation
It is necessary to adequately estimate the covariance data matrix in order to en-

hance estimation capability of Specan methods. Estimation of covariance matrix
is very application dependent. Basically N realisations are required (i.e number
of frequency points of selected azimuth cell vector or number of azimuth samples
for selected range cell vector for range resolution and azimuth resolution respec-
tively). In the most convenient situation independent realisations are preferred as
they bring the maximum information. On the contrary, when data are correlated
only less information can be obtained. Classical estimation of covariance matrix
is given as Maximum likelihood estimation in Gaussian case [KV96]. This is done
by replacing expectation in (1.20) with sum of N realisations as shown below:

R̂ = 1
N

N∑
n=1

yyH (2.11)

2.5.1 1D spectral smoothing

In the literature [Jou+17; KV96; Mar+98] spatial smoothing is used to decor-
relate the data which is simply a sliding window in spatial domain in only one
direction. In this work, instead of sliding in spatial domain this sliding window
will be applied in frequency domain of a given direction (either along range or
along azimuth) of GPR focused image hence the term 1D spectral smoothing is
used instead.

(a) (b)

Figure 2.19: 1D Spectral smoothing along : (a) range (b) azimuth.
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As presented in Fig. 2.19, the sliding is done in only one direction i.e along
range (Fig. 2.19a) or along azimuth (Fig. 2.19b) directions, depending on the
application.

Then the data covariance matrix is obtain by averaging the data covariance
matrices obtained from each window. In the end this option reduce resolution
from full length 1/N full to length of the sliding window 1/Nwind. In configura-
tion considered here, range resolution is better i.e 3.35 cm = λeff/4 compared
to azimuth resolution i.e 18 cm = 1.3λeff . So in spite of reduction of resolution
resulted from the length of sliding window, we have shown that Specan meth-
ods still able to improve significantly range resolution thanks to estimation of
covariance matrix by 1D spectral smoothing.

2.5.2 2D spectral smoothing

But as for azimuth resolution, the length of the available synthetic aperture
is usually already small i.e for the scenario with only 4 antenna (case), therefore
reducing the full length of array to small length of sliding window hinder res-
olution ability of Specan method. So instead in this work we use 2D Spectral
smoothing, described in [LS96; DeG98], in order to increase the number of looks
along azimuth direction i.e keep full array elements N which will maximise the
azimuth resolution.

Figure 2.20: 2D Spectral smoothing along both range and azimuth.

2D spectral smoothing involves sliding in frequency domain in both dimensions
i.e along azimuth and along range as shown in Fig. 2.20. Several realisation of
decorrelated GPR data will be obtained with reduced realisation either in azimuth
or in range. Therefore choosing the size of the window in a given direction depends
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on the configuration as mostly the resolution in range is better than in azimuth
so for instance in our case we have 3.35 cm resolution along range and only 18 cm

resolution along azimuth. On that account, little resolution in range may be spent
to increase the number of looks along azimuth and in our case we increased this
number up to N . This imply that, full antenna array length was maintained for
covariance matrix estimation. As a result, high estimation capability of Specan
methods was facilitated.

Figure 2.21: Schematic diagram of algorithm developed for range resolution improve-
ment.

Figure 2.22: Schematic diagram of algorithm developed for azimuth resolution im-
provement.

The algorithms developed in this work to improve range resolution and azimuth
resolution are summarised in the following steps as presented in Fig. 2.21 and
Fig. 2.22 respectively:
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• The GPR data Y (x, t) are deconvolved by a Wiener filter to compensate
the used waveform then by 1D FT to obtain H(x, f).

• H(x, f) is focused by Cartesian BP focusing algorithm to obtain b(x, z)
then 1D FT to get B(x, kz).

• 1D spectral smoothing is done on B(x, kz) and covariance matrix R̂zz, x =
x0 will be estimated from a selected azimuth cell (x = x0) .

• Finally, Specan methods are applied for position estimation through (P (zi)),
the focusing criteria of Specan techniques.

And respectively for azimuth resolution :

• The GPR data Y (x, t) are deconvoluted by a Wiener filter then 1D FT is
done to get H(x, f).

• H(x, f) is focused by Polar BP focusing algorithm to obtain b(θ, r) followed
by 2D FT to obtain B(kθ, kr).

• 2D spectral smoothing is done on B(kθ, kr) and covariance matrix R̂θθ, r =
r0 will be estimated from a selected range cell (r = r0) .

• Finally, Specan methods are applied for position estimation through (P (θi)),
the focusing criteria of Specan techniques.

2.6 GPR Imaging using Specan
For simulated GPR data, SNR of 20 dB was considered with 200 realisations.

2.6.1 Range resolution results : Case 1

Specan methods aiming to improve the range resolution are applied to GPR
focused data presented in Fig. 2.13 (scenario 3) and results are shown in Fig. 2.23.

In both processing configurations, non-parametric methods such as BF and CP
can not separate the two targets responses despite the better resolution of CP
with respect to BF as their width of the beam associated with their peaks was
relatively large.

On the other hand, the rest of the methods were able to distinguish the
two targets. High resolution parametric methods (MUSIC, OPM, Root-MUSIC,
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Root-OPM, and ESPRIT) leads to better resolution results compared to non-
parametric methods (BF and CP) as their estimate does not depend on the
signal bandwidth but rather on the quality of the estimate of covariance matrix,
R̂. OPM-based methods do not use an eigenvalue decomposition to estimate the
noise subspace but instead use the propagator estimator which is computational
efficient. But since the propagator is developed in ideal conditions its performance
may degrade on extreme conditions.
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Figure 2.23: Specan objective functions for scenario 3 with Na = 20 and 2 targets
at the side of array separated by dz = 2 cm: (a) Approximately quarter bandwidth
(number of frequency samples=16 out of 48 samples) results (b) Approximately half
bandwidth (number of frequency samples=24 out of 48 samples) results.
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SSF and DML are parametric methods that estimate the position by optimis-
ing a multidimensional criteria. They are more robust and have a high overall
accuracy despite a high computational cost.

Furthermore, in order to estimate the actual reflectivity of the image observed
using parametric techniques, additional step is required which is typically imple-
menting a Least square estimation [Mar+98] [SM+05].

Finally, in Fig. 2.23 we observe that, resolution improve with increase of num-
ber of frequency samples as illustrated with the shape of Specan objective func-
tion of Fig. 2.23b (number of frequency samples=24 out of 48 samples) which
are narrower than Specan objective function of Fig. 2.23a (number of frequency
samples=16 out of 48 samples).

2.6.2 Azimuth resolution results : Case 2

Similarly, Specan methods were also applied along azimuth to improve azimuth
resolution. As aforementioned, BP focusing algorithm was implemented in Polar
grid for case 2. In addition to that, the implementation of 2D spectral smoothing
described before was used in order to increase number of looks while keeping the
full array length .

First, Specan method were applied to GPR polar focused data in scenario 5.a
(Fig. 2.18c) and scenario 5.b respectively.

The obtained results are presented in Fig. 2.24. The results shows that except
for BF and CP, the rest of the Specan methods were able to distinguish two
targets for configuration with 4 azimuth sampling positions (scenario 5.b) and
20 azimuth sampling positions (scenario 5.a) respectively. For the case with 4
azimuth position, it was possible to discriminate the two targets since 4 azimuth
positions is larger than the available number of 2 targets. Therefore, it is possible
to go down to shorter arrays as long as number of elements is larger than the
number of targets observed.

In addition to that, we observe that the resolution improve with increase of
number of azimuth sampling positions i.e the beamwidth of Specan objective
function for the case of 20 azimuth sampling positions i.e Fig. 2.24b is narrower
than the case with only four number of azimuth sampling positions i.e Fig. 2.24a.
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Figure 2.24: Specan objective function for scenario 5 with 2 targets at the side of the
array separated at dx = 4.75 cm: (a) Na = 20 (scenario 5.a) results and (b) Na = 4
(scenario 5.b) results.

On the other hand, Specan techniques RMSE was analysed in presence of
noise by taking into account SNR of -10 dB to 20 dB as shown in Fig. 2.25. The
results shows that RMSE increases as the level of noise decreases. The estimation
accuracy of OPM-based methods (OPM and Root-OPM) degrade significantly as
noise increases.
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Figure 2.25: RMSE of Specan methods with respect to noise levels for scenario 3
with Na = 20 and 2 targets at the side of array separated at dz = 2 cm (number of
frequency samples=48).

Finally, Specan methods RMSE was analysed with respect to number of fre-
quency samples as presented in Fig. 2.26.
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Figure 2.26: RMSE of Specan methods with respect to number of frequency samples
for scenario 3 with Na = 20 and 2 targets at the side of array separated at dz = 2 cm
(SNR = 20 dB).

In this case it is clearly seen that RMSE increases with increase of number
of frequency points. Furthermore, at approximately half bandwidth the Specan
methods reach their maximum accuracy and after the estimation degrade due to
the fact that more samples are selected for spectral smoothing which lead to less
number of sub arrays which implies a covariance matrix is estimated with data
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that are not properly de-correlated. This results conforms what was shown by
[Le 07].
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Figure 2.27: Computation time of Specan techniques for different array widths for 2
targets with an azimuth spacing of dx = 4.75 cm.

Finally, the computational time of different Specan algorithms were analysed
for varying numbers of azimuth sampling positions and presented in Fig. 2.27.
The parameters of the computer on which the simulations were run are: Intel(R)
Core(TM) i5-10210U CPU @ 1.60GHz 2.11 GHz with RAM memory of 16,0 Go
and 64-bit operating system, x64 processor.

Non parametric methods (BP and CP) are simple to implement so they have
the lowest computation time. Furthermore, BP and CP methods do not require
the number of signals to be known in advance like the rest of the Specan methods
studied in this work.

OPM-based (OPM and Root-OPM) methods have low computation time com-
pared with MUSIC-based (MUSIC and Root-MUSIC) methods, as they do not
use eigenvalue decomposition to estimate the noise subspace.

Root methods (Root-OPM and Root-MUSIC) have smaller computational time
compared with the corresponding peak-search versions (OPM and MUSIC). This
is because root methods do not perform exhaustive search through all possible
steering vectors but they give direct parameter estimation by finding roots of
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polynomial of the objective function. Even though root methods are computa-
tionally attractive, they require to use uniform linear arrays.

Lastly, multidimensional methods (SSF and DML) have largest computational
time since they need to solve a multidimensional non-linear optimisations problem
to estimate required parameters. They are robust and accurate at the cost of
heavy computational burden.

2.7 GPR imaging using Specan with heterogeneous tar-
gets

2.7.1 Geometrical Configuration

The simulation conditions used in this case are similar to the one in subsection
2.2.2.2.

Table 2.4: GPR scenarios for heterogenous targets

Scenario Target radius x0 z0 dx Na

1
rP V C = 100 mm,
rP EC = 20 mm

0.3 m 0.8 m rP V C + rP EC = 120 mm 20

2
rP V C = 50 mm,
rP EC = 20 mm

0.3 m 0.8 m rP V C + rP EC = 70 mm 20

Scenario 1 in Table 2.4 considers 20 azimuth sampling positions with one target
consisting of a PVC pipe with permittivity of εr = 1 and 100 mm radius, whereas
the other target is PEC pipe with radius of 20 mm. The targets touches each
other since the azimuth offset dx which is from centre of the PVC target to the
centre of the PEC target is the sum of their radius i.e dx = rP V C + rP EC = 120
mm as illustrated in Fig. 2.28a. The second scenario reduce the radius of the
PVC target to 50 mm whereas the PEC target remains identical to the one of
scenario 1. So their azimuth offset is dx = rP V C + rP EC = 70 mm as shown in
Fig. 2.29a.

2.7.2 Imaging results

Fig. 2.28 presents the results of scenario 1 i.e dx = rP V C + rP EC = 120 mm.
The range focused image is given in Fig. 2.28b and the hyperbolas for the two
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targets are hardly identifiable.

BP focusing results indicate a very confusing situation where several peaks can
be discriminated that could correspond to targets but it is hard to make a reliable
decision.
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Figure 2.28: Scenario 1 with dx = 120 mm offset between 2 targets at the centre of
the array and Na = 20: (a) Setup configuration, (b) Range focused data and (c) BP
focused results.

The second scenario results given in Fig. 2.29 indicate that it was impossible to
see the two hyperbolas from the two heterogeneous targets in the range focused
image as indicated in Fig. 2.29b. The corresponding BP focused results also could
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not distinguish the two targets but instead due to poor resolution the two targets
are interpreted as a single target.
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Figure 2.29: Scenario 2 with dx = 70 mm offset between 2 targets at the centre of
the array and Na = 20: (a) Setup configuration, (b) Range focused data and (c) BP
focused results.

To improve resolution, spectral analysis techniques are implemented.

The results for scenario 1 (dx = 120 mm) and scenario 2 (dx = 70 mm) are
presented in Fig. 2.30. We observe that, high resolution Specan methods except
BF and CP are able to distinguish the two heterogeneous targets as shown in
Fig. 2.30a and Fig. 2.30b for scenario 1 and scenario 2 respectively.
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Figure 2.30: Specan objective function results for Na = 20 with 2 targets at the
centre of the array separated at: (a) dx = 120 mm (scenario 1) and (b) dx = 70 mm
(scenario 2).

2.8 GPR Imaging using Specan within heterogeneous medium
In this section, target imaging is performed in the presence of clutter. The

clutter in this study is simulated using a randomly distributed small spheres
with different radii and different permittivity values whereas the target is a PEC
cylinder (a cylinder will be a surface in 2D simulations).
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2.8.1 Geometrical Configuration

The simulation conditions used in this case are similar to the one in subsection
2.2.2.2.

The target and clutter parameters are given in Table 2.5 whereby targets are
PEC with a radius of 20 mm. The clutter is composed of spheres with differ-
ent dielectric properties randomly sampled within the domain εr = [4 - 20] and
different radii randomly selected in the domain [10 - 100] mm.

Table 2.5: Target and clutter parameters

Parameter Distribution
Target radius 20 mm

Permittivity of target (εr) PEC
Radius of clutter spheres random selected within [10 - 100] mm

Permittivity of clutter spheres (εr) random selected within [4 - 20]

Table 2.6: GPR scenarios

Scenario Number of random spheres Target position Na

1.a 0 x0 = 0.3015 m, z0 = 0.8 m 20
1.b 100 x0 = 0.3015 m, z0 = 0.8 m 20
2.a 0 x0 = 0.3015 m, z0 = 0.8 m 8
2.b 100 x0 = 0.3015 m, z0 = 0.8 m 8

The scenarios proposed to study the cluttered environment are given in Ta-
ble 2.6. Scenario 1 corresponds to 20 azimuth sampling positions, with scenario
1.a simulating a single target in a homogeneous, clutter free medium as shown
in Fig. 2.31a. Scenario 1.b simulating the same target in presence of clutter as
indicated in Fig. 2.32a. Scenario 2 reduce the number of azimuth sampling posi-
tions to 8, whereby scenario 2.a simulate 1 target in homogeneous medium while
scenario 2.b simulate a target in the medium with clutters.
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2.8.2 Imaging results

The results of scenario 1.a are presented in Fig. 2.31.
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Figure 2.31: Scenario 1.a with 1 target at the centre of the array and Na = 20: (a)
Setup configuration, (b) Range focused data and (c) BP focused results.

Both the range focused and the 2D focused images in Fig. 2.32 show that the
clutter response highly affects the imaging results and does not allow to perceive
the presence of the PEC target in the middle. With this image it is impossible
to identify the true position of the target.
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Figure 2.32: Scenario 1.b with 1 target at the centre of the array and Na = 20 in a
medium with 100 number sphere (a sphere will be a surface in 2D) clutter: (a) Setup
configuration, (b) Range focused data and (c) BP focused results.

To estimate the true azimuth position of the targets, the proposed Specan are
applied over the specific range location of the target and the results are given in
Fig. 2.33.
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Figure 2.33: Specan objective function results for scenario using Na = 20 with 1
target at the centre of the array: (a) In a medium without clutter (scenario 1.a) and
(b) In a medium with 100 number of sphere (a sphere will be a surface in 2D) clutter
(scenario 1.b).

By doing this it was possible to estimate the true position of the target as
shown in Fig. 2.33b. This results indicate that high resolution techniques such as
MUSIC are able to accurately localise the target in the azimuth direction while
non parametric BF and CP techniques are strongly affected by the presence of
clutter.
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Figure 2.34: Scenario 2.a with 1 target at the centre of the array and Na = 8:(a)
Setup configuration, (b) Range focused data and (c) BP focused results.

Scenario 2 reduces the number of azimuth sampling positions to only 8. The
results of range focused and BP focused for scenario 2.a are given in Fig. 2.34b
and Fig. 2.34c respectively.
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Figure 2.35: Scenario 2.b with 1 target at the centre of the array and Na = 8 in a
medium with 100 number of clutter: (a) Setup configuration, (b) Range focused data
and (c) BP focused results.

Similarly to the previous case the clutter response strongly affect the image
results and hence impossible to localise the targets as shown in Fig. 2.35b and
Fig. 2.35c for scenario 2.b, hence Specan techniques are applied. The Specan
techniques are able to localise the target in the presence of clutter as shown in
Fig. 2.36b
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Figure 2.36: Specan objective function results for scenario using Na with 2 targets
at the centre of the array separated at: (a) dx = 120 mm (scenario 1) and (b) dx = 70
mm (scenario 2).

2.9 GPR Imaging using Specan on dispersive medium
Finally in this last section, Specan methods developed are applied in the case of

dispersive host medium. The parameter of dispersive characteristic are elaborated
using a one Debye relaxation scheme.
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2.9.1 Geometrical Configuration

The simulation conditions used in this case are similar to the one in subsec-
tion 2.2.2.2. According to 1 Debye relaxation, the permittivity function versus
frequency may be defined as:

εr(f) = εr∞ + ∆εr

1 + i2πfτ
, where ∆εr = εrs − εr∞ (2.12)

where by εrs is the zero frequency relative permittivity for given pole, εr∞ is the
relative permittivity at infinite frequency, τ is the relaxation time and f is the
frequency

Table 2.7: Debye relaxation parameters

Parameter Value
εrs 25.05
εr∞ 5.3
τ 300 ps

σ 0,003 S/m

The results in Fig. 2.37 shows the evolution of permittivity versus frequency
over the bandwidth. We observe the impact of one Debye relaxation on the
medium in which the permittivity varies significantly with respect to frequency
along the bandwidth.
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Figure 2.37: Permittivity function versus frequency.

Table 2.7 shows the simulated target parameter setup that is studied in this
work concerning the imaging of targets embedded in a dispersive medium as
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presented in Fig. 2.38a.

Table 2.8: Target setup parameters

Target parameter Value
Permittivity of target PEC
Radius of target 10 cm

Target position x0 = 0.2 m, z0=0.8 m, dx = 4.75 cm

2.9.2 Imaging results

-1

0

0.8

0 1
1.6

. . .
Azimuth sampling positions

x[m]

z[
m

]

Air

Ground

dx

(a)

0 0.3 0.6

0

0.8

-20

-15

-10

-5

0

d
B

(b) (c) (d)

Figure 2.38: Dispersive medium scenario with dx = 4.75 cm offset between 2 targets
and 20 azimuth sampling positions: (a) Setup configuration, (b) Range focused data
(c) BP image and (c) BP image Spectrum.
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Range focused results of hyperbola in dispersive medium is given in Fig. 2.38b.

The BP image and its spectrum shown in Fig. 2.38c and Fig. 2.38d indicate the
strong defocusing due to the varying direct properties over the frequency domain
covered by the measurement. This is due to the fact that the processing performed
during BP does not corresponds anymore to a matched filter for received signal
to the varying propagation conditions with frequency.

Specan methods are applied to improve azimuth resolution and the results are
shown in Fig. 2.39. The results show that BP, CP and OPM methods were not
able to separate the targets while the rest of the high resolution methods are able
to distinguish two targets.
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Figure 2.39: Specan objective function results for dispersive medium scenario using
20 azimuth sampling positions with 2 targets separated at dx = 4.75 cm.

2.10 Conclusion
Spectral analysis techniques, usually based on narrow-band far field wave as-

sumptions, have been adapted to near-field and broadband configurations for
focusing GPR signals.

We have shown that Specan techniques have significant high resolution esti-
mation capability along azimuth and range directions when compared to conven-
tional methods which have resolution which is limited by Fourier azimuth and
range resolution respectively. Two targets separated by less than the azimuth
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resolution and range resolution are correctly distinguished by applying Specan
techniques to the focused data where near field wide band effects have been com-
pensated.

Also we have shown that, by using Specan techniques it is possible to reduce
significantly the number of azimuth sampling positions while maintaining high es-
timation accuracy provided that the number of targets are less than the available
number of elements.

On the other hand, detection of targets in heterogeneous environment which
is more close to real life environment is studied. We showed that for heteroge-
neous targets, conventional methods had poor resolution when the azimuth offset
between the targets is small, but thanks to high resolution focusing ability of
Specan methods, it is possible to separate two heterogeneous targets with small
azimuth offset.

Furthermore, detection of target in a environment with clutter with different
dielectric properties and different sizes is studied. It is possible to estimate correct
azimuth position of the target by Specan techniques when the specific range cell
is selected.

Finally, GPR imaging using Specan methods is applied on dispersive and lossy
medium. One Debye relaxation is used to simulate the medium dispersive prop-
erty. We observed that BP could not separate two targets that were having the
offset that was less than azimuth resolution. Hence Specan methods are used to
improve resolution where by except BP, CP and OPM methods, other Specan are
able to distinguish the two targets present in a dispersive medium environment.

So to conclude, we showed that, Specan methods may be useful to detect
targets in a real life environment with high accuracy and resolution compared
to conventional migration methods which have limitation of azimuth resolution
which depend on the available number of azimuth sampling positions.
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3.1 Introduction
This chapter applies the developed spectral analysis techniques to real GPR

measurement.

The second section introduces the problem configuration and the measurement
setup. In the third section, strengths and limitations of conventional migration
techniques are illustrated on different scenarios considering different numbers of
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antenna positions. The potential of Spectral analysis techniques for overcoming
these limitation is then demonstrated. The fourth section studies the impact of
irregular aperture sampling on the performance of the estimation. The fifth sec-
tion analyses data acquired in the presence of clutter. Both migration techniques
and Specan methods are implemented and compared.

3.2 Measurement setup
The measurement campaign was performed at CEA Leti Grenoble in a sand

box of dimension 3 × 2.864 × 1.3 m3 xyz. The setup scenario is presented in
Fig. 3.1 for inside view and Fig. 3.2 for outside view .

x z

y 1.3 m

Figure 3.1: Setup scenario for measurement data : inside view.

The sand inside the box was estimated to have permittivity of εr = 5. The
frequency response between the two antennas is measured using a Vector Network
Analyser (VNA) using 401 frequency points uniformly distributed between 100
MHz and 2.1 GHz. The transmitted power is 10 dBm and the intermediate
frequency (IF) is set to 100 Hz

As illustrated in Fig. 3.2, the VNA is connected to a PC which controls the
gantry axis controller with a program developed in Matlab. The antennas are
mounted on the gantry using a mechanical support and are connected via a VNA
which is controlled by a PC giving the position of the antennas set by a controller
connected to the gantry. The alignment of the gantry with the pipes is achieved
using a laser. The elevation of the antennas from the sand is around 1, 5 − 2, 5
cm.
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Figure 3.2: Setup scenario for data acquisition measurement data : outside view.

Table 3.1: Targets considered in this study

Parameter Pipe 1 Pipe 2
Type empty PVC empty PVC
Radius 10 cm 10 cm
Thickness 0.3 cm 0.3 cm
Length 350 cm 350 cm
Orientation of cylinder axis y y

Figure 3.3: Measurement scene description.
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The targets considered in this case study are plastic pipes filled with air at
a depth of 0.3 m as indicated in Table 3.1 and in Fig. 3.3 where by the black
segment represents the location of the metal pipe inside the PVC pipe. The
acquisition are performed using an array of Bow-tie antennas with scanning step
of 50 mm, hence resulting into 35 azimuth sampling positions. Fig. 3.3 shows in
red the position of the antenna array used for Bscan range.

3.3 ULA GPR data analysis
In this experiment the data were acquired with regular spacing along a linear

scan in azimuth corresponding to Uniform Linear Array (ULA) conditions.

3.3.1 GPR scenarios

Table 3.2 describes the three scenarios analysed from the experiment.

Table 3.2: GPR scenario Case 3: Measurement data

Scenario x0 z0 dx Na

1
(2 targets)

0.45 m 0.3 m 51 cm 35

2
(2 targets)

0.45 m 0.3 m 51 cm 7

3
(2 targets)

0.45 m 0.3 m 51 cm 3

Scenario 1 considers a full antenna array with 35 azimuth sampling positions,
whereas scenario 2 uses a portion of antenna array with only 7 sampling positions
selected at the centre of the scene. Finally, scenario 3 takes into account only 3
azimuth sampling positions also taken at the centre of a scene.

3.3.2 Results

Fig. 3.4 shows the results for scenario 1. Over the range focused image one
may observe the ground coupling response at the top followed by the PVC pipes
with hyperbolas whose apex is located at the depth 0.3 m. The PVC pipe with
metal inside is observed at 0.8 m. Lastly we observe an aluminium plate at 1.3
m which is at the bottom of the sand box for calibration purposes.
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Figure 3.4: Focusing results using Na = 35: (a) Range focused data, (b) 2D focused
BP results, (c) Specan objective functions at z=0.3m.

The corresponding 2D focused image is given in Fig. 3.4b which shows the
ability of BP to detect the two targets at 0.3 m while at 0.8 m the PVC pipe
with the metal may observed along with the aluminium plate at 1.3 m. Fig. 3.4c
shows the Specan analysis results in which both targets are clearly detected and
well localised.
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Figure 3.5: Focusing results using Na = 7: (a) Range focused data, (b) 2D focused
BP results, (c) Specan objective functions at z=0.3m.

The results for the scenario that considered part of the antenna array, i.e 7
azimuth sampling positions are given in Fig. 3.5. Here only a small portion of
hyperbolas of the two targets at z = 0.3 m can be seen as shown in Fig. 3.5a.
And we observe in Fig. 3.5b that BP was able to resolve the two targets but with
poor image quality due the to reduced aperture length.

On the other hand, thanks to the high resolution focusing ability of Specan
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methods as indicated in Fig. 3.5c, it is possible to reduce the level of side lobes and
to clearly distinguish the presence of both targets especially with high resolution
techniques results.
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Figure 3.6: Focusing results using Na = 3: (a) Range focused data, (b) 2D focused
BP results, (c) Specan objective functions at z=0.3m.

For the final configuration, only 3 azimuth sampling positions are considered
and the corresponding measurements are given in Fig. 3.6. The range focused
data image is given in Fig. 3.6a where, the hyperbolas can not be observed.
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The corresponding BP focused image has a poor resolution as seen in Fig. 3.6b.
Specan methods are applied and the results shown in Fig. 3.6c clearly indicate
that the both targets can be resolved when using high resolution techniques.

As previously stated, estimating the actual backscattered intensity using high
resolution techniques requires to implement an additional estimation step which
can be performing using Least Square estimation [SM+05].

Moreover, as non-parametric techniques BP and CP can be applied without
specifying the number of targets. One may use them to construct a continuous
image by applying them at arbitrary depth as presented in Fig. 3.7.

(a) (b)

Figure 3.7: Focusing results using 3 antennas: (a) BF image, (b) CP image.

Noise was added to the final configuration with only 3 number of azimuth
sampling positions before applying the Specan methods, with a SNR of -20 dB

with 100 noise realisations. The Specan results are presented in Fig. 3.8. We
observe that BF and CP resolution degrade with presence of noise when compared
to noiseless scenario in Fig. 3.6c. But with high resolution methods like SSF,
when noise floor is low enough it is still able to estimate the targets in noise
environment.
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Figure 3.8: Focusing results using 3 antennas: Specan objective functions at z=0.3m
with noise SNR = 0 dB (i.e for BF, CP, MUSIC, and SSF) and noise SNR = 20 dB
(i.e for BF, CP and MUSIC).

3.4 Analysis of non ULA GPR data
In this section, we study the impact of irregular azimuth sampling for a given

synthetic aperture length.

3.4.1 GPR scenarios

Table 3.3: GPR scenario Case 3: Data acquisition conditions

Scenario
Size of synthetic
aperture

Number of azimuth
sampling positions

Azimuth
sampling

4.a 1.7 m 35 Regular
4.b 1.7 m 10 Irregular
5.a 1 m 21 Regular
5.b 1 m 6 Irregular
6.a 0.55 m 12 Regular
6.b 0.55 m 4 Irregular

Tab. 3.3 and Fig. 3.9 introduce the scenario that is used to study the impact
of irregular azimuth sampling on a given synthetic aperture lengths based on the
measurement data described in section. 3.2.
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Measured data

Scenario 4.a consider a complate synthetic aperture i.e 1.7 m with regular
azimuth sampling and 35 antenna positions, whereas scenario 4.b keep the same
aperture and instead take into account irregular azimuth sampling positions with
10 antenna positions.

xxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

x Regular sampling positions

* *********

* Irregular sampling positions

Synthetic aperture=1.7 m
Air

Ground
x (m)

z
(m

)

(a)

xxxxxxxxxxxxxxxxxxxxxx******
Synthetic aperture=1 m

Air

Ground
x (m)

z
(m

)

(b)

xxxxxxxxxxxxx****
Synthetic aperture=0.55 m

Air

Ground
x (m)

z
(m

)

(c)

Figure 3.9: Azimuth sampling description setup: (a) Scenario 4, (b) Scenario 5 and
(c) Scenario 6
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Scenario 5.a reduced the synthetic aperture to 1 m with 21 regular azimuth
positions, whereas scenario 5.b uses 6 irregular sampled azimuth positions.

The last scenario 6.a reduces the synthetic aperture even further i.e 0.55 m,
with 12 azimuth sampling positions in the regular case and 4 positions in the
irregular configurations as presented in Fig. 3.9.

3.4.2 Irregular azimuth sampled data results

First of all, the results of scenario 4 which considered synthetic aperture of 1.7
m are given in Fig. 3.10.

The BP focusing results of uniform azimuth sampled measurement data that
used 35 antenna positions are given in Fig. 3.10a (scenario 4.a). This BP image
have better resolution when compared to the results of irregular azimuth sampled
data in Fig. 3.10b (scenario 4.b) which used 10 antenna position.

The resolution of BP focused results for the case of irregular sampled data
degraded gradually in spite of the fact that both scenario 4.a and 4.b had the
same synthetic aperture.

To improve resolution, Specan methods were applied to the scenario 4.b that
involved irregular azimuth sampling and result are given in Fig. 3.10c.

The results shows that, spectral analysis techniques are able to distinguish
both targets in the scenario with MUSIC having high resolution compared to BF
and CP. Therefore in comparison to Fig. 3.10b, Specan techniques are able to
successfully identify the targets with better resolution at given depth z = 0.3 m.

The obtain Specan results in Fig. 3.10c implies that, classical GPR focusing
methods have resolution limitation depending on the number of azimuth samples
considered, thanks to high resolution capability of Specan methods it is possible
to overcome this resolution limitation and successfully detect and localise the
targets present in the scene.
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Measured data

(a) (b)
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Figure 3.10: Scenario 4 having 1.7 m size of synthetic aperture: (a) BP results of
regular sampled data with 35 number of azimuth sampling positions (scenario 4.a),
(b) BP results of irregular sampled data with 10 number of azimuth sampling positions
(scenario 4.b), (c) Specan objective function for irregular sampled data with 10 number
of azimuth sampling positions (scenario 4.b).

Secondly, the results for case 5 that took into account synthetic aperture of
1 m are given in Fig. 3.11. The regular azimuth sampled BP focusing results
that used 21 number of azimuth sampling positions is given in Fig. 3.11a where
the BP focusing results of irregular azimuth sampling data which had 6 number
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of azimuth sampling positions are indicated in Fig. 3.11b. Again, BP results
of irregular sampling data (scenario 5.b) are poor compared to regular azimuth
sampled data (scenario 5.a). To improve resolution of irregular sampled data
scenario, Specan techniques were applied and results are shown in Fig. 3.11c. All
the Specan methods were able to distinguish the two targets in the scene.
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Figure 3.11: Scenario 5 having 1.0 m size of synthetic aperture: (a) BP results of
regular sampled data with 21 number of azimuth sampling positions (scenario 5.a),
(b) BP results of irregular sampled data with 6 number of azimuth sampling positions
(scenario 5.b), (c) Specan objective function for irregular sampled data with 6 number
of azimuth sampling positions (scenario 5.b).
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Measured data

(a) (b)
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Figure 3.12: Scenario 6 having 0.55 m size of synthetic aperture: (a) BP results
of regular sampled data with 12 antenna positions (scenario 6.a), (b) BP results of
irregular sampled data with 4 number of azimuth sampling positions (scenario 6.b),
(c) Specan objective function for irregular sampled data with 4 number of azimuth
sampling positions (scenario 6.b).

Finally, the results of last scenario that considered 0.55 m size of synthetic
aperture are given in Fig. 3.12.

Like in the previous cases, BP results of irregular azimuth sampled data that
used only 4 number of azimuth sampling positions has poor resolution image
as shown in Fig. 3.12b compared to BP results with regular azimuth samples
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which had 12 number of azimuth sampling positions as illustrated in Fig. 3.12a.
Again Specan methods were applied to the case with poor resolution i.e irregular
azimuth sampled data with 4 number of azimuth sampling positions and results
are presented in Fig. 3.12c. High resolution technique i.e MUSIC had better
resolution compared to BF and CP, due to the fact that the performance of later
depends on the number of samples available for covariance matrix data estimation.

3.5 Measurement performed through a diffused layer of
clutter

3.5.1 Geometrical Configuration

The measurement were conducted with 8 antennas separated with distance
of 12.70 cm. The medium was estimated to have permittivity of εr = 5. The
measurement bandwidth was from 200 MHz to 1.6 GHz.

-0.4

0

1

0 0.4
2

. . .
Azimuth sampling positions

x[m]

z[
m

]

Air

Ground

Clutter

Target

Figure 3.13: Setup configuration for scenario with 1 target and 8 number of azimuth
sampling positions.

The setup scenario for the clutter medium scenario is presented in Fig. 3.13.
The the target is positioned at x = 0.02 m and z = 1.4 m while the clutters are
present around z = 0.2 m and z = 0.3 m .

3.5.2 Imaging results

The obtained results of GPR measurement data in presence of clutter are pre-
sented in Fig. 3.14.
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Measured data

(a) (b)

Figure 3.14: Measurement data with clutter medium: (a) Range focused measurement
data and (b) BP focused results.

The range focused image is given in Fig. 3.14a in which the presence of clutters
is observed around z = 0.2 m and z = 0.3 m. And from the image is difficult to
observe the presence of target in the scenario.

Fig. 3.14b shows the corresponding focused image with BP focusing method.
Again with these results it was difficult to tell the number of targets present in
the scenario.

So Specan methods will be applied to improve resolution first along azimuth
then along range directions.

3.5.2.1 Simulation results on azimuth position

To improve resolution along azimuth direction, the Specan methods were ap-
plied to selected the range cell as indicated in Fig. 3.15a. The obtained results
are presented in Fig. 3.15b.

The results shows that all the Specan methods were able to detect the target
present in the scene along with estimating the target at correct azimuth position
i.e x = 0.02 m.
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Figure 3.15: Measurement data with clutter medium: (a) BP focused results and (b)
Specan objective functions.

3.5.2.2 Simulation results on range position

To improve resolution along range direction, the Specan methods are applied
along azimuth cell as shown in Fig. 3.16b.

The azimuth cell was selected from the BP focused image by taking into account
only the zone around which the target was detected by focusing BP method. By
doing so, the Specan methods were all able to detect the true range position of
the target which was z = 1.4 m
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Measured data
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Figure 3.16: Measurement data with clutter medium: (a) BP focused data, (b) BP
focused results, (c) Specan objective functions.

3.6 Conclusion
Spectral analysis methods developed in this work were tested in real life envi-

ronment i.e on GPR measurement data We have shown that Specan techniques
have significant high resolution estimation capability along azimuth directions
when compared to conventional methods which have resolution which is limited
by Fourier azimuth resolution. In addition to that, we have shown that, for
a given fixed size synthetic aperture, when the data are collected with irregular
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azimuth samples, the performance of classical migration techniques degrade grad-
ually. The focused images have poor resolution hence it is difficult to separate
the available targets in the scene. To improve resolution, this work proposed
to use Spectral analysis techniques which were able to distinguish the targets in
the irregular azimuth sampled data even with the case where only few number
of azimuth sampling positions (i.e only 4 number of azimuth sampling positions
were available). Finally we have shown that Specan methods may be used to
estimate the target position in a cluttered medium environment on both azimuth
and range positions.
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4.1 Introduction
In this research, the general basics of GPR was studied along with various

GPR configuration. Propagation modelling of GPR scenarios was done using was
FDTD free software (gprMax) which was validated by conducting quantitative
comparison with theory based model developed at CEA.

Since raw GPR image shows up as an hyperbola, the focusing (migration )
techniques were required to focus the hyperbola to the true target position. The
traditional migration algorithms which were studied in this thesis include: Hyper-
bolic summation, Phase shift, FK migration and Back projection method. These
algorithms were implemented by using data simulated by gprMax. The results
showed limitation of these classical methods when the offset between targets were
less than azimuth or range resolution. This is due to the fact that, two targets
were interpreted as single targets due to poor resolution of conventional migra-
tion techniques which is limited by the bandwidth and the number of antennas
(synthetic aperture).
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We also observed that, in most GPR configurations, azimuth resolution is al-
ways poor compared to range resolution. Therefore, this research focused on
improving the azimuth resolution by applying 1D spectral analysis techniques.

Spectral analysis techniques were initially developed for far field narrow band
configurations. So to use these techniques with GPR data obtained in near field
wide band, required the necessary adjustment in order to facilitate the accuracy
of the Specan methods. The compensation of near field wide band effects was
done by using focusing algorithm in this thesis back-projection focusing method
was used. Then the Specan methods were applied on the focused data on a given
selected range cell for azimuth resolution or azimuth cell for range resolution.

Moreover, from the state of the art, we have seen that Specan methods require
the data to be uncorrelated or partially correlated. So in this research we have
used a 2D spectral smoothing technique which allows to keep full length of an
array hence facilitate high resolution capability of Specan methods.

The proposed algorithms have been validated by applying them on real life sce-
narios i.e measurement data where, the Specan methods showed high resolution
ability to distinguish data with: reduced number of antennas, irregular azimuth
samples, cluttered medium environment and dispersive medium environment.

This work led to two communications in international conferences and to an
article to be submitted to an international journal.

4.2 Perspectives
Proposed future approach include the following:

First of all, the proposed algorithms in this thesis are 1D techniques. This im-
plies they are are applied to specific selected azimuth cell or range cell. Therefore,
in the future, these 1D techniques may be extended to 2D techniques in order to
take into account all range cell or azimuth cell. this will allow the construction
of GPR image with better resolution when compared to image developed with
classical migration techniques.

Secondly, the proposed algorithm may be applied in medical field. For instance
for detection of close blood vessels. This has been done partially during this
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thesis. Due to confidential reasons detailed of configuration will not be disclosed
but some of the initial results are presented in Fig. 4.1, where by the range focused
image of the blood vessels is given in Fig. 4.1. The FK migration was used to
focus the image and results are shown in Fig. 4.1b. Due to poor resolution of this
conventional method, it was not possible to separate the two blood vessel present
in the scene. To improve resolution, Specan methods were applied on the selected
range cell as shown in Fig. 4.1b and the results are presented in Fig. 4.1c. The
results show that only root based Specan methods and Multidimensional Specan
methods were able to detect the two blood vessels.
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Figure 4.1: Measurement data with blood vessels: (a) Range focused measurement
data, (b) BP focused results, (c) Specan objective functions.
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Finally, the Specan techniques may be applied to detect targets that are buried
in multi layers (layers with different permittivity) environment.
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Appendix A
Appendix

The Specan methods may be categorised based on how they manipulate the
covariance matrix to estimate the parameters as:

• Peak-search approaches

• Root methods approaches

• Multidimensional approaches

A.1 Peak search methods
These methods estimate parameter as coordinates of local maxima of continu-

ous objective function. In this category we have Beamforming, Capon’s method,
MUSIC and Orthogonal Projector method (OPM).

A.1.1 Beamforming

The basic idea behind BF techniques is to “steer” the array in one direction at a
time and measure the output power. When the “steered” direction coincides with
a a(ω) of the signal, the maximum output power will be observed [CGY10]. Given
the knowledge of array steering vector, an array can be steered electronically just
as a fixed antenna can be steered mechanically.

A weight vector g can be designed and then used to linearly combine the data
received by the array elements to form a single output signal x:

x = gHy (A.1)
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The total averaged output power of data with N realisation can be expressed as:

P (g) = 1
N

N∑
n=1

|x|2= 1
N

N∑
n=1

gHyyHg

= gHR g (A.2)

In the convention beamforming approach, g has a response of an ideal scatterer
hence g = a(ω) with a(ω) being the steering matrix previously in equation (1.18).
For each ω, the average power output P (ω) of the steered array is then measured
or computed with (A.2). In other words, the output power versus ω is recorded
with (A.2). It can be shown that When ω = ωm, an impinging angle of the signal
from source m, the output power P (ω) will reach a peak or maximum point. At
this moment, g = a(ω − ωm) aligns the phases of the signal components received
by all the elements of the array, causing them to add constructively and produce
a maximum power. In practical computations, g = a(ω) is normalised as:

g = gBF = a(ω)√
aH(ω)a(ω)

(A.3)

By inserting the weight vector equation (A.3) into (A.2), the output power is
obtained as [CGY10] :

P BF = aH(ω)R̂a(ω)
aH(ω)a(ω) (A.4)

The weight vector (A.3) can be interpreted as a spatial filter; it is matched to the
impinging spatial angles of the incoming signal to produce a peak but attenuate
the output power for signals not coming from the angles of the incoming signals.
Intuitively, it equalises the different signal delays experienced by the array ele-
ments and maximally combine their respective contributions to form a peak in
output power at the angles of the incoming signals [CGY10].
BF is simple to implement but the width of the beam associated with a peak and
the height of the sidelobes, are relatively large; they limit the method’s effective-
ness when signals arriving from multiple directions or sources are present. This
technique has poor resolution. Although it is possible to increase the resolution
of beamformer by adding more array elements due to the fact that width of the



Peak search methods 117

beam associated with a peak and the height of the sidelobes reduce with increase
of antenna elements. But this leads to the increase in the numbers of receivers
and the amount of storage required for the data.

A.1.2 Capon beamformer

The beamforming described earlier use all the degrees of freedom available to
the array in forming a beam in the required look direction. This works well when
there is only one incoming signal present. But when there is more than one signal
present, the array output power contains signal contributions from the desired
angle as well as from the undesired angles [CGY10].

Capon’s method overcomes this problem by using the degrees of freedom to
form a beam in the look direction and at the same time the nulls in other directions
in order to reject other signals [KV96].

In terms of the array output power, forming nulls in the directions from which
other signals arrive can be accomplished by constraining a beam (or at least
maintaining unity gain) in the look direction.

Thus, for a particular look direction, Capon’s method uses all but one of the
degrees of the freedom to minimise the array output power while using the re-
maining degrees of freedom to constrain the gain in the look direction to be
unity:

min P (g) subject to gHa(ω) = 1 (A.5)

The resulting weight vector is shown to be given

g = gCP = R−1a(ω)
aH(ω)Ryy

−1a(ω)
(A.6)

By substituting the above weight vector into (A.2), the following spatial power
spectrum is obtained:

P CP = 1
aH(ω)R̂−1a(ω)

(A.7)
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CP Provides a better resolution in comparison with the conventional beam-
forming technique. But Capon’s method fails if the signals that are correlated
are present because it uses the correlation matrix Ryy

−1 , which becomes singu-
lar for the correlated signals. Hence, the correlated components will be combined
destructively in the process of minimizing the output power. CP method requires
the computation of a matrix inverse, which can be expensive for large arrays.

The common advantage of these two non-parametric methods is that they do
not assume anything about the statistical properties of the data and, therefore,
they can be used in situations where we lack information about these properties.
On the other hand, in the cases where such information is available, for example
in the form of a covariance model of the data, a nonparametric approach does
not give the performance that one can achieve with a parametric (model based)
approach.

A.1.3 MUSIC

The MUSIC algorithm was firstly proposed by Schmidt [Sch86], which started
the era of high resolution technique. MUSIC applies the Eigenvalue decompo-
sition (EVD) to the covariance matrix and gets its signal subspace and noise
subspace. According to the orthogonality between these two subspaces, the MU-
SIC algorithm can successfully estimate the position parameters. The covariance
matrix in (1.20) can be written in form of its eigenvalues and eigenvectors as
[SM+05; Mar+98; Sun+19]:

R = V sΛsV
H
s + σ2V nΛnV H

n (A.8)

Λs is the diagonal matrix containing the L largest eigenvalues with their associ-
ated eigenvectors in the columns of V s (the matrix of signal eigenvectors), Λn is a
diagonal matrix containing the M − L smallest eigenvalues, with their associated
eigenvectors arranged in V n (the matrix of noise eigenvectors) and σ2 is the noise
variance. The MUSIC principle is based on the fact that V n is orthogonal to V s

and, consequently, to the mode matrix A such that:

V H
n a(ω) = 0, ω ∈ {ω1, ..., ωM} (A.9)
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Therefore, the MUSIC pseudospectrum is then defined as [Sun+19]:

PMUSIC(ω) = 1
aH(ω)V nV H

n a(ω)
(A.10)

The ωm of the multiple incident signals can be estimated by locating the peaks
of (A.10). The m largest peaks in the MUSIC spectrum above correspond to the
ωm of the signals impinging on the array. MUSIC has high resolution compared
to BF and CP but it uses EVD which involve a large computational burden.

A.1.4 Orthogonal Projector Method

To solve the problem of large computational burden of MUSIC which comes
from the use of EVD, propagator-based techniques such as the orthogonal propa-
gator method (OPM), are proposed to estimate the position parameters by using
linear operations without EVD or singular value decomposition (SVD). The OPM
is based on the structure of the covariance matrix R which partitions the steering
matrix A into submatrices [Mar+98]:

A =
A1

A2

 (A.11)

Where A1 and A2 are L×L and (K −L)×L-dimensional matrices, respectively.
There exists a L×(K −L)-dimensional linear operator P , such that P HA1 = A2

or Q = [P H , IK−L]H where IK−L is an (K − L) × (K − L)-dimensional identity
matrix. Similar to MUSIC Q0 may be defined as Q0 = Q(QHQ)−1/2 which is
orthogonal to A as given below:

QH
0 a(ω) = 0, ω ∈ {ω1, ..., ωM} (A.12)

As a result OPM pseudospectrum is given as [Mar+98]:

POP M(ω) = 1
aH(ω)Q0Q0

Ha(ω)
(A.13)

The position parameters can then be estimated by searching the peak positions
of (A.13). Since A is full rank, the linear operator P is unique. On the other
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hand P is generally unknown in reality but can be estimated from the property
of covariance matrix as [Mar+98]: P = (A1

HA1)A1
HA2. However, propagator-

based methods are developed with signal models under ideal conditions and with-
out the consideration of noise. Hence, their performance is degraded in low-SNR
scenarios [Sun+19].

A.2 Roots methods
These methods do not involve an exhaustive search through all possible steering

vectors to estimate parameter positions. Instead they perform estimation by
finding the roots of a polynomial of the objective function, thus they provide
direct parameter estimation. This reduces the computation load and storage
requirements in large extent compared to Peak-search approaches.

A.2.1 Root-MUSIC

The Root-MUSIC is the polynomial-rooting version of (A.10), the previously
described MUSIC technique. Unlike MUSIC which involves plotting the pseu-
dospectrum against the angles and searching for the peaks, Root-MUSIC involves
finding the roots of a polynomial. Starting with the pseudospectrum of MUSIC
algorithm given in equation (A.10).

PMUSIC(ω) = 1
aH(ω)Ca(ω) (A.14)

By defining C = V nV H
n , where V n is noise subspace eigen vector matrix, the

denominator of (A.14) can be rewritten as [WKL14]:

the l−th element al(ω) of steering vector is defined as:

al(ω) = e−jlω l = 0, ..., L − 1 (A.15)

The denominator, thus can be rewritten as:

aH(ω)Ca(ω) =
L−1∑
l=0

L−1∑
p=0

e−jlωClpejkω =
L−1∑

q=−L+1
Cejqω (A.16)

Where Cq is the sum of the elements along the qth diagonal of C. Letting z = ejω
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in equation A.16 above simplifies to:

D(z) =
L−1∑

ℓ=−L+1
Cqz

q (A.17)

The roots of D(z) that lie closest to the unit circle correspond to the poles of the
MUSIC pseudospectrum. These 2(N − 1) roots can be written as:

zi = |zi|ej arg(zi), i = 1, 2, . . . , 2(L − 1) (A.18)

Choosing those roots inside the unit circle whose magnitude |zi|≃ 1 and compar-
ing ej arg(zi) to ejw gives [WKL14]:

ωMUrooti
= arg(zi) (A.19)

A.2.2 Root - OPM

Similar to Root-MUSIC, Root-OPM is the polynomial rooting version of (A.13),
described in OPM technique. Therefore by defining C = Q0Q

H
0 , where Q0 is the

estimated noise subspace by linear propagator P . Substituting C in (A.13) like
previously explained in Root-MUSIC, the polynomial-rooting version of the OPM
will be defined as[Mar+98]:

ωOP Mrooti
= arg(zi), i = 1, 2, . . . , 2(L − 1) (A.20)

A.2.3 ESPRIT

ESPRIT stands for Estimation of Signal Parameters via Rotational Invariance
Techniques which is another subspace based estimation algorithm. It does not
involve an exhaustive search through all possible steering vectors to estimate
source signals and hence reduces the computational and storage requirements in
large extent compared to peak search methods.

The method relies on the property of the Eigen decomposition of the covariance
matrix given in (A.8). The method define the sub-matrices A1u

and A2d
by
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deleting the first and last rows from A in (1.19) respectively as [KV96]:

A =


A1u

last row

 =


first row

A2d

 (A.21)

Where by A1u
and A2d

are related by:

A2d
= A1u

Φ (A.22)

Where Φ is a diagonal matrix having the roots ejϕm, m = 1, ..., M on the diagonal.
Thus estimation parameters problem may be reduced to to that of finding Φ. The
V s in (A.8) can be partitioned conformably with A in (1.19) into the submatrices
V s1 and V s2 such that:

V s1 = A1u
T , V s2 = A2d

T , (A.23)
T = RssA

HV s(Λs − σ2I)−1 (A.24)

Where T is the full rank M matrix. Combining (A.22) and (A.23) yields:

V s2 = A1upΦT , V s1 = T −1ΦT , (A.25)

Which by defining Ψ = T −1ΦT , becomes

V s2 = V s1Ψ (A.26)

Since Ψ and Φ are related by similar transformation so they have the same
eigenvalues. As the latter is given by ejϕm, m = 1, ..., M and are related to the
parameter estimation as in (A.19), we get [KV96]:

ωESP RIT i
= arg(zi), i = 1, 2, . . . , 2(L − 1) (A.27)

Where by z is the root of the polynomial of Ψ eigenvalues.
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A.3 Multi-dimensional methods
These methods perform estimation of parameters through the optimisation of

concentrated criterion. They have improved accuracy of estimated parameters
with exchange of heavy computational cost.

A.3.1 Deterministic Maximum Likelihood (DML)

DML estimate position parameters by maximising a likelihood function which
is the probability density function (PDF) of all observation given unknown pa-
rameters. Given a finite data set y(t) observed over t = 1, 2, ..., N . Assuming that
data are independent in data model presented in (1.17), the likelihood function
is complex L-variate Gaussian given as [KV96]:

LDML(ω, s(t), σ2) =
N∏

t=1
(πσ2)−Le−∥y(t)−A(ω)s(t)∥2/σ2 (A.28)

where ∥·∥ denotes Euclidean norm. As indicated above, the unknown parameters
in the likelihood function are the signal parameter ω, the source signal waveforms
s(t) and the noise variance σ2. The ML estimates of these unknowns are calcu-
lated as the maximising arguments of L(ω, s(t), σ2), the aim being that these
values make the probability of the observation as large as possible. For conve-
nience, the ML estimates are alternatively defined as the minimising arguments
of the negative log-likelihood function -logL(ω, s(t), σ2). Normalising by N and
ignoring the parameter-independent L log π-term, we get:

lDML(ω, s(t), σ2) = L log σ2 + 1
σ2N

N∑
t=1

∥y(t) − A(ω)s(t)∥2 (A.29)

whose minimising arguments are the DML estimates. As well known, explicit
minima with respect to σ2) and s(t) are given by [KV96]:

σ̂2 = 1
L

Tr{Π⊥
AR}, Π⊥

A = I − ΠA, ΠA = AA†. (A.30)

ŝ(t) = A†y(t), A† = (AHA)−1AH (A.31)
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Where R is the covariance matrix in (1.20), A† is the Moore-Penrose pseudo-
inverse of A and Π⊥

A is the orthogonal projector onto the nullspace of AH . Sub-
stituting (A.30) and (A.31) in (A.28) shows that the DML parameter estimation
are obtained by solving the following minimisation problem [KV96]:

ω̂DML = arg{min
ω

Tr{Π⊥
AR}} (A.32)

To calculate the DML estimates, the non-linear M-dimensional optimisation prob-
lem (A.32) must be solved numerically and if the initial guess is poor, the search
process may converge to local minimum and never reach the desired global mini-
mum. A spectral-based method is a natural choice for initial estimator, provided
all sources can be resolved. To reduce computational cost of this numerical opti-
misation problem in (A.32), Alternating projection technique of [ZW90] may be
used.

A.3.2 Signal Subspace Fitting (SSF)

This method was introduced to overcome computational cost of DML method.
SSF is based on the structure of Eigen decomposition of the data covariance
matrix previously explained in (A.8). By expressing the identity in (A.8) as
I = V sV

H
s +V nV H

n and compare it to (A.8), the σ2V nV H
n -term wil be cancelled

and yields [KV96]:

ARssA
H + σ2V sV

H
s = V sΛH

s V H
s (A.33)

Post multiplying on the right by V s (note that V H
s V s = I ) and re-arranging

gives the relation:
V s = AT (A.34)

Where T is full rank M matrix as defined previously in (A.23). The relation in
(A.34) forms the basis of the SSF approach where by SSF estimate is obtained
by solving the following non-linear optimisation problem given that F is the
Frobenius norm:

{ω̂, T̂ } = arg min
ω,T

∥V̂ s − AT ∥2
F (A.35)
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Similar to DML criterion (A.29), this is a separable nonlinear least square problem
[KV96]. The solution for the linear parameter T (for fixed known A) is:

T̂ = A†V̂ s (A.36)

Which when substituted to (A.35) leads to concentrated criterion function:

ω̂ = arg{min
ω

Tr{Π⊥
AV̂ sΛ̂sV̂

H

s }} (A.37)

Since the eigenvectors are estimated with a quality, commensurate with the close-
ness of the corresponding eigenvalues to noise variance, it is natural to introduce
a weighting of the eigenvectors and arrive at [KV96]:

ω̂SSF = arg{min
ω

Tr{Π⊥
AV̂ sW V̂

H

s }} (A.38)

To maximise the accuracy following the theory of weighted least squares [GV80]
W , should be a diagonal matrix containing the inverse of the covariance matrix
of Π⊥

A(ω)v̂k, k = 1, ..., M . Given that σ2 is the noise variance, we get [SS90] :

Ŵ opt =
(
Λ̂s − σ2I

)2
Λ̂

−1
s (A.39)

The estimator defined by (A.38) with weighting given by (A.39) is termed Weighted
Subspace Fitting (WSF) method. Alternative subspace fitting may be obtained
by using MUSIC relation [KV96].
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