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RÉSUMÉ LONG

Contexte: La croissance importante du domaine de l’Internet des objets (IoT) s’accompagne
du besoin d’applications reposant sur l’utilisation d’algorithmes d’Intelligence Artificielle
(IA) et en particulier de Réseaux de Neurones artificiels (NNs). Habituellement, les NNs
sont exécutés au niveau du cloud des applications IoT, car il contient une quantité suffisante
de ressources de calcul pour permettre une exécution rapide et efficace. Toutefois, cela
nécessite la transmission des données récoltées par les capteurs du niveau edge jusqu’au
cloud pour le traitement. Les résultats du NN sont ensuite retransmis du cloud jusqu’à
l’edge pour être communiqués à l’utilisateur de l’application. Les tendances actuelles visent
plutôt à déployer les algorithmes d’IA au niveau edge en supprimant ainsi les transferts
de données coûteux entre edge et cloud, permettant notamment l’amélioration du temps
d’exécution et de la consommation énergétique.

Cela n’est néanmoins pas une tâche aisée, car les plates-formes embarquées disponibles
au niveau edge ont des ressources de calcul et de mémoire limitées ainsi qu’un budget
strict en termes de temps et d’énergie, et les NNs sont gourmands en calcul et en mémoire.
Pour trouver des solutions qui optimisent les performances, l’énergie et l’utilisation des
ressources, plusieurs approches d’évaluation et optimisation des NNs au niveau edge ont
déjà été proposées. Beaucoup se concentrent sur le prototypage rapide, qui vise à déployer
et caractériser par la mesure les déploiements de NNs sur cible réelle. Ce type d’approche
requiert cependant un effort conséquent car de nombreuses solutions potentielles doivent
être déployés et testés sur la plateforme cible. La technologie de mise en œuvre est également
figée en raison de la nécessité d’avoir la plate-forme réelle dans la boucle, ce qui limite les
possibilités en ce qui concerne l’exploration architecturale.

Pour ces raisons, d’autres approches ont été proposées, se basant sur des modèles
analytiques purs qui permettent une exploration rapide et efficace des accélérateurs
matériels pour les NN. Ces approches peuvent par contre difficilement être appliquées sur
les plateformes multicœurs, qui sont des cibles d’implémentation privilégiées au niveau
edge. Sur les plateformes multicœurs, les accès concurrents des cœurs de traitement aux
ressources partagées occasionnent des contentions, qui impactent le temps d’exécution et
l’énergie consommée. Pour l’exécution en pipeline des NNs sur les plates-formes multicœurs,
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plusieurs aspects rendent difficile l’évaluation des propriétés non fonctionnelles :

(1) l’expression et l’utilisation de différents parallélismes de NNs tels que le parallélisme
intra- et inter-couche (pipeline) qui doivent être convenablement modélisés pour
permettre l’optimisation de l’exécution.

(2) les conflits des cœurs de traitement pour accéder aux ressources partagées telles
que le bus et la mémoire qui peuvent également survenir lorsque plusieurs cœurs
tentent d’y accéder simultanément, ce qui entraîne des sur-coûts importants en
termes de temps et d’énergie qui doivent être correctement modélisés,

(3) L’architecture de la plateforme : le nombre et les types de composants (cœurs,
mémoire, bus, périphériques) ont un effet important sur les propriétés temporelles
et la consommation d’énergie qui doit être correctement modélisé.

(4) le comportement dynamique du système, où les cœurs exécutent différentes phases
(calcul, communication) et peuvent être activés ou désactivés (par exemple via
l’utilisation du clock gating).

(5) les différentes charges de calcul/communication liées au NN d’entrée, les NNs
pouvant avoir différents nombre, types et tailles de couches.

Outre les défis liés à l’évaluation, il existe un grand nombre de déploiements possibles
d’un NN sur une plateforme multicœur. Les plateformes au niveau edge ont souvent de
fortes contraintes de temps et d’énergie, et une exploration intensive du vaste espace de
conception est donc nécessaire pour trouver des déploiements qui respectent ces contraintes.
Il est nécessaire de proposer un flot automatisé d’exploration de l’espace de conception
(DSE) permettant une évaluation rapide et fiable des différents déploiements, en tenant
compte des enjeux susmentionnés, afin d’identifier des solutions optimisées. Ce flot doit
notamment permettre de :

(1) Trouver des déploiements optimisés de NNs sur une plateforme fixe spécifiée par
l’utilisateur,

(2) Optimiser conjointement les dimensions de la plateforme matérielle (nombre de
cœurs, taille des mémoires) et le déploiement logiciel des NNs.

Enjeux de recherche: Le travail présenté dans le cadre de cette thèse vise à répondre
aux questions de recherche suivantes :

(I) Comment fournir une évaluation rapide et précise en amont des phases de concep-
tion des propriétés temporelles et de l’énergie des déploiements de NNs sur des
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plateformes multicœurs ?

(II) Est-ce qu’une approche basée sur des modèles est plus pertinente que le prototypage
rapide ?

(III) Une approche basée sur les modèles est-elle adaptée à l’exploration rapide et fiable
de l’espace de conception (DSE) des déploiements de NNs sur des plateformes
multi-cœurs ?

Proposition: Nous présentons un flot complet de prédiction et d’optimisation des
propriétés temporelles et de l’énergie qui combine plusieurs approches de modélisation. Le
flot proposé permet d’optimiser l’occupation des ressources sans dégrader les performances
des NNs mis en œuvre. Ces travaux permettent d’aboutir aux contributions suivantes :

(1) Un flot de modélisation hybride pour les propriétés temporelles. Ce flot s’appuie
des modèles analytiques décrivant les phases de calcul et de communication des
cœurs exécutant des NNs. Ces modèles sont calibrés par la mesure et utilisés dans
une simulation de haut niveau qui permet de prendre en compte les ressources
partagées.

(2) Un flot de modélisation de la puissance et de l’énergie, qui se base sur la caractéri-
sation par la mesure et les traces d’exécution estimées par le flot de prédiction du
temps.

(3) Un flot d’Exploration de l’Espace de Conception (DSE) qui utilise des modèles
analytiques de haut niveau d’abstraction pour trouver des implémentations de
NNs optimisées. Le flot de modélisation proposé en (1) et (2) est ensuite utilisé
pour correctement classer les solutions sélectionnées et ainsi retourner les meilleurs
implémentations candidates.

Hypothèses de travail: Dans cette thèse, nous nous concentrons sur l’étude des Multi-
Layer Perceptrons (MLPs) aussi appelés réseaux entièrement connectés ainsi que sur les
Réseaux Neuronaux Convolutifs (CNN). Afin de faciliter le processus de déploiement,
d’analyse et d’optimisation des NNs, nous les modélisons dans un Modèle de Calcul (MoC)
orienté flot de données appelé Synchronous DataFlow (SDF). Nous expliquons notamment
comment nous décrivons les NNs avec différents niveaux de granularité, appelés clusterings,
qui définissent le nombre de groupes de neurones générés par couche du NN. Le clustering
exprime le parallélisme intra-couche des NNs, permettant l’exécution des neurones en
parallèles, mais occasionnant davantage de communications.
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Nous utilisons un Modèle d’Architecture (MoA) basée sur des tuiles pour les plateformes
multicœurs, qui comprend un nombre de tuiles défini par l’utilisateur, ainsi qu’un bus et une
mémoire partagée. Le MoA peut aussi intégrer l’utilisation de gestion de la consommation
par le biais du "clock gating" et l’utilisation d’un signal d’interruption. Les NNs sont
programmés sur les plates-formes qui souscrivent à notre MoA en affectant aux cores
les phases de calcul des neurones et les canaux de communication en mémoire. Cette
étape s’appelle le mapping et elle permet d’exploiter le parallélisme intra-couche issu du
clustering et également le parallélisme inter-couche (exécution en pipeline) des NNs - en
mappant les différentes couches sur des cœurs différents.

Pour mener nos expériences (calibration et validation des modèles), nous avons mis
au point un prototype de plateforme multicœur sur FPGA UltraScale. Cette plateforme
est constituée d’un ensemble de tuiles comportant un coeur de calcul MicroBlaze et sa
mémoire locale privée de données et d’instructions, d’un bus partagé AXI et d’une mémoire
partagée. Cette plateforme est dotée d’une infrastructure de mesure du temps et de la
puissance. Pour la validation de notre approche, nous considérons 4 NNs dont 3 MLPs aux
caractéristiques différentes et 1 CNN. Nous avons testé un total de 54 mappings différents
issus de ces 4 NNs.

Prédiction des propriétés temporelles: Nous présentons une méthodologie de mod-
élisation permettant de prédire les propriétés temporelles, telles que la latence et le
débit pour les NN déployés sur des plates-formes multicœurs qui respectent notre modèle
d’architecture. La principale contribution de la méthodologie proposée est d’offrir des
prédictions rapides et précises des propriétés temporelles en étant scalable vis à vis:

— du NN considéré en entrée,
— du clustering/mapping de ce NN,
— du nombre de tuiles utilisées,
— de la quantité de calcul/communication,
— de différentes procédures de communication (scrutage ou interruption).

Ce flot s’appuie sur des modèles analytiques décrivant les phases calculatoires et de
communications sur la plateforme lors de l’exécution des NNs, sur la calibration par la
mesure, et sur la simulation pour modéliser les ressources partagées. La combinaison de
ces différentes approches de modélisation permet d’aboutir à un modèle hybride rapide à
exécuter et offrant une grande précision et modularité. Les modèles analytiques de temps
de calcul pour les NN décrivent les opérations exécutées dans les couches. Les prédictions
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sont confrontées à des mesures obtenues lors de l’implémentation sur cible réelle. Pour les
54 mappings testés, les modèles proposés ont une précision de plus de 97%. Ils prennent
une durée de l’ordre de la centaine de millisecondes pour évaluer un mapping. Ce temps
d’évaluation monte à 20 s si on prend en compte le temps nécessaire pour compiler le
modèle exécutable. Pour comparaison, nous observons que notre infrastructure de mesure
automatique du temps d’exécution prend 40 s pour évaluer un mapping. Dans ce cas
là, les modèles permettent un gain de temps d’un facteur 2 vis à vis d’une approche de
prototypage rapide. Il est important de noter que le délai fourni pour le prototypage rapide
ne prend pas en compte le temps d’entrainement du NN et génération des fichiers sources
en C, de synthèse du FPGA, de génération du BSP et de compilation des librairies pour
supporter l’exécution de software sur la plateforme. De même le temps de calibration des
modèles n’est pas pris en compte.

Prédiction de l’énergie: Nous présentons un flot de prédiction de la puissance et
de l’énergie pour les NNs déployés sur des plateformes multicœurs qui respectent notre
MoA. Les modèles proposés s’appuient sur notre flot de simulation pour la prédiction
des propriétés temporelles. Il est utilisé pour prédire la puissance et la consommation
d’énergie en fonction des phases exécutées par les tuiles et de l’éventuelle contention des
ressources. Le modèle est obtenu par une phase de caractérisation par la mesure pour offrir
une modélisation précise de la consommation d’énergie dans les plateformes multi-cœurs.
Notre approche de modélisation combine la simulation et la caractérisation par la mesure,
ce qui permet d’obtenir un modèle scalable vis à vis du clustering, du mapping, de la
charge de travail en calcul et communication ainsi que l’utilisation de stratégies de gestion
de l’énergie. Le flot de prédiction de l’énergie peut être utilisé à deux fins:

(1) Évaluer et trouver des mappings de NNs optimisés sur une plateforme multi-cœur
fixe.

(2) Optimiser conjointement les dimensions de la plateforme multicœur (nombre de
tuiles, taille des mémoires) et le déploiement des NNs.

Nous présentons une étape de calibration complémentaire qui permet d’étendre
l’applicabilité du modèle aux plateformes avec différents nombres de tuiles et tailles
de mémoire privée, au prix d’un effort de caractérisation plus intensif. Nous évaluons notre
flot de modélisation de la puissance et de l’énergie sur les 54 mappings des 4 NN considérés.
Nous testons également son applicabilité sur 7 versions de plateformes différentes. Les
résultats montrent que le flot permet de prédire la puissance et l’énergie avec plus de 93 %
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de précision. Les prédictions sont rapides, le modèle étant implémenté sous la forme d’un
script Python utilisé en post-processing du flot de modélisation des propriétés temporelles.
Le temps d’exécution du script est négligeable vis à vis du temps de compilation des
modèles de simulation, le temps d’évaluation restant donc de 20 s approximativement pour
la prédiction du temps et de l’énergie par mapping. Le flot de prédiction des propriétés
temporelles et de l’énergie que nous proposons permet de répondre aux questions de
recherche (I) et (II).

Exploration de l’Espace de Conception (DSE): Nous présentons un flot de DSE
permettant de chercher efficacement et d’optimiser les mappings de NNs sur les plateformes
multicœurs respectant notre MoA sous des contraintes définies par l’utilisateur pour les
propriétés temporelles et l’énergie. Le flot peut être utilisé de deux manières :

(1) Rechercher des clusterings/mappings optimisés pour les NNs déployés sur une
plateforme fixe spécifiée par l’utilisateur,

(2) Optimiser conjointement la plateforme concernant le nombre de cœurs et la taille
des mémoires, ainsi que l’implantation du logiciel (clustering/mapping des NNs).

L’objectif dans la mise en œuvre de ce flot est de démontrer comment des modèles à haut
niveau d’abstraction peuvent être utilisés pour rapidement explorer l’espace des solutions.
Le flot de DSE comprend 3 étapes:

(1) Explorer et sélectionner les clusterings optimisés du NN considéré. Bien que le
nombre de clusterings soit relativement limité, le nombre de mappings qui peuvent
être générés pour chaque clustering est très grand. Une limitation du nombre
de clusterings considérés est donc nécessaire. Cela est fait à l’aide de modèles
analytiques rapides d’exécution et à l’aide de l’utilisation de l’algorithme de Branch
& Bound.

(2) Explorer et sélectionner les mappings optimisés pour chaque clustering. L’espace
de conception des mappings est très large, cette étape est donc à nouveau menée à
l’aide de modèles analytiques rapides à exécuter et de l’algorithme de Branch &
Bound.

(3) Évaluer les mappings sélectionnés à l’aide du flot de modélisation proposé basé sur
la simulation. Ce dernier permet une évaluation rapide et précise des mappings,
et ainsi de les classer par temps d’exécution et énergie croissants. La liste des
mappings triée de cette façon est retournée à l’utilisateur. Notre flot offre également
la possibilité de générer le code C permettant l’inférence des mappings sélectionnés.
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Nous appliquons notre flot de DSE à 5 NNs différents et discutons les résultats. Nous
comparons les résultats de notre flot vis à vis de l’exploration exhaustive pour un nombre
de cœurs réduits afin d’évaluer sa capacité à trouver les mappings les plus optimisés. Les
résultats mis en évidence par le flot de DSE proposé permettent de répondre à la question
de recherche (III).
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Chapter I

INTRODUCTION

I.1 Context

I.1.1 Artificial Intelligence (AI) and Neural Networks (NNs)

The interest for AI has grown tremendously in the last decade. As shown in the 2023
AI Index Report published by Stanford Institute for Human Centered-AI (HAI) [1], the
total number of publications on the AI topic has more than doubled since 2010. AI is
a concept first introduced in 1956 [2] to designate the simulation of human intelligence
in machines, allowing them to perform tasks that typically require human intelligence.
Products that implement AI have become part of our daily lives, as in 2022, one-third
of the US consumers owned a smart speaker [3], that integrate virtual assistants used to
perform home automation actions using AI-driven key word spotting in human speech [4].
Since the 2010s, we’ve been experiencing the third wave of AI:

1. The first wave of AI took place between the 40s and 60s. In 1943, the behavior of
human brain neurons was described for the first time by two psychologists in [5] as
a logical model. In the late 50s, the psychologist F. Rosenblatt [6, 7] did the first
hardware implementation of a single neuron called the Perceptron. Many consider
the work of F. Rosenblatt as the first record in human history of a machine that
implemented human-like learning process, through trial and error. This subset of AI
was later called Machine Learning (ML) [8]. It includes all algorithms which are not
programmed directly to solve a specific problem, but rather to learn by themselves
how to solve the problem. During this first wave, AI algorithms remained however
relatively simple, as it was impossible to train complex algorithms without advanced
training methods.

2. The second wave of AI in the 80-90s was triggered by the introduction of back-
propagation learning algorithm [9]. It rendered possible the adjustment of weights
from all layers of Multi-Layer Perceptrons (MLPs), thus rendering the training of
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more complex NNs possible. MLPs are NNs that are constituted of several layers of
percetrons (aka neurons). Using this new learning approach, Y. Le Cun introduced
in 1989 the first Convolutional Neural Network (CNN) [10] called LeNet. CNNs
use first a set of convolution and pooling layers for extracting data from input
images. The results of these layers are then passed to a MLP to classify the data.
Y. Le Cun showed that CNNs could be used reliably for the recognition of hand
written characters, and introduced several versions of the LeNet as well as the
handwritten database MNIST [11]. However, due to the lack of computational
power of hardware in this era and due to the lack of training data, more complex
AI applications were still impossible.

3. The third wave of AI started around 2010 and is still ongoing. It was rendered
possible by the fast evolution of hardware platforms, GPUs in particular. This
evolution of hardware enabled the training of much more complex NNs such as
AlexNet [12], a CNN featuring 62 million of parameters, against 60 thousand for
LeNet5. AlexNet started the third wave of AI by being the first winner of the
ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [13] 1 in 2012. The
third wave of AI was also enabled thanks to such contests and the massive sharing
of data-sets on the Internet on websites like Kaggle 2.

NNs have become the reference ML algorithm nowadays to handle data classification
and regression problems. Their shape is inspired by biological NNs, in which large sets of
neurons are interconnected. Overall, NNs have revolutionized the field of ML and enabled
the development of a wide range of applications across various domains by providing a
flexible, data-driven approach to problem-solving that complements classical programming
techniques. They show high performance for pattern recognition and generalization in
large data-sets, are inherently capable of modeling non-linear functions, which are involved
in many real-world problem, and show high adaptability due to their resilience to noise
and variability in tested data and their ability to learn. NNs are applications with a high
degree of parallelism. They mainly have two types of parallelism 3:

— Intra-layer parallelism: NN layers are composed of neurons. The neurons are inde-

1. ILSVRC is held yearly since 2010, and makes software programs compete to reach the highest
classification accuracy on the ImageNet data-set introduced in 2009 [14]. ImageNet contains 1000 different
classes of objects organized in sub-trees, with numerous images for each class.

2. https://www.kaggle.com/, last accessed: 27.09.2023.
3. Some types of NNs have other forms of parallelism due to the nature of the calculations carried out

in the layers. This is discussed, for example, in [15].
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pendent of each other and can be executed in parallel.
— Inter-layer parallelism: although consecutive layers depend on each other, it is

possible to run different iterations of the NN simultaneously, in order to activate a
streaming (or in other words pipeline) execution of the NN.

Leveraging the two forms of parallelism is necessary to optimize the execution time
and consequently the energy of NNs. This is especially important for the execution of NNs
on embedded platforms, which have strong timing and energy constraints.

I.1.2 Internet of Things (IoT) and TinyML

The important growth of the Internet-of-Things (IoT) field comes with the need for
smart applications using NNs. The number of connected devices by 2030 is expected to
reach 29.4 billion [3]. This would represent a 350 % increase in the ongoing decade, as
their estimated number in 2019 was 8.6 billion. Usually NNs are executed at the cloud
level of IoT applications, as it provides sufficient amount of resources to support fast and
efficient execution. However, as shown in Figure I.1, executing NNs in the cloud requires
transmitting the data harvested by sensors at the edge through the fog level up to the
cloud ( 1 - 2 ). The results of the NN executions must then be transmitted again to the
edge through the fog ( 3 - 4 ) to finally be returned to the user ( 5 ). Current trends aim at
bringing the AI algorithm at the edge and thus removing transfers 1 to 4 [16]. Deploying
NNs at the edge represents an opportunity for improvement in many areas:

1. Response times with effect on latency (execution time) and throughput (number of
processed data per second), as data transmissions are costly in terms of time.

2. Power and energy consumption improvements, as data transmissions between the
different levels of IoT applications as well as the processing on the cloud are energy
intensive.

3. Security, as transmitted data can be intercepted.

4. Alleviation of data privacy issues, as data harvested by sensors can be stored on
the cloud and utilized without user’s knowledge,

5. Reduced bandwidth problems, as connectivity to the network vary depending on
the location and cannot be always ensured. Bandwidth shows also limitations for
transferring heavy data packets.

6. In line with the points mentioned above, for safety-critical systems, deployment
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Figure I.1 – Typical organization of an IoT application. At the edge, data is read from
sensors. Usually the data is sent through the fog to the cloud (transfers 1 and 2 ), where
it is processed using AI algorithms. The results of the AI algorithm are then transmitted
through the fog to the edge ( 3 and 4 ) to be returned to the user ( 5 ). This figure was
inspired by work presented in [17, 18].

at the edge is an absolute necessity to satisfy the stringent requirements of these
applications, e.g. real time constraints.

We mainly focus on points 1,2 and 6 in this work.

I.1.3 Available platforms at the edge

Various types of embedded platforms are available at the edge:

1. MicroController Units (MCUs): MCUs are low-power, cost-effective embedded
systems with limited processing power and memory. Notable MCU chip providers
are ST Microelectronics, NxP Semiconductors and Microchip. Other providers
such as GreenWaves Technologies have emerged to offer specialized MCUs for AI
processing.

2. MultiProcessor Units (MPUs): MPUs often offer more computing power than MCUs,
as they integrate multiple processing cores, GPU, memory, and peripherals onto a
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single chip. They offer a good balance of performance and power efficiency. Notable
examples include the GreenWave Technologies GAP9 SoC 4, the NVIDIA Jetson
series, such as the NVIDIA Jetson Nano 5, which is often used in academic work [19,
20], and the Qualcomm Snapdragon Series.

3. FPGAs (Field-Programmable Gate Arrays): FPGAs are programmable hardware
devices that can implement logical circuits. They offer high parallel processing
capabilities, making them attractive to implement hardware accelerators for NN
inference [21, 22, 23]. They also offer versatility due to their re-programmable
nature. Although FPGAs are sometimes used at the edge, their overall higher
power consumption as well as the important timing and energy overheads caused
by their reprogramming [24, 25] make them arguably more appropriate to be used
in the cloud. AMD and Intel (formerly Xilinx and Altera) are leading FPGA
manufacturers. It is worth noting that some products, called Multi-Processor SoCs
(MPSoCs), integrate a FPGA as well as a multi-core system onto the same chip e.g.
AMD Zynq7000 and UltraScale series, and Intel Cyclone series.

4. Edge AI accelerators: New chips have also emerged specifically for the processing of
NNs. Notable examples are the Intel Movidius Myriad aka Neural Compute Stick,
used in many academic works [26, 24, 27], the NVIDIA EGX Edge AI platform
and the Meta Training and Inference Accelerator (MTIA) 6.

Most of the aforementioned platforms are based on multi-core systems, with the
exception of the majority of MCUs, which are single-core. FPGA-based MPSoCs are multi-
processor, edge AI accelerators feature clusters of processing units, which executes very
similarly to multi-core platforms, the NVIDIA Jetson Nano features 4 ARM A57 cores and
the GAP9 has 10 RISC-V cores. Multi-core systems are quite naturally at the heart of all
these platforms, because they can perform calculations in parallel, which is a key feature for
the efficient execution of NNs. Multi-core platforms are thus a promising implementation
target for NNs. Figure I.2 gives a general schematic of the architecture of multicore
platforms. They contain several processing cores, which have their own private memory

4. The GAP9 features 10 RISC-V, 9 for AI acceleration, and 1 used as a controller. https:
//greenwaves-technologies.com/gap9_processor/, last accessed 09.10.2023.

5. The NVIDIA Jetson Nano features 4 ARM A57 processing cores and a 128-cores NVIDIA
Maxwell GPU, https://developer.nvidia.com/embedded/jetson-nano-developer-kit, last ac-
cessed: 09.10.2023.

6. The MTIA, as presented by Meta in May 2023, is an Application-Specific Integrated Circuits (ASIC)
dedicated to AI acceleration. It is based on an array of 64 PEs connected via a mesh network. https:
//ai.meta.com/blog/meta-training-inference-accelerator-AI-MTIA/, last accessed: 09.10.2023.
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Figure I.3 – Plots sorting notable CNN classifier architectures from the state of the art.
Graph (a) shows commonly used quantities to classify NNs. Graph (b) shows preferred
quantities to classify NNs deployed onto edge devices. The data presented in this figure
was obtained through the implementation and measurement of the CNNs on a NVIDIA
Jetson TX1. These results come from the paper [28] (please refer to this paper for more
information about the presented CNNs).

for data and instructions. They also include a shared communication bus, that allow
cores to access shared resources such as shared memories used for communication between
cores. They can also integrate power management to optimize their power consumption in
runtime.
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I.1.4 NN deployment on embedded platforms

The deployment of NNs on embedded platforms is difficult. Platforms available at the
edge have limited processing and memory resources as well as strict timing and energy
budget, whereas NNs are computation and memory intensive. Optimizing the resource
use, latency and energy without degrading the classification accuracy represents a major
but necessary challenge. Around this problematic, a number of communities have sprung
up, including the TinyML (for Tiny Machine Learning) Fundation 7, which aims to bring
together researchers and industrials working on the implementation of ML algorithms
on ultra-low power and resource-constrained platforms. An important trend of TinyML
aims at proposing workflows for the evaluation and benchmarking 8 of NN deployments.
In TinyML, the priority is put on the optimization of non-functional properties: timing,
energy and cost in regards to resource usage, especially memory, and secondarily on
functional properties (classification accuracy) [29]. As shown in Figure I.3, the position of
the regarded NNs can differ (in particular GoogLeNet, BN-NIN and Inception-v4) based
on the plot (a) or (b), (a) representing usually considered metrics to evaluate NNs, and
(b) representing metrics that matter in the scope of TinyML.

It is necessary to perform an evaluation of NN deployments under timing and energy
constraints to find solutions that meet the constraints imposed on the system. Several
evaluation flows for edge NN deployment have been proposed. They can be divided in two
categories:

1. Rapid prototyping: these approaches focus on systematic implementation and
characterization of NNs on a real platform. Notables examples are: [26, 19, 29]. The
two main drawbacks of these approaches is that:

(a) they do not allow an evaluation of candidate solutions early in design phases,
prior to the deployment on the real hardware.

(b) they require an important characterization effort as each configuration must be
systematically compiled, deployed and tested.

2. Modeling flows: these approaches rely on the building of models to predict timing
and energy properties of candidate solutions. Due to the abstraction necessary to
establish the models, they are less accurate than rapid prototyping. However, they

7. https://www.tinyml.org/, last accessed: 01.10.2023
8. See for example the ML Commons Inference Tiny Benchmark: https://mlcommons.org/en/

inference-tiny-10/, Last accessed: 01.10.2023
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require less evaluation effort and can be performed early in design phases. Notable
examples are [23, 30, 31, 32].

Instead of rapid prototyping, models with fast execution time and highly confident
prediction are preferable to quickly identify optimized solutions. State-of-the-art modeling
approaches for NNs deployed on edge devices show however limitations in fully covering
the scope of NNs on multi-core platforms. We plan in this work to propose adapted models
for such platforms.

On multi-core platforms, several aspects render the evaluation of non-functional prop-
erties tedious. The proposed models must be scalable, i.e. must have good and invariable
prediction accuracy and evaluation time, in regards to these aspects. The models must also
offer scalability to all aspects simultaneously, which adds to the complexity of the task.

1. The different sources of parallelism: NNs have different sources of parallelism (intra
and inter-layer). Leveraging these sources of parallelism is necessary to enhance
non-functional properties. However, the proposed models must allow exploring the
effect of leveraging both parallelisms simultaneously.

2. The contentions for shared resources: on multi-core platforms, contentions occur
when multiple processing cores try to access shared resource such as bus and memory
simultaneously. Contentions lead to important timing overheads, with consequence
on energy, and it is necessary to properly model them.

3. The architecture of the platform: the number and types of components (cores,
memory, bus, peripherals) have an important effect on timing properties and power
consumption, and must be properly modeled.

4. The dynamic behavior of the system: on multi-core platforms, cores execute different
phases (computation, communication). When using power management techniques,
such as clock gating [33], cores may additionally be enabled or disabled (i.e. clock
gated) over time. The effect of dynamic behavior and power management on energy
but also on timing, as the enabling of low power modes can introduce timing
overheads, must be properly accounted for in the models.

5. Different computation/communication workloads linked to the input NN: NN
classifiers differ in architecture. They can have different numbers, types and size
(number of neurons) of layers. The modeling flow must provide accurate predictions
in regards to the different computation/communication workloads of NNs.

The design space for NNs deployed on multi-core platforms is tremendous. In addition
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to having a fast yet accurate prediction flow for timing properties and energy, a Design
Space Exploration (DSE) flow must be proposed to efficiently use the models to discard
lesser solutions while selecting most optimized ones. The design space of NNs deployments
is indeed very large, and evaluating every possible solution is not feasible, even with
very fast models. The DSE flow is also necessary to find a solution that meet the strong
constraints of edge platforms. The DSE flow must allow two different objectives:

1. Finding deployments of NNs onto a user specified fixed multi-core platform,

2. Jointly design the hardware platform’s dimensions and software deployment of the
NN.

I.2 Research challenges

The presented work aims at answering the following research questions:

1. How to provide fast yet accurate evaluation early in design phases of timing and
energy properties for streaming NNs deployments on multi-core platforms?

2. Is a model-based approach more relevant than rapid prototyping?

3. Is a model-based approach suited for early, fast and confident Design Space Explo-
ration (DSE) of streaming NNs deployments on multi-core platforms?

I.3 Contributions

To address these research challenges we propose the modeling flow depicted in Figure I.4.
On this figure, the contributions regarding early evaluation of NN mappings onto multi-core
platforms are highlighted in orange. They are the following:

1. A hybrid timing modeling flow, which relies on analytical models, characterization
through measurement, and simulation. This combination of modeling approaches
allows delivering fast yet accurate timing predictions with scalability in regards to
the aforementioned challenging aspects,

2. A power and energy modeling flow, which offers accurate power predictions with
scalability considering dimensions of multi-core platforms. The power model uses
the simulated execution traces issued by the timing modeling flow in order to predict
power and energy.
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Figure I.4 – Proposed modeling flow for the prediction of timing and power properties
of NNs deployed on multi-core platforms. The three main contributions of this work are
depicted in orange.

3. An efficient DSE flow for high level models. The flow first prunes the vast design
space through the use of pure analytical models with very fast evaluation time and
Branch and Bound algorithm to progressively optimize solutions and disregard sub-
optimal branches. The second phase aims then at evaluating the selected mappings
using the proposed timing and power modeling flow to provide more accurate and
reliable evaluation but on a limited number of solutions.

The implemented flow and experimental results presented in this manuscript are avail-
able on our GitLab repository: https://gitlab.univ-nantes.fr/lenours-s/pssim4ai.

I.4 Organization

We first provide in Chapter II a review of the published literature in the scope of
evaluation and DSE for NNs deployed onto edge devices. The provided review justifies the
contributions of our approach.

We then present in Chapter III the technical background and work hypotheses under
which this work is conducted. We present the types of NNs considered, the dataflow-
oriented Model of Computation (MoC) used to describe their execution, our Model of
Architecture (MoA) and how applications are mapped on platforms compatible with our
MoA. The implementation of a platform prototype for model calibration and validation is
also presented, including details about the neural networks used for validation.
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In Chapter IV, we introduce our primary contribution, which is our timing prediction
and analysis flow as shown in Figure I.4. Our methodology combines measurements,
analytical models, and simulations to offer fast yet accurate predictions of timing properties
with scalability in regards to various factors: NN parallelism expression, core usage,
computation and communication workload and type of communications. Our models are
validated against real timing measurements of 54 different mappings of 4 NNs and show
an accuracy of more than 97 % on end to end latency and throughput, for an evaluation
time per mapping of 20 s. We also provide a comparison of our modeling flow against pure
analytical models with respect to related work.

In Chapter V we present the power and energy prediction flow. It leverages the
simulation from our timing modeling flow as well as analytical models calibrated through
measurements, to accurately model power and energy consumption. It offers flexibility
for optimizing NN mappings on fixed platforms in regards to the identified challenging
factors, as well as allowing conjointly optimizing platform dimensions and NN deployment.
Similarly to the timing models, we validated our power and energy prediction flow on
the 54 NN mappings, and they show an accuracy 93 % and again an evaluation time of
20 s for both energy and timing prediction. We also validate the scalability of our models
regarding platforms of different dimensions.

We present the third and last contribution of our work in Chapter VI. In this chapter,
we introduce a Design Space Exploration (DSE) flow that utilizes the models proposed and
validated in Chapters IV and V. This DSE flow allows for the optimization of NN mappings
on multi-core platforms while adhering to user-defined constraints for both timing and
energy properties. It provides efficient pruning of design space using analytical models and
subsequent accurate evaluation leveraging the proposed simulation-based modeling flow.
We test the DSE flow on different NNs and evaluate its limitations.

The Chapter VII provides our conclusions regarding the research work presented in
the manuscript. It also identifies prospects on interesting directions that could be led to
extend the scope of the proposed flow in future work.

37





Chapter II

RELATED WORK

This chapter provides a review of the research work in the field of evaluation and
optimization of NNs deployed on edge devices. First we provide a review of approaches
focused on the evaluation of NN deployments regarding timing properties and energy.
Then we provide a review of optimization techniques used in the field of embedded systems
development.

II.1 Evaluation of NN deployments on edge platforms

As shown in Figure I.3 in Chapter I and as discussed in [29], the focus of works regarding
the deployment of NNs on edge devices is put on optimizing non functional properties such
as inference time and energy, without sacrificing Quality of Service (QoS). In this chapter,
when using the term QoS, we refer to the NN’s classification/regression accuracy and other
relevant functional properties dependent on the application. The non-functional properties
often considered for the optimization of edge NN implementations are the following:

1. Execution time, also called inference time, which designates the duration between
the start and the end of NN execution.

2. Throughput, which designates the number of inputs a NN deployment can process
per a quantity of time. High throughput is particularly important for applications
focused on the processing of a streaming flow of data, e.g. key word spotting [4].

3. Power consumption in Watts, which refers to electrical energy consumed by the
system per second. Optimizing the power consumption is necessary as edge devices
are often operating using batteries, which have limited supply and must thus be
preserved. Power consumption in electronic systems is split into [33]:
— Static power consumption, which is due to the leakage current between the

source and drain of Field Effect Transistors (FETs) used to implement electronic
circuits. This current is observed regardless of the state of the transistor, as long
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as the circuit is supplied in power. For this reason, static power consumption is
usually obtained by measuring the power consumption of a circuit when not
clocked.

— Dynamic power consumption, which is principally due to the switching of
FETs, when the circuit is operating in normal conditions.

4. Energy, which corresponds to the power consumption of the system integrated
over time. For NN evaluation, the quantity that is typically considered is the energy
cost per inference.

5. Resource usage, which is usually considered for cost reasons, as using more
components in a circuit design leads to higher cost of production. For NNs, what is
often regarded is memory usage. NNs are indeed memory intensive, and reducing
memory cost can be necessary to enable the execution on devices that lack such
resources. It can also positively impact latency and power, as memory accesses in
edge devices cause important overheads on these quantities.

Approaches have been proposed for the evaluation of NN deployments in regards of
these quantities, in order to find optimized solutions. These approaches can be separated
into two main trends:

1. Rapid prototyping, which focus on systematic implementation of the targeted
hardware and measurement of tested metrics during the execution. These approaches
offer the best evaluation quality, but require important characterization effort. We
provide a review of such approaches in Section II.1.1.

2. Modeling flows, which propose models to predict non-functional properties. The
time and effort is lesser than rapid prototyping, at the cost of less confident
evaluations. We provide a review of these approaches in Section II.1.2.

II.1.1 Rapid prototyping

Many approaches focus on the evaluation of NN deployments through systematic
implementation on a real platform and characterization using measurements. Measuring
directly the quantities at test, such as latency and energy, offers the highest possible
evaluation accuracy. In Figure II.1 we provide a view of the main steps and process that
can be found in most of these approaches. Neural Architecture Search (NAS) engines are
often used in these flows during Step 1 . NAS [34] aims at automating the design of NNs
in regards to their architectural features (i.e. number of layers, number of neurons inside
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Figure II.1 – Diagram showing the main steps in a measurement-based approach aiming
at evaluating NN deployment on embedded platforms. This diagram takes inspiration
from [29].

layers). The design is done in such a way to optimize functional (classification accuracy)
and non-functional (timing, energy) properties. In the reminder of this chapter, we will
refer to classifier accuracy as Quality of Service (QoS), as in [19]. In step 2 , compression
is applied to the NN model. The compression of NNs constitutes an entire field of research
that aims at proposing methods to reduce the memory footprint (number of weights)
and the computation/communication workload of NNs while minimizing the loss in NN
classification accuracy [35, 36, 37, 38]. The NN is then trained, compiled and deployed
on the real embedded platform, on which perceptible metrics such as timing properties
(latency, throughput) and energy are measured 3 . The measured data is then fed forward
back to 1 in order to guide the optimization of the NN. Deployments that meet user
defined constraints are then returned to the user 5 .

The approach in [29] provides an exploration flow for NN deployments under QoS,
latency and energy constraints. It focuses on the measurements of tested quantities after
the implementation of NNs on a ST Microelectronics MCU. The presented flow corresponds
to the one in Figure II.1. This paper provides intermediate results, showing the effect of
using certain ISA (Instruction Set Architecture) extensions such as Floating Point Units
(FPUs) on the tested quantities.

The authors in [19] propose an evaluation and exploration flow for NNs deployed
on NVIDIA Jetson TX2 GPU under timing, energy and QoS constraints. It respects
the phases presented in Figure II.1. NAS is performed with a feedback loop with QoS,
timing and energy measurements obtained after training and implementation on the
GPU. Experimental results show up to 79 % reduction in energy consumption and 36 % in
inference time, with a loss of QoS up to only 2 %, against the default implementation.

In [39], and exploration flow for CNN classifier architectures for semantic segmentation
of aerial images with QoS and timing constraints is presented. The proposed methodology
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takes the specifications of the hardware target into account when performing NAS, to ensure
hardware architecture and algorithm adequation and consequently improve performance.
The experiments were conducted on a NVIDIA V100 Tensor Core GPU 1 even though
the approach can arguably be transposed to edge devices. The results show that NN
complexity could be reduced by 88 % with significant gains in performance and memory
use and minimal loss of QoS (3 %), against the default implementation.

The authors of [26] propose a DSE flow to find CNN deployments that optimize latency
and energy on Intel Movidius Myriad 2 (USB Neural Compute Stick). The Myriad is
instrumented to obtain timing and energy measurement used to rank possible deployments.
While this approach does not support NAS, it puts the emphasis on exploring the clustering,
mapping and scheduling of the NN on the targeted hardware unlike [29, 19, 39]. In our
approach we will also highlight that the exploration of NN partitioning, mapping and
scheduling using a Model of Computation (MoC) is a key element to properly take
advantage of NN intra- and inter-layer parallelism with latency and energy enhancements.

The approach in [20] focuses on exploring NN deployments on the heterogeneous
NVIDIA Jetson boards, which feature a 4 ARM cores MPU and a Maxwell GPU. Sim-
ilarly to [26], the emphasis is not on NAS but rather on the optimization of hardware
implementation. To this end, this approach evaluates the effect of modifying the clock
frequency of the devices. It offers up to 66.3 % performance improvement compared to the
default implementation, with a reduction of power consumption of up to 61.5 %.

As a general criticism, exploring NN deployments through measurement requires
an important effort as numerous mappings must be deployed and tested on the real
platform. When also considering NAS, the training and compression of the NN must also
be systematically done (steps 1 and 2 of Figure II.1), which takes additional effort. For
this reason such approaches do not focus on the exploration of different levels of granularity
for the partitioning/mapping of the NN. We will show in our approach that this is an
important aspect to consider for the optimization of NN deployments. Evaluation through
measurement also requires having fixed the real implementation platform, which restrict
the possibilities in regards to architectural exploration. To avoid these drawbacks, other
approaches propose models that ease the exploration of the design space, at the detriment
of a loss in evaluation accuracy.

1. This device is found at cloud level of IoT applications - see https://www.nvidia.com/en-us/
data-center/v100/, last accessed 19.09.2023.
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II.1.2 Evaluation using models

Modeling flows for NNs deployed on edge devices are often characterized through linear
regression [40, 41] of timing and power measurements. They are mainly based on analytical
formulas. The timing models are, for the most part, derived from operations executed
inside NN layers. The power models describe the static power consumption of the circuit
when the clock is disabled, and the dynamic power consumption of NN computation phases
on the platform and memory accesses. The average power consumption of the system is
predicted and integrated over the estimated time to acquire the energy. These models are
said to be of high level of abstraction, which means that they abstract numerous details
regarding the implementation of the NN to offer simplified formulas with fast evaluation
time [42].

The approach in [30] focuses on the characterization of analytical timing and energy
models by measurement on two edge multi-core platforms, by manually varying the number
of layer parameters (i.e. neurons for dense layers). Models are derived from measurements
using multi-linear regression. The characterization phase is performed for two different
compiler settings, which allows obtaining high accuracy with both, as measurements allow
modeling the behavior of both compiler and hardware. Both for timing and power, they
use a simple model memory access cost (network data retrieval and layer input and output
communications between cores). Their models remains at the layer level of NNs, and do
not allow the exploration a finer grained deployments issued from the partitioning of layers,
as we will explain in Chapter III, Section III.2.2.

AutoDice [32] is a framework for fast exploration of NNs deployed onto multiple
heterogeneous edge devices on the same network (e.g. GPUs, MCUs, multi-core CPUs).
The exploration is done using high level analytical models for throughput, memory and
energy evaluation. The execution time and consequently the energy is established through
an estimation of the number of MAC operations executed inside the targeted edge devices to
process the NN’s layers. The approach does not allow custom partitioning with intermediate
granularity for NN layers. The framework allows automatically generating the C code for
the execution of optimized NN mappings.

The aforementioned modeling approaches [30, 32] share the inconvenient of not offering
strong scalability in regards of the fine grained partitioning of the NN. The models
from [30, 32] in their current form are limited for the prediction of non-trivial NN intra-
layer parallelism expression and use. In general, this observation can be done for approaches
that rely on the most used Deep Learning frameworks featuring a Python API, such as
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Tensorflow [43, 44], PyTorch [45], Caffe [46] and Keras [47], and NN 2 compiler for edge
inference such as TVM [48] and OpenVino [49]. These tools offer a high level of abstraction
to the engineer developing NNs for edge devices, which highly reduce the development effort,
but limits the custom deployment possibilities, such as using intermediate partitioning and
mapping of NNs. In our approach, we show that non-trivial partitioning and mappings of
NNs on multi-core edge devices must be considered to find more optimized solutions.

It is also worth noting that some Deep Learning frameworks and NN compiler tools for
edge inference propose a latency and sometimes also energy estimation tool. This is the
case for example of TVM [48], TensorFlow Lite Micro [44] and N2D2 [50]. The estimators
are however calibrated for dedicated compiler settings and platform specifications, and
tend to bear inaccurate estimations for unsupported platforms. As shown in [27], which
proposes analytical timing models for NN layers on Intel Movidius Myriad2 while using
OpenVino, the compiler selects optimization settings unbeknownst to the developer with
tremendous effect on timing, that can hardly be modeled. Building confident models when
entirely relying on these tools can be tedious. To alleviate this issue and consequently ease
the modeling effort, the authors of [32] train NNs using Deep Learning frameworks and
then carry out their deployment using a custom library in C programming language.

The approach in [15] focuses on the design and development of an FPGA-based
accelerator for CNNs. The flow allows DSE regarding several sources of parallelism withing
these applications: inter and intra-layer, but also inter and intra-kernel for convolution
layers. Analytical formulas are proposed for the different computations performed inside
layers. Their results show an important speedup of AlexNet’s execution [12] compared to
the state-of-the-art. This approach is however only focused on timing evaluation.

fpgaConvNet [51] relies on a fine-grained description of CNNs in the Synchronous
Dataflow (SDF) [52] Model of Computation (MoC) to optimize their deployment on FPGAs.
As shown in the paper [53] by the same authors, analytical models for timing prediction
are proposed by using the formulas obtained from the SDF paradigm, complemented by
the delays required to perform CNN computations on FPGA. The proposed models have
a prediction accuracy of more than 92.9 % on timing properties. The authors use the fast
analytical models and transformations of CNN mappings described in SDF to efficiently
explore the design space.

Timeloop [54] is a framework used to explore the design space of NN mappings on
GPUs and hardware accelerators by evaluating solutions using analytical models. It uses

2. Often in the Open Neural Network eXchange (ONNX) format.
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an analytical model for performance (computation time), area and energy prediction and
a mapper (dataflow mapping explorer) to explore mappings on the targeted architecture.

The approach in [55] proposes an optimization flow based on analytical models for
timing and energy prediction of CNNs mapped on CPU-GPU MPSoC. The proposed
flow allows optimizing power management use in the platform when executing CNNs
using voltage and frequency scaling. Their approach offers high accuracy (95 % on timing,
91 % percent on power/energy) on several mappings of three different CNNs from the
state-of-the-art executed on the NVIDIA Jetson TX2 board, and allows finding optimized
settings for these applications. While this approach explores the mapping/scheduling on
the CPU, the GPU provides most of the computational power, with limited effect of shared
resource contention, which is not the case on all multi-processor based systems. Also the
proposed models in their current form cannot be easily extended to allow exploring the
hardware platform’s dimensions (e.g. number of cores) under timing and power constraints.

HALF (Holistic Auto machine Learning for FPGAs) [56] proposes a multi-criteria
optimization approach for NNs deployed on FPGA. Optimized hardware accelerator for
NNs, which are similar to FINN [21]-based solutions, are obtained by exploring computa-
tional IPs for NN layers in an IP bank, considering application, algorithm, architecture,
and platform criterias. Communications between IPs are implemented using AXI streams.
The approach leads to solutions that can outperform the baseline implementation on a
NVIDIA Jetson AGX Xavier board. The resulting solutions demonstrate superior perfor-
mance compared to baseline implementations on a NVIDIA Jetson AGX Xavier board.
However, when using AXI stream, the communication time is relatively marginal, and thus
in this approach, the timing prediction flow does not model communication times, and
while the power consumption of idle IPs (i.e. which are waiting for data) is modeled, the
effect on power of communications is disregarded. On multi-core platforms, more versatile
communication mediums are preferred, which tend to have non-marginal communication
times. On such platforms, contentions also occur when several cores access shared resources
simultaneously, which bear important effects on non-functional properties and must be
correctly modeled.

NNest [57] is an early-stage design space exploration tool that can rapidly and accurately
estimate the area/performance/energy of different NN accelerator architectures, also using
analytical models. This approach allows both fine tuning of the hardware architecture and
high intra- and inter-layer parallelism use from NNs. It involves the use of compression
techniques.
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MAESTRO [58] (for Modeling Accelerator Efficiency via Spatio-Temporal Resource
Occupancy) is an analytical modeling approach to optimize the timing properties and
energy of NNs deployed on hardware accelerators. It offers a data-centric approach that put
the emphasis on data re-use, while evaluating the use of the different phases of processing
of the NN. The approach uses a MoC to describe NNs.

ZipCNN [31, 59] is based on an analytical modeling flow for energy, latency and memory
prediction of NNs deployed on MCUs. It offers scalability in regards to the operating
frequency, and help finding the frequency that allow the most savings in timing and power
consumption for the inference of NNs. ZipCNN’s models achieve an average prediction
accuracy of more than 91 % on latency, 93 % on energy, and 96 % on memory for the
LeNet5 [11] and ResNet [60] NNs with various operating frequencies.

The aforementioned approaches are however all based on pure analytical modeling flows,
which demonstrate very high evaluation speed and accurate prediction of timing properties
for NN implementation on hardware accelerators. However they have limited scalability for
multi-core platforms due to the possible influence of shared resources (bus, memory). As
the number of cores and shared resource contentions increase, the complexity of analytical
models grows exponentially, rendering the prediction of non functional properties in a
fast yet accurate manner tedious. Simulation can model how cores contend for shared
resources, thus providing high scalability in regards to the number of cores and amount of
communications on the platform.

The authors of [61] propose a platform-aware NAS flow for NNs implemented using
accelerators in the form of NPUs (Neural Processing Units), i.e. arrays of Processing
Elements (PEs), on FPGA. This flow uses a NPU Dataflow Simulator to evaluate possible
HW/SW deployments of NNs on the platform. However, this simulation approach does not
aim at modeling shared resources, but rather the complex dataflow inside arrays of PEs.

NNSim [62] is a SystemC/Transaction Level Modeling (TLM) simulator for NN accel-
erators using the Eyeriss accelerator architecture [63, 22], which corresponds to an array of
PEs interconnected through a Network-on-Chip. Compared to RTL 3 implementation, the
proposed model has a prediction accuracy of more than 97 % on timing properties, with
3000 up to 13 000 times simulation speedup. While NNSim enables timing predictions,
it aims primarily at providing a fast functional model to help designers perform the
verification and validation of NN implementations using the Eyeriss architecture.

3. The Register Transfer Level (RTL) is an abstraction for electronic system design, which is focused
on the level of registers and instruction sets, and more specifically on the dataflow inside synchronous
hardware circuits.
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The approach in [23] provides a DSE flow to find optimized accelerator architectures
for the inference of CNNs, which relies on system-level modeling and IP-based design
methodology. NNs are described into the Kahn Process Network (KPN) MoC [64] to model
the dataflow between NN layers and strictly separate computation and communication
phases. Computations are implemented as functional IPs featuring a set number of PEs
and communications are implemented as interconnect IPs. Both are picked from a user
defined IP bank. As shown in [65], they use SystemC simulation to model shared resource
contention with an evaluation time in the order of seconds for simple NNs up to the order
of hundreds of seconds for NNs with larger layers (e.g. input layer containing more than 2
million pixels). The model achieves more than 92 % accuracy on timing prediction.

The main difference between our work and [23, 65] is that they focus on IP search,
while we focus more on the fine grained SW implementation of the NN on processing cores.
Our models also offer a higher accuracy of 97 % on timing and much faster evaluation
time. In the case of our flow, the evaluation time is also observed to be unaffected by the
complexity of the NN or the architecture. Our modeling flow also offers power consumption
and energy prediction, which [23, 65] does not offer.

The authors of [66] propose a framework aimed at optimizing the mapping of con-
current dataflow applications on heterogeneous multi-core platforms. The flow relies on
the description of targeted applications’ dataflow in KPN, and predicts non functional
properties using simulation and analytical models. It can be used to optimize mappings
in regards to several metrics such as timing and memory use. However the proposed flow
doesn’t allow power or energy prediction. The timing analytical models are calibrated
using estimates from RTL simulation of time spent executing different instructions. Several
heuristics are proposed to quickly find solutions that optimize user criteria. They show that
their approach works on three different applications, and that the heuristic offering fastest
convergence towards the most optimized points is highly dependent on the application.
When targeting NNs, the models can be simplified, which allows enhancing the evaluation
speed without losing prediction accuracy.

In previous papers, our work team proposed a message level timing modeling flow for
the streaming execution of SDF graphs on multi-core platforms [67, 68]. The flow is based
on SystemC simulation, timing measurement and the use of Statistical Model Checking
(SMC) [69, 70]. A communication model for multi-core platforms using AXI interconnect
shared bus has been proposed [68], and is still used in this thesis work.

When executing NNs, we have observed marginal execution variability. We thus do not
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rely on SMC, which allows saving consequential effort, as it requires the analysis of large
amounts of data and add complexity to the simulation. Instead, we propose an approach
which offers more scalability in regards to NN layer partitioning into actors, without the
need to re-calibrate for every generated actor. The evaluation time is decreased to the order
of hundreds of milliseconds 4. In [67] the evaluation time ranges from 1 min 44 s up to more
than 25 min in some cases4. The prediction accuracy of timing properties has remained in
the same order of magnitude, although it is observed to be slightly more accurate and
it is validated on a larger number of mappings in this thesis work: 97 % for 54 mappings
against 95 % for 6 mappings. In this thesis we also extend the modeling flow to power and
energy prediction, and enable its use both for finding optimized deployments of NNs onto
a set multi-core platform, and jointly optimize the NN deployment and the multi-core
platform’s dimensions in regards to core number and memory sizes. We also propose an
automatized DSE flow that uses high level models, which is entirely new compared to
work led in the past.

Table II.1 summarizes the review of state-of-the-art approaches. In this table, the
relevance of approaches regarding different aspects is evaluated using a system of more or
less filled circles. Full circles correspond to the highest grade, while empty circles
correspond to the lowest grade. For example the grade for evaluation speed means that
the flow is very fast. The grade for intra-layer parallelism means that the flow allows
scalability regarding this aspect with limited exploration possibilities, whereas the grade

means that the flow offers complete scalability regarding this aspect. Related to the
state-of-the-art, our evaluation flow offers the following contributions:

1. Confident prediction of timing and power properties: The proposed timing and
energy modeling flow offers an accurate evaluation of candidate deployments.

2. Scalability in consideration of:
— NN intra- and inter-layer parallelism expression and use,
— Modeling of shared resources,
— Effect of power management,
— Platform dimensions in regards to the number of cores and memory sizes.

3. Fast evaluation time: The proposed modeling flow offers fast evaluation time. This
allows saving crucial effort over other simulation modeling flows like [23, 67] and
rapid prototyping approaches like [19, 26].

4. When only considering the simulation time and excluding compilation time.
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II.2 Design Space Exploration (DSE)

To reduce the time spent in exploration of NN deployments onto edge devices, engineers
and researchers use optimization algorithms. The design space of NN deployments on
edge devices is tremendous. As presented in [72], optimization algorithms are commonly
used in the field of embedded system development to quickly converge towards solutions
that optimize multiple intertwined properties. As shown in the previous section, NN
deployment optimization focus on properties such as QoS, timing quantities (execution
time, throughput), power and energy, and resource usage (area, memory). The optimization
algorithms can be separated into two main categories:

1. Exhaustive search algorithms, that allow performing an enhanced search of the
design space usually by pruning less optimized design points. These algorithms
always converge towards the optimal solution, but they are computation-intensive
and have a higher evaluation cost than their counterpart. In general, exploration
with these algorithms is done with a time limit. Once the time limit has been
reached, the results are returned to the user. However, the user still has the option
of continuing the search, until the entire design space has been explored. Notable
examples of such algorithms used in our field are:
— Branch & Bound (BB) [73]. A notable example of the use of the BB algorithm

to optimize DSE for streaming applications on embedded systems is [74].
— Integer Linear Programming (ILP) [75], used for example in [76].

2. Heuristics search algorithms, that allow searching the design space using heuristics
and randomly generated solutions. They perform usually faster searches than the
exhaustive ones, but they have the drawback of converging towards local optimum
and not always global ones. Notable examples of such algorithms are:
— the Genetics Algorithm (GA) [77]. It is the most prominent optimization algo-

rithm for DSE of NN deployments on edge devices. It used for example in [72] for
SDF graphs deployed onto MPUs, and in [61, 32] for the deployment of NNs on
edge devices. The GA is often paired with the use of a MoC (e.g. SDF) and the
introduction of an encoding of NN mappings on the platform. Mappings undergo
successive mutations inspired by those of chromosomes and genes observed in the
living world over generations. Mutated mappings that optimize tested metrics
are selected, and the proposed methodology allows eventually converging to an
optimized mapping.
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— Tabu search [78],
— Simulated annealing. [79] uses for example the simulated annealing to help

optimize NN classification accuracy in a NAS setup.
— Ant colony optimization approach [80], e.g. [81],
— Iterative racing (iRACE) [82], e.g. [83].

In our approach, we focus on the optimization of timing, energy and cost (in regards to
the number of cores used and private memory sizes). Our contribution regarding the DSE
aspect is to provide a demonstration of an efficient DSE flow using high level models with
high scalability for NNs deployments on multi-core platforms. The proposed flow uses the
Branch & Bound algorithm to quickly optimize intra and inter-layer layer parallelism use.
Our search stops when user constraints are satisfied. Since the BB algorithm is exhaustive,
the user always has the possibility to run additional iterations to try finding more optimized
solutions. We explain in Chapter VI how we use the BB algorithm in our work. Our models
are built to offer scalability to the platform’s dimensions regarding the number of PEs
and memory sizes. For this reason, the proposed DSE flow can be used for two objectives:

1. Finding deployments of NNs onto a user specified fixed multi-core platform,

2. Jointly design hardware platform’s dimensions and software deployment of the NN.
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Chapter III

WORK HYPOTHESIS

This chapter aims at presenting the hypothesis we formulate in order to delimit the
scope of our study. We first present the types of NNs that have been considered. We then
present how we model NNs in a dataflow-oriented Model of Computation (MoC) to ease
their analysis and optimization process. The following sections present what hypotheses
we formulate about our Model of Architecture (MoA), and how we map the applications
described in the MoC onto platforms that subscribe to our MoA. The final section of this
chapter presents the implementation of a platform that respects our MoA and includes
timing and power measurement infrastructures, which are used for the calibration and
validation of our models. This chapter also presents which NNs have been used and how
they have been trained and deployed onto the platform in order to perform the validation
of the modeling flow.

III.1 Considered types of NNs

As presented in the introduction of this manuscript, many different NN algorithms
have emerged with the raise of interest for AI. In this work we consider two of the
main algorithms considered in both industry and academia: the Multi Layer Perceptrons
(MLPs) [6, 7] and the Convolutional Neural Networks (CNNs) [10]. MLPs are composed
of only one type of layer: the dense layer, also called fully-connected layer, which allows
classifying data. In addition to dense layers, CNNs also contain convolutional and pooling
layers generally placed before the dense ones. These additional layers extract features
from the input data to improve the classification process of dense layers. CNNs can also
contain other types of layers such as normalization layers and branch and merge layers. In
this work, we choose to focus on convolutional, pooling and dense layers. An example of
MLP is shown in Figure III.1 and an example of CNN is provided in Figure III.2. Our
approach focuses on evaluating the performance and energy cost of the inference of NNs
on multi-core platforms. The training of the NN is assumed to be done beforehand.
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Figure III.1 – Example of a MLP. This NN is entirely constituted of dense layers, which
are composed of a set of neurons fully connected to the previous layer. In this example,
the MLP predicts that the input MNIST [11] image is a 2.
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5x14x14
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(980)
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(10)
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Figure III.2 – Example of a CNN. This NN is composed of convolution and pooling layers,
used to perform feature extraction in order to ease the classification process performed by
the dense layers placed afterwards.

Dense layers are composed of a set of base elements called neurons. Each neuron
produces a single scalar as output, which indicates whether the neuron is activated based
on the inputs processed. Every neuron inside a dense layer process all inputs of the layer.
MLPs are also commonly called fully-connected networks because in such a configuration
all neurons from a layer are connected to all neurons from the previous layer. We denote the
output of the neuron νm, with m ∈ (1, 2 ... M) and M being the number of neurons inside
the considered layer. νm depends on the input X = (x1, x2 ... xN) with N being the total
number of inputs, the weights Wm = (wm,1, wm,2 ... wm,N) and bias Bm of the neuron, and
the activation function φ. The weights Wm and the bias Bm are obtained as a result of the
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training of the NN. The activation function of the neuron φ works as a threshold function
to determinate if the neuron is activated by the inputs. The equation III.1 provides the
relation that gives the output of a neuron νm, and the equation III.2 provides the output of
an entire dense layer denoted D. Because neurons from a same dense layer are independent
from one another, it is possible to parallelize their execution.

νm(X) = φ(
N

∑
i=1

wm,ixi +Bm) (III.1)

D(X) =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

ν1(X)

ν2(X)

⋮

νM(X)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(III.2)

In CNNs, convolution layers perform a set of convolution operations called kernel
convolution on an input image. A convolution operation constitute a convolution layer’s
neuron. To help the reader make the difference between convolution and kernel convolution,
we choose in this thesis to denote convolutions with the operator ∗ and kernel convolutions
with the operator ⊛. Equation III.3 provides the relation to obtain the result of a convolution
of two matrices of size (m, n). The result of a convolution is a scalar.

X ∗ Y =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

x1,1 x1,2 ⋯ x1,n

x2,1 x2,2 ⋯ x2,n

⋮ ⋮ ⋱ ⋮

xm,1 xm,2 ⋯ xm,n

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

∗

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

y1,1 y1,2 ⋯ y1,n

y2,1 y2,2 ⋯ y2,n

⋮ ⋮ ⋱ ⋮

ym,1 ym,2 ⋯ ym,n

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=
m−1
∑
i=0

n−1
∑
j=0

xm−i,n−j ⋅ y1+i,1+j (III.3)

We define a kernel convolution as the operation of performing convolutions between
a set of matrices obtained from the input image denoted I of size (m, n) by a matrix
denoted K of size (k, l) with k <m and l < n. K is referred as the convolution kernel or
filter. The input image is split in a set of matrices Ii,j of size (k, l) (same size as K) with
i ∈ {1, 2⋯m} and j ∈ {1, 2⋯n}. The relation that defines the Ii,j is given in Equation III.4.
In this relation, I(λ, µ) designates the element at index (λ, µ) of the input image I and
⌊x⌋ designates the integer part of the real number x.
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Ii,j =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

I (i − ⌊k
2 ⌋ , j − ⌊ l

2⌋) I (i − ⌊k
2 ⌋ , j − ⌊ l

2⌋ + 1) ⋯ I (i − ⌊k
2 ⌋ , j + ⌊ l

2⌋)

I (i − ⌊k
2 ⌋ + 1, j − ⌊k

2 ⌋) I (i − ⌊k
2 ⌋ + 1, j − ⌊ l

2⌋ + 1) ⋯ I (i − ⌊k
2 ⌋ + 1, j + ⌊ l

2⌋)

⋮ ⋮ ⋱ ⋮

I (i + ⌊k
2 ⌋ , j − ⌊ l

2⌋) I (i + ⌊k
2 ⌋ , j + 1) ⋯ I (i + ⌊k

2 ⌋ , j + ⌊ l
2⌋)

⎞
⎟
⎟
⎟
⎟
⎟
⎠

(III.4)

The splitting is done as such: the first matrix produced starts with the element
I (⌊k

2⌋ , ⌊
l
2⌋). Then at every step of the splitting, the resulting matrix is obtained by moving

1 pixel to the right of the input image. When it reaches the end of the line, the resulting
matrix is obtained by moving to the beginning of the next line and moved by 1 pixel
to the bottom (to the following line). During every step, the convolution of the matrix
at the current location of the input image by the kernel is performed. The result of a
kernel convolution is a matrix of size (n − ⌊k

2⌋ , m − ⌊
l
2⌋) containing all the results of the

individual convolutions Ii,j ∗K. This process is illustrated in Figure III.3. Convolution
layers generally perform several kernel convolution on the input image, they have for this
reason a number f of kernels. For example the convolution layer of the CNN presented
in Figure III.2 has f = 5 different kernels. The result of a convolution layer is a set of f

matrices corresponding to the results of each kernel convolution. The computations of
kernel convolutions inside a convolution layer are independant and can thus be parallelized.
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I1,2
I1,2∗K

Figure III.3 – Illustration of the operations performed by a kernel convolution with a
kernel denoted K on an input image denoted I

Pooling layers down sample the resulting image from a convolution in order to summarize
the features extracted from the image by the convolution to ease the remaining processing.
Two types of pooling layers are classically used: maximum and average pooling. In the
scope of this study we only considered maximum pooling (also referred to as max pooling),
but we argue that the modeling flow presented in the remainder of the manuscript can
also be re-used with average pooling without loss of accuracy. Max pooling layers split the
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input image into a set of smaller images, from which it extracts the maximum value of the
pixels. For example in a max pooling layer 2×2 as in the CNN from Figure III.2, the input
image is splitted into smaller matrices of size 2 × 2. Equation III.5 provides the output of
one max pooling 2 × 2 operation. Figure III.4 gives an illustration of the processing done
by a max pooling 2 × 2 layer on an input image. Pooling down samples the input image.
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Figure III.4 – Illustration of the processing performed by a max pooling 2 × 2 layer on an
input image.

III.2 Description of NNs in Synchronous Data Flow
(SDF)

III.2.1 SDF Model of Computation (MoC)

To ease the analysis and optimization process of NN deployments on embedded
platforms, dataflow-oriented Models of Computation (MoC) are commonly used. For
instance in ZigZag [84], the authors model the dataflow of NNs in order to optimize the
data exchanges with the memory to implement efficient accelerator architectures. The
approach led by the authors of Eyeriss [63] aims at proposing a new dataflow representation
called row-stationary to optimize the exchanges between the processing elements that
compose a systolic array for the inference of NNs on FPGA. In this work we rely on the
Synchronous Data Flow (SDF) Model of Computation (MoC) introduced in [52]. SDF is
commonly used to describe digital processing applications deployed on multi-core platforms
(for example, see [67]).
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SDF offers a clear and well-known semantic for the description of applications, which:
— allows to guarantee absence of interlocking in the application, taking into account

the defined token production/consumption rates for communications,
— offers the separation of computation phases and communication phases, thus making

possible the characterization and analysis of these two aspects independently from
one another,

— supports real implementation on multi-processor hardware targets,
— offers the possibility to express an application’s parallelism through the partitioning

of the application in sets of actors,
— is adapted to pipeline/streaming execution of application.
Describing a system in SDF aims at splitting it into a set of actors. Actors model an

element of computation. Their behavior is separated into three phases: read, compute
and write. During the compute phase, no interference with any other actor can occur.
The execution of an actor is called "firing". The dataflow between actors is modeled as
communication channels, which are buffers containing data labeled as tokens exchanged
between actors under the First In First Out (FIFO) principle. The use of bounded FIFOs
prevents memory overflows. Actors exchange data labeled as token via communication
channels, which act as buffers. For every communication channel in the SDF graph, each
actor has a defined token production rate and a token consumption rate, which correspond
to the amount of tokens the actor respectively generates upon firing or requires to fire.
SDF graphs can also incorporate a source element, which models the arrival of input data
from an external source, and a sink, which models the output of the system sent externally.
An example of SDF graph is provided in Figure III.5.

A BSrc Snk
3 3 1 2 1 1

Figure III.5 – A simple SDF graph. Actors are depicted in green whereas communication
channels are depicted in blue. The element "Src" is the source of the SDF graph and the
element "Snk" is the sink. Black numbers sided next to actors and hovering communication
channels are the token rates of actors. The graphical notation of the SDF graph in this
figure are reused identically in the rest of the figures of the manuscript.

SDF offers a strict separation of computation and communication (read, write) phases
of actors, under the condition that these phases are respected in the latter hardware
and software implementation of the SDF graph. A SDF graph can be represented by a
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topology matrix, which contains the token rates of every actor for each communication
channel. In this work, we use SDF to model NNs with separation of the computation and
communication phases. We then complement SDF with timing and power models used to
address the effect of shared resources on the execution of the application on multi-core
platforms. In the next section, we explain how we use SDF to model NNs while offering
the possibility to express different degrees of parallelism from the application point of
view.

III.2.2 Modeling of NNs in SDF

In this work, we target multi-core platforms, which allow an acceleration of the execution
of NNs by exploiting their intrinsic parallelism. SDF allows expressing different degrees
of parallelism of the application with respect to the computations and communications
performed. In [85], the authors present a way of capturing MLPs in SDF using several
levels of granularity:

1. NN grain: where the whole NN is modeled as an actor,

2. Layer grain: where each layer of the NN is modeled as an actor,

3. Neuron grain: where each neuron is modeled as an actor,

4. Operation grain: where each operation (e.g. multiplication, sum, etc.) is modeled
as an actor.

In this work, we further extend the work of [85] for intermediate granularity between
levels 2. and 3. In opposition to [85], we also allow mixing the level of granularity inside a
model: each layer of the NN has its own grain. We also extend this modeling to convolution
layers in addition to dense layers. In the coarsest level of granularity a layer is modeled as
one single actor. The finest level of granularity considered is the neuron / kernel convolution
granularity, in which every neuron / kernel convolution in the layer is described as one actor.
For example Figure III.6 provides an illustration of three different levels of granularity
that can be used to model a given dense layer composed of 4 neurons. In the coarsest
level of granularity denoted 1 , the 4 neurons are modeled as one actor. In this case the
computation phase corresponds to the sequential execution of 4 neurons, which therefore
does not allow for parallel execution. This will lengthen the execution time of the layer
with repercussions on the power consumption. In the finest level of granularity denoted 2 ,
the 4 neurons are modeled each as one actor. This enables their execution in parallel,
with possible execution time and energy enhancement, but it can be noted that this also
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Figure III.6 – Three different clusterings of a dense layer composed of 4 neurons. 1
corresponds to the coarsest granularity, as the whole layer is encapsulated into 1 actor. 3
corresponds to the finest granularity, as every neuron is encapsulated into 1 individual
actor. 2 corresponds to an intermediate granularity between 1 and 3 .

generate extra communication channels (4 channels of 64 inputs and 4 channels of 1 output
against 1 channel of 64 inputs and 1 channel of 4 outputs for the coarsest grain). The
additional channels will generate communication overheads with possible congestion on
shared communication medium during concurrent accesses by cores, which will impact
both latency and energy. Intermediate levels of granularity between the coarsest and finest
grains such as 3 provide a balanced ratio between parallelism execution of the layer and
communication overhead. An evaluation of the level of granularity used to model NN
layers is thus necessary to find solutions that optimize latency and power consumption.

To properly define intermediate levels of granularity, we introduce the notion of
clustering of a layer in SDF, and we denote C the number of actors generated from a
layer. For dense layers, the actors issued from the clustering contain sets of neurons. For
convolution layers, the actors issued from the clustering contain sets of filter operations.
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In Figure III.6, 1 corresponds to a clustering C = 1 as only one actor is generated from
the layer, 2 corresponds to C = 2 and 3 corresponds to C = 4. In this work, we only
considered the clustering of layers into actors containing equitable computation workloads.
For a dense layer, all actors issued from the clustering of a layer contain roughly the same
number of neurons. For example, if the layer contains 4 neurons and C = 3, then two actors
will contain 1 neuron and the last actor will contain 2 neurons. The same principle is
applied to convolution layers with kernel convolutions. The proposed modeling flow could
also be applied to uneven clusterings (without equitable share of workload among actors
issued from a same layer) without modification.

Communication channels of NNs modeled in SDF correspond to the data exchanged
between layers. Kernel convolutions and neurons require all the outputs from the previous
layer to execute, therefore the token production rate is identical to the token consumption
rate. In this thesis, we then refer to the number of tokens exchanged in a communication
channel as the token rate, and we only depict the token rate once per communication
channel on illustrations of NNs modeled as SDF graphs. The clustering of NN layers in
SDF effects the number and token rate of communication channels in the SDF graph. The
token rate of a communication channel is defined by the number of features (neurons or
kernel convolutions) contained in the producing actor, which depends on the clustering.
The number of communication channels between a layer denoted l and the next layer
denoted l+1 is Cl ⋅Cl+1 where Cl is the clustering of layer l and Cl+1 of layer l+1. The actors
of a layer must all be connected to every actor from the previous layer. This highlights the
importance of exploring and evaluating the clustering of layers under timing and power
constraints, as the number of channels and tokens exchanged increases rapidly with the
complexity of the graph, with consequences on the time spent in communication and power
consumption.

In this work, we also re-use the introduction of a complementary actor named "decoder"
as in [85] when the clustering of the last layer of a NN is higher than 1. This actor reads
the outputs from the actors issued of the clustering of the last layer and assembles them
in order to write all into a single output channel directed to the sink of the SDF graph.
This actor makes it easier to analyze the graph by clearly identifying when it ends (the
tokens from the decoder have been written to the single channel of the sink). It can also
be used to normalize the output of the NN, for example by applying the Softmax function,
to indicate more clearly which class has been recognized, but in our work the decoder does
not apply any additional processing to the NN classification results.
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Although this was not considered in this work, it would be possible to set up boundaries
regarding the size of clusters using the memory model presented in Appendice C when
performing the clustering. For example if the maximum memory of a tile is 1024 kB, and
it must execute an actor issued from a dense layer with an input of 784 floats 1, then this
tile can support a maximum of 320 neurons from this dense layer.

III.3 Model of Architecture (MoA)

III.3.1 Composition of the MoA

Private
memory

Processing
Element

Private
memory

Shared 
Memory

Private
memory

...

Tile#0 Tile#1 Tile#T

Shared communication bus

Processing
Element

Processing
Element

Arbiter

Figure III.7 – Example of platform which subscribes into our MoA. The MoA is composed
of a set of tiles containing a single-core processor with private data and instruction memory.
A shared memory is available for communications between tiles, which is accessed through
a communication bus featuring an arbiter.

The considered MoA is a tile-based model, in which each tile is one single-core processor
with its private data and instruction memories. Executing instructions from this private
memory causes no interference with other tiles. Tiles are assumed to be identical except for
the size of the memory. Data exchanges between different tiles are performed via a shared
memory. The accesses to the shared memory are done using a shared communication bus.
The shared communication bus integrates an arbiter to manage concurrent accesses to the
shared memory by tiles. This MoA allows respecting the separation of computation phases
(performed privately inside tiles) and communication phases (which involve accesses to the
shared memory) from SDF. This MoA preserves thus the properties of SDF (comm/comp

1. This corresponds to the MNIST dataset [11] input image size.
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separation) and is therefore fully compositional, i.e. adding tiles does not disturb the
properties of other tiles. The use of this MoA then allows to propose performance and
power models that are also composable with respect to the number of tiles used in the
implementation platform. A diagram that positions the different constituents of the MoA
is given in Figure III.7.

Table III.1 presents notable real multi-core platforms used both in industry and
academia for the processing of NNs and compare them with the platform used in this
work. The PETA-MC platform [68, 67] (last entry of the table) is the implementation
platform used in previous work of our project, which respects the presented MoA. For most
listed platforms, cores are equipped with a private memory of limited size, and a shared
memory of bigger size, accessible through a simple communication medium such as a shared
interconnect. Real platforms however also feature sometimes additional larger on-chip
shared memories and external DRAM. This is the case for example of the Tilera Tile-GX
architecture, which feature a 32 MB internal SRAM and DRAM. The Tilera Tile-GX
architecture offers the possibility to switch off these extra memories, which have their own
power supply in case they are not needed for the execution of an application. When the
extra memories (SRAM, DRAM) are not used, the listed platforms subscribes well into our
MoA. From the considered platforms, the NxP MSC8156 DSP is the closest to our MoA as
it features 6 tiles with private memory and a shared memory accessible through a shared
interconnect. Other platforms such as the Kalray MPPA DPU, the Intel SCC and the
Tilera Tile-GX features more complex communication medium between cores such as mesh
networks. Apart from the communication medium, these platforms are built to be modular
in regards to the number of tiles (e.g. the Tilera Tile-Gx architecture features platforms
containing 16 up to 100 cores). Other recent platforms integrate hardware accelerators
for fast inference of NNs. This is the case of the Coral dev board featuring a NXP i.MX
8M SoC (Quad-core Cortex-A53 plus Cortex-M4F), the NVIDIA Jetson Nano (4 ARM
A57 cores) and the Sipeed MAIX Go Suit (2 RISC-V cores). The multi-core SoC used in
these platforms uses cores with their own private memory, and internal shared memory
accessible through a shared interconnect, as well as an access to DRAM. Compared to the
other listed platforms, the Intel Movidius Myriad2 has a singular architecture, it features 2
LEON cores used to run a Real Time Operating System (RTOS) and manage peripherals in
real time, and 12 Vector Processing Units (VPUs), which are efficient for processing large
chunks of data issued from images and which are therefore often used as NN accelerators
(see for example [26, 24, 27]). It also features more than 20 hardware accelerators meant for
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a fast execution of various DSP computation-intensive tasks. The Movidius Myriad2 is the
only platform on the list that does not fit in our MoA, in addition to the use of external
DRAM or the use of mesh networks as communication medium. Our MoA doesn’t support
the use of the external memory (such as DDR-RAM). In fact, using the external memory
would break the hypothesis of both MoA and SDF that tiles cannot be interrupted when
performing computations: tiles may require additional instruction or data triggering an
access to the external memory, which may then lead to competitions between the tiles
during computation phases. Possible solutions to extend our MoA and MoC to support the
use of external memory are discussed in the perspectives, in conclusion of this manuscript.
In the scope of this work, we do not consider more complex memory hierarchies involving
external memory. We show that for the execution of simple NNs, our MoA is suited as it
avoids important latency and energy overheads due to external memory usage. Our MoA
also offers a structure for which the modeling effort is reasonable.

III.3.2 Power management within the MoA

In the scope of this study, we considered two communication modes. The first one
is the one used in previous work [68, 67], and the second one introduced in this work,
which allows an optimization of the power consumption within the platform. During the
execution of NNs on a multi-core platform, when tiles require unavailable tokens to execute,
they enter a waiting state until the tokens are available. When tiles are waiting, they are
not contributing to the execution of the NN and can therefore be switched to a lower
power consumption mode. Several techniques can be used in order to manage and reduce
the power consumption of multi-core systems. Notable ones are:

— Dynamic Voltage & Frequency Scaling (DVFS) as used for example in [71]. It
introduces different execution modes for cores with dedicated voltage and frequency
settings.

— Power gating as used for example in [86, 25]. This technique aims at switching off
the power supply from a device when it is not used. Switching off the power supply
of a processing element deletes its execution context, which leads to important
overheads when restarting the system afterwards.

— Clock gating, as presented in [33]. Clock gating reduces the power consumption of
tiles at runtime by temporarily disabling their input clock signal. It does not reduce
the static power consumption of circuits as they are still supplied with power. It
however allows removing the dynamic part of power consumption as all activities
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Figure III.8 – The considered versions of the platform. Version 1 features polling-based
communications without the use of clock gating. Version 2 features interrupt-based
communications with the use of clock gating. Automates describing the behavior of tiles
when checking the availability of tokens respectively provided in 3 and 4 and examples
of activity diagram in 5 and 6 .

are suspended when the clock is disabled. It also has the advantage of offering
minimal latency overheads due to the ease of enabling and disabling the clock signal
and the low delay needed by the tile to resume its execution.

In this work, we chose to implement clock gating. In order to evaluate the impact
of clock gating on NN execution on tile-based multi-core platforms, we considered two
platforms with different communication modes, as depicted in Figure III.8 1 and 2 :

1. One mode with an active wait implemented as polling-based communications
without the use of clock gating. When a tile needs unavailable data to execute, it
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polls the shared memory until the data is available, as depicted in Figure III.8 3 .
This is the communication mode used in previous work [67] [68],

2. One mode with a passive wait implemented as interrupt-based communications
with the use of clock gating. When a tile needs unavailable data to execute, it enters
the low power mode (clock gating) until its clock is re-enabled by an interrupt
signal, which indicates that the data is now available, as shown on the right in
Figure III.8 4 ,

The interrupt-based platform introduces an interrupt controller to manage the interrupt
signal, and clock gating controllers to manage the activation and deactivation of clock gating,
as shown in Figure III.8 2 . The interrupt signal is enabled by the interrupt controller
peripheral when requested by a tile. When finishing a read/write transaction, tiles enables
the interrupt signal through the use of the interrupt controller. When the interrupt is
enabled, clock gated tiles exit the low power mode and resume their execution. The
additional components (interrupt controller and clock gating controllers) cause overheads
in latency and increase the power consumption of the system, as illustrated in the execution
diagram in Figure III.8 6 . However they enable the usage of low power mode instead
of polling on the shared memory (see Figure III.8 5 and 6 ), which can lead to power
consumption enhancements. The trade-off in latency and power consumption between the
two communication modes must therefore be evaluated on a case-by-case basis for each
considered NN deployments. The next section explains how we map NNs modeled as SDF
graphs on multi-core platforms that respects the hypothesis of our MoA.

III.4 Mapping of NNs modeled in SDF on platforms
respecting the MoA

The actors from the clustering are mapped on the tiles available on the platform.
The communication channels between actors are mapped on the shared memory. The
tiles will read (ReadTokens() statement) and write (WriteTokens() statement) the data
necessary for the execution of the actors in the communication channels. During the
execution of the computation phase of actors, cores cannot be interrupted. The application
is self-scheduled: the scheduling is established based on the dependency between actors.
For a given SDF graph, several mappings of the application are possible. Examples of
mapping for a given NN modeled in SDF is shown in Figure III.9. In this example, the SDF
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graph contains 3 actors HL1, HL2 and OL. In the first mapping all actors are mapped
onto one core, which does not exploit possible parallel execution. In the second mapping,
the actor HL1 is mapped on tile 0 while the other actors are mapped on tile 1. This
enables a streaming execution of the graph by allowing executing HL1 in parallel to the
two other actors. In the third mapping, each actor is mapped on different tiles, which also
enables a streaming execution of the graph, but this time HL2 and OL are also executed
in parallel. Each of these mappings have different latency and energy consumption, as
presented in the table on the right on Figure III.9. In general using more cores enable
a parallel execution of the application but it also generates more communications, with
impact on the application’s latency. Similarly, using more cores will increase the power
consumption but the use of passive wait can significantly reduce it. The performance
and power consumption of NN deployments on multi-core platforms is highly dependent
on the mapping. It is thus necessary to proceed with a thorough evaluation of possible
mappings under latency and energy constraints to find optimized ones. Comparing both
levels of granularity and mappings of the application allows finding solutions that jointly
optimize timing and power properties as well as the number of tiles used, as shown in
Chapters IV, V and VI.
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III.5 Real platform prototype implementation and
considered applications

In order to obtain real time and power measurements to compare with the predictions
of the modeling flow presented in the next chapters, we implemented a tile-based multi-core
platform which respects the MoA, shown in Figure III.10. Our measurement setup is
shown in Figure III.11. Two versions of the platform are implemented: one which relies on
interrupt-based communications with clock gating and one which relies on polling-based
communications without clock gating. The platforms are implemented on a Xilinx ZCU102
board, which features a UltraScale MPSoC+ FPGA [87]. They are implemented on the
programmable logic section of the FPGA. The processing core of the tiles is a MicroBlaze.
The private memory of tiles and the shared memory are implemented as Block Random
Access Memory (BRAM), which is internal to the FPGA SoC. The communication medium
to access the shared memory is implemented as a shared interconnect Advanced eXtensible
Interface (AXI). In the clock gating version, the interrupt controller and the clock gating
controller are IPs provided by Xilinx. The main version of the implemented platforms is
composed of 7 tiles, including one with 1MB of private memory (Tile0) and others with
256kB of private memory 2. Other versions have been implemented too as discussed in
Chapter V to evaluate the applicability of our power model to platforms with different
number of tiles and private memory sizes.

The targeted FPGA features several power supplies [87]. We probed VCCINT, which
corresponds to the supply voltage of the programmable logic of the FPGA, and VCCBRAM,
which corresponds to the supply voltage for the BRAM. The BRAM supply voltage is
already well optimized by the provider as discussed in [89], and we observed no variation of
power consumption on VCCBRAM when performing our tests. In fact, the activity linked to
memory usage is observed rather on the VCCINT power supply, as the memory controllers
are implemented on the programmable logic part of the FPGA. The correctness of this
observation is confirmed through the use of the Xilinx Power Estimator (XPE) [90] available
in Vivado, which predicts marginal dynamic contribution to the system consumption on the
VCCBRAM voltage supply. For this reason, we focus only on VCCINT power consumption
in this study.

The timing measurement infrastructure presented in [91] relies on code instrumentation

2. One tile contains a bigger private memory than the others to enable the execution of single-core
scenarios, which require important amounts of memory.
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Figure III.10 – Block diagram of the prototype implementation platform used in this work.

Figure III.11 – Experimental setup used in the scope of this thesis. The board is the
ZCU102 UltraScale MPSoC+ [87]. 1 marks the two pins of PMOD bank (part of the
Inputs/Outputs of the FPGA) that we use as UART ports for our timing measurement
infrastructure (UART_TIME_TX signal on Figure III.10). 2 marks the UART-to-USB
bridge device that we use to transmit the timing data to our PC 3 marks the position of
the probes for power measurements. Those probes are positioned on the two pins of the
VCCINT power supply shunt resistor. 4 marks the R&S HMC8012 Digital Multimeter [88],
which measures the voltage across the VCCINT shunt resistor. 5 marks the connection
between the multimeter and the PC. The multimeter can be operated through Standard
Commands for Programmable Instruments (SCPI). 6 marks the connection of the board
to the PC. This connection is used to program and debug the board. The UART_TX and
UART_RX signals as shown in Figure III.10 are implemented on this connection.
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to issue a start signal at the beginning of the execution of the SDF graph and issue a stop
signal at the end, at the cost of the execution of a single instruction (two clock cycles).
The overhead on timing when using this infrastructure is thus marginal. Based on the
elapsed time between the start and stop signals, the execution time of the SDF graph
is measured. In the scope of this work, we focus on streaming SDF applications, and we
therefore measure the end-to-end latency of SDF graphs. To do so, we measure the elapsed
time between two stop signals. In addition to this, the Integrated Logic Analyzer (ILA) [92]
can also be used to measure the duration of transfers on the shared interconnect bus. The
power measurements are obtained using the R&S HMC8012 Digital Multimeter [88] at a
sampling rate of approximately 100 samples per second. As the execution times measured
are in the order of milliseconds or even hundreds of microseconds, we took 10 000 for
each considered measurement in order to obtain a representative sample of the system
consumption. We then used the average of the measurements.

We considered three MLPs and one CNN to test our timing and power modeling flow.
The CNN2, which features the LeNet5 topology [11], is used only in the DSE chapter VI.
The four considered NNs vary in complexity with respect to both computations (number of
layers, number of neurons and filters) and communications (number of channels, amount of
tokens) workloads, which allows for a thorough validation of the modeling flow presented
in the remainder of this manuscript. The considered NNs are presented as SDF graphs in
Figure III.12, which also contains the number of layers, the number of features by layer
(neurons, kernel convolutions) and the number of tokens exchanged between layers. The
data-set used to train the NNs and the classification accuracy after training are provided
in Table III.2. The MLP1 has a small amount of computations while the MLP2 features
a more complex structure with two hidden layers and a bigger amount of computations.
The different computation and communication workloads presented by these applications
allow testing the validity of our flow in this regard. Testing the validity of our flow when
applied to different data-sets is necessary as it allows also to test different sizes of inputs

Table III.2 – Number of layers, data-set and classification accuracy of the considered NNs

NN name Number of layers Data-set Accuracy
MLP1 2 MNIST [11] 85%
MLP2 3 MNIST [11] 89%
MLP3 3 GTSRB [93] 20%
CNN1 4 MNIST [11] 77%
CNN2 7 MNIST [11] N.A.
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Figure III.12 – The considered NN applications described as SDF graphs with the coarsest
level of granularity (layer grain, in which every layer’s clustering is C = 1). We considered
3 MLPs and 1 CNN. The graphs on this figure do not feature a decoder actor due to the
last layer’s clustering being C = 1.

and outputs. For this reason we also consider a third MLP denoted MLP3, which was
trained on the German Traffic Sign Recognition Benchmark (GTSRB) [93]. To highlight
the possibility to use our modeling flow also with CNNs, we consider the CNN1 application
trained on the MNIST [11] data-set, developed for MicroBlaze by [94]. As shown in
Figure III.12, MLP1 and MLP2 have an input channel of 28 × 28 = 784 tokens, as the
images issued from the MNIST [11] handwritten digit recognition data-set are black and
white images with a width and length of 28 pixels. The CNN1 however has an input
channel of 1024 = 32 × 32 pixels. Zero-padding 3 is in fact applied to the input images
of the NN before the processing of the convolution layer to resize the images from the
MNIST data-set. The MLP3 features an input channel containing 512 tokens (24 × 24
grayscale image). It must be noted that the GTSRB is a complex data-set featuring images
of different resolutions with colors. To enable the use of this data-set on our embedded

3. In CNNs, zero-padding aims at surrounding the input image with zeroes. This helps preserve features
that exist at the edges of the original image and control the size of the output of the convolution layer.
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III.5. Real platform prototype implementation and considered applications

multi-core platform prototype, we apply a processing on the input image sizes to normalize
them all to black and white format and 24 × 24 size. We also consider a second CNN,
named CNN2, and which features the LeNet5 [11] architecture. This CNN is not used for
the validation of our flow, but it is used for the demonstration of our DSE flow.

The considered NNs were trained and implemented using lightweight C libraries: the
open source Fast Artificial Neural Network Library (FANN) [95] for MLPs, and a similar
open source library for CNNs 4. Lightweight C libraries have limitations regarding the
NN’s classification accuracy, as they do not offer as much optimizations of NN architecture
and training as the mainly used Deep Learning frameworks with Python APIs, e.g.
Tensorflow [43, 44], PyTorch [45], Caffe [46] and Keras [47]. However, using lightweight
C libraries eases highly the deployment of the NN onto edge devices. While compilers
have been proposed to help with the deployment of NNs trained with the mainly used
Deep Learning frameworks at the edge, e.g. Apache TVM [48] and the onnx2c project 5,
they do not always provide support for all hardware targets, and their use often results
in a loss of precision when describing the NN in C language. Some approaches from the
related work train NNs with Tensorflow [43, 44] and then implement trained NNs at the
edge using custom C libraries [32, 59] 6. Another major advantage of using C libraries
is that they are very lightweight, thus making it easier to satisfy memory constraints of
edge platforms. These libraries are valid choices for the implementation of NNs on edge
devices. Despite being first online in 2003, LibFANN is still used in recent academic work
for the implementation of ML-based applications such as cattle tracking [96], hand gesture
recognition [97] and for lane change tracking in Advanced Driver Assistance Systems
(ADAS) [98]. Similarly to LibFANN, the company Neuton [99] proposes simple MLP-based
ML solutions coded in lightweight C code.

It can be noted in Table III.2 that MLP3 has very low accuracy. This is due to the
high reduction of the input images and simple structure of the network, used for the
complex GTSRB data-set [93]. The CNN1 has lower accuracy than the MLP1 and the
MLP2 as usually a second convolution layer with another max pooling layer is used after

4. Available on: https://github.com/tranleanh/CNN-cpp. Last accessed: 10.10.2023, commit:
aac4107.

5. onnx2c is a Open Neural Network eXchange (ONNX) to C compiler. It generates C code based
on an input ONNX file. ONNX files can be generated by Tensorflow [43, 44], PyTorch [45], Caffe [46]
and Keras [47] to save a trained NN model. See more on https://github.com/kraiskil/onnx2c. Last
accessed: 10.10.2023, commit: dff37f0.

6. The C library for CNNs used in [32] is available on https://github.com/Tencent/ncnn, last
accessed: 10.10.2023, commit: d1289fb
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Chapter III – Work hypothesis

the first one to increase the NN’s accuracy, as it is done for example in the LeNet5 CNN
topology (CNN2 ) [11]. It can also be noted that the library used to train the network
uses elementary training methods, which limits the accuracy. In the scope of this work,
the classification accuracy of the network is secondary. Our aim is to propose models to
evaluate the non functional properties (latency, power consumption) of NN mapped on
multi-core platforms. The optimization of functional properties such as the classification
accuracy is outside the scope of this work. All NNs are trained with float32 precision and
they use the ReLU activation function. We tested several clusterings and mappings of the
considered NNs. All details regarding the tested clusterings and mappings can be found in
appendices of this manuscript.

In the next chapter, we will present the proposed fast yet accurate timing prediction
flow for NNs deployed on multi-core platforms under the work hypothesis formulated in
this chapter.
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Chapter IV

SIMULATION-BASED TIMING PROPERTIES

PREDICTION APPROACH

In this chapter, we present a modeling methodology to enable prediction and analysis
of timing properties, such as latency and throughput, for NNs deployed on multi-core
platforms that respect our MoA. The main contribution of the proposed methodology is
to offer fast yet accurate timing predictions considering the clustering/mapping of the NN,
the number of tiles used, the computation/communication workload and the possible use
of power management. We propose a hybrid modeling flow, which combines measurements,
analytical models and simulation. We explain how we build analytical computation time
models for NNs based on the operations executed in layers. The analytical models are used
along with a communication time model inside a simulation of the system, which allows
taking shared resources into account and predict possible contentions. The computation
and communication time models are calibrated through measurement. The validation of
our modeling flow for several mappings of different NNs and the comparison with pure
analytical models is provided and discussed.

IV.1 Timing modeling and prediction flow overview

The analysis of timing properties for NNs deployed onto multi-core platforms is
necessary to optimize solutions and verify that timing constraints are met. Proposing
models to achieve this goal is however tedious, as:

1. Contention on shared resources (e.g. shared bus and memory) arise when
multiple tiles attempt to access them simultaneously. When they occur, contentions
lead to important timing overheads that must be modeled. Because contention effects
are highly dependent on tile-specific usage patterns and on the clustering/mapping
of the application, they are particularly difficult to model.
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Chapter IV – Simulation-based timing properties prediction approach

2. Computation and communication workload variation: NNs are applications
that highly benefit from several types of parallelization such as inter-layer paral-
lelism (i.e. streaming execution) and intra-layer parallelism (clustering). Proposing
models that allow exploring both intra- and inter-layer optimization is necessary to
find optimized deployments, but difficult as the computation and communication
workloads highly depend on the partitioning of the NN, with important effects on
timing. The computation and communication workloads are also dependent on NNs
themselves, as workloads differ highly based on the considered application.

3. Communication procedures: Multi-core platforms can support different commu-
nication procedures, such as polling-based without clock gating and interrupt-based
communications with clock gating 1. The communication procedure has important
impact on timing properties of NNs deployments and must be modeled.

To tackle these problems, we propose a modeling methodology to offer prediction of
timing properties in consideration of the clustering / mapping of NNs, communication
workload and two communication procedures (polling and interrupt-based). Figure IV.1
shows an overview of our timing modeling flow. The novelties of the timing modeling
methodology proposed in this chapter compared to the flow developed prior to this
project [67] [68] are highlighted on Figure IV.1 by the symbol ☀. The contributions to
this flow are the following:

1. The proposition of an analytical computation time model to offer a fast prediction of

1. These two communication procedures are described in details in Chapter III.

Clustering / 
mapping

Communication 
time model

Evaluation

Time measurement

Computation
time model

Simulation 
(SystemC)

C#0

C#1

SM

Timing predictions

Real measurements

Characterization Characterization

Figure IV.1 – Overview of the timing modeling flow. A mapping of clusterized NN onto the
platform is evaluated using an executable model described in SystemC, which uses separate
computation and communication time models for delay prediction. These two models are
characterized through measurements. The prediction of the models are validated against
real measurements. The new contributions to the flow are marked with the ☀ symbol.
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the delay required to process NN operations on processing elements. We also present
our measurement-based characterization approach to appropriately calibrate delay
models and enable accurate predictions.

2. The extension of the communication time model proposed in [68] to interrupt-based
communications with the use of clock gating.

3. The integration of the new computation time model and the updated communication
time model inside the existing simulable SystemC code, which allows modeling
shared resources.

4. The validation of the modeling flow on mappings of different NNs to highlight the fast
yet accurate predictions regardless of the clustering, mapping and communication
workload of NNs onto multi-core platforms.

5. The comparison of our modeling flow’s accuracy and evaluation speed compared to
a pure analytical model with respect to models proposed in related work, to further
comment on the benefits and limitations of our flow.

The main points of our workflow presented in Figure IV.1 are 1. the hybrid modeling
approach, 2. the simulation-based prediction and 3. the evaluation of the approach.

Hybrid modeling approach: The input of our modeling flow is a NN described as a
SDF graph mapped onto a multi-core platform that respects our MoA. The separation
of communication and computation of NNs described in SDF and respected by our MoA
allows building separate communication and computation models. We propose analytical
computation time models (depicted in green in the middle of Figure IV.1) for NN’s layers.
The analytical computation time models are presented in Section IV.2. The communication
time model (depicted in blue in the middle of Figure IV.1) is issued from [68] and was
initially proposed and calibrated for polling-based communications. We explain how this
model is constituted in Section IV.3, and how we extended this model to interrupt-based
communications. Both computation and communication time models are calibrated through
measurements using the timing measurement infrastructure from [67] in order to offer
accurate latency predictions.

Simulation-based prediction: The computation and communication time models are
used in a simulation model, which captures the structural and behavioral features of the
studied architecture. This simulation model is described with the SystemC framework.
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The simulation workflow allows considering the shared resources and predicting possible
contentions when several cores try accessing the same resource simultaneously. The
simulation calls the computation time model for delays regarding computation, and
the communication time model for delays regarding communications. The simulation is
presented in Section IV.4.

Evaluation of the approach: The final step (on the right of Figure IV.1) aims at vali-
dating the predictions of our modeling flow against latency and throughput measurements
obtained from the real implementation of the NN on our platform prototype on FPGA. We
also propose a pure analytical timing model for NNs mapped onto multi-core platforms,
which is presented in Section IV.5.2. We use this model to compare its prediction time
and accuracy with the proposed simulation-based modeling flow, to further discuss the
advantages and limitations of the flow. The validation results and the comparison of the
pure analytical model against the proposed simulation flow are presented in Section IV.5,
and discussed in Section IV.6.

IV.2 Computation time modeling approach

In this section we first present our analytical computation time models, and how they
are established based on the operations executed inside NN layers. We then describe
the characterization process followed in order to derive and calibrate our models from
measurements. Our analytical computation time models are used to predict the time spent
in computation by cores when executing NN layer operations. They are depicted in green
in Figure IV.1.

IV.2.1 Analytical computation time models

Dense layers: First, we focus on the analytical computation time model proposed for
dense (fully-connected) layers 2. This model can be used to predict the computation delay
of any actor containing a set of neurons issued from the clustering of a dense layer. The
analytical model is based on the operations executed by each core to compute a dense
layer, as illustrated in Figure IV.2. On the right of this figure, a zoom is provided on the
pseudo-code of the dense layer actor den1. Based on the code, three base delays can be

2. The operations executed inside dense layers (and also convolutional and pooling layers) are presented
in Chapter III.

78



IV.2. Computation time modeling approach
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pool-den1

|WHILE(1): 
   ... 
|  ReadTokens(pool-den1); 
|  ExecuteActorDen1(N=5x14x14, M=64, FLOAT 
                      input[N],FLOAT output[M]): 
|    INTEGER m; 
|    FOR m FROM 0 TO M-1: 
|        INTEGER n; FLOAT sum = 0; 
|        FOR n FROM 0 TO N-1: 
|          sum <= sum + weights[m][n]*input[n]; 
|        sum <= sum + bias; 
|        output[m] <= ActivationFunction(sum); 
|  WriteTokens(den1-den2); 
   ...

DΣ

Dsetup
Mapping on platform

NN described in SDF

F=5

980 5x28x28 5x14x14 64 10

Dφ

den1 actor pseudo-code

Figure IV.2 – Extraction of the analytical computation time model for dense layers from
NNs described as SDF graphs. The pseudo-code of the dense layer den1 is provided. The
elementary delays DΣ, Dφ and Dsetup can be identified from the code.

identified: DΣ, associated to the code highlighted in orange, Dφ, associated to the code
in red, and Dsetup, associated to the code in purple. DΣ is the delay needed to perform
the Multiply-ACcumulate operation (MAC ): the multiplication of the input of the neuron
by the weight and its addition to the output of the neuron. Dφ corresponds to the delay
needed to compute the activation function of the neuron but also to add the bias (see
Equation III.1). In addition to these two delays, the initialization of the variables at the
beginning of the function ExecuteDen1 and the call and return procedures of the function
causes a delay denoted Dsetup.

According to the definition of a neuron of a dense layer, its computation depends
linearly on the number of inputs it has. In the pseudo-code on Figure IV.2, we can see that
the MAC operation (delay DΣ) is executed N times inside a for loop, where N denotes
the number of inputs of the dense layer. The addition of the bias and computation of the
activation function (Dφ) are only done once per neuron. Because neurons from a same
dense layer are independent, the execution time of a cluster of neurons depends linearly
on the number of neurons it contains. As seen in the pseudo-code, the computations of
the activation function and addition of the bias (delay Dφ) are repeated M times in a for
loop, where M is the number of neurons inside the actor. Since the MAC operations (DΣ)
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are also encapsulated in this second for loop, they are repeated a total of M ⋅N times.
Equation (IV.1) presents the formula of the total delay needed to compute a cluster of
neurons issued from a dense layer. We suppose that during the computation phase of the
cluster of neurons, all the data (neuron’s weights, inputs) and instructions are available in
the local memory of tiles (assumption in line with our MoA). The model is thus scalable
in consideration of the number of neurons contained in actors issued from the clustering of
dense layers.

Ddense(M, N) =M ⋅N ⋅DΣ +M ⋅Dφ +Dsetup (IV.1)

This equation is valid for processing elements computing NNs under the hypothesis
of our MoC and MoA and would not be applicable to architectures incompatible with
our MoA. It can be observed on Figure IV.2 that the delays DΣ and Dφ also extra-delays
linked to the implementation in code of the NN. For instance, DΣ and Dφ also include
delays for the initialization and increment of variables used inside for loops. Dφ also
contains the delay to initialize the variable containing the neuron’s result denoted sum.

conv actor pseudo-code
|WHILE(1):
 ...
|  ReadTokens(input);
|  ExecuteActorConv(F=5, Iw=32, Ih=32, Kx=5, Ky=5, input[Iw][Ih],
                    output[F][Iw-4][Ih-4]):
|    INTEGER f;
|    FOR f FROM 0 TO F-1:
|      INTEGER i;
|      FOR i FROM 2 TO Iw-2:
|        INTEGER j;
|        FOR j FROM 2 TO Ih-2:
|          output[f][i][j] = 0;
|          INTEGER k;
|          FOR k FROM 0 TO Kx-1:
|            INTEGER l;
|            FOR l FROM 0 to Ky-1:
|              output[f][i-2][j-2] <= weights[f][k][l] * input[-2+i+k][-2+j+l]
                                        + output[f][i-2][j-2];
|          output[f][i-2][j-2] <= output[f][i-2][j-2] + bias[f][i-2][j-2];
|          output[f][i-2][j-2] <= ActivationFunction(output[f][i-2][j-2]);
|  WriteTokens(conv-pool);
 ...
 

D*
Dφ

Dsetup

Figure IV.3 – Extraction of the analytical computation time model for convolution layers
from NNs described as SDF. The pseudo-code of the convolution layer conv issued from
the SDF graph presented in Figure IV.2 is provided. The elementary delays D∗, Dφ and
Dsetup can be identified from the code.

80



IV.2. Computation time modeling approach

Convolutional layers: Using the same approach, we propose an analytical computation
time model for actors issued from the clustering of convolution layers (Equation IV.2).

Dconv(F, Iw, Ih, Kx, Ky) = F ⋅ Iw ⋅ Ih ⋅Kx ⋅Ky ⋅D∗ + F ⋅ Iw ⋅ Ih ⋅Dφ +Dsetup (IV.2)

Dconv depends on the number of convolution filters F , the width of the input image Iw

and its height Ih, and the filters’ width Kx and height Ky. Based on the code executed
to obtain the results of a convolution layer presented in Figure IV.3, we also identify the
elementary delays D∗, which is the delay needed to perform the convolution operation, Dφ,
which is the delay needed to add the bias and compute the activation function, and Dsetup,
which is the time needed to call the ExecuteActorConv function. It can be noted from
Figure IV.3 that all delays contain also extra delays linked to the initialization of variables
and the increment of variables used in for loops. For example Dφ also contains the delays
to increment the variables (for loops) in order to perform all convolution operations when
performing kernel computations.

|WHILE(1):
 ...
|  ReadTokens(conv-pool)
|  ExecuteActorPool(F=5, Iw=28, Ih=28, Kx=2, Ky=2;
                    float input[F][Iw][Ih],
                    float output[F][Iw/Kx][Ih/Ky]):
|    FLOAT max = 0;
|    INTEGER f;
|    FOR f FROM 0 TO F-1:
|      INTEGER i;
|      FOR i FROM 0 TO Iw-1 INC +2:
|        INTEGER j;
|        FOR j FROM 0 TO Ih-1 INC +2:
|          max = input[f][i][j];
|          INTEGER k;
|          FOR k FROM 0 TO Kx-1:
|            INTEGER l;
|            FOR l FROM 0 TO Ky-1:
|              IF input[f][i+k][j+l] > max:
|                max = input[f][i+k][j+l];
|          output[f][i/2][j/2] = max;
|  WriteTokens(pool-den1)
 ...

Dmax

Dsetup

pool actor pseudo code

Figure IV.4 – Extraction of the analytical computation time model for max pooling layers
from NNs described as SDF graphs. The pseudo-code of the max pooling layer pool issued
from the SDF graph presented in Figure IV.2 is provided. The elementary delays Dmax

and Dsetup can be identified from the code.

Pooling layers: The analytical computation time model for actors of max pooling layers
is provided in Equation IV.3.
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Dpool(F, Iw, Ih, Kx, Ky) = F ⋅ Iw ⋅ Ih ⋅Kx ⋅Ky ⋅Dmax +Dsetup (IV.3)

The delay needed to compute actors issued from the clustering of max pooling layers
depends on the number of filters F , the input image’s width Iw and height Ih, and the
maximum filter’s width Kx and height Ky. Figure IV.4 shows that two elementary delays
can be identified from the computation of these operations: Dmax, which corresponds to
the delay needed to compute the maximum of Kx ⋅Ky pixels from the input image and
parse the input image, and Dsetup, which corresponds to the delay needed to call the
function ExecuteActorPool. Once again it can be noted from the provided snippet that
extra delays linked to the initialization of variables and increment of variables used in for
loop are also included in Dmax and Dsetup.

IV.2.2 Measurement-based characterization approach for com-
putation time models
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Figure IV.5 – Examples of plots obtained from the calibration of the analytical computation
time model for dense layers. The measurements are obtained on a tile consisting of a
MicroBlaze core and its private memory. The MicroBlaze code and data are stored entirely
in the private memory (in compliance with the MoA). The plot on the left shows the
evolution of the execution time of a neuron based on the number of inputs it has. The plot
on the right shows the evolution of the execution time of an actor based on the number of
neurons it contains (with a fixed number of inputs). Plots in this figure represent a subset
of the tested parameters and measured data, on which multi-linear regression was applied.

In our approach elementary delays identified in the proposed models (e.g. DΣ) are
calibrated through measurement. Another possibility to alleviate the calibration effort is
to provide an estimation of the elementary delays for a given processor, using information

82



IV.2. Computation time modeling approach

from the chip provider for example. Nevertheless the advantage of characterization through
measurements over estimations is to offer higher accuracy, as measurements allow to
properly model the effect of the code implementation of the NN (i.e. for instance the
initialization of variables used for the computation) as well as the effect of the compiler on
timing. Our experiments have shown indeed that base delays vary highly depending on
the hardware used (e.g.: use of FPUs or multipliers) and the compiler settings (e.g. -O0,
-O1, etc.).

The calibration is performed by measuring the execution time of elementary NN layer
operations on tiles consisting of a MicroBlaze core from the prototype implementation
platform while manually varying the parameters of the cluster in the code (e.g. for dense
layers N the number of neurons and I the number of inputs). In the scope of our experiments
all tiles feature one MicroBlaze core equipped implementing a FPU and a multiplier, and
we use the mb-gcc compiler with -O0 option. A multi-linear regression is performed on the
measured data to extract the calibrated elementary delays. An example of the evolution
of the execution time of actors issued from dense layers measured and regressed in order
to obtain the calibrated model based on the tested parameters is provided in Figure IV.5.
Once calibrated, the models can be used to predict the computation time of any actor
issued from the clustering of NN layers without further re-calibration for a given core and
compiler setting. Because tiles are assumed to be identical except for their private memory
size, they can be used to predict the computation time of clusters on any tile.

To calibrate the analytical computation time models, we used the measurement in-
frastructure implemented inside our platform prototype as presented in Chapter III. The
elementary delays for the analytical computation time model have been calibrated as
follows (all delays provided in processor cycle number):

— Dense layers (MLP): DΣ = 47, Dφ = 146 and Dsetup = 39,
— Dense layers (CNN): DΣ = 50, Dφ,ReLU = 106, Dφ,None = 53 and Dsetup = 31,
— Max pooling layers: Dmax = 25 and Dsetup = 106,
— Convolution layers: D∗ = 77, Dφ = 631 and Dsetup = 28.
We observed little to no variability when calibrating these base delays, with the excep-

tion of the activation function, whose delay depends on the value (several if statements).
We took the average value for all measured delays. The elementary delays for the dense
layers are calibrated with different values for MLPs and CNNs. This is due to the different
implementation of the dense layers between the library LibFANN we used for the training
and inference of MLPs, and the CNN_C library we use for the training and inference of
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CNNs. The analytical formula is unchanged, only the elementary delays are calibrated with
different values. This highlights the importance of the characterization process through
measurements, which allows properly modeling the effect of the implementation of the NN
and the compiler settings, which can differ between deep learning frameworks. If we would
have use estimations instead of measurements, while making the coarse grained assumption
that each statement 3 requires 3 instructions, which take 1 cycle to be processed, the
delays for dense layers of MLPs would have been DΣ = 30, Dφ = 61 and Dsetup = 6, which
represents a major underestimation against the values obtained through measurements.
This shows that the base delay values are not trivial to predict and that measurement is
required to properly set them.

IV.3 Communication time modeling approach

The communication time model is depicted in blue in the middle of Figure IV.1. The
communication time model was initially proposed in [68] to offer fast yet accurate timing
prediction of dataflow applications on multi-core platforms that respects the MoA. It uses
an analytical timing model to predict the delay of tiles when writing/reading tokens in
shared memory presented in Section IV.3.1. This timing model is combined with a high
level abstraction executable model of channels introduced in Section IV.3.2. This leads to
an activity-sensitive model, which makes possible to predict the usage of communication
resources even in the case of contention due to concurrent accesses. The characterization
process of the model through measurements is explained in Section IV.3.3.

IV.3.1 Analytical timing model for token production/reading in
shared memory

In the considered MoA, the communications of data between tiles are implemented using
the shared memory, which is accessed through the shared bus. An arbiter is implemented
on this bus to ensure that only one tile is accessing the shared memory at a time. In
this section, we present the analytical timing model for token production/consumption
(write and read access) in shared memory. A write or read access to the shared memory
is composed of three main phases: check token availability, buffer access (read/write)
and token status update. Equation IV.4 presents the analytical model issued from the

3. i.e. variable initialization, assignment, operations, memory accesses, etc.
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communication time model presented in [68], which provides the delay denoted DRW needed
to read/write a total of nT tokens inside a channel on shared memory. It is important to
note that this delay does not model contentions for shared resources.

DRW (nT ) = tinit,RW + tp

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Check token availability

+tpre,RW + tRW ⋅ nT + tRW l ⋅ (nT − 1)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Buffer access

+tpost,RW + tw

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Token status update

(IV.4)

In this equation, nT is the total number of tokens to read/write. The buffer access,
which aims at reading/writing the nT tokens, is preceded by an operation to check the
buffer’s availability by reading a single value, and followed by the token status update,
which corresponds to the writing of a single value. tinit,RW is the delay to initiate the
read/write transaction. tp is the delay to check the availability of a token. tpre,RW is the
time needed to prepare the read/write transaction. tRW is the delay of performing one
token read/write transaction. tRW l is a delay needed to wait to proceed with the next
read/write operation. tpost,RW is the delay needed to terminate the memory access. tw is
the delay needed to write the new token availability status after the read/write transaction.

This analytical model allows modeling communications on the platform with a coarse
granularity, as it only models the time to perform a read and write transaction. In reality
when executing NNs on multi-core platforms, contentions occur due to concurrent accesses
of tiles to shared memory, which generate important overheads in timing. The analytical
model in Equation IV.4 must therefore be extended to also model the shared communication
medium, the shared memory and contentions.

IV.3.2 Message level communication time model

In [68], the authors proposed to integrate the analytical model from Section IV.3.1 in
an executable model, which takes into account all communication phases of tiles (read,
write, wait), as well as the behavior of communication channels, the shared bus and the
shared memory. The proposed model is a message level communication model, which was
compared to a cycle-accurate communication time model in [100] and showed significant
prediction speedup without loss of accuracy. The principle behind this model is depicted
in Figure IV.6. An execution diagram is provided, representing how many simulation
synchronization events are necessary in order to predict the time spent by a tile to perform
a write operation in shared memory with a waiting period. With the cycle accurate model,
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Cycle accurate model

Message level model

tp tpl tp tpl tp tp

Waiting time

Application
starts, buffer
unavailable

Buffer
available

tpre,RW
tRW tRWl

tRW tRWl
tRWtpost,RW

tw

RW access
end

Time

RW operation time

: Simulation synchronization event

Figure IV.6 – Illustration of the message level communication time model from [68]
compared to a transaction level model. The diagram shows the calls to the communication
time model that need to be performed in order to predict the time spent by a tile to
undertake a write operation of k tokens on the shared memory with a waiting period.

simulation synchronization events are needed after each delay from Equation IV.4. With
the message level model, simulation events are only required upon the change of buffer
availability. The number of simulation events with the message level model is highly
reduced, which allows improving the simulation speed.

This communication time model was tested in [68] with the same communication bus as
we use in our experiment platform. It was tested for polling-based communications on plat-
forms that respects our MoA. In this work, this model is used to predict the communication
durations between clusters issued from the clustering of NN layers while considering the
influence of platform shared resources. To support interrupt-based communications with
the use of clock gating, we performed a new characterization process, which highlighted
that the model’s structure can be re-used identically for interrupt-based communications
with different values of elementary delays, obtained through measurements.

IV.3.3 Measurement-based characterization approach for the
communication time model

The characterization of the model for both communication procedures is done using the
Integrated Logic Analyzers (ILA) implemented inside the Xilinx Vivado design suite. The
ILA probes the signals linked to the usage of the shared memory. We generated artificial
communication workloads on the shared memory and used the delays obtained from the
data probed by the ILAs to calibrate the elementary communication delays used in the
model. Table IV.1 provides the values of the elementary delays in processor cycle count
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obtained through measurements based on the communication procedure. Elementary delay

Table IV.1 – Calibrated elementary delays for the communication time model for polling
and interrupt-based communications. All delays are in processor cycle number. The delays
that differ between the two communication procedures are highlighted in bold.

Communication
procedure tr tp tw trl twl tpl trloop

twloop
tploop

tprr tpor tprw tpow tinitr tinitw

Polling 8 8 5 14 13 7 22 18 15 15 11 15 9 15 16
Interrupt 8 0 5 14 13 0 22 18 0 15 11 15 9 348 349

notations are maintained between the two communication procedures. It can be noted
that most delays are calibrated with the same values between the two communication
models. The differences lie in the delays related to polling, which are all set to 0 in the
interrupt-based platform since polling is replaced by waiting for the interrupt signal to be
enabled. The delay for the initialization phase of the read/write transactions is much longer
on the interrupt-based platform, since the core must enable its sensitivity to interrupt
sequences and set the interrupt controller, which is not the case with the polling-based
communications.

IV.4 Simulation model description in SystemC

Our performance models were created with the SystemC framework with the same
organization as in [67]. In order to predict the performance of NN mapped onto multi-
core platforms, both the analytical computation time model presented in Section IV.2
and the message level communication time model presented in Section IV.3 are used
inside simulations of the platform executing the NN described in SystemC. The resulting
executable model allows to model all the tiles composing the system as well as the
shared resources, and predicting the impact of possible contentions on the latency of the
application. Figure IV.7 provides an illustration of the use of the SystemC models. The
computation and communication time models are integrated in a behavioral description of
each tile, which describes the sequence of the mapped computation and communication
statements, as shown in Figure IV.7 inside the tiles on the right. When an actor is being
executed in simulation, the analytical computation time model is called to compute the
corresponding wait delay. During communications through channels, the communication
time model is called to compute the delays of communications on the platform even in the
case of contentions at shared resources. The simulation predicts the state of tiles (wait,
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estimate the delay
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Shared
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Setup of the SystemC simulation for the
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Actor "conv"
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Actor "den1"
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Channel "input"

Channel "conv-pool"
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Channel "den1-den2"

Channel "output"

Figure IV.7 – Illustration of the use of the SystemC model to simulate the execution
of a NN mapped onto a multi-core platform. The simulation calls the computation or
communication time models based on the delay that need to be predicted.

read, write or compute) and shared resources during the execution of the NN on the
platform.

Once the simulation terminated, the estimated execution traces are output, which
contain the information about tiles and shared resource states as well as the actor being
executed by tiles at any given time of the simulated execution. The latency and throughput
of the NN mapping can be extracted from the execution traces. The number of iterations
simulated by the SystemC model is specified by the user. Simulating several iterations
is necessary to evaluate the effect on timing of The number of iterations must be high
enough to properly evaluate the effect of streaming execution, i.e. the execution of several
iterations of the NN on the platform simultaneously. It must also be low enough to save
evaluation time. In our experiments, for each considered mapping, we empirically set the
total number of iterations to 100. This number offers a good compromise between fast
evaluation time and good prediction accuracy. To evaluate our approach, several mappings
are simulated and the obtained results are compared with measurements.
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IV.5 Experiment results

IV.5.1 Tested scenarios

We tested and stressed our timing modeling flow in regards to the following aspects:

1. Consideration of applications of different complexity. We considered several NNs,
with different computation and communication workloads. We used SDF graphs
with a low amount of actors and communication channels, respectively 2 and 3 as
lowest (MLP1 C1 as shown in Table A.1 in Appendices), as well as complex SDF
graph featuring up to 22 actors and 113 communication channels (MLP2 C7 as
shown in Table A.3 in Appendices).

2. Consideration of single-core mappings as well as multi-core mappings containing up
to 7 tiles. The multi-core mappings leverage both NN in-layer parallelism (clusters
from a same layer mapped on different tiles to parallelize their computation)
and intra-layer parallelism (mapping of layers on different tiles to parallelize the
computation of layers and offer a streaming execution of the NN).

3. Consideration of mappings with high and low communication rates. The commu-
nication rate is defined as the percentage of time spent by all tiles on average in
communication. The lowest observed communication rate is 2 % on one mapping
and the highest is 70 % on another mapping.

4. Every mapping is tested both with and without power management, i.e. both
with polling-based communications without the use of clock gating and with
interrupt-based communications, in which cores are clock gated when waiting for
the availability of data.

We tested 27 different mappings of the 4 considered NNs (CNN1 and all MLPs) with
both communication procedures (which amounts to 54 mappings in total). All tested
mappings are presented in details in Appendices A. We predict the end-to-end latency and
throughput using the SystemC model and a pure analytical timing modeling flow presented
in the next section. The predictions are compared with real end-to-end latency and
throughput measured on the platform prototype. Two FPGA boards have been successively
considered for the implementation of the platform prototype: the ZCU102 board, which
features a UltraScale FPGA, and the ZC702 board, which features a Zynq7000 FPGA.
The ZC702 was replaced by the ZCU102, which offered more resources. The difference in
latency and throughput per mapping measured on the two boards is marginal.

89



Chapter IV – Simulation-based timing properties prediction approach

IV.5.2 Pure analytical model for comparison against the simula-
tion

In order to evaluate the contribution of simulation to model shared resource contentions
and to compare our flow with respect to purely analytical modeling flows from related
work, we introduce a pure analytical timing model for NNs on multi-core platforms. The
pure analytical timing model evaluates the latency and throughput of cores based on the
mapping, using the computation time model presented in Section IV.2 and the analytical
model used inside the communication time model as presented in Section IV.3.1. The pure
analytical timing model neglects shared resource contentions and therefore corresponds to
a best case or lower bound model. The accuracy and evaluation time using both modeling
flows are compared in Section IV.6.

IV.5.3 Validation results

Table IV.2 shows the average and maximum prediction error on end to end latency
and throughput for single-core and multi-core mappings for all applications, using the
simulation model and the pure analytical model. Prediction errors are computed using
the formula XP−XM

XM
where XP is the prediction and XM is the measurement. The errors

are provided in absolute value and percentage. In this table, both the mappings with
polling-based and interrupt-based communications are provided. The detailed predictions
of the simulation for both end to end latency and throughput with the error for every
tested mapping are shown in Figure IV.8 and IV.9. For example, on Figure IV.8 (c)
it can be observed that the lowest predicted latency for the MLP2 is reached for the
mapping with index 21. The predicted latency’s value can be read on the left Y axis, it is
approximately equal to 241 thousands of cycles. The prediction error can be read on the
right Y axis, it is approximately equal to 0.04 % for this mapping. The same process on
Figure IV.8 (d) allows reading the predicted throughput’s value, which is approximately
equal to 415 inferences per second, and the prediction error on throughput, which is also
equal to 0.04 %.
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Figure IV.8 – Predicted end to end latency and throughput by the simulable model for
the considered MLP mappings. The prediction error against measurements in absolute
and percentage is also provided for every mapping. On the plot of the latency, the % of
time spent on average by cores during the execution of the application in computation,
read and write and waiting phases are depicted. In X-axis, information about the tested
mapping is provided: the top number Mi is the mapping index, which can be used to find
more information about the mapping in appendix to this manuscript. The number Cm

below Mi is the communication mode - P stands for polling, while I stands for interrupt.
The number of tiles used is indicated by the indice of T . Then respectively the number
of actors A in the SDF graph and the average time spent in communication by tiles Cr

(combination of read/write time and wait time) are provided.
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Figure IV.9 – Predicted end to end latency and throughput by the simulable model for the
considered CNN mappings. The absolute prediction error against measurements is also
provided for each mapping. More information about the legend of the plots can be found
in the caption of Figure IV.8.

Table IV.2 – Observed average and maximum error against measurements on tested
mappings regarding the end to end latency in processor cycles (L) and the throughput
in outputs/s (Φ). The column titled "# tested mappings" provides the total number of
different mappings tested for each application. All details about the tested mappings can
be found in appendix. In this table, the mappings using polling-based and interrupt-based
communications are combined. The evaluation time using the simulation flow is ≈ 20 s
when including compilation time. Without compilation time, it is in the order of tenth of
seconds. The evaluation time using pure analytical models is in the order of ms.

Application Mapping
type

# tested
mappings Metric

Pure analytical
model - Error %

Simulation-based
flow - Error %

avg max avg max

MLP1
Single-core 6 L 1.07 4.94 0.50 0.95

Φ 1.24 5.19 0.50 0.94

Multi-core 8 L 7.63 22.13 1.08 2.85
Φ 9.43 28.33 1.09 2.94

MLP2
Single-core 6 L 1.08 4.55 0.16 0.33

Φ 0.96 3.49 0.16 0.33

Multi-core 8 L 3.91 12.97 0.42 1.13
Φ 4.29 14.86 0.42 1.15

MLP3
Single-core 6 L 1.42 4.41 0.47 0.75

Φ 1.28 4.60 0.47 0.76

Multi-core 8 L 3.63 11.52 0.73 1.64
Φ 3.86 12.97 0.73 1.61

CNN
Single-core 4 L 1.32 2.49 0.32 0.44

Φ 1.29 2.43 0.32 0.44

Multi-core 8 L 0.87 3.13 0.59 1.45
Φ 0.89 3.23 0.60 1.47
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IV.6 Discussions

Results overview: The proposed simulation-based flow allows predicting both the
latency and throughput of the 54 mappings with more than 97 % accuracy. The worst
observed error of the simulable model is 2.85 % on latency and 2.94 % on throughput. The
model is also fast with an evaluation time of approximately 20 s per mapping.

This is rendered possible by the hypothesis of strict separation of computations and
communications using SDF and the MoA, which allows building separate computation
time models for NN layers and communication time model. The calibration through
measurements of these models for a given core, compiler setting and communication
medium allows high prediction accuracy. The analytical computation time model is
validated by the high accuracy - 99.63 % on average for both latency and throughput -
obtained on single-core scenarios, which have a limited amount of communications.

The use of simulation and the message level communication time model offer an
accurate modeling of communications on the platform and contentions when multiple cores
access the shared memory simultaneously. This allows offering high accuracy on multi-core
mappings (99.29 % on average for both latency and throughput). In the following of this
section, we will discuss the observed validation results in regards to the identified elements
that render the evaluation of NNs on multi-core platforms difficult.

Evaluation speed: The evaluation speed of a NN mapping using the SystemC model
is 20 s including compilation time. This high evaluation speed is rendered possible by
the use of analytical models to predict computation and communication time inside
our system level simulation. The evaluation of a mapping using the proposed modeling
flow is 2 times faster than our automatized timing measurement infrastructure, which
takes 40 s including also compilation and FPGA programming time, but excluding NN
training, FPGA design synthesis, BSP generation and source code development. When also
considering the NN training and SW/HW development of the application, the modeling
flow offers a significant speed-up. Our SystemC model allows engineer to perform a fast and
reliable evaluation of candidate NN deployments under latency and throughput constraints,
while alleviating important effort spent on the development of NN applications on the
targeted implementation platform.

Scalability regarding NNs: The highest prediction error is observed for the MLP1
with 0.83 % latency prediction error on average on all tested mappings. The maximum
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error on latency for the MLP1 is 2.85 %, which is also the highest observed error for all
applications. We observe 0.31 % error on average for the MLP2, 0.62 % for the MLP3 and
0.43 % for the CNN. Overall the prediction error is slightly higher on the MLP1 as it is
the application with the highest communication workload percentage compared to the
computation workload. The error is still very low, which allows validating the scalability
of the simulation-based flow in consideration of the application. Similar observations are
done regarding throughput.

Scalability regarding communication procedure: The average prediction error is
0.49 % on the 22 mappings using polling-based communications without clock gating and
0.61 % on the 22 mappings using interrupt-based communications with clock gating. The
maximum error is 2.85 % for polling-based communications, and 2.21 % for interrupt-based
communications. The accuracy of the model appears to be stable from one communication
procedure to the other. This validates the scalability of the proposed timing modeling flow
in regards to the communication procedure.

Scalability regarding the number of cores used: The evolution of the prediction
error of the proposed modeling flow based on the number of cores in the mapping can be
observed in Table IV.3. While the error is stable for mappings relying on 1 up to 5 cores,
it raises up to 1.03 % and 1.08 % on average for mappings using respectively 6 and 7 tiles.
The prediction accuracy of the modeling flow remains acceptable and does not seem to
correlate directly with the number of cores used. It is important to note though that the
number of mappings with 5 and 6 cores is low, which can add a bias to these results. This
allows anyhow validating the scalability of the modeling flow in regards to the number of
cores used in the mapping.

Table IV.3 – Summary of the average and maximum prediction error on latency (in
absolute value) of the simulation-based power modeling flow based on (a): the number of
cores used in the mapping (b): the communication rate. Similar results are observed for
throughput.

(a) Core number
Core number 1 2 3 4 5 6 7
Average error 0.37 0.27 0.44 0.46 0.21 1.03 1.08

Max error 0.95 0.49 1.43 1.11 0.40 1.64 2.85
Total mapping

number 22 6 6 4 2 2 12

(b) Communication rate
Comm. rate 0-9% 10-19% 20-29% 30-39% 40-59% +60%

Average error 0.28 0.50 0.76 0.77 0.65 0.72
Max error 0.54 1.11 1.63 1.45 2.21 2.85

Total mapping
number 17 9 7 5 6 10
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Scalability regarding communication rates: Table IV.3 provides the prediction
error of the modeling flow based on the average percentage of time spent by tiles in
communication for the tested mapping. The average prediction error increases with the
amount of communications for communication rates ranging up to 29 %. It then remains
stable around 0.7 % regardless of the communication rate. However the observed maximum
error keeps raising with the communication rate up to 2.85 % for communication rates
higher than 60 %. It can be noted that such communication rates are however high and
were used in our test cases to stress and thoroughly validate the modeling flow. They are
not usually found for real relevant mappings, as it results from a poor usage of resources
since in such settings tiles spend more time waiting for resource than contributing by doing
computations. The error remains acceptable for such high communication rates, which
allows validating the scalability of the modeling flow in this regard.

Comparison against the pure analytical model: The time taken to evaluate a
mapping using the purely analytical model is of the order of a millisecond, i.e. 104 an order
of magnitude faster than the SystemC model. The evaluation speed of a mapping using
the pure analytical timing model is approximately 1 ms, which is faster than the SystemC
model. However, the pure analytical timing model always underestimates the effect of
shared resources on the latency and throughput. For example, the highest observed error
of the pure analytical model to 28.33 % on throughput and −22.13 % on latency on the
mapping with index 14 of MLP1 with clustering C = 7, 7 tiles used and interrupt-based
communications. The fact that the prediction error raises with the communication rate
due to the important use of shared resources make this model unreliable for the evaluation
of timing properties of NNs deployed on multi-core platforms. These results highlight the
need to use the proposed simulation-based flow over pure analytical modeling flows for
such platforms. Due to its fast evaluation time, the pure analytical modeling flow can
however be used in conjunction with the simulation flow to offer a fast pruning of the
design space before the evaluation of relevant mappings by the SystemC model, which
offers slower but more reliable predictions.

Conclusion: The results allow validating the use of the proposed simulation flow for
fast-yet-accurate evaluation of NN mappings onto multi-core platforms. The flow offers
indeed an accuracy of more than 97 % on timing for an evaluation time of 20 s per
mapping. Its applicability in consideration to NN applications, clustering, number of
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tiles, communication rate and communication procedure are successfully validated. In
comparison, pure analytical modeling flows show limitations as they cannot efficiently
predict the effect of shared resources on timing properties.

Due to its high accuracy, evaluation speed and scalability, the proposed modeling flow
can be used to efficiently explore the design space of NN deployments onto multi-core
platforms. It allows finding NN deployments that optimize timing properties on a user
defined multi-core platform, as well as optimizing multi-core platform architectures for
NN deployments under timing constraints.

IV.7 Conclusion

In this chapter, we presented the proposed modeling flow for the timing of NNs deployed
on multi-core platforms. The presented contributions are

1. the analytical computation time model, which allows predicting the execution time
of any actor issued from the clustering of a NN in SDF,

2. the extension of the communication time model used in previous work to support
interrupt-based communications,

3. the integration of the computation time model and communication time model
inside a SystemC simulation to model shared resources.

The modeling flow is validated against latency and throughput measurements from a
real implementation of 54 mappings of 4 different NNs, with various clustering complexity,
low and high communication rates, and with both polling-based and interrupt-based
communications. It allows predicting the latency and throughput of the tested mappings
with more than 97 % accuracy. In addition to its high accuracy, the modeling flow offers
fast predictions with an average prediction time of approximately 20 s per mapping. We
compared our modeling flow to a pure analytical model with respect to propositions from
related work, which showed limitations to predict efficiently the latency and throughput
when applied to multi-core mappings using shared resources.

This is rendered possible by the separation of computation and communication respected
by our MoC and MoA, which allows building separate computation and communication
time models. Both models are calibrated through measurements, which allows modeling the
effect of the HW/SW implementation and compiler settings and offer high accuracy. They
are used inside a simulation captured in SystemC of the platform infering the mapping,
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which allows modeling the shared resources. The high level of abstraction of all considered
models allow offering high evaluation speed.

The computation time models were calibrated for MicroBlaze cores using FPUs and
multipliers with compiler setting "-O0". They must be recalibrated for use with other core
types and compiler settings. This can represent an important effort, but it is necessary
to guarantee high accuracy. The communication time model was calibrated for a shared
interconnect AXI bus with a First Come First Served policy. It can be re-used for the
same communication medium without re-performing calibrations. However, if another
communication medium or another arbiter policy is used, it must also be re-calibrated.
In the scope of this work, we tested MLPs and CNNs, but the models could be extended
to other classes of NNs by proposing analytical computation time models using the same
approach. In the next chapter, we present how this timing modeling flow is extended to
allow power and energy predictions.
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Chapter V

POWER AND ENERGY MODELING AND

ANALYSIS FLOW

In this chapter, we present the power and energy prediction flow for NNs deployed on
multi-core platforms that respects our MoA. The proposed flow enhances our simulation-
based flow for timing prediction presented in Chapter IV. It is used to predict power
and energy consumption in regards to the phases executed by tiles and possible resource
contention. One benefit of our modeling approach is the combination of simulation and
measurement-based characterization, which allows offering scalability in regards to the
clustering, mapping, communication workload and power management. We present an
additional calibration step to extend the power model’s applicability to platforms with
different number of tiles and private memory sizes, at the cost of a more intensive
characterization effort. We evaluate our power and energy modeling flow on 27 mappings
of 4 NNs with and without power management, and 7 different platform versions.

V.1 Power modeling and analysis flow overview

Embedded platforms come with strong energy constraints, while NNs are power intensive
applications due to computations. To deploy NNs onto such platforms, it is therefore
essential to optimize deployments under power and energy constraints. As discussed in
Chapter II, most approaches for the evaluation of NNs on embedded platforms show
limitations when applied to tile-based multi-core platforms.

The proposed power model is separated into two main terms: static and dynamic
power consumption. The dynamic power consumption model captures the contribution
of tiles to power in the different phases of NN inference, such as computation of layers,
and communications on shared memory. It also takes shared resource contentions into
account. The static power consumption model allows capturing the power consumption of
the platform when not clocked, including the power consumption of tiles when clock gated
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(if using power management). Both models use the simulation presented in Chapter IV to
obtain information regarding the use of shared resources and the phase in which tiles are
during the execution. The proposed power modeling flow is based on quantities calibrated
through measurements. We also present an additional calibration approach to extend the
static power model to platforms with varying number of tiles and private memory sizes to
enable the use of the model to size multi-core platforms in a DSE setup. The proposed
power and energy modeling flow can achieve two objectives:

1. Evaluate power and energy for NNs deployments on a user-defined multi-core
platform and identify optimized mappings,

2. Jointly evaluate and optimize multi-core platform architectures and NN deployments
under power and energy constraints.

In Figure V.1 the proposed power and energy model is represented in yellow in the
middle. It is presented in Section V.2. As shown in the legend, the methodology to obtain
the power model is split into two main phases: the first phase ( 1 - 4 ) colored in red
corresponds to its calibration, and the second phase ( 5 - 8 ) colored in teal corresponds
to its validation and application. To perform the calibration through measurements, we
focus on the prototype implementation platforms presented in Chapter III. As explained
in Section III.3.2, two main platforms are considered: one with power management which
implements interrupt-based communications and clock gating, and one without, which
implements polling-based communications without clock gating.
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Figure V.1 – Overview of the methodology to obtain a power model for power and energy
prediction of NNs on multi-core platforms.
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In Section V.3, we explain the calibration methodology of the power model, and we
present the calibration’s results on our platform. 1 and 2 correspond to the character-
ization of static and dynamic power consumption of tiles. A multi-linear regression is
applied on the measured power profiles in order to obtain the calibrated power model.
Optionally, 3 and 4 allow extending the calibrated power model to offer scalability in
regards to the number of tiles in the platform and private memory sizes. The resulting
power model allows estimating the power consumption of multi-core platforms executing
NNs, while being scalable in consideration to the platform’s dimensions.

Once the power model obtained, we proceed with its use and evaluation. The SystemC
model generates execution traces 6 for candidate mappings 5 , which are used by the
power model to predict the power consumption and energy of the system inferring these
mappings 7 . The use of the SystemC simulation with the power model is described
in Section V.4. The power and energy predictions are finally compared with measured
power and energy from a real implementation of the tested mappings 8 to evaluate the
accuracy of the model. The validation methodology and results are given and discussed in
Section V.5. We validate our modeling flow with a total of 27 different mappings of the 4
considered NNs tested with and without power management 1. These different mappings
allow verifying the scalability of the power model to the criterias outlined above. We also
tested its applicability to a total of 7 different prototype platforms implemented on FPGA,
including single and multi-core platforms with varying size of private memory.

V.2 Power model proposal

Coarsed-grained model: To obtain the power consumption of the system Ptotal(t),
we must consider both static and dynamic power consumption. We consider that the
static power consumption Pstatic is the power consumption of the system when supplied
with power but not clocked. When using power management, additional components
are implemented to support interrupt-based communications and clock gating. We thus
introduce different models for the static power consumption of the platform: with power
management P▲, static and without P△, static.

Regarding dynamic power consumption, when executing NNs, tiles execute computation
and communication activities, which are strictly separated due to SDF and our MoA. The
different tile phases during the execution of NN mappings are illustrated on the execution

1. In total, this amounts to 2 × 27 = 54 mappings.
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diagram on the right of Figure V.2 when not using power management: the phase in
green corresponds to computations, and phases in blue (read, write, wait) correspond to
communications. We describe the dynamic power consumption of the platform executing
NNs using the following terms:

— Pcomp(t), the total power consumption of tiles in computation (comp.) phase at
time t.

— P▲, comm(t), the total power consumption in communication (comm.) phase at time t

when using power management, and P△, comm(t) when not using power management.

To summarize, the total power consumption of the system at time t is provided in
Equation V.1 and Equation V.2 respectively when using (▲) / not using (△) power
management.

P▲(t) = P▲, static + Pcomp(t) + P▲, comm(t) (V.1)

P△(t) = P△, static + Pcomp(t) + P△, comm(t) (V.2)

Phases of tiles during the execution

T1

T2

PT1

PT2

Read Compute Write

Wait Read

Application 
starts

Wait ...

Tile1 (T1)

Hidden 
Layer

Tile2 (T2)

Output 
Layer

Shared
memory

Channel 
IN

Channel 
HL-OL

Channel
OUT

Mapping
NN described
as SDF graph

Hidden 
Layer

Output
Layer

Channel
IN

784

Channel
HL-OL10

Channel
OUT10

OUT

...

Pcomp,T1

Time
Estimated power consumption 

without power management

Ptotal

P   ,static,T1

P   ,static,T2

P   ,comm,T1 P   ,comm,T1

P   ,comm,T2

Figure V.2 – Estimation of power consumption in regards to the phase of tiles during
the execution of NN mappings. Possible phases are: computation, read/write on shared
memory and waiting for buffer availability. The estimation of power consumption on the
bottom right of the figure is provided for a platform without power management (△).
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Refinement of Pcomp(t): When tiles are in computation phase, they are performing
the computations of the neural network (e.g. processing neurons from dense layers). In
this phase, tiles are independent from one another as all necessary data is contained in the
private memory of the tile. The proposed model for Pcomp(t) is thus linear in consideration
of tiles in computation phase. The model for Pcomp(t) is provided in Equation V.3.

Pcomp(t) =
T

∑
i=1

Pcomp,i αcomp,i(t)

with αcomp,i(t) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if tile i is in computation phase at time t

0 otherwise

(V.3)

In this equation, T denotes the number of tiles in the platform. Pcomp,i is the power
consumption of tile i in computation phase, with with 1 ≤ i ≤ T . αcomp,i(t) is a factor
indicating if tile i is in computation phase at time t: it is equal to 1 if tile i is in computation
phase at time t, else it is equal to 0. The αcomp,i(t) are obtained from the execution traces
of the simulation.

Refinement of Pcomm(t): When tiles are in the communication activity, they either:
1. perform a read or write in the shared memory, 2. wait for the availability of data. As
presented in Chapter III, with power management, tiles enter clock gated mode when
waiting for data, and without, tiles perform active waiting by polling the shared memory.
When clock gated, tiles are by definition not supplied with the clock. They contribute
theoretically only to the static power consumption of the system P▲, static, and are thus not
modeled in P▲, comm(t). Read, write and polling operations are interleaved and correspond
to the total power consumption of tiles accessing the shared memory at time t. The
shared memory is a unique resource. When several tiles try to access the shared memory
simultaneously, the bus arbiter gives the access to only one tile and the others are paused
until the shared memory access is free. The shared memory can thus be accessed by only
one tile at any given time t. To simplify our model, we assume that tiles in read, write
and polling phases share the same dynamic contribution to power denoted Psm, which
corresponds to the power consumption of tiles accessing the shared memory. In light of this,
the power consumption Pcomm(t) is either equal to Psm when at least one tile is accessing
the shared memory, or 0 otherwise. The proposed models for Pcomm(t) with and without
the use of power management (▲/△) are given in Equations V.5 and V.4.
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P▲, comm(t) = P▲, rw(t) = Psm (1 −
T

∏
i=1
(1 − αrw, i (t))) (V.4)

=

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

Psm if at least one tile is reading
or writing on shared memory at time t

0 otherwise

P△, comm(t) = P△, rwp(t) = Psm (1 −
T

∏
i=1
(1 − αrwp, i (t))) (V.5)

=

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

Psm if at least one tile is reading, writing
or polling on shared memory at time t

0 otherwise

In this equation, T denotes the number of tiles in the platform. Psm is the power
consumption of one tile accessing the shared memory. αrwp, i (t) is a factor indicating if
tile i is accessing the shared memory at time t when not using power management: it is
equal to 1 when it is the case (tile i is in polling, read or write phase), else it is equal
to 0. αrw, i (t) is the factor defined similarly when using power management, which thus
excludes the waiting phases: it is equal to 1 when tile i is in read or write phase, else it
is equal to 0. The α terms are obtained from the execution traces of the simulation, as
presented in Section V.4.

Possible refinement of Pstatic: The static power consumption is highly dependent on
the number of tiles implemented in the system and the private memory sizes. In order to
offer scalability in regards to these aspects, we propose a refined model for Pstatic. This
refined model must be considered to jointly size a multi-core platform and optimize NN
deployment under energy constraints. In Equation V.6 we propose the model for P▲, static

for platforms with power management, and in Equation V.7 the model P△, static for ones
without power management.
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P▲, static(T,M) =
T

∑
i=1

Ptile, memMi + TPtile, core + Pcircuit + P▲, components (V.6)

P△, static(T,M) =
T

∑
i=1

Ptile, memMi + TPtile, core + Pcircuit (V.7)

In these equations, T is the number of tiles in the considered platform. The term
Mi corresponds to the private memory size 2 of tile i. The private memory of a tile is
used to store its instructions and data. The term M = {M1,M2 ... MT} is a vector
of T elements that corresponds to the private memory size of each tile. Ptile, mem is the
base contribution to static power consumption of a unit of private memory. Ptile, core is
the contribution of the processor core of tiles to the static power consumption, which is
independent of the private memory size. Pcircuit is the contribution of the remainder of
the circuit to the static power consumption, which corresponds to the shared memory
and shared interconnect. Finally, P▲, components is the contribution to the static power
consumption of the additional components used to support power management, i.e. the
interrupt and clock gating controllers.

Resulting model of system’s power consumption: When taking into account the
aforementioned refinements, we obtain the system’s power consumption model as shown
in Equations V.8 and V.9.

Ptotal,△(t) = P△, static(T,M) + Pcomp(t) + P△, comm(t) (V.8)

=
T

∑
i=1

Ptile, memMi + TPtile, core + Pcircuit

+
T

∑
i=1

Pcomp,i αcomp,i(t) + Psm (1 −
T

∏
i=1
(1 − αrwp, i (t)))

Ptotal,▲(t) = P▲, static(T,M) + Pcomp(t) + P▲, comm(t) (V.9)

=
T

∑
i=1

Ptile, memMi + TPtile, core + Pcircuit + P▲, components

+
T

∑
i=1

Pcomp,i αcomp,i(t) + Psm (1 −
T

∏
i=1
(1 − αrw, i (t)))

2. In our work, this value is in kB.
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Adaptations due to our implementation technology: In our work, due to the
technology selected to implement our platform prototypes, we adapted the model to improve
accuracy. Our platform prototypes are implemented on the ZCU102 board, which features
a UltraScale+ MPSoC [87]. When implementing our platform as presented in Chapter III,
additional components are implemented on the programmable logic section of the FPGA
to support the use of several peripherals by the arm cores present in the SoC, even though
they are not used in the scope of our work. We also implement a MicroBlaze debugger IP
provided by AMD for each tile, and one shared UART peripheral, which can be accessed
through the bus. These additional components are used in order to support debug of the
software executed by tiles. When performing the power measurements, these components
are not used and thus they do not contribute to the dynamic power consumption. However,
they contribute to the static power consumption, in particular Pcircuit. On the FPGA
chip, there are also LUTs that are not used for the system’s implementation, but are
still powered. They thus have a contribution to the static power consumption too. Their
contribution in Pcircuit is captured when performing the model’s calibration.

When using power management, the contribution of clock gated tiles on the system’s
power consumption is also influenced by our implementation technology. In fact, we observe
that, when using clock gating on our platform prototype, the clock is not delivered to both
the processing core and private memory block. However, when performing the measurement
of static power consumption, tiles are stopped through the use of the debugger IPs, which
actually blocks the delivery of the clock to the core but still delivers it to the private
memory block. In this case, the private memory block of the tile bears an additional
contribution to power, which is captured in the static power consumption calibrated
value but is not observed when using clock gating. Due to this difference, we introduce a
complementary static power consumption model for tiles in clock gating phase. The total
contribution of clock gated tiles to the system’s power consumption is modeled as P▲, cg(t)

as shown in Equation V.10. This contribution is negative due to the difference between
the observed static power consumption of the platform when tiles are stopped and when
they are clock gated.

P▲, cg(t) = −
T

∑
i=1

Pcg,i αcg,i(t) (V.10)

In this equation, T denotes the number of tiles in the platform. Pcg,i is the power
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consumption of tile i when clock gated: it corresponds in fact to the difference between
the power consumption of tile i when only the core has the clock removed and when both
core and private memory block have the clock removed. αcg,i(t) is a factor indicating
if tile i is in clock gated phase at time t. The model for the consumption of tiles in
communication phase with power management P▲, comm(t) provided in Equation V.4 thus
becomes (Equation V.11):

P▲, comm(t) = P▲, rw(t) + P▲, cg(t) = Psm (1 −
T

∏
i=1
(1 − αrw, i (t))) −

T

∑
i=1

Pcg,i αcg,i(t) (V.11)

And the model for Ptotal,▲(t) given in Equation V.9 is refined in Equation V.12. The
term Pcg,i is a base power consumption term.

Ptotal,▲(t) = P▲, static(T,M) + Pcomp(t) + P▲, comm(t) (V.12)

=
T

∑
i=1

Ptile,δMi + TPtile, fix + Pcircuit + P▲, components

+
T

∑
i=1

Pcomp,i αcomp,i(t) + Psm (1 −
T

∏
i=1
(1 − αrw, i (t))) −

T

∑
i=1

Pcg,i αcg,i(t)

In the next section, we explain how the power model is calibrated through measurements.

V.3 Power model calibration

V.3.1 Calibration methodology

V.3.1.1 Main calibration approach through measurements

The base power consumption terms Psm, Pcomp,i, Pcg,i used in the power model in
Equations V.8 and V.12 are calibrated through measurements (Steps 1 and 2 in Fig-
ure V.1). Calibrating a power model through measurements allows offering a more accurate
representation of the system’s power consumption than using estimates. It allows finely
capturing the effect of the compiler and of the hardware architecture.

In this step the dynamic power consumption of tiles in the different phases are measured,
and the measured data is regressed in order to obtain the calibrated power model. The
regression allows setting the terms Psm, Pcomp,i, Pcg,i based on the data measured for
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the platform set in numerous different configurations. In this work, we use multi-linear
regression. Since P▲, rw(t) and P△, rwp(t) are not linear, they cannot be modeled using this
regression method. For these models, in addition to the multi-linear regression process
we thus calibrate Psm directly with measured data and verify if it suits the gathered
power profiles. The regression also allows calibrating the value of P△, static(T,M) and
P▲, static(T,M), with the number of tiles T and private memory sizesM corresponding to
those of the prototype platform used.

The multi-linear regression aims at solving a system of equations denoted (S), which
is expressed in matrix form in Equations V.13 and V.14. In our case we perform the
regression two times: one time for the platform with power management (S▲) containing
K▲ equations and one time for the platform without power management (S△) containing
K△ equations.

(S△) ∶ A△ ⋅P△, base = P△ (V.13)

(S▲) ∶ A▲ ⋅P▲, base = P▲ (V.14)

In these equations, the unknowns to determine are represented by the vectors P△, base

and P▲, base. They correspond to the base power consumptions used inside our model (e.g.:
Pcomp). The vectors P△ and P▲ correspond to the measured values of the system’s power
consumption in the configurations of the platform specified inside the tile configuration
matrices A▲ and A△.

Base power consumptions to determine Pbase: The unknowns P△, base and P▲, base

correspond to the base power consumption terms. Those terms are Pcomp and Psm, which
are common to both platforms, P△, static for the platform without power management, and
P▲, static and Pcg for the platform with power management. The definition of P△, base and
P▲, base are given in Equations V.15 and V.16.
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Measured values of the system’s power consumption Ptotal: To solve (S), mea-
surements of the system’s power consumption are required. Each power measurement is
performed on the platform set in configurations specified in the matrix A are required. K△
and K▲ denotes the total number of equations in (S). The vectors Ptotal,△ and Ptotal,▲
provided in Equations V.17 and V.18 contains the measured power consumption of the
system in the tested configurations.

Ptotal,△ =

⎛
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⎜
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Ptotal,△,k=1

Ptotal,△,k=2
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(V.17) Ptotal,▲ =
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(V.18)

Considered configurations and example: Performing the multi-linear regression to
get the calibrated values of all Pbase terms amounts to solving the system of equations (S).
Each configuration is specified as a line in the matrix A and corresponds to an equation
in the system (S). At least one configuration is thus required for every unknown variable
Pbase. In addition to the minimum number of configurations, we also consider additional
ones to further stress the multi-linear regression, which allows reinforcing the quality of
the calibration. This is necessary as power measurements bear measurement uncertainty,
which effect can be mitigated by adding complementary configurations. This also allows
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verifying the proposed analytical model for power consumption, by testing its applicability
to the additional cases.

To help the reader understand the tested configurations, we provide in Equation V.19
an example of matrix A△ in the case of a platform without power management and
composed of 3 tiles. At the top of the matrix are the α terms corresponding to the matrix
index in the column. These α terms define the setting of tiles in the test configuration. For
example, on the second line of the matrix in Equation V.19, the second term, corresponding
to αcomp,1 is set to 1, which means that tile 1 is set in computation phase. All other α

terms are set to 0, which means that only tile 1 is executing. The first term is always equal
to 1, it corresponds to the static power consumption. To the right of the matrix, markers
indicate the different configuration types tested.

Equation V.20 gives the expression of the system of equations to be solved (S△) in
the case of the considered example with the platform containing 3 tiles and implementing
no power management. It can be noted that the configurations marked by I and II are
sufficient to solve the system (S△), but additional configurations III and IV are also
considered to improve the quality of the calibration.

Once the measurements obtained in the different configurations, the data is regressed.
In the following section, we explain how to extend the power model calibration to extend
its scalability in regards to platform of different dimensions with reduced calibration effort.
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The following configurations are considered:

I All tiles are disabled in order to characterize P△, static / P▲, static. For the configuration
marked by I on Equation V.19, we can see that only the static component is tested.

II One tile is set to execute the phase at test when others are deactivated to characterize
the contribution to power consumption of each individual tile. For configurations marked
by II on Equation V.19, we can see that only one tile is activated at a time.

III Tiles are progressively tasked to execute the phase at test simultaneously to characterize
the evolution of power consumption when several tiles are enabled.

IV Complementary configurations are also considered to further constraint and improve
the quality of the characterization. Testing all possible configurations on platforms with
numerous tiles would require an important characterization effort. Instead we generated
randomly a tenth of additional configurations in which tiles are arbitrarily either set
in activity or disabled. In our example on Equation V.19, all possible complementary
configurations were considered. This is because, in the case of this example, there are
only 4 additional configurations in total.
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∣ III

∣ IV

(V.19)
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(S△) ∶ A△ ⋅P△, base = P△,total (V.20)
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P△, static = P△,total,1

P△, static + Pcomp,1 = P△,total,2

P△, static + Pcomp,2 = P△,total,3

P△, static + Pcomp,3 = P△,total,4

P△, static + Psm,1 = P△,total,5

P△, static + Psm,2 = P△,total,6

P△, static + Psm,3 = P△,total,7

P△, static + Pcomp,1 + Pcomp,2 = P△,total,8

P△, static + Pcomp,1 + Pcomp,2 + Pcomp,3 = P△,total,9

P△, static + Psm,1 + Psm,2 = P△,total,10

P△, static + Psm,1 + Psm,2 + Psm,3 = P△,total,11

P△, static + Pcomp,1 + Pcomp,3 = P△,total,12

P△, static + Pcomp,2 + Pcomp,3 = P△,total,13

P△, static + Psm,1 + Psm,3 = P△,total,14

P△, static + Psm,2 + Psm,3 = P△,total,15
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V.3.1.2 Possible additional calibration phase to extend scalability in consid-
eration of platform dimensions

The calibration methodology presented in the previous section can be applied to
any platform respecting our MoA. It allows obtaining a power model applicable to any
NN deployment on the platform on which it was calibrated. When targeting platforms
which respect our MoA but feature different number of tiles and private memory sizes,
the methodology is still applicable, but the power model must be re-calibrated, which
represents an important effort. To alleviate this, we present in this section a possible
additional calibration approach to extend the scalability of the model to platforms with any
tile number and private memory sizes. This extension should be considered by users willing
to have a power model to jointly evaluate and optimize hardware and NN deployment. Once
the additional calibration phase terminated, the power model is scalable in consideration
of platform dimensions without needing re-calibrations.

This complementary calibration approach is based on our hypothesis that only the
static power consumption has strong dependency with the platform’s dimensions, which
will be tested during the validation of model (Section V.5.3). Therefore, the methodology
aims at performing a regression on a set of measurements of static power consumption for
different platforms respecting the MoA to calibrate the model of P△/▲, static(T,M) from
Equations V.6 and V.7. The following settings must be considered:

1. Different numbers of tiles: calibration of Ptile, core by varying the parameter T of
the model,

2. Different sizes of private memory of tiles: calibration of Ptile, mem by varying the
parameter M of the model,

3. With and without power management (△/▲): calibration of P▲, components.

The remaining term Pcircuit is a constant that is independent to the parameters of
the model, and is calibrated as such when performing the calibration of the other terms.
The measured static power consumption data is regressed using multi-linear regression in
order to calibrate the model. A minimum of 8 static consumption of different platform
settings must be considered to properly calibrate the model. The 8 platforms must
all be different in regards to either the number of tiles, the private memory sizes or
the use of power management. We however encourage using more measurements and
parameter combinations to further constraint the regression and improve the accuracy of
the calibration. Once the multi-linear regression process terminated, the extended model
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for extension for P△/▲, static(T,M) is calibrated. This model can be used to predict the
static power consumption of multi-core platforms of varying dimensions.

V.3.2 Application of the calibration and results

V.3.2.1 Calibrated base power model from regression of measurements

A measurement system is set up to calibrate the proposed models, using our prototype
implementation platforms. As discussed in Chapter III, the power measurement infrastruc-
ture relies on probing the VCCINT power level of the board using the R&S HMC8012
Digital Multimeter with a sampling rate of approximately 100 samples per second. When
measuring a power profile, tiles are set to execute the tested phase inside an infinite
loop, and 10 000 power measurements are performed, which allows having a representative
sample of the system consumption. We then verify that the standard deviation on the
measured data is marginal, which ensures that the observed behavior is properly captured,
and use the average value. The calibration is performed for both versions of the platform:
with and without power management (△/▲).

Static power consumption: The multi-linear regression gives: P△ static = 1.227 W and
P▲ static = 1.260 W. The increase in the value on the platform with power management (▲)
is explained by the introduction of the interrupt controller and clock gating controllers.

Computation and clock gated phases: As shown in Figure V.3, Pcomp and Pcg evolve
linearly with the number of tiles being used. In this figure, it is important to note that
the provided data include both static and dynamic power consumption. On plot (a), it
can be seen that the tiles 2 to 7, which feature 256 kB of private memory, have a nearly
identical contribution to power consumption regardless of the phase at test. The tile 1,
which features a private memory of 1024 kB, has a slightly higher power consumption
than the others. For example for Pcomp,1, the increase is 3.45 %. Because the difference of
power consumption between the tiles of different private memory is so small, we decided to
make the hypothesis that all tiles share the same base power consumption in computation
and clock gated phases, i.e. ∀i ∈ {1, 2, ..., T} , Pcomp,i = Pcomp and Pcg,i = Pcg. We calibrate
Pcomp = 0.058 W and Pcg = 0.058 W. The two base power consumption are calibrated with
identical value. The values obtained by regression differ only by a few tenths of mW, which
is lower than the accuracy of our power measurement infrastructure. We have no particular
explanation for this phenomenon, which seems to be a coincidence.
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Figure V.3 – Extract of the measured power consumption profiles (in W) for tiles in
computation, shared memory access and clock gated phases. The provided data include
both static and dynamic power consumption. Graph (a) provides the profiles for tiles
tested individually, which correspond to the configurations II of Equation V.19. Graph
(b) provides the profiles for tiles progressively enabled all together, which corresponds to
the configurations marked III . The configuration I can also be seen on the graph (b): it
corresponds to the static power consumption, obtained when 0 tile is executing. The reader
can refer to Equation V.19 for more information on the different tested configurations.
The plots also show the proposed calibrated model.

Shared memory access phases: To properly characterize the power consumption of
tiles accessing the shared memory Psm,i with i ∈ {1, 2, ..., T}, we followed the procedure
as presented in Section V.3.1.1. However the test cases presented in this section cause
the shared memory to be used 100 % of the time as long as at least one tile access it.
Since the shared memory is always used at 100 %, it can lead to an incorrect calibration of
Psm. To alleviate this issue, we added complementary configurations, in which tiles, inside
their infinite loop, are tasked to access 10 % of the time the shared memory, and then
actively wait 90 % of the time. We also added configurations in which tiles are tasked to
execute 100 % of the time an active wait, to properly assert the consumption of tiles in
this additional activity and then correctly set the Psm,i. These additional test cases allow
to conveniently characterize the power consumption of tiles accessing the shared memory.

The characterization shows that, as assumed, P△, rwp(t) and P▲, rw(t) cannot be properly
modeled as linear. As shown in Figure V.3 (b), the total power consumption of tiles accessing
the shared memory stagnates with the number of tiles: it is equal to Psm when one tile or
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more is accessing the shared memory, or 0 when none is accessing it. This allows confirming
the model provided in Equations V.5 and V.4. On Figure V.3 (b) it can be noted again
that the tile, which features 1024 kB of private memory instead of 256 kB like the 6 others,
has a higher power consumption when accessing the shared memory, but the difference is
marginal as it amounts to 2.82 %. We thus calibrate Psm = 0.060 W.

Conclusion regarding the characterization through measurements: The proposed
methodology from Section V.3.1.1 allows calibrating the proposed power model for multi-
core platforms that respects our MoA. It can then be used along our timing modeling
flow as presented in Section V.4 to predict power and energy for NN deployments in
consideration of the clustering and mapping on that platform. The calibration shows that
the dynamic power consumption depends marginally on the tile’s private memory size.

However as discussed in Section V.3.1.2, it is necessary to re-calibrate the power model
when targeting another platform to keep high accuracy. We explain in the following section
how we alleviate this by applying the calibration extension approach for the static power
consumption model.

V.3.2.2 Calibration of the extended static power model
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Figure V.4 – Extract of data gathered from XPE estimates showing the evolution of
estimated power consumption of one tile based on its private memory size. The power
consumption of the tile as estimated by XPE is depicted using orange dots. In orange
dash lines with cross markers, our proposed model of one tile depending on its private
memory size is provided. The power consumption of the core of the tile (MicroBlaze block)
is depicted in green, and the interface between MicroBlaze and private memory (in blue).
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The calibration of the extended static power model requires to gather static power
consumption measurements from several platforms respecting our MoA. Due to our
implementation technology, we had the possibility to alleviate this by using instead chip
provider estimates. AMD/Xilinx provides indeed a tool named Xilinx Power Estimator
(XPE) presented in [90]. This tool allows predicting the power consumption of a FPGA
design after its synthesis and implementation phase. It is important to note that we
didn’t use XPE for the main calibration phase, as it isn’t suitable for predicting the
dynamic power consumption of multi-core platforms. For this task, it is preferable to use
measurements, which accurately reflects the effects of the compiler and Instruction Set
Architecture (ISA). XPE is however reliable for predicting static power consumption.

We created designs of multi-core platforms that respect our MoA with varying number
of tiles and private memory sizes, as well as with and without power management,
and predicted their static power consumption using this tool. We then performed a
linear regression of the estimated data from XPE, to obtain a model of the static power
consumption of the system based on the three identified parameters (see Equations V.8
and V.9). We provide in Figure V.4 a graph that shows a subset of the gathered data for
the evolution of tile power consumption based on private memory size. This graph shows
that the contribution to static power consumption of tiles evolves linearly with the private
memory size. It also shows that the power consumption can be decomposed in two terms:
the consumption of the MicroBlaze core and the private memory interface. This verifies
our assumption regarding the use of the two terms Ptile, mem and Ptile, core in the model
presented in Equations V.6 and V.7.

We obtain Ptile, mem = 1.16 × 10−3 W, Ptile, core = 0.031 W and P▲, components = 0.033 W
through the regression of XPE estimates. To conveniently set Pcircuit, we calculate the
difference between the measured static power consumption on our platform prototype (with
parameters T = 7 and M = {1024, 256, 256, 256, 256, 256, 256}, values provided in kB) and
the model obtained from XPE estimates. Through this process we obtain Pcircuit = 0.678 W.
Once the power model calibrated, it can be integrated with the timing prediction flow to
provide power and energy prediction for NNs mappings onto multi-core platforms. This
process is presented in the following section.
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V.4 Integration in the simulation flow and energy
prediction

To predict power and energy consumption, the proposed model requires knowledge
regarding the phases in which tiles are throughout the execution of NNs. It also requires
knowledge regarding the use of shared resources (and possible contentions). We use for
this the execution traces from the simulation-based timing prediction flow presented in
Chapter IV, which allows modeling the effect of shared resources for NNs deployed onto
multi-core platforms. The execution traces delivered by the simulation flow contain time
markers with the current phase (compute, read, write, poll or clock gated) for each tile. A
new marker is generated when a tile changes phase during the execution. The execution
traces from simulation allows thus knowing the state of all cores and shared resources
at any time of the estimated execution. An example of traces output by the SystemC
simulation and the use of the information by the proposed model to predict power can
be seen in Figure V.2. The power model presented in the previous section is used as post
processing of the execution traces output by the SystemC simulation. The model is used
to predict the evolution of power consumption during the execution of the NN. The energy
consumed during the execution of a NN on the platform is given by Equation V.21.

E =
∫

tf

t0
P (t)dt

Nit
(V.21)

In this equation, E is the energy in J consumed for one inference of the NN mapping
on the platform. P (t) is the power consumption of the system dependent on the time t. t0

is the time at which the power acquisition begins, and tf the time at which it ends. Nit

denotes the number of inferences that occurs in the time frame tf − t0. If the number of
inferences is sufficiently important, then tf−t0

Nit
≈ L with L denotating the average end to end

latency of the NN executed on the platform. If we use the average power consumption P̄

over the execution of the NN on the platform, which is then constant over the duration of
the NN’s execution, we get Equation V.22. The mathematical relations in this equation use
the mean value theorem for integrals, which serves as lemma for proving the fundamental
theorem of calculus [101].
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E =
∫

tf

t0
P̄ dt

Nit
= P̄
∫

tf

t0
dt

Nit
= P̄

tf − t0

Nit
= P̄L (V.22)

To predict the energy consumption E with our model we thus multiply the estimated
end to end latency L with the estimated average power consumption P̄ , obtained using
the proposed power model with the execution traces from the simulation. We do the same
when evaluating energy on the real experiment prototype, using the measured end-to-end
latency and the power consumption for fair comparison.

V.5 Evaluation of the power modeling flow

In this section, we present and discuss the results that allow evaluating our power and
energy modeling flow. In the first subsection, we present a power and energy pure analytical
modeling flow, which does not model shared resources. This modeling flow is used to
compare the accuracy and evaluation speed of our evaluation flow. Then, we evaluate the
power modeling flow in regards to the two objectives as discussed in Section V.1:

1. Use to evaluate power and energy for NNs deployments on a user-defined multi-core
platform and identify optimized mappings.

2. Use to jointly evaluate and optimize multi-core platform architectures and NN
deployments under power and energy constraints.

To do so, we first validate in Section V.5.2 our flow in regards to the clustering, the
number of tiles used in the mapping, the communication workload and the usage of
power management on a fixed multi-core platform. In Section V.5.3, we then focus on the
evaluation of the modeling flow for platforms with varying number of tiles and private
memory size for tiles.

V.5.1 Analytical power and energy model for comparison

In order to compare the proposed power and energy modeling flow, we introduce a pure
analytical model. It does not rely on simulation and thus do not model shared resources
and contentions. In Chapter IV, Section IV.5.2, we presented a pure analytical modeling
flow for timing prediction. We re-use this model and extend it for power and energy
prediction. The pure analytical timing model is used to estimate the end-to-end latency
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and the time spent in computations, read and write transactions and waiting. These
information are used to predict for each tile the average value of the power consumption
during one inference of the NN with the proposed power model (Equations V.8 and V.12).
Similarly to the simulation-based approach, the energy is obtained by multiplying the
estimated latency with the estimated power.

V.5.2 Evaluation on a fixed multi-core platform

V.5.2.1 Tested configurations

In order to evaluate our power and energy modeling flow, we tested and stressed it in
the following regards:

1. Consideration of applications of different complexity. We considered several NNs,
with different computation and communication workloads. We used SDF graphs
with a low amount of actors and communication channels, respectively 2 and 3 as
lowest (MLP1 C1 as shown in Table A.1 in Appendices), as well as complex SDF
graph featuring up to 22 actors and 113 communication channels (MLP2 C7 as
shown in Table A.3 in Appendices).

2. Consideration of single-core mappings as well as multi-core mappings containing
up to 7 tiles. The multi-core mappings leverage both NN in-layer (clustering) and
inter-layer parallelism (streaming execution).

3. Consideration of mappings with high and low communication rates. The commu-
nication rate is defined as the percentage of time spent by all tiles on average in
communication. The lowest observed communication rate is 2 % on one mapping
and the highest is 70 % on another mapping.

4. Every mapping is tested both with and without power management.

All tested mappings are presented in details in Appendices A. In addition to these
evaluation cases, we also compare the proposed power model relying on simulation against
the pure analytical modeling flow from Section V.5.1. All considered mappings were tested
on the main platform prototype with 7 tiles, to evaluate the applicability of the flow to
search and optimize NN deployments on a user defined multi-core platform.
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(f) MLP3 - Energy

Figure V.5 – Predicted power and energy consumption by the simulable model for the
considered MLP mappings. The prediction error in absolute value is also provided for each
mapping. In X-axis, information about the tested mapping is provided: the top number
Mi is the mapping index, which can be used to find more information about the mapping
in appendix of this thesis. The letter Cm below Mi is the communication mode - P stands
for polling (without power management), while I stands for interrupt (with). The number
of tiles used is indicated by the indice of T . Then respectively the number of actors A in
the SDF graph and the average time spent in communication by tiles Cr (combination of
read/write time and wait time) are provided.
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V.5.2.2 Results

We have measured the power and energy consumption of 27 different mappings, with
power management and without (which amounts to 54 mappings in total), and compared
the model’s prediction with the measurements. The tested mappings are available in
appendices of this manuscript. Table V.1 shows the average and maximum prediction
error for single-core and multi-core mappings for all applications, using the simulation
model and the pure analytical model. Prediction errors are computed using the formula
XP−XM

XM
where XP is the prediction and XM is the measurement. The errors are provided

in absolute value and percentage. In this table, the mappings with and without power
management are separated to validate the model for both cases. For mappings that use
less tiles than available on the platform, the unused tiles are disabled using MicroBlaze
debuggers with the Xilinx Software Command-Line Tool (XSCT). When a tile is disabled,
its processing core is not clocked but its private memory is. The detailed prediction of

3. Refer to Chapter III Section III.5 for more information about the applications and mappings.

Table V.1 – Observed average and maximum error on tested mappings regarding the power
consumption in W (P ) and the energy consumption in mJ (E). The column titled "#
tested mappings" provides the number of tested mappings. Each mapping is tested with
and without power management. All details about the tested mappings can be found in
appendix of this manuscript.

Application 3 Mapping
type

# tested
mappings Metric

Polling-based comm.
without clock gating

Interrupt-based comm.
with clock gating

Pure analytical
model - Error %

Simulation-based
flow - Error %

Pure analytical
model - Error %

Simulation-based
flow - Error %

avg max avg max avg max avg max

MLP1
Single-core 3 P 0.64 0.83 1.92 2.14 1.45 2.19 1.45 2.17

E 0.45 0.58 2.30 2.52 3.11 7.02 0.83 1.24

Multi-core 4 P 8.42 18.59 0.53 0.72 2.06 3.88 3.32 4.88
E 4.40 12.51 1.15 3.55 7.27 20.78 3.21 6.85

MLP2
Single-core 3 P 0.62 0.94 1.98 2.22 2.09 2.47 2.09 2.46

E 0.92 1.28 1.84 2.30 3.78 6.91 2.13 2.66

Multi-core 4 P 5.84 13.71 1.49 2.23 2.47 4.95 3.61 4.94
E 5.57 9.08 1.53 2.51 6.03 13.06 3.61 5.30

MLP3
Single-core 3 P 0.85 1.34 1.74 2.14 2.31 2.50 2.31 2.50

E 1.40 1.61 1.19 1.37 4.55 6.70 2.70 2.95

Multi-core 4 P 5.04 16.66 1.25 2.50 2.89 6.58 4.29 6.79
E 5.98 13.47 0.92 1.53 6.43 12.36 4.11 6.22

CNN
Single-core 2 P 3.94 4.06 1.42 1.54 3.02 4.54 3.03 4.54

E 2.82 4.20 1.10 1.33 2.81 4.68 2.71 4.33

Multi-core 4 P 4.69 6.92 3.12 4.59 4.13 5.71 2.95 4.94
E 3.03 5.40 3.57 5.08 2.81 4.35 3.35 6.01
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Figure V.6 – Predicted power and energy consumption by the simulable model for the
considered CNN mappings. The absolute prediction error is also provided for each mapping.
More information about the legend of the plots can be found in the caption of Figure V.5

the SystemC model and prediction error for each mapping are provided in the graphs in
Figures V.5 and V.6.

V.5.2.3 Discussions

Overview of the simulation-based flow evaluation results: The SystemC model
has a prediction accuracy of more than 93 % compared to the measurements for both power
and energy on all tested mappings. This high prediction accuracy is achieved thanks to
the calibration through measurements, which allows setting the base power consumption
terms with fine granularity. The power consumption linked to the different phases of tiles
(NN computation, shared memory access, clock gated) are correctly modeled through the
use of the execution traces from our simulation-based timing modeling flow. The overall
results show the power model can be used efficiently to evaluate mappings in a DSE setup,
allowing to optimize the deployment of NNs onto multi-core platforms.

It can be noted that the prediction accuracy on power and energy is slightly lower than
the prediction accuracy of the timing modeling flow as seen in Chapter IV (more than
97 % accurate on all tested mappings). This is due to the following:

1. The power measurement infrastructure offers less accurate measurements than the
timing measurement infrastructure. This leads to a more important error on the
elementary power consumption terms (e.g. Pcomp) used for the calibration of the
model but also on the measurements used to validate the model.

2. Power predictions are performed using the execution traces issued from the timing
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modeling flow, which means the timing error is also propagated on power predictions.

The error on energy prediction is also slightly higher than the error on power. This is
due to the propagation of the timing error a second time when predicting energy, as it
is computed as the integration of the average power consumption of the system over the
end-to-end latency.

Fast evaluation speed: The time needed to evaluate a mapping using our SystemC
models (lower part of Figure V.1) is approximately 20 s, which is mostly spent in the
compilation of the SystemC model. The power model is coded as a Python script. It
processes the execution traces produced by the SystemC model after its execution. The
execution time of the Python script describing the power model is negligible compared to
the simulable model compilation and execution.

When probing power consumption using our power measurement infrastructure, a total
of 10 000 samples are measured at a sampling rate of 100 sample/s, which corresponds to
an evaluation time of 100 s, which is 5 times more than our evaluation flow. It can also be
noted that this duration excludes the effort needed to synthetize the FPGA design, build
the Board Support Package (BSP) necessary to execute software on the tiles, train the
NN, develop and compile the code to infer the NN on the platform as well as programming
the FPGA and the tiles with the compiled code. The proposed power modeling flow thus
allows saving important evaluation time, which is important to allow a fast and thorough
evaluation of the design space to optimize NN deployments on multi-core platforms.

Applicability to MLPs and CNNs: The average prediction error on power and
energy for all considered mappings of MLPs combined is respectively 2.20 % and 2.17 %.
The average prediction error for the CNN is 2.76 % on power and 2.94 % on energy. The
prediction error on the CNN is in the same order as the prediction error on the MLPs,
despite being slightly higher. It is important to note that these results are obtained with
the same value of Pcomp for all layer types, despite the difference of computations inside
layers. It could be arguably possible to improve the accuracy of the power model by
calibrating different values of Pcomp for every layer. It must be noted that this represents a
more important calibration effort and the model’s accuracy is already excellent without.

The error of the model increases with the computation workload contained in the
application. The average prediction error is the lowest for the MLP1, which is the application
with the lowest amount of computations that we considered. On the MLP1, the model
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averages a prediction error of 1.82 % on power and 1.92 % on energy. On the MLP3, which
is the MLP with the highest computation workload, the average prediction error is 2.45 %
on power and 2.27 % error on energy. The increase in error is however minimal between
the two applications, as it is less than 1 %.

These results validate the applicability of the proposed modeling flow for applications
with various computation workloads and to both MLPs and CNNs.

Mappings with and without power management: The average prediction error of
the SystemC modeling flow when applied to the 27 polling-based mappings (i.e. without
power management) is 2.11 % on power and 2.22 % on energy. When applied to the 27
interrupt-based mappings with clock gating (i.e. with power management), the average
prediction error is 3.92 % on power and 3.91 % on energy. Similarly we observe that the
maximum error on power is 4.59 % and on energy is 5.08 % for polling-based communications
while the maximum error on power is 6.79 % and on energy 6.85 % for the interrupt-based
communications. Overall the prediction error of the model is slightly higher on interrupt-
based communications than on the polling-based communications.

This higher prediction error is due to the choice to consider that during waiting phases,
the cores are always clock gated in order to reduce the complexity of the model (see
Equation V.10). In fact, the interrupt-based platform relies on a single interrupt signal
for all tiles. When the interrupt signal is enabled, all tiles are switched on and check the
availability of tokens in the shared memory. Tiles for which the token is unavailable are
switched back to clock gating right after. However, this switching of modes is not captured
in the proposed power modeling flow. In addition, when tiles enter the waiting phase on
the real platform, they also have short delays at the beginning of the phase when they
check the availability of tokens in the shared memory and switch on their sensitivity to
interrupt signals. For these two reasons, the prediction error on power and energy for
interrupt-based communications with the use of clock gating is slightly higher than the
error for polling-based communications.

Even though the prediction error for interrupt-based communications is higher, it
remains acceptable as it is overall less than 2 % higher than the polling counterpart and
remains under 7 %, which is relatively low for a modeling flow with a high level of abstraction.
This validates the proposed power model for both polling-based communications without
clock gating and interrupt-based with clock gating.
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Clustering: In this paragraph, we discuss the applicability of the proposed modeling flow
to different clusterings. As shown in the tables in Appendices, we tested mappings with
low feasible clustering (2 actors and 3 channels) and others with high possible clustering
(22 actors and 113 channels). For the MLP1 application (Figure V.5 (a)) for mappings
with mapping index Mi = (8, 10, 13) , the clustering is increased progressively (they have
respectively A = 2, 7 and 15 actors) and the error on power prediction also increases with
the clustering up to approximately 2 %. However on the MLP3 application (Figure V.5 (e))
for mappings Mi = (29, 32, 34), the opposite is observed as the error decreases with the
clustering (respectively A = 7, 13 and 19 actors). Other obtained results also show that
there is no correlation between clustering and prediction error (see the results obtained on
the MLP2 for example). The same observations can also be done for the energy prediction.
This allows validating that the clustering of the NN in SDF does not impact the prediction
accuracy using the proposed power modeling flow.

Number of tiles and communication workload: Table V.2 provides a summary of
the average and maximum prediction error on power consumption of the simulation-based
power modeling flow depending on (a): the number of cores used in the mapping and
(b): the communication rate. Overall, as it can be observed from Table V.2 (a), the
prediction error increases with the number of cores. It can be noted that for single-core
mappings the average error of the model is 1.73 %, for mappings using 2 up to 4 tiles
it is approximately 2.50 % and for mappings using 5 up to 7 tiles it is approximately
4.42 %. The same observation can be drawned from Table V.2 (b) with the communication
workload: the prediction error of the proposed modeling flow increases with the amount
of communications in the mapping. The number of tiles used and the communication
workload are closely linked, as increasing the amount of cores tend to increase the amount
of shared resource contentions, which effect timing and power consumption. The increase

Table V.2 – Summary of the average and maximum prediction error on power consumption
of the simulation-based power modeling flow based on (a): the number of cores used in the
mapping and (b): the communication rate.

(a) Core number
Core number 1 2 3 4 5 6 7

Average error % 1.73 2.39 2.40 2.80 4.96 3.86 4.42
Max error % 4.54 4.07 4.74 7.01 4.98 5.70 6.79

Total mapping
number 22 6 6 4 2 2 12

(b) Communication rate
Comm. rate 0-9% 10-19% 20-29% 30-39% 40-59% +60%

Average error % 1.84 1.52 2.56 3.67 3.79 4.48
Max error % 4.54 2.46 5.70 5.84 4.98 7.01

Total mapping
number 17 9 7 5 6 10
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of shared resource contentions leads to the observed increase of prediction error. However
it can be noted that despite the error increase, the model’s predictions remain acceptable
for up to 7 tiles and communication rates up to 70 % as the maximum observed error is
7.01 %. In this paragraph we focused on power consumption but similar observations can
also be drawn for the energy prediction. This validates the applicability of the modeling
flow for up to 7 tiles and communication workload up to 70 %.

Comparison of the pure analytical model and the simulation: The pure analytical
model does not offer accurate predictions on all considered mappings. The error is especially
high on multi-core mappings, as this model averages 6.46 % error on power consumption
with a maximum error of 18.59 % and 7.55 % error on energy with a maximum of 20.78 %.
These errors are so high because the pure analytical model always underestimates the
effect of shared resource on the power and energy consumption. These results show the
importance of modeling the influence of shared resource for power and energy prediction,
and thus the importance of using a simulation-based approach. The predictions of the pure
analytical flow on single-core mappings are acceptable due to the absence of shared resource
influence in these scenarios. The pure analytical model has an evaluation time in the order
of a millisecond, which is 104 an order of magnitude faster than the simulation-based
approach. Due to its fast evaluation time, the pure analytical modeling flow can be used,
despite its low accuracy, in conjunction with the simulation flow to offer a fast pruning of
the design space, before the evaluation of relevant mappings by the SystemC simulation
flow, which offers slower but more reliable predictions.

V.5.3 Evaluation of the scalability in regards to the number of
tiles and private memory size

V.5.3.1 Tested configurations

In this section, we evaluate the usage of the modeling flow to jointly optimize multi-core
platform’s dimensions and NN deployment. To this end we evaluate the applicability of
our modeling flow to platforms with different number of tiles and private memory sizes.
We considered a total of four multi-core platforms and three single-core platforms, which
are presented in Table V.3. These platforms allow testing the following:

— P7 (which is the platform used in the previous section) and P5 allows testing platform
with a high number of tiles (respectively 7 and 5) and unequal distributions of
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private memory size among tiles,
— P2 and P3 allow testing several mappings with platforms with identical and low

private memory size (64 kB) and reduced amount of tiles (respectively 2 and 3),
— Single-core platforms (variations of P1) allow testing the applicability of the modeling

flow when applied to single-core platforms and private memory sizes ranging from
512 kB up to 2048 kB.

Table V.3 – Dimensions of the different considered platforms. The value inside the table
indicate the size in kilobits of the private memory of tile. The symbol / means that this
tile is not used.

Platform Tile number
T0 T1 T2 T3 T4 T5 T6

P7 1024 256 256 256 256 256 256
P5 1024 512 512 256 256 / /
P3 64 64 64 / / / /
P2 64 64 / / / / /

P1,2048kB 2048 / / / / / /
P1,1024kB 1024 / / / / / /
P1,512kB 512 / / / / / /

It must be noted that for the P7 platform, we implemented a version with power
management (denoted P7,I , I standing for Interrupt) and a version without (denoted
P7,P , P standing for Polling). For all other considered platforms, we implemented the
interrupt controller and clock gating controllers. Doing so allows testing mappings both
with and without power management. The P7 platform, due to its memory setting, is
the only one that enables the execution of the 27 considered mappings. We thus tested
only a subset of mappings on each considered platforms. For the single-core platforms, we
tested two sub-versions of each platform, issued from two different FPGA implementation
strategies using the Xilinx tools. We used the default implementation strategy, as well
as a strategy focused on power optimization when conducting placement, routing and
bitstream generation steps of the FPGA design. We choose to provide a focus on static
consumption in addition to dynamic power consumption in our validation approach to
evaluate the hypothesis we formulated that only the static power consumption depends on
the tile number and private memory size implemented in the platform.
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V.5.3.2 Results

To evaluate the scalability of the proposed modeling flow to platforms with various
number of tiles and private memory sizes, we provide:

— in Figure V.7 the comparison of predicted and measured static power consumption
for the multi-core platforms that we considered.

— in Figure V.9 the comparison of the predicted and measured dynamic power
consumption for the multi-core platform.

— in Figure V.8 the comparison of the predicted and measured static power consump-
tion for the single-core platforms.

— in Figure V.10 the comparison of the predicted and measured dynamic power
consumption for the multi-core platforms.

V.5.3.3 Discussions

Static consumption: For all considered platforms, the error on static consumption
remains under 5 % regardless of the number of tiles. The model tend to underestimate
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Figure V.7 – Predicted and measured static power consumption for the considered multi-
core platforms.
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Figure V.8 – Predicted and measured static power consumption for the considered single-
core platforms.
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slightly the static power consumption of multi-core platforms with low amount of tiles
and low private memory size as shown in Figure V.7. The error is higher on P2 (almost
5 %) and P3 than on the other platforms with higher tile numbers. However the error
decreases from 2 tiles (P2) to 1 tile (see Figure V.8), which does not allow establishing
a correlation between the number of tiles and high error. For single-core platforms, the
error is overall lower on the version with 512 kB of private memory than the two others
with 1024 kB and 2048 kB. This can be explained by the fact that the place and route is
more constrained with bigger memory sizes, generating overheads in power consumption 4.
The prediction error remains acceptable. We conclude that the modeling flow provides
acceptable predictions of static power consumption in regards to the number of tiles and
private memory size.

Dynamic consumption: As shown in Figure V.9, on multi-core mappings the
prediction error seems to be not influenced by the number of cores or the private memory
sizes. The highest error is indeed observed on one mapping of P3, but on another scenario
the error is lower, so it is not directly linked to core number. The same observation can be
done for energy prediction, the highest errors being observed on P3 up to more than 5 %,
with very low error on P2 and an error under 3 % for P5.

We however observe clear limitations on single-core platforms, as shown in Figure V.10.
The prediction error rises over 10 % for two mappings on the version of the platform with

4. The interested reader can find the place and route schematics of the different platforms in Appen-
dices B.
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Figure V.9 – Predicted and measured system power (including static and dynamic) and
energy consumption for the considered mappings on multi-core platforms.
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V.5. Evaluation of the power modeling flow
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Figure V.10 – Predicted and measured system power (including static and dynamic) and
energy consumption for the considered mappings on single-core platforms.

131



Chapter V – Power and energy modeling and analysis flow

2048 kB of private memory. The prediction error decreases with the private memory size,
as it approximates 7 % for the version of the platform with 1024 kB and 4 % for the version
with 512 kB. The prediction error is slightly reduced with the versions of the platforms
with optimized power consumption, with a maximum decrease of 1 %. Since the decrease
in error is low, it eliminates the possibility that the observed prediction error would be
due to the place and route strategy. The high prediction error shows that, for single-core
platforms, the hypothesis that the dynamic power consumption of tiles is independent
of tile memory is false. The error remains acceptable for memory sizes up to 512 kB for
single-core platforms (as shown in Figure V.10 (e) and (f)) and for multi-core platforms
containing one tile with 1024 kB as shown by the results on platforms P5 and P7.

Conclusion: Static power consumption is well predicted by the model in consideration
of the tile number and private memory size in the tested platform. Dynamic power
consumption is also well predicted for multi-core platforms. However, the model shows
limitations to predict the dynamic contribution in the case of single-core platforms with
important private memory (1024 kB, 2048 kB). For such platforms, the hypothesis that
tile’s dynamic power consumption is independent of their private memory size is incorrect.
Despite this, the proposed modeling flow offers acceptable results for memory up to 512 kB
on single-core platforms and has shown to provide good prediction accuracy on multi-core
platforms featuring one tile with 1024 kB.

V.6 Conclusion

In this chapter we proposed a power and energy modeling flow for NNs mapped onto
tile-based multi-core platforms. This modeling flow relies on calibration through power
measurements, which allows offering accurate power predictions. It is then combined with
estimates from the chip provider to offer scalability in regards to the platform’s size. The
flow relies on the execution traces generated by our simulation-based timing modeling flow
to obtain the information about tile phases (compute, shared memory access, clock gated)
and shared resource states in order to offer accurate power and energy predictions. The
proposed flow offers more than 93 % accuracy on 27 mappings of NNs with and without
power management, and with various clusterings, tile usage and communication rates. Due
to its high accuracy, the modeling flow can be confidently used to identify when using
power management is relevant to save power and energy. It offers acceptable predictions
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V.6. Conclusion

when applied to 7 platforms implementing 1 up to 7 tiles, and private memory sizes from
64 kB up to 2048 kB. The evaluation time using our modeling flow is approx. 20 s per
mapping, which represents an important time saving compared to rapid prototyping. Due
to its high prediction accuracy, evaluation speed and scalability, our timing and energy
modeling flows can be used to efficiently explore the design space of NNs deployment onto
multi-core platforms. They can be used both to find optimized deployments of NNs onto a
user defined multi-core platform, and to design a multi-core platform for optimized NN
inference. We identified two main limitations of our flow:

1. We note an influence of the communication rate on the prediction error when it
becomes important. It reaches a maximum of 7 % error for a mapping featuring
70 % communication rate, which is still relatively low.

2. On single-core platforms with important private memory (1024 kB and 2048 kB),
the modeling flow has high prediction error (> 10 %). This shows that the hypothesis
that the influence of the private memory size on dynamic power consumption can
be considered marginal, is invalid in this situation. On the other tested platforms
including a single-core platform with 512 kB of private memory, as well as multi-core
platforms with 2 up to 7 tiles, the prediction accuracy is acceptable.

In the next chapter, we will see how the proposed modeling flow can be used to perform a
fast and efficient exploration of the design space under timing and power/energy constraints.
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Chapter VI

DESIGN SPACE EXPLORATION USING THE

PROPOSED TIMING AND ENERGY

MODELS

In this chapter, we present a Design Space Exploration (DSE) flow to search and
optimize NN mappings onto multi-core platforms regarding timing and energy. The flow
can be used in two ways:

(1) Find optimized NN clustering/mapping onto a fixed platform specified by the user,

(2) Jointly optimize hardware in regards to the number of cores and private memory
sizes, and software (NN clustering/mapping).

The objective of this chapter is to provide a demonstration of how the timing and energy
modeling flow from Chapters IV and V can be used in a DSE setup. Through the use of
analytical models, which provide very fast evaluation, the large design space is pruned to
select the most promising clusterings and mappings. The selected mappings are then passed
to the simulation-based timing and energy modeling flow as presented in Chapters IV
and V for a rapid but more precise evaluation. The list of mappings ranked by their
predicted timing and energy properties is returned to the user. The proposed flow offers
automatized generation of source code in C programming language for real implementation
of user’s selected mappings. In the experiment, we applied our DSE flow to 5 different
NNs and discuss the results.

VI.1 Proposed DSE flow overview

Finding highly optimized NN deployments into multi-core edge systems is difficult but
necessary. NNs are computation and memory intensive, while multi-core edge systems have
resource limitations and strong timing and power constraints to satisfy. A fast yet confident
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Chapter VI – Design space exploration using the proposed timing and energy models

exploration of NN mappings onto edge multi-core platforms is crucial to quickly identify
deployments that optimize resource usage, performance and energy. Efficient DSE for such
applications is however tedious. On the one hand, the design space is vast due to the
numerous NN clustering/mapping and HW dimension possibilities that must be evaluated
to find optimized solutions. On the other hand, highly scalable models are required to
confidently evaluate and select optimized solutions from the large design space. Possible
solutions can have different computation/communication workloads, NN-parallelism usage,
communication procedure, use of power management and hardware specifications. An
alternative to using models is to use rapid prototyping through systematic implementation
and benchmarking of possible solutions, but this requires a huge effort and limits the
possibility in regards to hardware exploration.

In Chapters IV and V, we proposed and validated a timing and energy modeling flow for
fast yet accurate evaluation of NN mappings onto multi-core platforms. This modeling flow
allows addressing the aforementioned challenges. However, while the proposed modeling
flow offers a fast evaluation time of approximately 20 s per mapping (observed for 54
mappings), this evaluation speed proves to be insufficient regarding the large design space.
To illustrate this with an example, for the deployment of the CNN1 featuring 4 layers
on platforms with a maximum number of cores Tmax = 3, there is a total of 27 different
clusterings, and a total of 109 332 mappings 1. Using the proposed modeling flow, it would
take more than 25 days to evaluate all mappings, which is very long. This example focuses
on the simple CNN1 with 4 layers and a reduced amount of cores. The size of the design
space raises tremendously with the number of cores and amount of layers in the NN.

Proposed DSE flow overview: We propose the DSE flow as shown in Figure VI.1.
Our approach is based on two main stages, which use two different types of models:

1. The first stage is the DSE stage, where we use purely analytical models to perform
a fast exploration of the design space, and identify the most promising mappings
( 1 and 2 ). This search is divided into two phases: first performing an exploration
of clusterings, then an exploration of mappings that can be generated from that
clustering. To carry out these phases, we use the pure analytical models introduced
in Chapters IV and V. Their low accuracy is minor here over their ability to perform
a very fast exploration (approximately 1 ms) of the large design space. A selection
of optimized mappings is returned at the end of this stage.

1. These numbers are obtained when performing exhaustive search as shown in Section VI.4
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2. The second stage serves as a validation and refinement of the estimates obtained in
the first stage, by using the slower but highly confident simulation-based models 3 .
To this end we use the simulation-based flow, proposed in previous chapters. After
their re-assessment, the mappings are ranked and are returned to the user. The
flow supports the generation of the C source files needed for the execution of the
mapping on the targeted platform.

Inputs of the flow:

1. The first input of our flow is the considered NN. It is important to note that the
input NN does not need to be trained in order to perform the DSE (it is however,
necessary, if the user wants to generate the .C code at the end of stage 2). Our
flow relies on parameters of the NN’s application: the number of layers, type of
layers, input and output size of each layer and number of features 2. This is rendered
possible by the proposed modeling flow and use of the SDF MoC, which allow
predicting the timing and energy cost of computations and communications of NNs
with only these parameters.

2. The second input of our modeling flow are the user defined constraints regarding the
timing and power properties. The user can specify maximum/minimum threshold for
evaluated quantities (e.g. the energy must not exceed a threshold value). The user
must also define Tmax: the maximum number of tiles implemented in the platform.
In our work, we do not consider constraints regarding functional properties such as
the NN’s classification/regression accuracy.

3. The third and last input is optional: it corresponds to the platform specifications in
the case the user wants to find the best mapping of a given NN for a fixed platform.
This input fixes the number of tiles inside the platform, size of private memory of
tiles and its support for power management.

Stage 1 - Step 1 - Branch & Bound enhanced clustering exploration: The
step 1 of the proposed DSE flow aims at exploring the clustering of NNs. As presented in
Chapter III, the notion of clustering refers to the way NNs are described in the SDF MoC,
and more specifically to the number of actors generated per layer. It corresponds to the
intra-layer parallelism expression. Coarsed-grained clusterings correspond to SDF graphs in

2. The number of features correspond to the number of neurons for dense layers and number of
convolution filters for convolution layers.
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VI.1. Proposed DSE flow overview

which NN layers are split into limited amount of actors, and consequently limited amount
of channels between actors. On the opposite, fine-grained clusterings correspond to SDF
graphs in which the layers of the NN are split into important amount of actors, and thus
important amount of channels between actors. One must find a good compromise between
intra-layer parallelism expression, which is necessary to accelerate the NN’s processing,
and communication overheads caused by the additional channels. In our case, we use the
Branch & Bound algorithm to optimize the clustering search. While the design space of
clusterings itself is not massive, numerous mappings can be generated for every clustering.
Selecting clusterings is therefore needed to reduce the number of mappings to evaluate.

Stage 1 - Step 2 - Branch & Bound enhanced mapping exploration: For every
considered clustering, a tremendous amount of mappings is possible. Despite the pruning
of lesser clusterings performed in Step 1 , it is also necessary to prune the mapping design
space using an optimization algorithm. For each selected clustering from 1 , 2 uses Branch
& Bound to select mappings in consideration to user preferences and prune the design
space out of less optimized ones. Step 2 is presented in Section VI.2.2.

In Step 2 , when jointly optimizing hardware and software implementation, correctly
sizing tiles private memory is necessary due to their non-negligible influence on energy
properties. We thus introduced a memory size model to predict the size of private memory
(instructions and data) of tiles in regards to the requirements of mappings. This model is
presented in Appendices C. It was built and validated by analyzing the memory needs of
tiles for NN execution. This model is proposed for the MicroBlaze, but could be applied
to any processing core with minimal porting effort.

Stage 2 - Step 3 - Evaluation with simulation-based models After the DSE in
stage 1, selected mappings are passed to the simulation-based modeling flow to perform
highly accurate evaluation of the tested properties. The models used in this step and
their contribution were presented in Chapters IV and V. Once the evaluation performed,
mappings that do not satisfy the constraints specified by the user are eliminated. The
remaining mappings are ranked and returned to the user.
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VI.2 DSE using high level pure analytical models

VI.2.1 Proposed clustering optimization approach

As discussed in Section VI.1, an optimized clustering exploration is necessary. It allows
reducing the number of considered clusterings with consequence to greatly reduce the
number of mappings to evaluate, as well as guaranteeing that the most relevant clusterings
are still considered. First we consider that the maximum number of clusters that can
be generated for every layer is Tmax. This assumption is well justified because having a
number of clusters higher than the number of cores mean that they cannot be executed
simultaneously. For this reason, the execution does not benefit from the additional intra-
layer parallelism expression of the higher clustering, but is hindered by the additional
communication channels that are implemented. Despite this first assumption, the number
of clusterings can be further decreased. For example with Tmax = 7, the CNN1 has 245
clustering possibilities with each of them leading to numerous mappings. Reducing the
number of clusterings by pruning less optimized ones through the use of Branch & Bound is
thus imperative in order to save important exploration time and effort. Step 1 is presented
in Section VI.2.1.

To optimize the clustering search process in this work, we use Branch & Bound. The way
we implemented this algorithm to enhance the clustering search is illustrated in Figure VI.2.
To allow comparing clusterings and performing a selection, we introduce the notion of
clustering score. We choose for the clustering score to consider only a timing quantity,
as energy properties are highly dependent on the mapping and platform specifications.
Energy properties will be instead considered and optimized inside the mapping exploration
flow. The clustering score is defined as the sum of the computation time of the actor with
the highest number of neurons (or kernel computation for convolution layers) inside the
clustering with the total communication time of channels read/write inside the clustering.
To account for the amount of intra-layer parallleism expressed from the NN, only one
actor is considered by layer. If all actors were considered, then all clusterings would share
the same computation time, as they all share the same total computation workload: the
computation workload of the considered NN. The communication time of clusterings
depends on the number of channels to implement, which is linked to the number of
actors, and the size of data. The predictions of those delays are done using analytical
models introduced in Chapter IV: the models for computation time of NN layers from
Section IV.2.1 and the model for token production/reading in shared memory model
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Figure VI.2 – Illustration of the clustering exploration process on the MLP2. The number
inside actors is the number of neurons they contain.
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presented in Equation IV.4. The algorithm is presented in Figure VI.2:
— Inside the main procedure, the first clustering is generated, in which every layer is

composed of only 1 actor. On Figure VI.2 this corresponds to 1 .
— Until the last clustering ( 4 ) is reached, the next possible branches are generated

and evaluated 2 and 3 . The one with the highest clustering score is selected.
— For every layer in the NN, if the layer can be clustered (i.e. if it is a convolution

or dense layer) and if the current number of clusters for this layer is less than
the maximum number of clusters, then a new branch is created, in which the
number of clusters for this layer is increased by 1. This can be observed for all
branches on the figure.

— If no new branch was found, this means that the last clustering has been reached
4 . If branches were found, the selected clustering is stored in the list of all
selected clusterings, and a new iteration is executed.

— When the last clustering is found ( 5 ), the list of all selected clusterings is returned.
Several clusterings are discarded at each branch. The branches are stored, which enables

resuming the execution of the Branch & Bound clustering search to consider additional
clusterings from the remaining ones. The next section explains how an optimized mapping
search is conducted from the selection of clusterings. In Section VI.4, we will evaluate the
contribution of the Branch & Bound algorithm for clustering exploration.

VI.2.2 Proposed mapping optimization approach

Despite the reduction of clusterings from Section VI.2.1, the design space remains large
as numerous mappings are generated for each clustering. Evaluating every one of them
using the simulation-based flow is time-intensive. A major proportion can be discarded as
they offer less optimized timing and power properties. We thus propose in this section a
methodology to allow an early identification and pruning of lesser mappings. As a reminder
from Chapter III mappings are self scheduled for platforms using our MoA, and since NNs
are directed graphs, by always mapping in ascending order, we avoid deadlocks.

To enable the exploration, we must introduce a formulation to encode mappings.
Figure VI.3 provides an example of the formulation we use for a mapping of the CNN1. On
this figure, one clustering of the CNN1 is considered. Possible mappings of layers for this
clustering are described as tables denoted M[l], in which l ∈ {1, 2, ..., L} denotes the layer
number. In these tables, the indexes correspond to the cluster number c ∈ {1, 2, ..., C} and
the values correspond to the tile number t ∈ {1, 2, ..., T} on which the cluster is mapped.
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Figure VI.3 – Example of the mapping formulation used in our DSE flow for a mapping of
CNN1.

As shown at the bottom of the figure, the NN mapping M is a table of the L tables M[l].
It is important to note that all communication channels are mapped on the unique shared
memory, hence they are not considered in the provided formulation.

To prune the design space of lesser mappings, we use the Branch & Bound algorithm
and the analytical models introduced in Chapters IV and V. The analytical models are
used to evaluate the latency, throughput, power and energy of the mappings and perform
their selection. The selection is done by comparing mapping scores, which we define as
the latency multiplied by the energy. The score allows taking into account both timing
and power properties. It can be modified by the user in the code. An illustration of the
mapping search flow is shown in Figure VI.4:

1. Inside the main procedure, the first mapping is generated 1 . In the first mapping,
all actors are mapped on tile 1. If the clustering of the last layer is higher than 1,
then the decoder actor is also added to the mapping.

2. The Branch & Bound-enhanced mapping search then starts. While the last mapping
is not reached, the next possible branches are evaluated and the best one is selected.
(a) Possible next branches from the provided mapping are generated and evalu-
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ated 2 . The branches are generated following two criterias:

i. Intra-layer parallelism leverage: the algorithm checks for every NN layer if
all clusters of this layer are mapped on different tiles. If this is not the case,
then the algorithm increases by 1 the tile number on which one of the cluster
is mapped, within the limit of the maximum number of tiles Tmax. 2a and
2b are examples of intra-layer parallelism optimization induced branches.

ii. Inter-layer parallelism leverage: the algorithm checks if the actors from
different NN layers are mapped on different tiles. If this is not the case, the
algorithm increases by 1 the tile number on which the actors of a layer, unless
it exceeds Tmax. The mapping of layers on different tiles allows ensuring
that they are executed simultaneously, thus leading to an optimized pipeline
execution. 2c is an example of mapping issued from this optimization.

(b) The different branches are then evaluated and ranked according to their score.
The branch with the highest score is added to the selected mapping list ( 3 and
4 ).

(c) When no new branch is generated, it means that the optimization process as
finished for one full branch.

3. The list of all mappings is returned.

The discarded branches are stored, and can be re-used when performing additional
iterations of the mapping search in case additional mappings must be considered. Once
stage 1 terminated, the DSE loop is finished. The selected mappings are passed to the
second phase. In stage 2, mappings are re-evaluated using the simulation-based modeling
flow to offer a more accurate assessment of non functional properties. Mappings that do
not meet user defined constraints are discarded, and the remaining mappings are ranked
by their timing and energy properties and returned to the user. In the next section, we
provide a demonstration of the use of the proposed DSE flow on several NNs.
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VI.3 Demonstration of the use of the DSE flow

In order to demonstrate the use of the proposed DSE flow, we tested its application on
the MLP1 and two CNNs: the CNN1 and the CNN2, which features the LeNet5 topology,
as shown in Figure III.12. We left the platform dimensions unspecified i.e. we let the DSE
flow jointly optimize the platform in regards to the number of tiles and private memory
size of each tile 3, and the NN’s deployment. We set the maximum number of tiles Tmax = 7.
Figures VI.5, VI.6 and VI.7 give the scores of the highest ranked selected mappings of
the considered NNs, their encoding with respects to Figure VI.3 and their communication
mode (i.e. use of power management). For the MLP1, 181 mappings were selected, for the
CNN1 over 500 and for LeNet5 over 1000.

Results analysis: The results show that the first approach considered when deploying
NN, which aims at leveraging the intra and extra-layer parallelisms at most on the
maximum number of tiles possible, is not systematically the best way to deploy NNs.

3. The memory needs of tiles are predicted using the private memory size model provided in Appen-
dices C
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(a) MLP1 - 50 best mappings

Rank Score Mapping Mode
1 135718 [[1, 2, 3, 4, 5], [1, 2, 3], [1]] P
2 137869 [[1, 2, 3, 4, 5], [1, 2], [1]] P
3 137970 [[1, 2, 3, 4, 5], [3, 5, 6, 7], [1]] I
4 138361 [[1, 2, 3, 4, 5], [5, 4], [1]] P
5 138428 [[1, 2, 3, 4, 5], [4, 6, 7], [1]] I
6 138752 [[1, 2, 3, 4, 5], [3, 2], [1]] P
7 139680 [[1, 2, 3, 4, 5], [5, 6], [1]] P
8 139873 [[1, 2, 3, 4, 5], [4, 4, 5], [1]] P
9 140102 [[1, 2, 3, 4, 5], [3, 3, 4], [1]] P

10 140227 [[1, 2, 3, 4, 5], [2, 2, 3], [1]] P

Mappings with the highest ranks for MLP1

(b) MLP1 - 10 best mappings details

Figure VI.5 – Graph and table showing the highest score mappings found for the MLP1.
In (a), the graph shows the predicted execution time and energy of the 50 highest ranked
mappings based on the phase in the flow. As a reminder, in phase 1, pure analytical models
are used, whereas in phase 2, the simulation-based evaluation flow is used. In (b), the score,
encoding with respects to Figure VI.3 and communication mode of the 10 highest ranked
mappings are provided. For the communication mode, P stands for polling (without power
management), I stands for interrupt (with power management).
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(a) CNN1 - 50 best mappings

Rank Score Mapping Mode
1 130871982 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [1]] I
2 131373920 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [1, 1], [1]] I
3 131381322 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [2, 1, 1, 1], [1]] I
4 131747024 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [2, 1, 1, 1, 1], [1]] I
5 131747691 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [1, 1, 1], [1]] I
6 132121902 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [1, 1, 1, 1], [1]] I
7 132496561 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6, 7], [1, 1, 1, 1, 1], [1]] I
8 146657872 [[1, 2, 3, 4, 5], [4], [1, 2, 3, 4, 5, 6], [2]] I
9 146733092 [[1, 2, 3, 4, 5], [3], [1, 2, 3, 4, 5, 6], [2]] I

10 149423018 [[1, 2, 3, 4, 5], [1], [1, 2, 3, 4, 5], [1]] I

Mappings with the highest ranks for CNN1

(b) CNN1 - 10 best mappings details

Figure VI.6 – Graph (a) and table (b) showing the highest score mappings found for the
CNN1. Refer to the caption of Figure VI.5 for more details.
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(a) LeNet5 - 50 best mappings

Rank Score Mapping Mode
1 1.613E+09 [[1, 2, 3, 3, 4, 5], [1], [2, 3, 4, 5, 6, 7], [2], [2, 1, 1], [1], [2]] P
2 1.645E+09 [[1, 2, 3, 4, 5, 6], [7], [2, 3, 4, 5], [1], [1, 2], [1], [1]] I
3 1.645E+09 [[1, 2, 3, 4], [2], [3, 7, 5, 6], [1], [1, 2], [1], [1]] I
4 1.65E+09 [[1, 2, 3, 4, 5], [6], [4, 5, 6, 7], [3], [1, 2], [1], [2]] I
5 1.651E+09 [[1, 2, 3, 4, 5], [6], [4, 5, 6, 7], [3], [1, 2], [1], [3]] I
6 1.657E+09 [[1, 2, 3, 4, 5, 6], [7], [2, 3, 4, 5, 6], [3], [1, 2], [1], [2]] I
7 1.72E+09 [[1, 2, 3, 4, 5, 6], [6], [2, 3, 4, 5], [1], [1, 2], [1], [1]] I
8 1.721E+09 [[1, 2, 3, 4], [2], [3, 4, 5, 6], [1], [1, 2], [1], [1]] I
9 1.721E+09 [[1, 2, 3, 4], [2], [3, 4, 5, 6], [1], [1, 2], [1], [1]] I

10 1.722E+09 [[1, 2, 3, 4, 5, 6], [2], [2, 3, 4, 5], [1], [1, 2], [1], [1]] I

Mappings with the highest ranks for LeNet5 CNN

(b) LeNet5 - 10 best mappings details

Figure VI.7 – Graph (a) and table (b) showing the highest score mappings found for the
CNN2. Refer to the caption of Figure VI.5 for more details.
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For example, on all the highest ranked mappings of the CNN2 (LeNet5) as shown in
Figure VI.7 (b), the second convolution layers and all the dense layers are never clusterized
at the maximum. The first convolution layer, which has the biggest computation workload
of all layers for this NN, is also not always split into the maximum of actor, as seen in
mappings ranked 3, 4, 5, 8 and 9. On the highest ranked mapping (1), this layer is split
in 6 actors, which is the maximum for this layer, but two of the actors are mapped onto
the same tile. Regarding the streaming aspect, it can be observed that it is leveraged in
most mappings. However, we can observe that the mappings ranked 7 up to 10 use less
than 7 tiles, which shows that favoring the use of as many tiles as possible to support a
streaming execution does not necessarily lead to better mapping score.

The same observations can be done for the MLP1 (Figure VI.5), for which the two
highest ranked mappings only use 5 tiles, and only two of the 10 highest ranked mappings
use 7 tiles. The 10 highest ranked mappings of the MLP1 also do not maximize the use of
clustering: the first layer is split into 5 actors when it could be split into more, and the
second layer is split in either 2, 3 or 4 actors.

The results also show the importance of having a flow that allows modeling the effect
of using power management. For example, we can observe on the results of the LeNet5
application on Figure VI.7 (b) that the highest ranked mapping does not use power
management, while the next 9 highest ranked mappings uses it. For the MLP1, most of
the highest ranked mappings do not use power management. For the CNN1 (Figure VI.6)
on the contrary, all of the 10 highest ranked mappings use power management.

Comparison of score in first phase and second phase: The pure analytical models
tend to be too optimistic and underestimate the overhead in timing and energy due to
shared resource contention. For example in Figure VI.7 (a), the design points as evaluated
by the simulation-based flow (phase 2) are found on the top right of the graph, with
systematically higher execution time and energy consumption than the points evaluated
by the pure analytical models (phase 1). Similar observations can be done on all different
provided graphs. This shows the importance of re-evaluating the mappings using the
simulation-based flow, to conveniently rank them and select the most optimized ones.

Evaluation speed: The pruning phase using pure analytical models (phase 1) takes on
average less than 1 minute for every considered application. This fast pruning step is really
important as it allows quickly disregarding less optimized mappings, which would take
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much more time to evaluate in the second phase (we evaluate in the following section the
pruning efficiency). The evaluation phase using the simulation-based flow (phase 2) takes
approximately 2 hours and 15 minutes to evaluate 500 different mappings, per application.
The flow thus allows having a fast evaluation of NN mappings onto multi-core platforms
ahead of deployment phase, which is crucial to optimize both the hardware and software
implementation of NN at design phase.

VI.4 DSE flow evaluation

In order to evaluate the contributions and possible limitations of using Branch & Bound
for clustering/mapping search with pure analytical models, we perform different tests:

1. Comparison of Branch & Bound-enhanced and exhaustive clustering search,

2. Comparison of Branch & Bound-enhanced and exhaustive mapping search,

3. Comparison of the use of pure analytical modeling flow and simulation-based
modeling flow to identify optimized mappings with the Branch & Bound algorithm.

VI.4.1 Comparison of Branch & Bound-enhanced and exhaustive
clustering search

Test configuration: To test the gain regarding exploration effort of using Branch
& Bound and verify that it allows reliably selecting high rank clusterings, we run the
exhaustive clustering search, and rank clusterings by score. We then run the Branch &
Bound-enhanced clustering search, and evaluate the ranking of the selected clusterings
using Branch & Bound. This test is done for the three NNs considered for DSE: the MLP1,
the CNN1 and LeNet5. It is done with Tmax = 7.

Results for the MLP1: The total number of clusterings selected using the Branch &
Bound enhanced search is 9 while the total number of clusterings found using exhaustive
search is 49. More than 80 % of the clustering design space is pruned. The clusterings with
the following ranks are found using Branch & Bound, compared to exhaustive: 1, 3, 5,
6, 7, 20, 35 and 42. The highest ranked clustering (1) and five clusterings from the top
7 are found. We observe that the Branch & Bound enhanced search converges diligently
towards high ranked clusterings, as only three clusterings were found outside of the 10
highest ranked ones.
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Results for the CNN1: The total number of clusterings selected using the Branch &
Bound enhanced search is 15 while the total number of clusterings is 245, which represents
a reduction of the design space of more than 93 %. Table VI.1 provides the number of
clusterings found in regards to their ranking. For example, in the first column, we can
read the amount of clusterings found by the Branch & Bound algorithm that are part of
the 1 % best mappings found through exhaustive search: 2 out of 3.

Table VI.1 – Number of clusterings selected by the Branch & Bound enhanced search
based on their rank, with Tmax = 7

Clustering part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of clusterings found 66.67% 33.33% 13.33% 4.44% 2.86% 3.00%

Number of clusterings found / total 
number of clusterings

2/3 4/12 2/15 2/45 2/70 3/100

CNN1 - Amount of clusterings based on rank found with Tmax=7

It can be noted that an important proportion of highly ranked clusterings are found
and most of the low rank clusterings are eliminated. Regarding the 10 clusterings at highest
rank, the Branch & Bound algorithm managed to find the 1st, 3rd, 5th, 6th and 7th
compared to exhaustive.

Results for the CNN2 (LeNet5): The total number of clusterings selected using the
Branch & Bound enhanced search is 27 while the total number of clusterings is 14 406,
which represents a reduction of the design space of more than 99.8 %. Table VI.2 provides
the number of clusterings found in regards to their ranking. In addition to this, the Branch
& Bound algorithm managed to find the 1st, 3rd, 5th and 6th clustering of the 10 highest
ranked clusterings.

Table VI.2 – Number of clusterings found by the enhanced search with Branch & Bound
based on their rank with Tmax = 7

Clustering part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of clusterings found 6.21% 1.21% 0.00% 0.09% 0.11% 0.07%

Number of clusterings found / total 
number of clusterings

9/145 7/580 0/721 2/2160 4/3600 5/7200

LeNet5 - Amount of clusterings based on rank found with Tmax=7

Discussions: The first observation that can be made regarding the enhanced clustering
search flow is that it offers an important pruning of the clustering design space up to more
than 99.8 % for the LeNet5 on 7 tiles. This reduction of the design space is very important,
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as reducing the number of clusterings will also drastically reduce the amount of mappings
considered, leading to faster evaluation times.

The proposed clustering exploration flow also finds reliably most optimized clusterings.
It can be observed that for all tested configurations, the clustering with the highest rank
is always found. The found clusterings are also in higher proportions in the intervals
corresponding to highest ranks. In this study we considered three NNs with different
number and type of layers, which offers different computation/communication workload.
This allows validating the proposed clustering exploration flow.

VI.4.2 Comparison of Branch & Bound-enhanced and exhaustive
mapping search

Test configuration: We test the gain regarding exploration effort of using Branch &
Bound and verify that it allows reliably selecting high rank mappings. For the clusterings
obtained through the use of the Branch & Bound algorithm, we run the exhaustive mapping
search. The mappings obtained through the exhaustive search are ranked in regards to
their score. Then we run the Branch & Bound enhanced mapping search and evaluate the
number of found mappings and their ranks in the list of all mappings obtained through
exhaustive search. This test is done with the MLP1 and the CNN1, and Tmax = 3 in order
to reduce the important time needed to perform the exhaustive mapping search.

Results with the MLP1: With Tmax = 3, the total number of mappings selected using
the Branch & Bound enhanced search is 40 while the total number of mappings is 1348,
which represents a reduction of the design space of more than 97 %. Table VI.3 provides
the number of mappings found in different rank intervals. For example, in the first column,
we can read the amount of mappings found by the Branch & Bound algorithm that are
part of the 1 % best mappings found through exhaustive search. The Branch & Bound
algorithm allows finding 3 of the 14 mappings in this category, which corresponds to
21.43 %. In addition to this, the Branch & Bound algorithm managed to find the 2nd, and
8th mappings of the 10 highest ranked mappings.

Results with the CNN1: With Tmax = 3, the total number of mappings selected using
the Branch & Bound enhanced search is 71 while the total number of mappings is 109 332,
which represents a reduction of the design space of more than 99.9 %. Table VI.4 provides
the number of mappings found in different rank intervals.
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Table VI.3 – Number of mappings found by the Branch & Bound-enhanced search based
on their rank with Tmax = 3. The lower in the rank interval the higher the score of the
mapping. E.g. mappings that belongs in the < 1 % rank range have a highest score than
99 % than the other mappings.

Mapping part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of mappings found 21.43% 1.79% 2.86% 10.48% 8.05% 3.69%

Number of mappings found / total 
number of mappings

3/14 1/56 2/70 22/210 28/348 24/650

MLP1 - Amount of mappings based on rank found with Tmax=3

Table VI.4 – Number of mappings found by the enhanced search with Branch & Bound
based on their rank with Tmax = 3

Mapping part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of mappings found 0.55% 0.69% 0.37% 0.00% 0.07% 0.12%

Number of mappings found / total 
number of mappings

6/1094 30/4376 20/5470 0/16410 18/27332 68/54650

CNN1 - Amount of mappings based on rank found with Tmax=3

Unfortunately for this NN, the Branch & Bound algorithm couldn’t find any of the 10
best mappings. When evaluating different branches with Branch & Bound, the best one is
selected. But sometimes, a less optimized branch at the time of selection, which is then
discarded, can eventually lead to a better score after several optimizations. In our case, we
only go down one main branch until the mapping cannot be optimized anymore, and then
we stop exploring. Considering additional iterations afterwards by exploring discarded
branches would allow finding better mappings. Despite not finding the 10 best mappings,
it is possible to note that the Branch & Bound enhanced search allows finding a notable
proportion of the most optimized mappings in Table VI.4.

Discussions: The design space for mappings is significantly vaster than the clusterings’
one, as discussed in Section VI.2.2. We can see that the proposed DSE flow allows reducing
the huge design space by more than 97 % in both studied applications. Similarly to what
was observed with clusterings, we can expect the design space pruning to be even more
important with more complex applications and higher numbers of tiles.

The proposed search algorithm allows finding in majority mappings within the 5 % with
highest scores. A non marginal proportion of less optimized mappings is also selected, due
to this algorithm requiring more iterations than the clustering search algorithm to reach
optimized mappings. This is especially true since two optimizations (intra and inter-layer
leverage) are considered simultaneously. One can note that the mapping search does not
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systematically finds the mapping with the first rank returned by the exhaustive search.
This can be justified by the fact that branches with a lower score at the time of selection
are disregarded, but could actually lead to a better score than the selected branch after
additional optimization steps. This phenomena is amplified by the two optimizations (intra
and inter-layer parallelization) leveraged simultaneously, which lead to more branches
disregarded at each step, and thus a faster convergence time with a smaller number of
selected mappings - but also a higher risk of disregarding important branches. To alleviate
this, and especially if the user constraints are not met, it is possible to perform a new
iteration of the DSE flow. During this new iteration, the remaining branches (i.e. the
pruned out ones) are re-evaluated and the best ones are explored to select additional
mappings. The possibility to find more optimized mappings, including the first ranked
ones, is then higher.

While the best mappings are not guaranteed to be found after the first clustering/map-
ping search, a notable proportion of optimized mappings from the < 5 % range are found,
which should be sufficient to satisfy user defined constraints without requiring a second
execution of the DSE.

VI.4.3 Use of pure analytical models for pruning

To assess the advantages/drawbacks of using pure analytical models to perform the
design space pruning ahead of evaluation using SystemC, we perform the following test:
we run the Branch & Bound mapping exploration process for a limited number of tiles
Tmax = 3 using the simulation-based flow and the pure analytical flow. We then evaluate
the proportion of the mappings that were found by both modeling flows. We also compare
the proportion of mappings found based on rank by the simulation flow and the pure
analytical model against the exhaustive search, as shown in Tables VI.3 and Table VI.4
for the analytical models, and VI.5 and VI.6 for the simulation.

For the MLP1, the analytical flow found 80 mappings, while the simulation flow found
76. For the CNN1, the analytical flow found 142 and the simulation flow found 120. The
analytical modeling flow tend to find slightly more mappings than the simulation-based
flow. For the MLP1, the flows have approximately 72 % mappings in common, and for the
CNN1, they have approximately 57 % mappings in common. Overall, both flows tend to go
for the same branches in the first iterations, before they split and find different mappings.

Regarding the proportion of mappings found based on ranking, we can observe that
they are nearly identical for both flows on both NNs. For the MLP1, we note that the
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simulation flow found a bigger proportion of mappings in the range [1%, 5%] (6 mappings
found against 1 for the analytical modeling flow), while for the CNN1, the analytical
modeling flow found a bigger proportion of mappings in the range [1%, 5%] (30 against 12
for the simulation). These observations allow confirming that, despite the low reliability of
the pure analytical models, they can be used confidently to prune the design space.

Table VI.5 – Number of mappings found by the enhanced search with Branch & Bound
using the simulation-based flow with Tmax = 3

Mapping part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of mappings found 14.29% 10.71% 0.00% 9.52% 6.90% 3.69%

Number of mappings found / total 
number of mappings

2/14 6/56 0/70 20/210 24/348 24/650

MLP1 - Amount of mappings based on rank found using simulation-based models, Tmax=3

Table VI.6 – Number of mappings found by the enhanced search with Branch & Bound
using the simulation-based flow with Tmax = 3

Mapping part of the … % best < 1% [1%, 5%] [5% , 10%] [10%, 25%] [25%, 50%] >50%
% of mappings found 0.55% 0.27% 0.29% 0.00% 0.09% 0.11%

Number of mappings found / total 
number of mappings

6/1094 12/4376 16/5470 0/16410 24/27332 62/54650

CNN1 - Amount of mappings based on rank found using simulation-based models, Tmax=3

VI.5 Conclusion

In this chapter, we proposed an efficient DSE flow to evaluate NN mappings on multi-
core platforms. The flow demonstrates how the models proposed in Chapter IV and
Chapter V can be used to efficiently explore the design space. The results show that the
proposed DSE flow allows to quickly and reliably find mappings with optimized timing
and energy properties. It allows evaluating mappings with and without power management
and see when implementing it is beneficial, as shown for example in Figure VI.7 (b). It is
important to note that the analytical models used for phase 1 are currently an important
limitation. As shown in previous chapters, the pure analytical models bear a prediction
error of almost 30 % on timing and 20 % on power. While they allow finding a notable
proportion of the highest ranked clusterings/mappings obtained through exhaustive search,
more confident models would offer better results. Additional research work is required to
propose analytical models that can confidently prune the design space of lesser mappings
and guarantee finding a bigger proportion of the high-ranked clusterings/mappings.
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Chapter VII

CONCLUSION

VII.1 Synthesis

This thesis work takes place in a context where the need for deploying NNs on edge
devices is growing. Most edge devices feature multi-core SoCs. The evaluation of NNs
mappings on multi-core platforms is necessary to find configurations that optimize temporal
properties (latency, throughput) as well as power consumption and energy under user-
defined constraints. It needs to be carried out using models that allow rapid yet confident
evaluation early in the design process so as to avoid time-consuming prototyping and
testing phases, which can lead to sub-optimal solutions. These models must offer scalability
in regard to the following aspects, in order to allow efficient exploration of a large solution
space:

(a) the NN complexity in regards to the types (e.g. convolution, dense) and number of
layers and amount of neurons.

(b) the expression and use of intra- and inter-layer parallelism from the NN (cluster-
ing/mapping) - and thus various computation and communication workloads,

(c) the contentions for shared resources such as memories and communication buses,

(d) the dynamic behavior of the system and use of power management techniques
such as clock gating and different communication procedures (polling-based or
interrupt-based).

In Chapters IV and V, we have presented a modeling flow for the prediction of timing
properties and energy of NN deployed on multi-core platforms. The modeling flow is
hybrid: it relies on system level simulation described using the SystemC library and
analytical models characterized through multi-linear regression of measurements. The
calibration of the models through measurements offers a fine-grained modeling of the
effect of the compiler and hardware over the use of estimations for calibration. The use of
analytical models along with system level simulation allows a fast evaluation of interesting
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mappings while modeling shared resources contentions. The flow was tested against a
real implementation of 54 different mappings of 4 NNs. The modeling flow offers timing
prediction with more than 97 % accuracy and energy prediction with more than 93 %
accuracy. The high accuracy is rendered possible by the separation of computation and
communication using the SDF model of computation and respected by our composable
model of architecture.

The predictions are fast with an average simulation time of 0.23 s for 100 iterations of
simulation - 20 s when considering also the compilation time of the SystemC framework.
The proposed models can be applied to architectures featuring MicroBlaze cores equiped
with ISA extensions to support the use of FPUs and Mult, as well as AXI bus. To support
other components, the characterization methodology presented in this thesis must be
re-done. More specifically to support other processor cores, the base delays (e.g. Dφ and
DΣ) of the computation time model must be re-calibrated by performing a regression of
the execution time of layers with varying size of input and number of neurons. In case
the communication bus IP is changed, then the calibration of the communication time
model must be re-performed, by measuring the base delays used in the model with the
new component. For other types of communication medium, the model’s structure should
be adapted. For the power model, changing components inside the platform also requires
re-performing the characterization phase as documented in Sections V.3.1.1 and V.3.1.2.

In Chapter VI we provide a demonstration of how models of a high level of abstraction
such as the ones presented in this work can be used to optimize the Hardware / Software
implementation of NNs on multi-core platforms. We show that the proposed DSE flow
allows finding mappings that offer optimized timing and energy, while discarding less
optimized solutions to guarantee fast exploration time, due to Branch & Bound. Our
approach allows determining when the use of power management should be considered on
the platform to optimize timing properties and energy. The proposed modeling and DSE
flows can be used for two distinct objectives:

1. Evaluate and find optimized NN mappings on a fixed multi-core platform.
2. Jointly optimize multi-core platforms’ dimensions (number of cores, private memory

sizes) and NN deployments.
The work presented in this thesis provides the following answers to the identified

research challenges:
1. How to provide fast yet accurate evaluation early in design phases of timing and

energy properties for streaming NNs deployments onto multi-core platforms?
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→ The proposed methodology allows obtaining fast yet accurate timing and power
models to evaluate NN deployments on multi-core platforms early in design
phase. This is rendered possible by:
— Analytical formulas for both timing and power models, which allows offering

a fast evaluation time.
— Characterization through measurements for both models to offer accurate

prediction, thanks to the fine-grained analysis of the compiler’s and hardware
effects on non functional properties.

— Simulation to model the shared resources.
— Strict separation of computation and communication phases using the SDF

MoC, and supported by our MoA.

2. Is the evaluation of possible solutions through a model-based approach relevant
against rapid prototyping approaches?
→ The proposed modeling flow can evaluate a NN mapping (without requiring the

NN to be trained) in 20 s with high accuracy. Under the assumption that the
evaluation of NN mappings using implementation and testing takes approxi-
mately 2 minutes, which is the time required by our automatized measurement
infrastructure 1. In that case, the proposed modeling flow is 6 times faster than
the rapid prototyping approach. For the evaluation of 1000 mappings, the models
would take approximately 5 hours and 30 minutes while the rapid prototyping
approach would take approximately 28 hours. It is also worth remembering that
the number of mappings evaluated in a single loop of the proposed DSE flow
(which disregards a large part of the less optimized design space) exceeds 1000
mappings. High level models are thus a necessity to explore the design space of
NN deployments on multi-core platforms.

3. Is a model-based approach suited for early, fast and confident DSE of streaming
NNs deployments on multi-core platforms?
→ We demonstrate how such a DSE flow can be setup using Branch & Bound

to rapidly find most optimized clusterings and mappings, while discarding less
promising branches. We use high level analytical models due to their very high
evaluation speed. They are then complemented by our simulation-based flow for

1. Note: In this duration, we only consider the time to compile the application’s C code for MicroBlaze,
program the FPGA, program the MicroBlaze cores, run the application and perform the timing and
power measurements. It excludes the training of the NN, generation of the FPGA design bitstream and
generation of the BSP, required libraries and NN inference source files in C for MicroBlaze cores.
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confident assessment and ranking of selected mappings. The list of mappings
sorted by rank is then provided to the user. The flow offers the possibility to
automatically generate C code needed to infer the mappings selected by the
user.

VII.2 Identified limitations

We identified the following limitations to our flow:

1. We note an influence of the communication rate on power and energy prediction
error when it becomes important. The maximum prediction error is 7 % for a
mapping in which tiles are 70 % of the time in communication. This error remains
relatively low.

2. On single-core platforms with important private memory allocated (1024 kB and
2048 kB), the modeling flow has high prediction error (> 10 %). It shows that the
assumption we made that dynamic power consumption does not depend on private
memory size is invalid in this situation. On other tested platforms featuring 5 and
7 tiles including one tile featuring 1024 kB, the prediction error was however low.

3. The demonstration in Chapter VI is done with the pure analytical models from
Chapters IV and V. However additional work should be done on these models to
render them more efficient for the DSE process.

VII.3 Perspectives

In this thesis, we propose and validate a modeling approach for the prediction and opti-
mization of NN mappings on multi-core platforms. We identify several research perspectives
that could enhance the proposed methodology:

Neural Architectural Search (NAS): One major prospect for our prediction and
optimization flow would be to integrate NAS. NAS aims at exploring the topology of the
input NN, i.e. the number of layers, number of neurons per layer, and possibly the use of
compression techniques (see Figure II.1). This is usually done under QoS constraints as
altering the NN’s architecture can lead to loss of classification accuracy. Recent studies [29,
19, 39] propose to lead the NAS process simultaneously to the DSE for NN executed
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on embedded systems In these approaches, NAS is led with regards to measured timing
properties and energy on a real platform. In comparison to these approaches, using our
modeling flow instead of rapid prototyping on real target would highly reduce search effort.
Especially since our flow does not require the NN to be trained to evaluate its timing and
energy properties.

The DSE flow proposed in this thesis could be used with an input NN with known
classification accuracy. It could improve the NN’s architecture and evaluate the effect
on resource use, timing and energy. After full exploration of the flow, the best mapping
found with the starting NN would be compared with the best mapping with the NN
updated through NAS. The updated NN could be trained using automatized deep learning
flows, such as TensorFlow Lite [43, 44], Apache TVM [48] or N2D2 [50]. This would allow
providing the difference in classification accuracy. Our flow could then generate the C
source code corresponding to the mapping selected by the user.

External memories (DDR): Another perspective could be to extend this work to
architectures with external memories such as DDR, along with caches and/or DMAs.
When considering the use of such memories, the focus of the optimization approach is
however different: since external memory accesses bear a high timing and energy cost, the
optimization process focuses mainly on reducing and optimizing those accesses. The focus
is then less on finding a good compromise between the leverage of intra-layer parallelism
(clustering) and communications in internal shared memories. Fine-grained optimizations
optimizations and compromises offered by our flow bear a reduced effect on timing/power
optimizations compared to optimizing external memory accesses, while they can lead to
important timing and power savings on devices when not using external memory.

Variability due to data dependent paths : In embedded systems, variability in
execution time and energy can be observed due to the hardware architecture and data
dependent paths. For example, certain ISA optimize multiplications in trivial cases, e.g.
one of the term is 1 or 0. In that case, some multiplication operations are faster to execute
than others, which can have important repercussions on non functional properties.

One of the original hypothesis formulated at the start of this thesis work was that
variability in execution time and energy for NNs on multi-core platforms was not marginal
We however observed marginal variability of execution time and energy in our experiments
focused on the platform prototype.
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When performing the characterization of our timing and power models on other multi-
core platforms, engineers might observe non-marginal variability. It can be caused by
having different data dependent paths in the targeted hardware. In such case, the proposed
methodology must be extended. To deal with variability, approaches relying on Statistical
Model Checking (SMC) and probabilistic models are commonly used. A possible prospect
would be to identify cases in which data variability is observed and discuss the application
and performance of such modeling techniques.

VII.4 Ouverture

In many fields, NNs are now helping to solve problems that were unthinkable only a
decade ago. For example, hearing aids are now implementing NNs, which can recognize
environments (e.g.: work place, restaurant, concert) in order to adapt the frequency
treatment in real time [102]. NNs can help radiologists detect different types of cancer with
high confidence [103]. Regarding agriculture, NNs can be used to keep track of livestock and
detect abnormal behaviors [96] or to help enhance sowing, watering and harvesting [104].
In the IoT field, there are many applications [3]. In the field of transportation, NNs are
used for semantic segmentation [39], and automobile systems now integrate NNs into
Advanced Driving Assistance Systems (ADAS) [105, 106]. The flow proposed in this work
can enable solutions to be found quickly and confidentially for deploying NNs for this type
of application, satisfying their time and energy constraints.
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APPENDICES

A Considered NN clusterings and mappings to vali-
date our models

Table A.1 – Considered clusterings of MLP1 for the validation of the models. The resulting
clusterings are illustrated in the Figure A.1.

Clustering
name

Number of clusters
(actors) per layer Actor

number
Comm.
channel
numberHidden

Layer
Output
Layer

C1 1 1 2 3
C3 3 3 7 16
C7 7 7 15 64

Table A.2 – Considered mappings of MLP1 for the validation of the models. The considered
clusterings identified based on "C_ID" are provided in Table A.1. "#T" is the number
of tiles for the mapping. "M_ID" is the identifier of the mapping and "P" stands for
polling-based communications whereas "I" stands for interrupt-based communications.

C_ID #T M_ID Mapping of actors on platform
P I Hidden layer Output layer Decoder

MLP1
C1

1 1 8 0 0 /
3 2 9 0 1 /

MLP1
C3

1 3 10 0 0 0 0 0 0 0
3 4 11 0 1 2 0 1 2 0
7 5 12 0 1 2 3 4 5 6

MLP1
C7

1 6 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 7 14 0 1 2 3 4 5 6 0 1 2 3 4 5 6 0

175



HL_C1 
N=3

784

HL_C2
N=3

HL_C3
N=4

OL_C1 
N=3

OL_C2
N=3

OL_C3
N=4

784

784

3
3

3

3
3
3

4
4

4

3

3

4

MLP1-C3 
(A=7, CC=16)

Deco 
der

10
Hidden 
Layer
(HL) 
N=10

Output 
Layer
(HL) 
N=10

784 10 10

MLP1-C1 
(A=2, CC=3)

HL_C1 
N=1

HL_C2
N=1

HL_C3
N=1

OL_C1 
N=3

OL_C2
N=3

OL_C3
N=4

1

1

1

MLP1-C7 
(A=15, CC=64)

Deco 
der

10HL_C4
N=1

HL_C5
N=2

HL_C6
N=2

HL_C7
N=2

OL_C4
N=1

OL_C5
N=2

OL_C6
N=2

OL_C7
N=2

1

2

2

2

1

1

1

1

2

2

2

784

Figure A.1 – Illustration of the different clusterings considered for the validation of the
models for MLP1. "A" corresponds to the number of actors in the clustering and "CC" to
the number of communication channels. Note: due to the density of the communication
channels on the clustering MLP1-C7 the number of tokens have been indicated only once
for each actor (all communication channels issued by the same actor have the same number
of tokens).

Table A.3 – Considered clusterings of MLP2 for the validation of the models.

Clustering
name

Number of clusters
(actors) per layer Actor

number
Comm.
channel
numberHidden

Layer 1
Hidden
Layer 2

Output
Layer

C1 1 1 1 3 4
C3 3 3 3 10 25
C7 7 7 7 22 113

Table A.4 – Considered mappings of MLP2 for the validation of the models. The considered
clusterings identified based on "C_ID" are provided in Table A.3. "#T" is the number
of tiles for the mapping. "M_ID" is the identifier of the mapping and "P" stands for
polling-based communications whereas "I" stands for interrupt-based communications.

C_ID #T M_ID Mapping of actors on platform
P I Hidden Layer 1 Hidden Layer 2 Output Layer Decoder

MLP2
C1

1 15 22 0 0 0 /
3 16 23 0 1 2 /

MLP2
C3

1 17 24 0 0 0 0 0 0 0 0 0 0
3 18 25 0 1 2 0 1 2 0 1 2 0
7 19 26 0 1 2 3 4 5 3 4 5 6

MLP2
C7

1 20 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 21 28 0 1 2 3 4 5 6 0 1 2 3 4 5 6 0 1 2 3 4 5 6 0
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Table A.5 – Considered clusterings of MLP3 for the validation of the models.

Clustering
name

Number of clusters
(actors) per layer Actor

number
Comm.
channel
numberHidden

Layer 1
Hidden
Layer 2

Output
Layer

C2 2 2 2 6 13
C4 4 4 4 12 41
C6 6 6 6 18 85

Table A.6 – Considered mappings of MLP3 for the validation of the models. The considered
clusterings identified based on "C_ID" are provided in Table A.5. "#T" is the number
of tiles for the mapping. "M_ID" is the identifier of the mapping and "P" stands for
polling-based communications whereas "I" stands for interrupt-based communications

C_ID T# M_ID Mapping of actors on platform
P I Hidden Layer 1 Hidden Layer 2 Output Layer Decoder

MLP3
C2

1 29 36 0 0 0 0 0 0 NA
2 30 37 0 1 0 1 0 1 NA
7 31 38 0 1 2 3 4 5 6

MLP3
C4

1 32 39 0 0 0 0 0 0 0 0 0 0 0 0 0
4 33 40 0 1 2 3 0 1 2 3 0 1 2 3 0

MLP3
C6

1 34 41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 35 42 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0

Table A.7 – Considered clusterings of the CNN for the validation of the models.

Clustering
name

Number of clusters
(actors) per layer Actor

number
Comm.
channel
numberConvo

lution Pooling Dense1 Dense2

G1 1 1 1 1 4 5
G2 5 1 1 1 8 13

Table A.8 – Considered mappings of the CNN for the validation of the models. The
considered clusterings identified based on "C_ID" are provided in Table A.7. "#T" is the
number of tiles for the mapping. "M_ID" is the identifier of the mapping and "P" stands
for polling-based communications whereas "I" stands for interrupt-based communications.

C_ID #T M_ID Mapping of actors on platform
P I Convolution Pooling Dense 1 Dense 2

CNN1
G1

1 43 49 0 0 0 0
2 44 50 1 0 0 0
4 45 51 1 2 0 3

CNN1
G2

1 46 52 0 0 0 0 0 0 0 0
5 47 53 0 1 2 3 4 0 0 0
7 48 54 1 2 3 4 5 6 0 0
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B Place and route and utilization results of the dif-
ferent prototype platforms

(a) P7, I - floorplan (b) P7, I - utilization

(c) P7, P - floorplan (d) P7, P - utilization

: Tile0

: Tile1

: Tile2

: Tile3

: Tile4

: Tile5

: Tile6

: Remainder of the platform

Legend

(e) Legend (color map) of the pro-
vided placement & route plans

Figure B.2 – Place and route and utilization results of the different prototype platforms
we considered for the evaluation of the power modeling flow. These platforms are used to
evaluate scalability of the power modeling flow in consideration of multi-core platforms
with varying sizes (in regards to number of tiles and private memory size).
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(a) P1,2048 kB - without
power optimization - floor-
plan

(b) P1,2048 kB - without power optimization - utilization

(c) P1,1024 kB - without
power optimization - floor-
plan

(d) P1,1024 kB - without power optimization - utilization

Figure B.3 – See Figure B.2 caption and legend.
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(a) P1,512 kB - without power
optimization - floorplan

(b) P1,512 kB - without power optimization - utilization

(c) P1,2048 kB - with power
optimization - floorplan

(d) P1,2048 kB - with power optimization - utilization

Figure B.4 – See Figure B.2 caption and legend.
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(a) P1,1024 kB - with power
optimization - floorplan

(b) P1,1024 kB - with power optimization - utilization

(c) P2 - floorplan (d) P2 - utilization

Figure B.5 – See Figure B.2 caption and legend.
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(a) P1,1024 kB - with power
optimization - floorplan

(b) P1,1024 kB - with power optimization - utilization

(c) P2 - floorplan (d) P2 - utilization

Figure B.6 – See Figure B.2 caption and legend.

182



(a) P3 - floorplan (b) P3 - utilization

(c) P5 - floorplan (d) P5 - utilization

Figure B.7 – See Figure B.2 caption and legend.
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C Model of private memory size of tile

To help and propose accurate power and energy prediction with scalability in regards to
the dimensions of multi-core platforms, we propose a coarsed-grained private memory size
model. This model is characterized by retrieving and analyzing the utilization of private
memory based on executed code for the considered NN mappings presented in Section A.
The model is presented in Table C.9.

Table C.9 – Proposed model for private memory size needed for tile execution

Tile private memory
sections (in order) Actual content Memory size model (bytes)

.vectors SW/HW exceptions management,
reset, etc. 128

.text Instructions 8192 + 512 ⋅Nactor
.init, .fini, .ctors,

.dtors, .rodata, .sdata2 / Marginal, neglected

.data Initialized global variables:
Weights and input image A

.sdata, .sbss / Marginal, neglected
.bss Uninitialized global variables 256

.heap Dynamically allocated space 2048

.stack Local variables used inside functions,
SDF token_buffers and channels B

Equation C.1 gives the model used to approximate the size of the .data section of a
tile ( A in the table):

A ∶ Bl=0 +
A

∑
a=1

λaWa (C.1)

with Wa =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

4 ⋅Nneuron,a ⋅ (Ninputs + 1) if a is an actor from a dense layer

4 ⋅Ka ⋅ (Fh ⋅ Fw +Ninputs) if a is an actor from a convolution layer

and λa =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if actor a is mapped on the considered tile

0 otherwise

In this equation, Bl=0 denotes the size of the input layer (i.e. the size of the input
image). A designates the total number of actors. λa is a variable used to indicate if actor a

is mapped on the considered tile. Wa denotes the memory footprint of the weights needed
to execute the actor a. Ninputs denotes the number of inputs of actor a. Nneuron,a is the
number of neurons inside the actor a, if a is issued from a dense layer. Ka denotes the
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number of convolution kernels inside the actor a, if a is issued from a convolution layer. Fh

and Fh respectively denotes the height and width of the convolution kernel, if a is issued
from a convolution layer. The multiplication by 4 is due to the encoding of all these values
as floats on 32 bits i.e. 4 bytes. Equation C.2 gives the model used to approximate the
size of the .stack section ( B in the table):

B ∶ 4 ⋅ (2 ⋅Nchannels +
L−1
∑
l=0

Bl) (C.2)

In this equation, Nchannels is the number of channels in the SDF graph. The formula
for Nchannels is presented in Section III.2.2. Channels are encoded as a structure containing
two elements: first address and total buffer size, so Nchannels is multiplied by 2. Bl denotes
the sizes of buffer l: it corresponds to the number of tokens exchanged between l and l + 1,
l = 0 corresponding to the input layer of the NN, and l = L − 1 to the output layer. The
multiplication by 4 is due to the encoding of all these values as floats (4 bytes).

The estimation using this model is rounded to the next higher power of 2, and this value
is used as the private memory size for the considered tile. For example, if the considered
tile processes the input image of the MNIST dataset (784 floats, so 3136 bytes), using a
dense layer that is composed of 300 neurons, the estimated memory cost using the model
is 979 184 B i.e. 956 kB. The next higher power of 2 is 210 = 1024 kB, which corresponds to
the private memory size to implement for the tile.
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Titre : Prédiction et optimisation des propriétés temporelles et de l’énergie des réseaux de
neurones artificiels implémentés sur les plateformes multicœurs

Mot clés : Intelligence artificielle embarquée, conception au niveau système, prédiction des

propriétés temporelles et de l’énergie

Résumé : Le besoin de mettre en oeuvre les
Réseaux de Neurones artificiels (NNs) sur des
plates-formes multicœurs embarquées est de-
venu fondamental. La prédiction des proprié-
tés temporelles (temps d’inférence, latence,
débit) et énergétiques au plus tôt dans le
processus de conception est nécessaire pour
trouver des solutions qui optimisent l’utilisation
des ressources et respectent les contraintes
imposées au système. Une difficulté majeure
de cette modélisation vient de la nécessité
de décrire correctement l’influence du partage
de ressources (processeur, mémoire, bus de
communication) au sein des plateformes mul-
ticoeurs. Dans cette thèse, nous présentons
un flot complet de prédiction et d’optimisa-

tion des propriétés temporelles et de l’éner-
gie qui combine plusieurs approches de mo-
délisation. Ce flot conduit à optimiser l’occupa-
tion des ressources sans dégrader les perfor-
mances des NNs mis en oeuvre. Les prédic-
tions sont confrontées à des expérimentations
sur cibles réelles. Les modèles proposés ont
une précision de plus de 97% sur le temps et
93% sur l’énergie sur 54 mappings de 4 NNs,
avec un temps de prédiction de 20s par map-
ping. Nous montrons comment utiliser les mo-
dèles pour explorer efficacement l’espace de
conception et trouver des solutions optimisées
qui satisfont les contraintes imposées au sys-
tème.

Title: Early Timing and Energy Prediction and Optimization of Artificial Neural Networks on
Multi-Core Platforms

Keywords: Embedded artificial intelligence, system level design, timing and energy prediction

Abstract: The need to implement artificial
Neural Networks (NNs) on embedded multi-
core platforms has become fundamental. Pre-
dicting timing properties (inference time, la-
tency, throughput) and energy as early as pos-
sible in the design process is necessary to find
solutions that optimize resource use and re-
spect the constraints imposed on the system.
A major modeling difficulty comes from the
need to correctly describe the influence of re-
source sharing (processor, memory, communi-
cation bus) within multi-core platforms. In this
thesis, we present a complete flow for predict-

ing and optimizing timing properties and en-
ergy, combining several modeling approaches.
This flow leads to optimized resource occu-
pancy without degrading the performance of
implemented NNs. Predictions are compared
with measurements on real targets. The pro-
posed models have an accuracy of over 97%
on timing and 93% on energy for 54 mappings
of 4 NNs, with a prediction time of 20s per
mapping. We show how to use the models to
efficiently explore the design space and find
optimized solutions that satisfy the constraints
imposed on the system.
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