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Abstract

The genuine supervision of modern IT systems presents new challenges in terms of scalabil-
ity, reliability, and efficiency. Traditional operations and maintenance systems that rely on
manual tasks and individual troubleshooting are inefficient. Rule-based inference engines,
although useful for detecting anomalies and automating resolution, are limited in handling
the large number of alerts generated by IT systems. Artificial Intelligence for Operating Sys-
tems (AIOps) proposes the use of advanced analytics and machine learning to improve and
automate supervision systems. However, there are several challenges in this field. Firstly,
the lack of unified terminology makes it difficult to compare contributions from different
disciplines. The requirements and metrics for constructing effective AIOps models are not
well-defined. Secondly, AIOps has primarily focused on predictive models for anomaly detec-
tion and failure prediction, neglecting descriptive models that can handle data quality and
complexity concerns. Thirdly, the reliance on opaque black box models limits their adoption
by industry practitioners who need a clear understanding of the decision-making process of
maintenance models. Lastly, existing AIOps solutions often overlook performance evaluation
and scalability issues when developing and evaluating incident management models.

As part of this Ph.D. thesis, we propose several contributions to tackle these challenges
more effectively. Firstly, we offer a systematic approach to AIOps that organizes the exten-
sive knowledge surrounding it. By categorizing data-driven approaches from various research
areas and disciplines according to industry standards and requirements, we provide a cohesive
framework. Secondly, we explore the application of Subgroup Discovery and its generaliza-
tion Exceptional Model Mining, a promising data mining technique, in the context of AIOps.
This well-defined framework allows for the extraction of valuable hypotheses from large and
diverse datasets. It enables users to understand, interact with, and interpret the underly-
ing processes behind predictive models. Our contributions in this area include a practical
application focused on identifying suspicious query fragments in large SQL workloads to pin-
point performance degradation issues. Additionally, we develop an interpretation mechanism
for incident triage models, providing contextualized explanations for the model’s decisions.
Furthermore, we address the challenging problem of memory Java analysis using huge and
complex datasets that incorporate hierarchical data. Lastly, we address the issue of scalabil-
ity by studying incident deduplication, a well-known problem in the industry. Our goal is to
efficiently retrieve the most similar crash reports by combining locality-sensitive hashing and
learning-to-hash techniques within a unified framework. To ensure the relevance and practi-
cality of our propositions, this project involves collaboration between data mining researchers
and practitioners from Infologic, a French software editor.

Keywords: AIOps, Incident Management Procedure, Data Mining, Subgroup Discovery,
Explainable Al, Locality-Sensitive Hashing.
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Résumé

La supervision des systeémes informatiques modernes présente de nouveaux défis en termes de
scalabilité, de fiabilité et d’efficacité. Les méthodes traditionnelles de maintenance basées sur
I’exécution de taches manuelles ont prouvé leur inefficacité. De maniére similaire, les systemes
experts a base de regles sont limités dans leur capacité actuelle a gérer et anticiper le grand
nombre d’alertes générées par les systémes informatiques. AIOps for Operating Systems
(AIOps) propose d’utiliser des techniques avancées d’apprentissage automatique centrées sur
la donnée pour améliorer et automatiser les systemes de supervision. Cependant, il existe
plusieurs défis a relever pour concrétiser cette vision, qui sont partagés a la fois par la commu-
nauté scientifique et les ingénieurs sur le terrain. Tout d’abord, le manque d’une terminologie
claire et unifiée dans le domaine de I’AIOps rend difficile la progression, 'implémentation et la
comparaison des contributions provenant de différentes disciplines. De plus, les exigences et
les métriques nécessaires a la construction de modeles AIOps, alignés avec les contraintes in-
dustrielles, ne sont pas suffisamment élaborées. Deuxiémement, les contributions théoriques
en matiere d’AIOps se sont principalement concentrées sur les modeles prédictifs pour la
détection et prédictions des incidents, en négligeant souvent la capacité des modeles descrip-
tifs a gérer et résoudre les défis liés a la qualité, a la complexité, au volume et a la diversité
des données. Troisiemement, la dépendance excessive aux modeles boite noire opaques limite
leur adoption par les praticiens de I'industrie. Enfin, les solutions AIOps existantes ne prétent
pas toujours suffisamment d’importance a I’évaluation des performances des modeles et aux
problemes de scalabilité lors du développement et de 1’évaluation des modeles.

Nous proposons d’abord une approche systématique de ’AIOps qui organise les connais-
sances dans ce nouveau domaine de recherche en fournissant une catégorisation en accord
avec les normes et les exigences de l'industrie. Deuxiemement, nous explorons I'application
de la découverte de sous-groupes qui est une technique prometteuse de fouille de données qui
permet I'extraction d’hypotheses intéressantes a partir de vastes ensembles de données diver-
sifiées. Ainsi, les utilisateurs sont en mesure de comprendre, d’interagir avec et d’interpréter
les processus sous-jacents aux modeles. Nos contributions dans ce domaine comprennent une
application pratique axée sur l'identification de fragments de requétes SQL suspects permet-
tant de localiser les problemes de dégradation de performances. De plus, nous développons un
mécanisme d’interprétation pour les modeles de triage des incidents, offrant des explications
contextualisées pour les décisions prises par le modele. Enfin, nous abordons le probleme de
I'analyse des problématiques de saturation de la mémoire Java, caractérisé par un ensem-
ble de données volumineux et complexes intégrant des données hiérarchiques. Nous traitons
également de la scalabilité en étudiant un probleme connu de 'industrie qui est la détection de
la déduplication des incidents. Notre objectif est de rechercher de maniere efficace et scalable
les rapports de plantage les plus similaires en combinant des techniques de hachage sensibles
a la localité (LSH) et des techniques d’apprentissage de hachage dans un cadre unifié.

Mots clés: AIOps, Procédure de gestion des incidents, Fouilles de données, Découverte
de sous-groupes, IA Explicable, Hachage sensible a la localité.
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Chapter 1

Introduction

1.1 Context and Motivation

In today’s digital era, Information Technology (IT) has become an indispensable element
for the automation of business processes across a multitude of industries. Specialized in-
formation systems and Enterprise Resource Planning (ERP) solutions play a crucial role in
the ongoing transformation, as they are extensively employed to oversee internal operations,
customer and supplier relations, as well as Industry 4.0 factories that heavily rely on real-
time monitoring and observability. Infologic company is one of France’s leading providers of
ERP solutions for the agri-food, health nutrition, and cosmetic sectors and has established
a remarkable reputation over its 40 years in the market with a plethora of provided services
and modules. This comprises commercial oversight, financial and accounting management,
decision-making processes, inventory management, quality assurance, and traceability [131].
Beyond offering these services, Infologic also provides its customers with continuous consul-
tation and proactive maintenance support. Having experienced significant growth of over
10% per year, Infologic is now confronted with the challenge of enhancing operational effi-
ciency, all while ensuring optimal customer satisfaction levels are upheld. In fact, Infologic
ERP system is currently deployed by hundreds of food industries in France, each of which
has at least one server and any failure can be costly. Therefore, Infologic is committed
to providing comprehensive maintenance support of its ERP system across its entire server
fleet, namely COPILOTE. This ensures the uninterrupted and reliable provision of services
while also mitigating any potential system faults and security threats. To achieve this goal,
Infologic employs thorough maintenance protocols that extend to all machines, databases,
COPILOTE instances, and workstations belonging to its clients. These protocols encompass
various levels of maintenance, from physical to business-level maintenance.

Prior to 2019, Infologic maintenance protocol was predominantly reliant on reactive main-
tenance (also known as breakdown maintenance). This approach involves repairing system
malfunctions only after they had occurred. Often referred to as the run to failure approach,
reactive maintenance aims to address immediate issues in a timely manner, without consid-
ering the long-term performance of the equipment or service. This shortsighted approach
can lead to costly downtime, lost productivity, and unpredictable future breakdowns. Fur-
thermore, the maintenance department lacked complete visibility into the performance of
the monitored instances. The absence of a centralized infrastructure for collecting, storing,
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2 Chapter 1. Introduction

querying, and analyzing both historical and real-time data on all client instance performance
metrics e.g., Key Performance Indicators (KPIs) deprived Infologic of full observability into
the health of the COPILOTE system and limited its ability to measure the availability of their
services. Despite having already embedded probes that monitor certain performance metrics
in each instance separately, these probes only respond after critical predefined thresholds are
exceeded, providing a simple solution that fails to allow for real-time tracking or predictive
analysis of potential failures. Moreover, the federated visibility makes it challenging to ad-
dress identical alarming symptoms across different clients simultaneously and thus hindering
the possibility of batch data analysis.

Since 2020, Infologic has pivoted towards a data-centric approach, expanding its mainte-
nance scoop to cover both proactive and reactive maintenance. This policy involves collecting
and storing a broad range of data describing the health status of the supervised COPILOTE
instances, along with behavioral and usage trace data. However, this strategy is confronted
by a number of internal constraints. Firstly, there is a need for data control, since centralized
collection and storage of non-individually sensitive data raises concerns over security and data
ownership. To this aim, Infologic proceeds in centralizing and securing the data within its
own architecture, opting for a Datalake instead of relying on external cloud-based services.
Secondly, the non-disruptiveness of supervised instances is also paramount as these systems
are typically in production and must not be disturbed during regular data collection inter-
vals (e.g. every 10 seconds for certain time measurements). Thirdly, given the heterogeneous
nature of the underlying infrastructure (machines, databases, COPILOTE instances running
on different versions and hardware, etc), a more streamlined data management procedure
should be instituted. Scalability and flexibility are also fundamental necessities.

The new strategy, while aimed at optimizing the maintenance workflow, comes with
several pain points and obstacles. These challenges primarily stem from conventional en-
gineering practices that are no longer adequate to meet the emerging requirements. The
previous approach focused on manually performing laborious tasks and resolving anomalies
in a repetitive manner, which fails to address the vast amounts of data that need to be
monitored. Moreover, it does not provide the necessary predictive analysis to detect outages
sufficiently early. This has led to shifting towards the development of a data-centered, intel-
ligent, and automated platform rooted in the so-called concept of AIOps (Al for Operating
Systems) [242, 76, 40, 232, 268, 256] to enhance the incident management process, assisting
developers and maintenance engineers from the reporting of the incident to its effective resolu-
tion. This platform boosts the supervision system to automatically and effectively detect and
triage incidents, assess their priority and severity, determine root causes and apply suitable
healing actions, whilst also optimizing the Time To Report (TTR), Time to Engage (TTE),
Time To Diagnose (TTD), and Time To Mitigate (TTM). However, in order to realize the
full potential of an integrally intelligent solution, it is necessary to conduct a thorough eval-
uation of the current landscape, identify areas for improvement, and anticipate any potential
roadblocks that may arise during the implementation of this solution. This process must
also adhere to a set of established efficiency criteria, known as desiderata [177, 202], such as
interpretability, maintainability, scalability, and security. In the following, we first outline our
current maintenance workflow and process, followed by an examination of a modernization
initiative to cope with the identified shortcomings.
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Figure 1.1: Evolution of essential maintenance management strategies. OEE stands for Overall Equipment
Effectiveness based on three key factors, availability, performance, and quality.

1.1.1 Exploring Maintenance Practices at Infologic

Infologic offers a unified and dynamic maintenance strategy that encompasses the complete
CopPILOTE fleet. This includes maintenance for all machines, databases, and application
servers. As shown in Figure 1.1, we distinguish between two main types of maintenance,
corrective and preventive. Corrective or reactive maintenance is performed when an incident
is detected, either by Infologic maintenance staff or through a complaint received from a cus-
tomer. On the other hand, preventive maintenance is aimed at preventing potential problems
from occurring and proactively intervening to rectify them. In both cases, a characterized
maintenance call ticket serves as the initial point of primary investigation of the reported
problem. This maintenance ticket can be created either manually by humans (often on-call
engineers) or generated automatically through user maintenance interfaces.

To elaborate further, Figure 1.2 depicts the distinct patterns of maintenance strategies
examined in our analysis. In corrective maintenance, there is generally a time constraint,
which can prompt palliative maintenance that resolves the issue partly or totally, allowing
the underlying activity to be performed. For example, this can be accomplished through a
technical provisional configuration. Nevertheless, curative maintenance must be carried out
in order to implement a stable solution to forestall the issue from occurring again with the
same or other customers. Preventive maintenance, on the other hand, is a set of proactive
measures, frequently utilizing scheduled maintenance routines and conditional maintenance
protocols that enable the assessment of system functionality, allowing for the identification
of anomalies that could potentially result in performance degradation, malfunctions, or er-
rors. Furthermore, the implementation of Proactive Maintenance via predictive analytics is
underway. This approach lies heavily on AIOps and leverages the use of advanced machine
learning algorithms and big data mining to forecast potential system malfunctions by track-
ing and analyzing historical data patterns. Prescriptive maintenance goes beyond predictive
maintenance by employing a proactive approach to intelligently schedule and plan asset main-
tenance. Unlike predictive maintenance, which relies solely on historical data, prescriptive
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Figure 1.2: Behavioral scheme of the different maintenance protocols. Adapted and improved from [101].

maintenance also uses current equipment conditions to establish precise instructions for re-
pairs or replacements. Moreover, prescriptive maintenance has the capability to recommend
optimal automatic palliative or curative healing actions.

The approach to preventive maintenance and corrective diagnosis involves a multi-tiered
examination of its components. Firstly, (1) the technical or physical layer includes the ma-
chines and their various components, such as the application server machine, the database,
and elements such as RAM, SWAP, processor and disk usage, network identities, and con-
nectors. Secondly, (2) the application layer focuses on the key components of the COPILOTE
application server, the database server, and client workstations, including heap, cache code,
resource consumption, launch configuration controls, and dump files. (3) The functional layer
on the other side, evaluates the processes executed by the COPILOTE application to ensure ef-
ficient electronic data network exchanges, optimal latency, accurate statistics execution, and
more. Finally, (4) the business layer assesses the control and comparison of critical business
parameters. To address issues in each layer, dedicated teams may be assigned to provide
specialized support. The layered maintenance schema is illustrated in Figure 1.3.

Infologic adopts end-to-end client-server architecture to offer comprehensive maintenance
support and assistance to its clients. Figure 1.4 highlights the key actors and tools involved
in the execution of both corrective and preventive maintenance procedures. An internal
organizational platform assumes responsibility for handling maintenance tickets, primarily
concerning corrective maintenance operations. On the other hand, a supervisor and moni-
toring system oversees preventive maintenance actions and automatically generates based on
performance metric data preventive maintenance tickets in the former platform. The two
approaches exhibit some variations. In the ensuing discussion, we will examine each of the
maintenance support services provided, mentioning the underlying motivations, contextual
factors, and operational methodology.

Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0072/these.pdf
© [Y. Remil], [2023], INSA Lyon, tous droits réservés



1.1. Context and Motivation 5

Business parameters, data
integrity, accurate results ...

?- APPLIC ',7

) Application launch, resource
consumption, security ...

mmE

Code maintenance, processes,
APIs, optimal latency ...

By =3

Machines, devices, network
identities ...

" g

Figure 1.3: Maintenance layers or stratas of the ERP COPILOTE.

Corrective Maintenance. When a customer encounters a blocking issue requiring mainte-
nance support, such as bug correction or assistance with an urgent task, they may initiate an
incident report. In order to optimize the incident reporting procedure and facilitate the cre-
ation of maintenance tickets, Infologic equips its customers with various tools and methods of
communication to convey their problems. One such tool is (1) the telephone exchange when
customers are able to dial a dedicated Infologic number and ask for support requests, which
are then attended to by maintenance on-call engineers who create the maintenance ticket
manually. Infologic customers have access to (2) DINT, an integrated system within their
instances that allows for the submission of detailed Assistance Requests [ASS] or Anomaly
Reports [ANO] from their client stations via an interactive interface. This interface pro-
vides description fields to categorize the issue, as well as an attachment space to load related
captures and files. (3) Certain privileged customers, as stipulated in their contract, have
the option to submit their requests via direct email to the designated support address. The
maintenance team then assesses these emails and creates the necessary maintenance tickets.

Triage and Diagnosis. Maintenance tickets include fields for important information, such
as the on-call engineer who creates the ticket, creation date, customer details, software ver-
sion, and, most importantly, the designated service team (referred to as a channel). Further-
more, the maintenance ticket tracks the progress of the diagnosis and any transfers of ticket
responsibility between service teams. However, the crucial aspect is the description section,
which contains textual content detailing the issue, as well as possible image captures, pasted
logs, SQL queries, stack traces, and other relevant information. The description section also
includes a comment section reserved for internal Infologic personnel to discuss the problem.
This setup offers as well the advantage of associating similar maintenance tickets from pre-
vious occurrences, albeit through manual identification. Figure 1.5 depicts the maintenance
actors involved in the process of incident management from reporting to resolution. At level
0, the primary focus consists in the initiation of a maintenance call ticket considering each
of the available maintenance tools. Level 1 represents an intermediary stage, capable of ad-
dressing various support issues effectively (e.g., issues related to inventory management or
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Figure 1.4: Simplified maintenance process at Infologic including key actors and involved tools.

commercial operations). The final level is designated to tackle low-level concerns, such as
bugs, infrastructure complications, and system crashes, which require the expertise of spe-
cialists. This tri-level classification is based on the complexity and specificity of the problem
at hand. When multiple team members from the same group have the capability to address a
request, the one with the least number of pending requests is generally selected. This assign-
ment of maintenance calls is, however, limited by two key factors: (1) the complexity of the
call, and (2) the choice of the responsible member, taking into account several parameters. In
general, blocking and urgent calls have the highest priority, followed by older calls of normal
criticality that have not yet been addressed. Nevertheless, this procedure is not standardized,
and the complexity of the call cannot be accurately quantified. Furthermore, it is advisable
to assign similar calls to the same person.

Preventive Maintenance. Preventive maintenance is managed almost exclusively through
a functionally-rich platform that offers secure access to instances, with the ability to con-
figure custom programs to execute control activities and orchestrate data collections. The
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Figure 1.5: Different actors involved in creation, diagnosis, and resolution of maintenance tickets at Infologic.

supervised data is recorded and preserved in two distinct forms to accommodate both short-
term operational requirements and long-term data retention needs. The data is stored as
(i) aggregated information with a brief retention period on the Oracle instance, serving as
the source of operational data, and (ii) its raw form with a prolonged retention period on
a datalake. The metric data, meanwhile, is conveniently stored in a time-series database,
InfluxDB, enabling efficient querying and analysis (with a perspective of entirely migrating
to ClickHouse). Additional data, such as the details of parameterization and logging data, is
stored on an object-based database, while the raw text is indexed in ElasticSearch to facilitate
text search and retrieval.

Preventive maintenance is carried out through the implementation of alerts that are trig-
gered by expert rules (i.e., conditional maintenance). The alerting system constantly monitors
the health of the instances by tracking key performance indicators (KPIs) and other metrics
associated with the ERP (physical, application and functional level). Alerts are generated
whenever anomalies are detected in the metrics, or when expert rules are violated (e.g., an
SQL table size exceeding a pre-determined threshold). Alerts generated by the preventive
maintenance management system range from simple alerts concerning a single signal to more
complex alerts based on multiple signals or other alerts. These alerts can also be either
instantaneous, representing a momentary event, or constantly accumulating, indicating an
ongoing issue such as an increase in disk space utilization. Upon the detection of incidents,
maintenance call tickets are automatically created and dispatched to the N2 maintenance
specialists. For example, the identification of an anomaly in the Oracle console results in
the automatic generation of a maintenance call, directed to the Database team. These calls
are distinctly marked with the label ”Preventive Maintenance” to differentiate them from
corrective maintenance calls.

1.1.2 Pain Points and Limitations

The existing maintenance workflow, as explained above, offers a diverse spectrum of services
to satisfy the customers’ requirements pertaining to their functional, business, and technical
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8 Chapter 1. Introduction

issues. However, it heavily depends on repetitive tasks, and iterative assignments, and is
deprived of automated processing. As a result, there is a substantial loss of time and a lack
of proficiency in the management of maintenance costs. Herein, we have compiled a list of the
principal challenges that we have identified, which are either associated with (i) human and
organizational aspects, (ii) traditional practices in maintenance, and (iii) data normalization
(particularly, problems of velocity, volume, and variety of data).

Lack of standardized and automated maintenance routines. Standardizing main-
tenance processes is essential to categorize the process in a phased manner from reporting
through diagnosis and mitigation. Optimizing the process in terms of time, resources, and
cost-effectiveness, and potentially automating it, provides a unified approach to handling
customer support and maintenance requests. At Infologic, existing reporting tools can make
the reporting procedure very costly. Furthermore, customers may not always provide all the
necessary information for troubleshooting, or may not precisely describe the issue, result-
ing in a lengthy exchange in order to create the maintenance ticket. Therefore, optimizing
these processes is more than essential to ensure a smooth and efficient maintenance process.
Moreover, established engineering practices often prioritize adaptive measures and meticulous
analysis of individual cases through the examination of bug reproduction steps and exhaus-
tive logs. This approach, however, prove to be ineffective or even unfeasible when dealing
with large-scale service scenarios, e.g., in the case of Infologic.

Inefficient incident triage and classification. Incidents must be quickly qualified and
assigned to responsible teams and classified into categories in order to determine their priority
and allocate the appropriate resources. If this process is not well-defined, incidents may be
delayed, leading to a prolonged resolution time. At Infologic, there is a significant demand
for an automatic mechanism for routing maintenance tickets to the appropriate team based
on the information provided in the maintenance ticket. Additionally, there is no established
process for prioritizing calls based on specified criteria. Our analysis of historical maintenance
calls also revealed the presence of recurring similar issues that could be grouped together into
buckets and then addressed quickly relying on the historical data as a reference. The ideal
routing process should factor in the individual expertise for efficient resolution, thus reducing
the time to diagnose/mitigate.

Ineffective root cause analysis and incident correlation. If the root cause analysis
process is not performed effectively, the same problems may reoccur. On occasion, in response
to urgent maintenance requests, the maintenance team needs to provide temporary remedies
and promptly close the associated ticket, without affording sufficient time to deliberate on the
root cause and implement a lasting resolution. Consequently, the issue is liable to reappear,
either with the same or with other customers. Furthermore, it is important to recognize
that some issues can lead to further complications if there are interdependencies between
them. As such, we should not be confined to addressing solely the reported problem, but it
is also important to identify any correlated issues that may be interconnected or caused by
the primary problem.

Inconsistent incident documentation In general, inconsistent documentation can lead
to duplication of efforts, particularly when incidents are handed off between multiple teams
across many levels. Infologic is faced with this problem on a frequent basis, which can be
attributed to the lack of proper resolution tracking and ineffective communication practices
between different teams. Our analysis of the maintenance call lifecycle has exposed the
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prevalence of returns to previous support levels and frequent chain switching, which while
may be required in some cases, often results in redundant efforts.

Dealing with diversity and volume challenges in maintenance data. Incident data
may come from various internal and external sources, including phone calls, emails, as well
as log records and performance metrics. The data structures across these sources may have
different structures. These structural variances and large volumes among the diverse sources
of incident data present a significant challenge in unifying them into a coherent and robust
data model. Moreover, current alert-based systems are stressed when dealing with high
volume and velocity of data. Such systems are plagued with several limitations, including
alert flooding, which can result in critical alerts being overlooked.

1.1.3 Towards A Seamless Automated Solution: An AIOps Framework

As stated in 1.1.2, the challenges encountered by Infologic have sparked our interest in re-
placing multiple and manual conventional maintenance routines with a unified, intelligent,
and standardized approach to conduct maintenance incidents from creation through diag-
nosis to resolution. The objective is to automate as many maintenance tasks as possible,
with a view to optimize the reporting time, diagnosis and triage time, and resolution time.
Such a protocol should not only facilitate the resolution of the concerned incident, but also
serve to document the maintenance context within Infologic. This approach is in line with
the concept of AIOps, which stands for Al for Operating Systems. AIOps was first coined
in 2017 by Gartner [242] to address the challenges faced by DevOps by incorporating Al
AIOps is an extension of the earlier concept of ITOA (IT Operations Analytics) and has
been redefined by Gartner as Artificial Intelligence for Operations systems based on public
opinion and the growing popularity of Al in various fields [268]. AIOps leverages big data,
machine learning, and analytics technologies to intelligently automate a wide range of IT
and maintenance operations and to accelerate the identification and resolution of IT issues
and outages [242, 76]. By ingesting and analyzing massive volumes of data generated by
IT systems, AIOps learns to autonomously detect, diagnose, and even remediate IT service
issues in real-time, which can improve service quality, customer satisfaction, engineering pro-
ductivity, and reduce operational costs [242, 64, 76]. According to [268, 242], a prototypical
AIOps system involves six fundamental abilities that engender diverse tasks, duly reflected
in the associated capabilities, as demonstrated in Figure 1.6.

1. Perception. This capability centers on the ability to gather heterogeneous data types,
including logs, metrics, network traffic data, and more, from a multitude of sources,
such as networks, infrastructure, and applications. It is essential that the ingestion pro-
cess accommodates both real-time streaming and historical data analysis. Additionally,
powerful data visualization, querying, and indexing mechanisms are also necessary ele-
ments.

2. Prevention. This process entails proactive identification of potential failures and fore-
casting high-severity outages in the system using data-driven approaches. Additionally,
accurately predicting the remaining useful lifetime of hardware and application compo-
nents is a vital component of this process. Prevention is paramount to maintaining a
healthy and robust system, which is why implementing an automated system capable
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Figure 1.6: Fundamental abilities of an AIOps platform. Figure adapted from [268, 242]

of continuous system health monitoring and timely alerting administrators of potential
issues is crucial.

. Detection. If errors occur, it is imperative for the system to detect the associated

anomalies or symptomes. This is achieved by analyzing vast amounts of perceptual
and historical data to identify abnormal content in either the time domain or spatial
domain, or both. This process includes discovering abnormal patterns in data and
detecting flexible abnormal conditions that exceed static thresholds, while minimizing
noise in data, such as false alarms or redundant events.

. Location. The objective of this process is to identify and analyze potential root causes

responsible for the underlying incidents by conducting a causality and correlation study.
This study must be contextualized within a unified topology to ensure its accuracy and
efficacy. Without the context and constraint of topology, the patterns detected, while
valid, may be unhelpful and distracting. By deriving patterns from data within a topol-
ogy, the number of recurrent and redundant patterns can be reduced, exceptionalities
in data can be highlighted, and hidden dependencies can be identified.

. Action. This includes conducting reactive triage on problems and prioritizing incidents

once detected or predicted, as well as implementing a series of corrective actions based
on the current scenario and past solutions that have already been provided. However, it
is important to note that automatic healing actions are executed safely and effectively.

. Interaction. It is referred to as human-computer intelligent interaction. This involves

bidirectional interactive analysis between the intelligent models and the expertise of
users. For instance, the system can integrate human expertise to enhance its models
or similarly leverage model insights to enrich and update a practitioner’s background
knowledge. Furthermore, this includes facilitating communication and collaboration be-
tween different maintenance teams and with customers, promoting efficient information
sharing and effective issue escalation.
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Figure 1.7: Standardized end-to-end procedure proposed for Incident Management.

Drawing on the capabilities of AIOps and our commitment to shift our maintenance
system towards a more standardized approach, our first contribution in this thesis entailed a
redesign and categorization of the maintenance workflow at Infologic. Our new iterative and
sequential workflow assists maintenance tickets through four standardized and clearly defined
phases, from initial reporting to final mitigation and postmortem. This approach, which we
refer to as the end-to-end incident management procedure, was driven by an industrial need
with the aim of minimizing costs and optimizing resources. Figure 1.7 provides a clear visual
representation of this categorization. It should be noted that a maintenance ticket typically
goes through many sub-phases in the maintenance workflow as illustrated above, but there
may be instances where certain phases may not be necessary. In such cases, a phase may
be skipped if it is deemed redundant or does not add value to the resolution of the reported
issue. For instance, if an incident is assigned to a category that has already been investigated
in the past, a root cause analysis phase may not be required.

Incident Reporting. The initiation of a maintenance ticket, also referred to as incident
reporting, can be performed in various ways, such as direct calls, emails, maintenance support
interfaces, and preventive alerts. Nevertheless, this multiplicity of resources can present a
drawback since it necessitates a considerable amount of human resources to manage them.
Furthermore, the reporting system can be protracted due to customers failing to provide the
requisite information, implying a back-and-forth trajectory between the customer and the
maintenance staff for proper qualification of the maintenance call. We propose to simplify the
process of creating external incidents through a portal server accessible to all our customers.
This solution will guide the process of creating and describing maintenance calls, as well as
identifying the necessary fields for triaging, diagnosing, and resolving the reported incidents.
Some fields must be filled out in order to submit the request, such as the environment in which
the incident is being raised (client, server, version, address, client workstation, etc), while
other fields can be automatically reported through our background processes. The customer
will be able to provide a detailed description of the incident, such as a step-by-step procedure
to reproduce the error if it is a bug. By imposing certain constraints on the qualification of
a maintenance call, we can significantly reduce the number of exchanges with the customer
and prevent any foreseeable interaction. Meanwhile, the monitoring system can detect or
predict incidents by periodically monitoring the runtime information of service systems, such

Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0072/these.pdf
© [Y. Remil], [2023], INSA Lyon, tous droits réservés



12 Chapter 1. Introduction

as software logs, performance metrics, and machine/service-level events. When creating a
well-qualified maintenance ticket in the maintenance dashboard, one initial need consists in
providing an appropriate order for these calls. Chronological ordering may appear to be an
intuitive and trivial choice, as an attempt to tackle long-standing calls is typically a priority.
Nevertheless, it is also crucial to incorporate the constraint of incident severity. At Infologic
we assign each maintenance ticket a priority, denoting its level of urgency (normal, urgent, or
blocking). Typically, it is the customer who designates this status, indicating, for example,
the unavailability of a crucial service. But when multiple calls share the same priority level,
how can one determine which call to address first? What metric should be used to quantify
the priority score? These considerations highlight the necessity of a comprehensive, ticket-
based approach that considers all pertinent fields, such as ticket date, description, incident
reproducibility, functional/business criticality, customer profile, the occurrence of similar
problems with other customers, and more, to establish a normalized severity level.

Incident Triage. Once the maintenance call is created and assessed in terms of criticality, it
must be resolved. A first intuition relies on ascertaining the nature of the incident, whether it
relates to a technical issue such as network problems, security breaches or connectivity prob-
lems with servers/printers, a business-related problem, or software outages (e.g., crashes,
a functionality with erroneous results, etc). To achieve a comprehensive understanding of
the reported incident, it is necessary to precisely and explicitly characterize it in a well-
defined context, which involves narrowing the scope of the call by assigning it to a specialized
team. This process is known as Incident Triage but more specifically as Incident Assign-
ment [329, 59]. Automatic Incident Triage has garnered notable attention in the software
engineering community. This process involves analyzing the information provided in incident
reports and relying on advanced natural language processing techniques to effectively direct
maintenance tickets to the appropriate maintenance team. It is a supervised classification
task in which a model is trained to discern the salient features of an incident, along with any
important characteristics that may be available, and map them to a corresponding class that
designates a specialized service. One could even take the incident triage process to the next
level by automatically recommending the most suitable individual to tackle the incident.
This is typically accomplished by leveraging the prior experience gained from comparable
calls previously handled by the same person. However, in order to fine-tune the incident
triage process even further, it is imperative to address another critical task, namely incident
classification or incident similarity search. In accordance with our objective, it is also re-
quired to categorize incidents assigned to a particular team based on their respective topics,
whenever feasible. For instance, the technical service team at Infologic may be called upon
to rectify incidents related to resource saturation (e.g. hard disk capacity, number of active
threads), processes that exert a considerable demand on the CPU and SWAP, difficulties
with establishing the connection between COPILOTE and factory equipment, and security
vulnerabilities, etc. To efficiently manage these issues, the technical team should appoint
knowledgeable staff to each topic. Thus, it would be ideal to establish an incident triage
procedure that carries on the process when a call is assigned to the responsible team, with
the identification of the appropriate topic serving as the initial step in the procedure.

Given that, an incident is categorized into a topic (e.g., the incident is assigned to the
database team, and it is related to an SQL query performance, where significantly high
latency is experienced). The team designated to handle such matters is called upon to
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mitigate the issue. However, it is highly probable that this type of incident is not an isolated
event, and it has been reported on prior occasions. In some instances, the issue may not
be limited to a single customer, but could potentially impact multiple customers who have
encountered the same problem. Thus, further investigation of the issue would be redundant
if a solution has already been implemented. However, in the presence of a substantial volume
of historical incidents, searching for identical incidents can be challenging. As a result, (1)
similar maintenance incidents known as near-duplicates should be grouped into the same
category that refers to a specific topology, and (2) a quick, and precise way to search for
historical similar incidents already resolved should be also provided.

Incident Diagnosis. In large-scale systems like COPILOTE, where numerous components
and functionalities are intricately connected, a single incident can potentially initiate a chain
reaction of other incidents, which may manifest immediately or gradually reveal themselves
over time. While unit tests are designed to capture such cases after remedying functional
errors or software bugs, detecting incidents that arise during on-the-fly solutions or over time
presents a significant challenge. Thus, a causality and correlation study must be performed
to localize the origin of the problem and its potential ramifications.

Incident Mitigation. Obviously, the final stage in incident management lies in restoring
the affected service to its normal, functioning state. If the triage and diagnostic stage has
been performed accurately, then the incident resolution process will be carried out optimally.
Nevertheless, certain problems may have obvious solutions that can be automated, such as
restarting instances for memory leaks. Lastly, it is important to automatically generate an
incident report during postmortem treatment, known as the incident summary, which can be
referred to during the incident diagnosis phase for future issues of a similar nature.

1.2 Challenges Addressed in this Thesis

Several companies have started dispensing AIOps tools as commodities within the last few
years, while a number of technology giants have adopted an AIOps algorithmic viewpoint
to proficiently maintain their on-premises or cloud computing infrastructures and manage
incidents [76, 177, 172, 178, 244, 184, 64], thereby inducing the academic field to evolve and
deliver more ingenious and innovative solutions. In actuality, the notion of utilizing Al to
refine IT and maintenance operations, despite its recent formalization and introduction as
a research field, is not entirely novel [232, 40]. Beginning in the mid-1990s, some research
work explored software defects in source code by employing statistical models founded on
source code metrics [147, 66, 46]. Since the start of the new decade, various techniques have
been proposed to tackle online software [327, 241, 333] and hardware [315, 174, 337] failure
prediction and anomaly detection [67, 297, 225]. Multiple other domains of AIOps, such as
event correlation [306, 199, 187], bug triage [319, 309, 320, 59], and root cause analysis [149,
192, 136, 175], have also witnessed significant contributions over the last two decades. In
fact, The reliability, efficiency, and maintainability of hardware and software systems have
always been a prominent research focus. However, rather than a steady progression of research
contributions, we have recently witnessed an increased interest in this field. This phenomenon
is driven by two main factors: firstly, the remarkable advances achieved in the field of machine
and deep learning, and secondly, the shift of numerous I'T organizations from product delivery
to service release, coupled with the transition from traditional to dynamic infrastructures.
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Despite the promising benefits that AIOps offers, it nonetheless poses challenges from both
technical and non-technical perspectives.

Challenge 1. The field of AIOps lacks a unified terminology, making it challenging to
discover and compare contributions from various specialized disciplines. Desiderata and
requirements to construct an effective AIOps model, as well as metrics for comparison,
must also be outlined and contextualized for real-world scenarios.

Firstly, the field of AIOps remains predominantly federated and unstructured as a research
topic. Rather than a homogeneous and well-defined area of study, it encompasses a diverse
array of contributions derived from various specialized disciplines. Given its novelty and
cross-disciplinary nature, AIOps contributions are widely dispersed, lacking standardized
taxonomic conventions for data management, target, and focus areas, implementation details,
requirements, and capabilities. As such, discovering and comparing these contributions has
proven to be a challenging and infeasible [232]. The lack of a unified terminology results in
the absence of guidelines and a clear roadmap for addressing the gaps in the state-of-the-
art within ATOps. Although various data-driven approaches may be attributed to the AIOps
research area, findings from disparate domains, such as machine learning, may not necessarily
apply to software analytics domains like AIOps. For instance, natural language processing
models commonly used in machine learning may produce spurious outcomes when applied to
software engineering-related data according to Menzies [210] and Ray et al. [245]. Dang et al.
[76] highlight several challenges unique to AIOps, which necessitate a deeper comprehension
of the overall problem space, including the business value, data, models, as well as system
and process integration considerations. Therefore, it is important to determine within the
purview of AIOps, the optimal taxonomy that must be entirely driven by an industrial need
necessitating domain expertise in both IT operations and Al techniques.

It is also highly important to outline the requirements (desiderata) to construct effec-
tive AIOps models, including maintainability, interpretability, and scalability, among others.
Additionally, one must also inquire about the metrics that should be employed to compare
ATOps methods that belong to the same category, such as anomaly detection or root cause
analysis. Metrics based on machine learning, such as contingency metrics, do not suffice
or reflect the real accuracy of models when deployed in actual scenarios and hence require
contextual adaptation. For instance, El-Sayed et al. [98] have proposed the novel just-in-time
metric to evaluate their prediction approach on job failures, which utilizes a time window to
mark valid predictions. Multiple other factors and peculiarities should be taken into account
(e.g., human involvement in the loop.)

Challenge 2. The unique data requirements of AIOps models, coupled with the chal-
lenge of obtaining high-quality labeled data, make building accurate AIOps solutions a
complex task.

Secondly, AIOps models require a unique set of data that differs from what is typically
used for general machine learning models. Despite the fact that major cloud services collect
terabytes and even petabytes of telemetry data every day/month, the data quality and quan-
tity available today still do not meet the needs of AIOps solutions. According to [76, 172, 63],
data from diverse sources can assume disparate formats and structures, which complicates the
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task of normalization and cleaning. This data can be either unstructured or semi-structured,
such as logs, execution traces, source code, hierarchical and graph data such as heap mem-
ory dumps, and network traffic, which requires distinct analytical techniques. Additionally,
ATOps models that heavily depend on supervised machine learning algorithms for anomaly
detection or failure prediction necessitate labeled data for model training. However, data
can often be contaminated with noise or missing values, and labeled data may not be easily
obtainable, making it challenging to build accurate and robust AIOps models.

Challenge 3. AIOps has predominantly focused on developing predictive models for
anomaly detection and failure prediction, despite the challenges posed by data quality
and complexity. In contrast, descriptive models, which rely on massive data mining
techniques to extract informative and exceptional patterns, are less adopted but can be
valuable and highly effective in dealing with these challenges.

Thirdly, in numerous AIOps settings, constructing supervised machine learning models
for AIOps poses challenges due to the quality of the data. These challenges include the ab-
sence of clear ground truth labels or the requirement of manual efforts to obtain high-quality
ones, extremely imbalanced datasets, too little amount of data, a high degree of noise, etc.
Consequently, unsupervised or semi-supervised machine learning models are the only feasible
options. Indeed, it is difficult to obtain enough labels to learn ”what is abnormal” about a
service, primarily because every service behavior is continually evolving with the change of
customer needs and underlying infrastructure changes. The difficulty of creating high-quality
unsupervised models also stems from the complexity of dependencies and relationships among
components and services. In addition, the need for frequent model updates and online learn-
ing presents significant challenges to DevOps/MLOps practices, especially when it comes to
intricate feature engineering efforts. Another challenge is to ensure that the behavior of the
model during the training phase is consistent with its performance in the testing and produc-
tion phases. Traditional metrics used to assess models are susceptible to the contamination
zone phenomenon [102], which may lead to erroneous assessments. Indeed, Fourure et al.
[102], highlight that by parameterizing the proportion of data between training and testing
sets, the Fl-score of anomaly detection models can be artificially increased.

Despite these challenges facing predictive models, AIOps has predominantly focused on
the development of predictive models for anomaly detection and failure prediction. However,
there is a lesser-known yet highly useful approach, which is the application of descriptive mod-
els. These models rely on massive data mining techniques to extract informative patterns
from data that can aid in detecting, diagnosing, and resolving issues. Descriptive models are
particularly advantageous in dealing with the challenges of data diversity, complexity, and
quality, which makes them a valuable asset in cases such as deduplication failures and com-
plex dependencies. Consequently, it is essential to direct focus toward enhancing descriptive
models in conjunction with predictive models.

Challenge 4. The use of complex machine learning models, which are often opaque
and lack transparency, poses a significant challenge in the adoption of AIOps solutions
by industry practitioners who require a full understanding of maintenance processes.
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Fourthly, in general, the efficacy of machine learning models is directly proportional to
their intricacy, i.e., the most accurate models are opaque, known as black box models as
they do not convey any explanation of the internal process of making decisions or predictive
capabilities [115, 217]. This lack of transparency significantly hinders their adoption by
industry practitioners who require transparency and a full understanding of maintenance
processes and tool behavior. While it is highly valuable that we leverage robust models
that optimize maintenance costs and automate repetitive tasks, doing so necessitates the
sacrifice of transparency and full comprehension of the underlying maintenance processes and
the rationale behind key decisions. Several recent studies in the field of AIOps argue that
interpretable models, even those with lower performance, are preferred when high-performing
models lack interpretability [202]. Rijal et al. [256] emphasize that there is widespread doubt
about the efficiency of machine learning models in the industry. This is driven by the fact that
ATOps solutions primarily rely on learning from experience to predict the future and identify
trends from vast quantities of data. However, I'T professionals who have been in the field for
some time are questioning the effectiveness of these models, even after recognizing the need
for digital transformation [202]. Therefore, it appears that businesses need additional time
to build confidence in the soundness and dependability of recommendations from AIOps.

Successfully automating incident management processes is a significant challenge that
requires gaining practitioners’ trust by providing them with explanations of model deci-
sions. The popularity of black box prediction models, combined with the crucial need for
transparency in many decision-making processes, has generated an unprecedented interest in
eXplainable Artificial Intelligence (XAI).

Challenge 5. An existing limitation in AIOps includes overlooking the importance of
performance evaluation when comparing and evaluating incident management models.

Finally, it is imperative in AIOps environments to not only focus on the efficiency of the
model but also on its performance. While optimizing TTx times (reporting, triage, diagnosis,
and mitigation) as highlighted in Figure 1.7 is a crucial factor for implementing a successful
automated incident management procedure, performance study is often overlooked when
comparing different models that tackle the same research field. Many surveys, literature
reviews, experience reports, or benchmark studies [232, 122, 260, 78, 96] primarily rely on
efficiency metrics such as contingency table metrics (e.g., accuracy, precision, recall, ROC,
or AUC) or regression metrics (e.g., MSE, RMSE, MAE, etc) to determine the superiority of
one method over the other. However, in practical scenarios, a model that takes less time to
execute but with a capability of anomaly detection of 90% of F-Score may be preferred over
a model that yields 95% of F-score but takes a longer time to run. Particularly, the authors
in [64] introduce a new metric, Time to Broadcast (TTB), which measures the time it takes
to broadcast a failure to all impacted services.

1.3 Key Research Areas

In response to the aforementioned challenges, we first structured the body of knowledge
around AIOps. Our primary contributions addressed the necessary requirements for building
AIOps models, including challenges related to data, modeling, interpretability, and perfor-
mance optimization. While some of our solutions were designed to address specific use cases,
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Figure 1.8: Key research areas addressed in this thesis.

they can be applied to a wide range of use cases. Overall, this thesis stands out for its ability
to expose, analyze, internalize, and contribute to several diverse research areas that converge
data mining, machine learning, and software engineering. During the course of this thesis
as shown in Figure 1.8, we focused our attention on four interlinked domains: (1) Artificial
Intelligence for Operating Systems (AIOps), which is the primary focus of this work, (2)
Subgroup Discovery (SD) and its generalization Exceptional Model Mining (EMM), which
we employed to address data complexity and diversity challenges in AIOps, (3) eXplainable
Artificial Intelligence (XAI), which we used to increase the transparency and trustworthiness
of our models, and finally (4) Locality Sensitive Hashing (LSH), which we utilized for efficient
and fast similarity search to cope with performance challenges. These domains were carefully
selected based on their potential to improve our understanding of AIOps and to address the
challenges associated with building effective and interpretable models. As such, we believe
that this thesis represents a significant step in our academic and professional journey.

1.3.1 Subgroup Discovery and Exceptional Model Mining

We tackled the challenges related to data, model implementations, and interpretability us-
ing Subgroup Discovery (SD) [304, 15, 233], a promising data mining technique also known
as Supervised Rule Discovery. This approach aims to identify interesting and interpretable
patterns in large datasets with respect to a specific target problem. The primary objective
of Subgroup Discovery is to retrieve interpretable links between different characteristics (i.e.,
descriptive variables) and the property of those individuals we are interested in. Referring to
Figure 1.9, which illustrates a practical example showcasing the utility of this approach. The
dataset used for this example contains information about servers, including their descriptive
attributes and whether they experienced an out-of-memory crash during a week. One inter-
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Figure 1.9: Toy example demonstrating the working of Subgroup Discovery.

esting analysis is to identify subgroups of servers whose probability of crashing is significantly
higher than the average. The dataset is imbalanced, with only 20% of servers shown to crash.
However, two well-characterized subgroups, S; and S, have a higher prevalence of crashing
than other subgroups. For instance, subgroup Ss is characterized by the rule: SoftType =
Sales and Version = V3, and the size of a particular class X in the heap dump exceeds 2000
MB, which is highly discriminatory. These subgroups are exceptional and can be useful in
identifying the root cause of the crashes.

Subgroup Discovery is also highly adept at handling the complexity, diversity, and large
volumes of data that arise in the AIOps context, which may contain noise, poor quality, and
non-homogeneity. Furthermore, many subgroup discovery approaches have been proposed in
the data mining community to handle structured, semi-structured, and unstructured data
(e.g., sequential data [112, 206, 124], trees [3] and graphs [86, 288, 16, 144], etc). However,
this technique has yet to be explicitly or implicitly applied in the AIOps domain or its derived
subdomains. Subgroup Discovery can be employed not only to model input data but also to
establish associations with single or many complex target concepts. This methodology can
be leveraged, for instance, in SQL queries to discern the context wherein a well-defined set
of queries display significant latency time [247]. The input data pattern can be mapped to
a formal representation of SQL queries, while the target is expressed numerically in seconds.
However, the target can also be complex and include many different attributes. For example,
one might be interested in SQL queries that are relatively slow but also return fewer lines.
Subgroup Discovery can handle such complex targets, allowing for the discovery of specific
patterns in the data that would be difficult to uncover through manual analysis.

Furthermore, we believe that Subgroup Discovery is particularly useful as it expands the
scope of common problems in AIOps beyond their typical predictive purview to a new axis
focused on identifying exceptional or regular data patterns within a well-defined context.
This approach can help solve challenging problems associated with anomaly detection, fault
localization, event correlation, and root cause analysis. As noted by Prasad and Rich [242],
the identification of relevant and actionable patterns by AIOps relies on contextualizing the
data within an appropriate contextual framework. Without this contextual constraint, the
patterns identified, while valid, may prove unhelpful and distracting. By contextualizing the
data, Subgroup Discovery can reduce the number of patterns, establishes their relevancy, and
reveal hidden dependencies.
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Figure 1.10: Concept of Explainable AI (XAI). New interpretable machine-learning processes try to have the
ability to explain the rationale of black box models, characterize their strengths and weaknesses, and convey
an understanding of how they will behave in the future.

1.3.2 Explainable Artificial Intelligence

When deploying predictive models in AIOps for incident management, it is important to
ensure that these models are not only accurate and effective but also interpretable. Conse-
quently, it is no longer a matter of choice, but rather a necessity to consider interpretability
when building AIOps models. To address this, we conducted an extensive analysis of the
explainable artificial intelligence (XAI) domain. The primary objective of X AT is to establish
a mechanism that offers understandable and transparent explanations for the decisions and
actions of black box models. This is achieved through a range of techniques, including rule
extraction [255, 85, 20], feature importance [265, 198, 254], and model inspection and visual-
ization [154, 110]. Furthermore, XAI aims to detect any biases that may exist in the training
process and identify areas for improvement. Figure 1.10 illustrates a straightforward schema
outlining the process of interpreting black box models. Because of their particularities, the
interpretation of AIOps models poses unique challenges due to their distinctive characteris-
tics. According to [202], interpretations of these models must meet the criteria of internal
and external consistency. Furthermore, interpretation must also follow the principle of time
consistency when updating or explaining future predictions.

1.3.3 Locality Sensitive Hashing

As mentioned earlier, one of the significant challenges in adopting AIOps is to optimize
performance while implementing multiple tasks associated with the incident management
procedure. For instance, the increasing volume and complexity of data generated by these
systems have made it difficult to quickly locate and search for recurrent and similar data
patterns that often induce anomaly detection and root cause analysis. While it is generally
easy to identify and prioritize extreme problems, ranking and assigning some issues can be
challenging. In fact, different incidents may imply a single root cause. Finding such data
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Figure 1.11: Overall view of LSH applied to maintenance documents.

patterns in high-dimensional and large datasets is a challenging task that cannot be effec-
tively tackled with exhaustive search algorithms. We pr