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Titre: Structures et dynamiques de Poly(liquide ionique) en volume et aux interfaces
Mots clés: Liquide Ionique, Poly(Liquide Ionique), Diffusion de neutrons, Réflectivité de rayons X,
Viscoélasticité polymère

Résumé: Les poly(liquide ionique)s (PLI) sont des
macromolécules composées de liquides ioniques
(LI). Ils possèdent donc des propriétés hybrides qui
font d’eux des matériaux prometteurs, notamment
pour des applications en tant qu’électrolyte solide.
Ils héritent des LIs une nanostructure particulière
qui repose sur la ségrégation de la phase apolaire
qui mène chez les LI imidazolium à une structure
globulaire pour les chaînes carbonnées courtes ou
bicontinue en éponge pour des chaînes longues.
L’ajout de ces interactions locales à un polymère
ouvre la voie au développement de nouvelles fonc-
tionnalités reposant à la fois sur leur structure et
leur dynamique.

La présente étude est centrée sur une série de
PLI imidazolium (PCnVImTFSI) de longueur de
chaîne latérale n variable, et par conséquent aux
interactions locales ajustables. En utilisant la dif-
fusion de neutrons aux petits angles et celle des
rayons X aux grands angles, nous avons étudié
la structure en volume de la taille de la chaîne
de PLI jusqu’à son diamètre. Le rayon de gira-
tion révèle une surprenante évolution non mono-
tone et à l’échelle locale une interpénétration des
longues chaînes latérales. Ces résultats suggèrent
une variation de la flexibilité de la chaîne, poten-
tiellement affectée par des répulsions électrosta-
tiques qui varient avec n.

Malgré les nombreuses applications qui se
jouent aux interfaces et le comportement inhab-
ituel des LIs qui s’y stratifient en couches d’ions,
la structure interfaciale des PLIs est peu con-

nue. À ce sujet, nous avons étudié la structure
de films fins de PLIs dans les trois directions de
l’espace en utilisant à la fois la réflectivité de
rayons X et leur diffusion en incidence rasante.
Pour des chaînes latérales courtes, les films sont
homogènes mais une stratification apparaît pour
les chaînes plus longues. La distance interlamel-
laire et la distance interchaîne dans le plan dépen-
dent de l’épaisseur du film. Nous proposons ici un
mécanisme moléculaire impliquant un alignement
préférentiel des groupes latéraux avec l’interface.

Ces matériaux sont aussi un rare cas de
polyélectrolyte en fondu, malgré leur grande den-
sité ionique. D’autres matériaux comme les
ionomères perdent leur processabilité quand leur
fraction ionique augmente et pourtant, les PLI
ont la totalité de leurs monomères chargés. La
longueur de la chaîne latérale est un moyen de
changer la polarité des interactions et nous avons,
par conséquent, étudié les propriétés viscoélas-
tiques de la même série de (PCnVImTFSI). Ces
résultats sont discutés en lien avec leur structure
et les polymères associatifs.

Cette approche fondamentale, reposant sur
une série de PLI modèle, révèle les propriétés re-
marquables de ces matériaux. Il reste cependant
à démontrer si ces conclusions sont universelles
pour fournir les outils nécessaires pour tirer le
meilleur parti de la variété de structures chimiques,
d’architecture polymère ou encore de conditions de
température ou de confinement afin de cibler au
mieux leurs applications.
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Abstract: Polymerized ionic liquids (PIL) are
macromolecules composed of covalently linked
ionic liquid (IL) monomers. As such, they present
a unique combination of properties from both poly-
mers and ILs and are promising for potential ap-
plications as solid-state electrolytes. They inherit
their particular nanostructure from ILs, arising
from the segregation of the alkyl moiety leading, in
imidazolium-based ILs, to a globular structure for
short alkyl chains or a bicontinuous sponge-like one
for long chains. The addition of such interactions
to macromolecules provides new opportunities to
design polymer materials with targeted functional-
ities, highly related to both structural and dynamic
properties of PILs.

The present work focuses on a series of
imidazolium-based PILs (PCnVImTFSI) with vary-
ing side-chain length n, thereby finely tuning the
local interactions. Using small angle neutron scat-
tering and wide angle X-ray scattering, the bulk
structure was probed at length scales ranging from
the polymer coil to the chain diameter. The for-
mer showed a surprising non-monotonic evolution
with n, while at the latter scale, interdigitation of
was observed for long side-chains. This suggests
the flexibility of the main chain varies with n, with
a potential contribution of modulated electrostatic
repulsions.

Although numerous applications rely on inter-
facial behaviours, and ILs themselves are unusual in
that regard, arranging in a layered structure, very
little is known about PILs at interfaces. To address
this, we focused on the structure of spin-coated
thin films of the same series of PILs using both
specular X-ray reflectivity (XRR) and Grazing In-
cidence Wide Angle X-Ray Scattering (GIWAXS),

so that all directions of space were explored. While
short side-chain PCnVImTFSI form homogenous
films, a lamellar structure develops in long side-
chain ones. Both the interlayer spacing and the
in-plane distance between neighbouring chains in
the vicinity of the interface depend on the thick-
ness of the film. We suggest a molecular picture
of such confinement effect, involving a preferential
orientation of pendant groups close to the interface
in thinner films.

Besides deeply interesting structural consider-
ations, these materials are also rare examples of
polyelectrolytes presenting a melt state, despite
their ionic nature, akin to ionomers. An increase
in ionic content, however, leads to the loss of
ionomers’ processability. PILs, on the other hand,
have an ionic fraction of 100% without losing their
viscoelastic properties. Changing the length of the
alkyl side chain, as it was done in our structural
study, is a way to vary the polarity of interactions
at fixed ion fraction. Hence, the linear viscoelas-
ticity of the PCnVImTFSI series with varying side-
chain length n was probed. These results are dis-
cussed in connection with the structural features
mentioned above and similarities with associating
polymers such as ionomers.

This fundamental approach of the structure
and dynamics of a model PIL series with varying
side-chain length brought to light some remark-
able properties of these materials. Hopefully this
could ultimately be extended to other and more
complex PIL chemical structures and provide bet-
ter guidance to make use of the wide variety of
IL ion pairs, polymeric architectures, temperature
conditions or confinement design to reach precise
targeting of applications.
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General introduction

The point of these introductory remarks is to step into the subject of the
present work stripped, for now, of its scientific and fundamental aspects. The
term poly(ionic liquid) probably speaks to the reader, if it does, in many ways de-
pending on their background. The etymology of the word already indicates they
are polymers in which the repeating unit contains an ionic liquid. With this simple
definition, a number of physical and chemical concepts have already surfaced and
need some introduction.

Polymers have been used by humankind for centuries before they were effec-
tively called polymers. The prime example of that is natural rubber, which first
use traces back to Aztec and Maya cultures, namely to waterproof textiles. By
the 19th century, its properties, and namely its resistance, were better controlled,
making it the material of choice for car tires. The first synthetic plastic, Bake-
lite, came in the early 20th century. It soon spread to most industrial sectors due
to its unmatched availability and processing simplicity. Yet, the understanding of
polymers was at the time quite limited. The first picture of large molecules, i.e.
macromolecules, which today defines polymers was only put forward in the 1920s
by H. Staudinger. His idea was met, like all breakthrough discoveries, with a lot
of criticism but, once accepted, delivered the basis for substantial advances in the
fundamental understanding of polymers. Polymer physics quickly developed in the
following decades with mathematical descriptions of a polymer chain, its size and
thermodynamics and their subsequent refining into a statistical description that led
to complete theories of how chains relax, diffuse and flow. These allowed a better
control over the macroscopic properties of polymers and contributed to the surge
of performance materials, further widening the range of applications beyond the
plastic industry.

At the centre of chemical physics and the understanding of condensed mat-
ter, are molecular interactions. How atoms and molecules interact with each other
shapes the macroscopic properties of the material. Initially, they were described as
discrete interactions between point-like objects, either attracting or repelling each
other. A crucial paradigm shift came with the probabilistic concepts of statistical
mechanics in the later half of the 19th century providing continuum thermodynamics
and mean field theories which succeeded in describing a large number of molecules,
where previous theories failed. Following the advent of quantum physics in the
early 20th century, a variety of intermolecular interactions could be classified under
unifying concepts. Excluding quantum interactions which govern interactions at
a smaller scale, such classification distinguishes purely electrostatic and entropic
interactions. The latter stems from collective motion which, to keep it simple, pro-
motes disorder. They are essential in polymers due to their large size and numerous
possible conformations. Among purely electrostatic interactions is the most con-
spicuous one, that between effective charges. Positive and negative charges attract
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0.0 General introduction

each other, whereas same charges repel each other. Other interactions between
atoms, hence neutral species, are also electrostatic in origin as revealed by quantum
physics, but rely on dipole polarization effects. In other words, their surrounding
confers them with temporary polarized states, hence a transient charge-like be-
haviour although undeniably weaker. Ions, in contrast, have permanent effective
charges. The strong Coulomb interactions between them is the reason most ionic
compounds are crystals, like table salt NaCl, meaning they form a nicely arranged
structure to maximize the close contact between opposite charges. Only when dis-
solved, in water for instance, can ions actually diffuse and transport charges, hence
delivering what is intended for electrolytes in batteries or other energy storage and
delivery devices. Charges can also be bonded together to form a polyelectrolyte,
an ionic polymer. These are actually widely present in living matter, and DNA
itself is a polyelectrolyte. They have deeply contrasting properties in solution com-
pared to their neutral counterparts, and open up additional possibilities by creating
complexes with other charged species. However, in the absence of solvent, unlike
non-ionic polymers, pure polyelectrolyte is crystalline like the building block salt,
and cannot be processed or moulded like other polymers.

Of course, salts also have a melting temperature above which the molten salt
is liquid, yet without any water or solvent. However, these temperatures are usu-
ally too high for conventional electrolyte applications, let alone for investigation
equipment in the early 20th century. The latter is the reason salts with low enough
melting temperatures were sought, leading to the first report of an ionic liquid. Such
a high density of charges in a liquid at room temperature without any water is quite
puzzling, but also tremendously promising to meet the increasing demand for elec-
trolytes in the late 20th century. As we will see, their application go nonetheless
far beyond. It is at this point that the topic of the present work steps in. In keep-
ing with these fundamental interests and promising applications, polyelectrolytes
formed by ionic liquids as building block, hence termed poly(ionic liquid)s, form hy-
brid materials. They are processable and can be moulded like neutral polymers and
yet preserve the high density of charges of ionic liquids. They initially offered a way
to improve the mechanical properties of ionic liquid electrolytes but rapidly became
a staggeringly promising polymeric material on their own and in many ways unique,
compared to both ionic liquids and polyelectrolytes. As of today, the understanding
of poly(ionic liquid)s is still clouded, either because of the still unsettled debates on
ionic liquids themselves or their unique character of processable polyelectrolytes.

To understand, let alone predict, the behaviour of materials, a closer look at their
structure down at the molecular scale is often required. Just like a civil engineer
working up a structure to meet specified requirements, a chemical engineer does not
go without observational and measurement techniques. Those are nonetheless quite
different in the engineering of the nanoscopically small. A precious magnifying glass
is afforded by how light or other radiations behave when going through the material.
Atomically precise measurements can be traced back from the study of scattered
patterns or reflected intensities. From these nanoscopic observations, the chemical
synthesis and all the way to the macroscopic properties, the physical chemist must
put everything together to uncover the molecular mechanisms involved.

The ambition of the present work is to provide a few contributions to the on-
going efforts in unravelling the complex interplay between ionic interactions and
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polymeric behaviour in poly(ionic liquid)s, or at least one particular class of them.
We will use scattering in different setups to go down the rabbit hole into the struc-
ture at the molecular scale. We will first travel around the bulk, afterwards moving
to the interface with a solid and finally deform the material to see how it behaves.
Hopefully these brief introductory considerations sparked some curiosity and, with-
out further due, we will give a more detailed description of ionic liquids and their
polymerized form in the following Chapter 1. The unanswered questions we intend
to contribute to will be more precisely formulated therein. We will then move on to
our specific poly(ionic liquid) series with tunable polarity of interactions which de-
livered precious results regarding the role of local interactions on their bulk structure
in Chapter 3, their interfacial one in Chapter 4, that of nanoparticles in Chapter 5
and finally their viscoelasticity in Chapter 6.
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Chapter 1

Introduction

After our introductory considerations, we start the present work with a brief
review of the state of the art regarding ionic liquids (ILs) and poly(ionic liquid)s
(PILs). A historical perspective on how they became a promising research topic in
both materials science and fundamental soft matter physics is given in section 1.1
before moving on to a more scientifically detailed description of the current state
of understanding of their structure in bulk and at interfaces respectively in sections
1.2 and 1.3. Dynamics of ILs and PILs are respectively discussed in sections 1.4
and 1.5. A particular emphasis is also put on associating polymers in the latter, as
they provide precious insights into the viscoelasticity of PILs.

1.1 Introduction to ionic liquids and their poly-
merized form

ILs are organic salts namely characterized by an unusual melting point typi-
cally below 100 °C, a lot of them being actually liquid at room temperature which
confers them with the name Room Temperature Ionic Liquids (RTIL). Contrary
to conventional salt solution electrolytes such as table salt NaCl in water, ILs are
composed solely of ions, they are molten electrolytes. Their large size, typically five
to ten times larger than monoatomic ions, induces weaker electrostatic interactions.
Additionally, their asymmetric structure, usually containing alkyl chains, allows for
considerable conformational entropy, hence their characteristic low melting point.
Examples of such chemical structures are given in Figure 1.1a. This grants them
with a wide panel of thermal, physical and electrochemical properties as well as an
enhanced ionic conductivity compared to usual electrolytes. They have attracted
wide interest for several decades now, but while they are often referred to as novel
materials, they have actually been around for over a century.

The emergence of a new class of electrolytes

The earliest report of ILs traces back to P. Walden in 1914 [3]. As mentioned
in the introductory remarks, he sought a molten salt with a low enough melting
temperature simply for practical reasons and limitations of his equipment. The
finding went essentially unnoticed for nearly 40 years until F.H. Hurley and T.P.
Weir reported the use of ILs as a medium for electrodepositions of metal coatings
[4] which remains to this day an important application of ILs, benefiting from the
good solubility of metal ions. Subsequent use of ILs in the following decades was
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(a) (b)

Figure 1.1: (a) Examples of Ionic Liquid (IL) chemical structure reproduced
from ref. [1]. In reading order, cations : dialkylimidazolium, trialkylimida-
zolium, dialkylpyrrolidinium, 1-alkyl-methylpiperidinium, N-alkylpyridinium, alky-
lammonium, tetra alkylammonium, tetraalkylphosphonium. Anions : halides,
nitrate, tetrafluoroborate, hexafluorophosphate, acetate, thiocyanate, cyanamide,
tricyanomethanide, tetracyanoborate, methylsulfate, trifluoromethanesulfonates,
bis(trifluoromethylsulfonyl)imide (TFSI) (b) Examples of polymer architectures in-
spired from ref. [2].

mainly as media for other chemical processes, such as electrochemistry of metal
complexes [5] or synthesis and catalysis [6, 7]. Yet very little fundamental research
was undertaken on neat ILs.

Some characterization of ILs and their structure started nonetheless to emerge
in the 1980s [8, 9]. The introduction, by J. Wilkes et al., of imidazolium based
cations [10] which would become the most popular for IL ion pairs, triggered a
debate around their structure. Some advocated the role of hydrogen bonding [11]
which was rather popular at the time. However, reports on infrared spectroscopy
of imidazolium ILs with varying substituting groups unveiled the limitation of such
model and suggested instead a molecular picture of stacking of the anion on both
sides of the imidazolium rings [12]. The controversies were only starting. Until
then, ILs were regarded as homogenous solvents. The first breakthrough result
suggesting otherwise was reported by R.G. Horn et al. who revealed the layering
of ions at the solid-IL interface using aqueous solutions of ethylammonium nitrate
[EtNH3][NO3], the first IL reported by P. Walden, in a Surface Force Apparatus
(SFA) [13]. This finding sparked increasing interest in ILs themselves instead of the
chemical processes that could be performed using them.

The growing interest for these materials benefited from both chemistry develop-
ments and progress in characterization techniques [14]. While some ILs were already
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sold as stationary phases for gas chromatography as early as the 1980s, their com-
mercial availability really flourished towards the end of the 1990s [14]. The green
chemistry movement was also gaining momentum and ILs appeared as a perfect al-
ternative to conventional solvents, namely due to their very limited volatility. Their
intrinsic ionic character called for use as electrolytes, which sparked research interest
in the field [15] and really skyrocketed in the 1990s with the synthesis of less reac-
tive ILs and an increasing demand for new battery technologies for smaller devices.
Compared to conventional lithium batteries, ILs provide a safer nonflammable base
material. They are also particularly well suited for fuel cells [16], dye sensitized
solar cells [17] or supercapacitors [18].

The fundamental approach to ionic liquids

The turn of the century also marked the start of research into a deeper understand-
ing of the structure of ILs, moving away from the direct application and into a
fundamental approach. The use of X-ray scattering [19] and neutron diffraction
[20] revealed the great influence of the counterion, either by its size or its ability
to form hydrogen bonds, and of the length of alkyl tails on the cation granting the
IL with liquid crystalline properties when long enough. Breakthrough numerical
simulations unveiled a bicontinuous structure driven by the segregation of the apo-
lar moiety from the ionic one at the nanoscale [21]. This was soon after confirmed
experimentally by X-ray scattering [22, 23].

At that time, and motivated by R.G. Horn et al. SFA experiments mentioned
above, ILs were also reported exhibiting promising lubrication properties [24] due
to their layered interfacial structure. Considerable findings at interfaces were made
using either SFA, Atomic Force Microscopy (AFM) or X-ray reflectivity. The molec-
ular layering of ILs will be discussed further in section 1.3 and their lubrication
properties in section 1.4.3. In part from these studies at interfaces emerged an
important debate around ionic arrangements in ILs. Additionally, to the molecular
layering, the presence of long range forces was also reported. Such observations
imply that ILs behave as dilute electrolytes made of only a few free ions and larger
neutral associated structures, ion pairs or aggregates. This debate, which will be
the focus of section 1.4, is still unsettled today.

Polymerized ionic liquids

Although ILs present a promising panel of applications that go surprisingly beyond
their high conductivity, they lack a precious requirement for most of them : robust
mechanical properties. Their bulky and polyatomic structure offers nonetheless the
possibility to functionalize them with a polymerizable group such as vinyl, acrylate
or acrylamide to name the most usual ones. Hoping to benefit from polymeric prop-
erties such as viscoelasticity and processablity, polymerizing ILs appeared as a way
to improve their mechanical properties. The interest in PILs picked up momentum
in the fields already involved in IL research such as catalysis, separation, analyti-
cal chemistry, and electrochemistry but also became an emerging interdisciplinary
topic among polymer chemistry and physics and materials science. Initially, they
appeared to play a purely complementary role towards the amplification of the func-
tions of ILs, delivering performances that could not readily be afforded by molecular
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ILs [25–27]. However, they markedly differ from their parent IL and other polymer
electrolyte mixture in the sense that polymerizing the cation, for example, hinders
its mobility, thus forming a single ion conductor in which the unaltered counter ion
provides the main contribution to conductivity.

Despite being first synthesized in the 1970s [28], the understanding of the macro-
scopic properties of these materials is still vague, and many challenges are yet to be
overcome. Polymerization usually comes with a loss of conductivity of a few orders
of magnitude compared to molecular ILs, which constitutes a major shortcoming
for electrochemical applications. Improving such properties and precisely targeting
the desired functionalities for these materials requires a complete understanding
of their structure and dynamics. Yet, research on the morphology of homopoly-
mer PILs is rather recent. As conductive materials, the main concern was their
conductivity and how to enhance it. Therefore, a variety of PIL systems and their
conductive or mechanical properties were reported, such as PIL copolymers forming
lamellar phases [29]. These studies provide nonetheless some hints of universality
across chemical structures. For example, larger anions lead to a decreased Tg and
thus a higher conductivity [30], not unlike ILs. A clear picture of the morphology
of PILs started to appear around a decade ago with similar techniques as the ones
used for ILs including X-ray scattering [31–33] and numerical simulations [34, 35].
As will be discussed in section 1.2, their local bulk structure shares many features
with that of ILs.

Rapid advances in the chemistry and physics of PILs have paved the way to the
development of novel and versatile polymer electrolytes that are highly relevant for
both applied and fundamental research [36–38]. Combining the variety of available
ion pairs and polymeric architectures (Figure 1.1b) results in a wide range of possible
chemical structures. The IL unit can also be arranged in different layouts, placed on
the backbone or the side chain of either a homopolymer, block or random copolymer.
PILs thus offer an ideal diversity and versatility to develop new materials for various
applications including dye-sensitized solar cells, fuel cells, batteries, or sensors [29,
39–43].

Targeting these potential applications efficiently requires, however, a deeper
understanding of the interplay between the morphology of PILs, now rather well
known at local scales, and their properties. The complexity of these materials is
better grasped by splitting it into two conceptual threads. The most straightforward
one starts at the original IL building block, the molecular liquid form, to see how
its structure and dynamics are affected by polymerization and to what extent they
relate to the original material. However, by doing so, the polymeric nature of the
resulting PIL is left out. As viscoelastic ion-containing polymers, their dynamics
unfold from both polymeric systems and ionic interactions, let alone that PILs
are a rare case of viscoelastic homopolymer polyelectrolyte offering a case study of
polyelectrolyte bulk behaviour. Accordingly, along this chapter and the following,
structure considerations will be mainly led as a comparison between PILs and ILs,
from which the main focuses of this work such as chain conformation or interfacial
structure of PILs will naturally arise. For the dynamics of these materials, their
perception as associative polymers, as it will ensue from their structure, will appear
as a much more relevant approach.
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1.2 Local bulk structure

Due to their high density of charges, ILs inevitably present short-range organi-
zation due to charge ordering. Quite surprisingly, this short-range ordering does not
lead to long-range order as in crystalline phases and this is sometimes considered
as the defining trait of ILs [44]. The IL cation usually features an apolar part, most
often an alkyl chains (Figure 1.1a) thus possessing an amphiphilic structure with
polar and apolar moieties leading to a local solvophobic-induced phase separation.
This nanoscale segregation drives the heterogeneity of their bulk structure, which
was debated for quite some time.

1.2.1 The road to consensus on IL mesoscopic structure

The first suggestion of a mesoscopic, i.e. an intermediate-range, ordered struc-
ture of ILs was put forward by U. Schröder et al. [45]. The authors investigated the
diffusion of compounds across ILs with controlled water content and revealed that
traces of water enhance the diffusion of ionic species considerably more than that
of neutral ones. The confirmation of a nanostructured media came from molecular
dynamics (MD) simulations. Two groups independently revealed self-assembly of
alkyl tails of imidazolium cations, governed by the chain length [46, 47]. However,
both contributions allege cation head groups and anions are distributed homoge-
nously. While supporting the first point, the breakthrough simulations performed
by J. Canongia Lopes and A. Pádua unveiled the charged domains were not ho-
mogenously distributed, but instead formed a continuous ionic network [21]. In
these large ionic domains, short aggregated apolar groups, depicted in green in sim-
ulation snapshots reproduced in Figure 1.2a, occupy small isolated globular regions.
They become larger with increasing length of alkyl side-chains, until they intercon-
nect across the bulk liquid, thus forming a bicontinuous sponge-like structure with
intertwined apolar and ionic domains. The percolation threshold, as we will refer
to it in the following, happens for 4 carbon-long side chains.

Experimentally, the bulk structure of various ILs was extensively investigated by
X-ray [22, 49–52] or neutron scattering [20, 52–55]. The mesoscopic structure of ILs
translates into a correlation peak, denoted I in Figure 1.2b, strongly dependent on
the length of the alkyl tail, progressively sharpening and gaining in intensity towards
longer alkyl chains. This so-called prepeak has been at the centre of long-lasting
debates. The first attempt to explain it, and therefore describe the structure of ILs,
relied on a natural analogy with surfactants and a micelle-like model of aggregates
of apolar tails surrounded by a polar shell. While it was supported by scattering
measurements suggesting for example enhancement of long-range order by longer
alkyl tails, it failed to explain for instance the unusually wide range of surface
tension values [56].

Despite being absent from X-ray scattering patterns for short side chains, evi-
dence of the prepeak has been reported by neutron scattering [54], and substanti-
ated by numerical simulations [23]. Notwithstanding the authors’ conclusion that
the correlation peak was not a signature of nanostructure, A. Triolo et al. settled
the debate by comparing identical imidazolium based ILs, with either an alkyl tail
or an ether one. The latter showed no prepeak due to higher ion solvating properties

17



1.2 Introduction

(a)

(b)

Figure 1.2: (a) Snapshot of simulation boxes for 700 ions of imidazolium based
IL [Cnmim][PF6]. Ionic and apolar domains appear respectively in red and green.
Alkyl chain length n increases from left to right n = 2, 4, 6, 8 and 12. Figures
reproduced from ref. [21] like in ref. [48]. (b) X-ray scattering patterns for a series
of imidazolium based ILs with TFSI counter anion [Cnmim][TFSI] with n = 2-10
taken from ref. [49].

of ether tails [51]. The scattering patterns exhibit two other peaks at slightly larger
values of scattering vector Q, essentially originating from first neighbour interac-
tions and intramolecular correlations [49]. This will be discussed in more details in
Chapter 3 dedicated to the bulk structure of PILs.

1.2.2 Consistency upon polymerization

Interestingly, the polymerized form of ILs exhibit rather similar local bulk struc-
tures. This stands out in the numerous X-ray scattering studies on PILs [32, 33,
57, 58]. The transition to PILs is well illustrated by F. Wieland et al. who investi-
gated a series of ammonium based PILs with varying degrees of polymerization (N)
ranging from molecular ILs to a hundred repeating units PIL. Their nanostructure
was shown to be independent of N above 10 repeating units [59].

Given the importance of the polarity of interactions, controlled by the size of
the apolar moiety, i.e. the side chain length, in shaping the bulk structure of ILs,
it was natural for most of the works cited above to vary this parameter in PILs.
Together with MD simulations, namely the work of H. Liu and S.J. Paddison [34,
35], a similar clustering of apolar domain was revealed as shown in Figure 1.3a.
As the side chains become longer, clusters grow larger, finally percolating above
4 carbons and forming one large cluster spanning the whole simulation box. This
growth of apolar domains is seen on X-ray scattering patterns such as the ones given
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in Figure 1.3b, by the shifting motion of the low-Q peak with increasing n. This
peak, signature of a mesoscopic structure as in ILs, can also be attributed to the
distance between PIL backbones. This was confirmed by simulations and selective
deuteration techniques [34, 35]. Earlier works on side-chain polymers such as a
series of poly(n-alkyl methacrylates) or poly(n-alkyl acrylates) [60–62] supported
the above observations with similar self-assembly of apolar domains and a similar
scattering signature.

(a) (b)

Figure 1.3: (a) Simulation snapshot of imidazolium based PILs with varying side
chain lengths (from top to bottom) n = 2 and 8. Only the nonpolar domain is
represented. Each individual cluster is given a specific colour, the larger one is
coloured in cyan. Figures reproduced from ref. [35]. (b) X-ray scattering patterns
for a series of imidazolium based PILs with bromide counter anion and varying side
chain length n taken from ref. [32].

Notwithstanding the shared features between PILs and ILs’ bulk structure, the
implications on polymer chain conformation have been very little to not investigated
at all. Our contribution to this matter will be discussed in Chapter 3 in which the
conformation of PIL chains and their structure at the length scale of the whole
polymer coil is investigated in bulk and solutions using neutron scattering, thus
also overlapping with the more local structure. Regardless, from the local bulk
structure of these materials alone naturally arises the question of how they behave
at interfaces.

1.3 Interfacial structure

1.3.1 Interfaces in classical frameworks

It is well known that the presence of an interface disrupts the bulk structure in
molecular liquids or polymer melts [63] and as such, physical characteristics usually
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deviate from the bulk ones at interfaces. A good example is the surface melting of
most crystalline materials, which leads to a thin liquid layer at their surface several
degrees below the melting temperature. Conversely, surface freezing also occurs
in some situations such as linear alkane melts. A monolayer of crystalline phase
spontaneously forms at the surface of the melt above the freezing temperature due to
the alignment of the rod-like molecules [64]. More generally, the glass temperature
in thin polymer films is usually lower than the bulk value [65].

Figure 1.4: Schematic representation of the solid-electrolyte interface in the classical
framework. Cations represented as filled black circles form an adsorbed layer, so-
called Stern-layer, on the negatively charge surface. Beyond the so-called outer
Helmoltz plane (OHP) is the diffuse layer in which the ion distribution verifies the
Poisson Boltzmann equation. The decay of the diffuse layer happens over the Debye
length, depicted as a dashed line. Figure taken from ref. [63].

The concentration of solutes in a solution also differs near the interface. The
solid-electrolyte interface is generally well described by a so-called electrical double
layer, as mentioned above and represented in Figure 1.4. As most substrates present
at least a small surface charge, ions of opposite charge form a packed first layer of
ions, the Stern layer, followed by a so-called Gouy Chapman diffuse layer in which
the ion distribution verifies the Poisson Boltzmann equation. The charge excess in
that layer, either cationic or anionic depending on the surface charge, decays over
a characteristic length called the Debye length κ−1, inversely proportional to the
free ion concentration, i.e. the ionic strength. In such a medium, a second interface
interacts with the first one by competing Van der Waals forces between the surfaces
and electrostatic repulsion between the diffuse layers. This constitutes the DLVO
description. 1 Describing ILs in such a way, as hazardous as it may seem, leads to

1Named after B. Derjaguin and L. Landau who introduced it in 1941, and independently later
on in 1948 E. Verwey and T. Overbeek, to account for the dependence of colloidal dispersions’
stability on the ionic strength of the medium which was not readily explained by Debye Hückel
linearized theory of 1923.
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a diffuse layer subatomically thin due to their high ionic density.

1.3.2 ILs novel interfacial behaviour

Many of the underlying assumptions in the DLVO description are not valid in
the case of ILs due to their high density of charges and the absence of a solvent of
constant permittivity. Charge correlations are consequently expected to be much
harder to predict. There is, at first glance, no reason they should behave in a DLVO
fashion, let alone that ILs are far from point-like spherical objects and instead have
large and bulky structures. The first pioneering SFA report by R.G. Horn et al. [13]
on ILs interfacial structure actually proceeds from a dilute DLVO-like solution of ILs
to neat ILs. The authors observed a transition from a monotonous force profile, as
predicted by a DLVO description, to an oscillating one as the concentration of ILs is
increased. The extensive research this first report motivated in the SFA community
delivers a rather straightforward idea of the molecular picture [66–69]. As plates
of the SFA are brought together, the IL film is squeezed-out discontinuously, thus
producing typical oscillatory force profiles such as the ones reproduced in Figure
1.5. This originates from molecular layers being squeezed out from in between the
plates. Although surface layering is also found in apolar liquids, ILs present much
larger force profile oscillation amplitudes over an extended range due to the strong
electrostatic interactions to overcome to deform the layering.

Figure 1.5: Force measured between two mica surfaces of a SFA normalized by
surface curvature R as a function of film thickness D for imidazolium ILs with alkyl
chain lengths n = 4 (left) and n = 6 (bottom) and TFSI anion taken from ref. [70].
Inset sketches represent the molecular interpretation of these oscillatory profiles.

Even though SFA gives a good intuition of molecular arrangements, it comes
with two important drawbacks. It inevitably confines the material between two solid
interfaces and, in the case of layering, can hardly inform about the layers’ compo-
sition. X-ray reflectivity (XRR) measurements [71–73] nonetheless confirmed the
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molecular layering over several ionic layers as observed in SFA but at an isolated
interface, where confinement is not a factor, and provided additional details. XRR
is an indirect technique, which will be detailed more thoroughly in Chapter 4, but
fitting of the data delivers the density of electrons in the normal direction to the
interface. The oscillatory profile at the IL-solid interface was shown to be best
described as a succession of overlapping and broadening Gaussians representing
cations and anions contributions [72] (Figure 1.6). The layering exponentially de-
cays towards the bulk over several nanometres. For short alkyl chains, this layering
was shown to correspond to charge alternating layers, but longer alkyl chains also
cause amphiphilic self-assembly, leading to a tail-to-tail bilayer structures [67]. For
imidazolium based ILs, the threshold between these two structures lies again at
4-carbon side-chain, similar to the percolation point of apolar domains in the bulk
mesoscopic structure.

Figure 1.6: Electron density profiles at the solid-IL interface determined
by X-ray reflectivity on a pyridinium based IL with n = 4 and
tris(pentafluoroethyl)trifluorophosphate (FAP) anion at a charged sapphire surface.
The right panel shows representations of two possible interpretations. Taken from
ref. [72]

1.3.3 Solid-solid interfaces and confinement of poly(ionic
liquid)s

An important drawback brought by polymerizing ILs is a loss of conductivity
of a few orders of magnitude, which constitutes a major detrimental shortcoming
for electrochemical applications. One way to enhance conductivity of the resulting
PIL is to confine it. This proved efficient for ILs either confined in nanotubes,
nanoporous matrices, [74, 75] or simply thin liquid films [76]. The benefits of
confinement largely rely on the interfacial structure of the material near a substrate.
Given the similarities of local bulk structure between ILs and PILs discussed in
the previous section, it is only natural to expect a similar trend at interfaces. A
significant difference between ILs and PILs, however, is the marked increase in glass
transition temperature upon polymerization, switching the material from liquid-like
to solid-like at room temperature for most PILs. On the one hand, this prevents
the use of direct techniques such as SFA or AFM to probe the solid-PIL interface
but, on the other hand, it allows easier ways to confine the material such as in thin
solid films, for instance.
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(a) (b)

Figure 1.7: (a) In plane conductivity of PIL thin films normalized to the thick-
est film value against thickness for imidazolium and ammonium based PILs, inset
is a schematic representation of a thin film deposited on gold interdigitated elec-
trodes. Taken from ref. [77]. (b) Conductivity as a function of temperature for
homopolymer PIL and two PIL fractions copolymers. Insets show a schematic of a
PS-block -PIL copolymer lamellar morphology. Taken from ref. [78]

Some studies focused on in situ polymerization of imidazolium based ILs in
nanoporous silica [79] or alumina [80] membranes. The resulting PILs exhibited
an enhanced conductivity compared to their bulk polymerized counterparts [79].
The authors attribute this to the alignment of PIL chain in the pore’s direction,
benefiting the particular ion transport mechanism in PILs which will be addressed
later on, to enhance conductivity [81, 82]. Heterogeneity in the nanopore is thought
to contribute as well with a certain extent of cylindrical layering. It should be noted,
however, that monomer conversion in these systems remained fairly low, around 75
% [79], resulting in a concentrated PIL solution in the corresponding IL.

Processability of PILs as opposed to other electrolytes and ILs themselves also
allows for alternative confinement strategies. The simplest of these are thin films,
in which the degree of confinement is simply controlled by the thickness of the
film. Previous works focused on the ion transport in PIL thin films [83], using
gold interdigitated [77], or nanostructured parallel-plate electrodes [57]. Above
the glass transition temperature, ionic conductivity decreases sharply for increasing
confinement, i.e. thinner films down to 7 nm. This is attributed to the strengthening
of substrate interactions, which slows down segmental relaxation, thus hindering
ionic mobility. This confinement effect is all the more pronounced when the ion
pairs associate strongly.

A more elaborate confining strategy the polymeric nature of PILs offers is the
use of copolymers. Block copolymers with a PIL as charged block exhibit im-
proved conductivity compared to a random copolymer [84] and even compared
to the homopolymer PIL in some situations. On this last point, C. Evans et
al. showed that Polystyrene-block -poly(5-aminoethylimidazolium acrylamide) with
TFSI counter anion confines the PIL block in lamellar phases which can be tuned
via the copolymer relative composition. By doing so, the conductivity of the PS-
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block -PIL copolymer exceeded that of the corresponding PIL homopolymer [78].

Figure 1.8: Numerical simulations of a poly(1-butyl-3-vinylimidazolium hexafluo-
rophosphate) PIL near a neutral quartz substrate taken from ref. [85]. The left
panel is the number density profile of both cations and anions. The right panel is a
simulation snapshot of PIL chains with at least one of their pendant cations in the
first cation layer, i.e. in the shaded region of the left panel.

Although ion conductivity of PILs is not the primary focus of this work, it is
compelling how despite being used as an asset to enhance its properties, the in-
terfacial structure of PILs is still poorly understood, and it is unclear how PILs
organize locally in such confinement geometries. Numerically, Z. Yu et al. reported
layering for poly(1-vinyl-3-butylimidazolium hexafluorophosphate) at both neutral
and charged surfaces [85]. In the absence of surface charge, anions form the first
layer due to steric interactions that prevent polymerized cations to move closer
to the interface. For a negatively charged substrate, cations are adsorbed, with
polymer chains more densely packed at the interface. The increase in anion co-
ordination in the vicinity of the substrate slows down their diffusion, specially at
the neutral surface, for which cations form smaller in-plane clusters. As far as we
know, the only experimental results are those of R. Kumar et al. on poly(1-vinyl-3-
ethylimidazolium) films several tens of nanometres thick using neutron reflectivity
[83], revealing a single PIL-substrate interfacial layer depleted in counter anion.

Overall, the few reports dealing with PILs at interfaces suggest ion transport is
strongly impacted by the presence of an interface or by confinement of the material.
Whether it relates to a structural change compared to the bulk remains an open
question. Nevertheless, considering what has been reported for ILs and discussed
in previous section 1.3.2 as well as the similarities ILs and PILs share in terms
of bulk structure, an interfacial layering is likely to develop at the PIL-substrate
interface. Its implications on the material properties are crucial to energy storage
and electrochemical applications.

24



1.4. Dynamics of ionic liquids 1.4

1.4 Dynamics of ionic liquids

1.4.1 Ion associations in ILs

We come back in this section to the DLVO description, we so quickly discarded
in section 1.3.2. As a matter of fact, such description of ILs is still under vig-
orous debate. Among the SFA community, M.A. Gebbie et al. reported several
force-distance profiles across ILs featuring long range interactions, either attraction
between gold and mica [86] or repulsion between two mica plates [87]. The authors
concluded these forces were electrostatic in origin, and advanced ILs behaved as
dilute electrolytes. As surprising as the conclusion seems, it supports the work of
H. Tokuda et al. who compared molar conductivities Λimp measured by an elec-
trochemical impedance method and ΛNMR determined by the actual self-diffusion
coefficient of cations and anions and the Nernst Einstein relation [88]. Therefore, if
both are identical, the ionicity defined as their ratio of 1 and all ions contribute to
the ionic conduction. In contrast, a diffusing ion-pair contributes to the diffusion
coefficient but not to the charge transport. The authors reported ILs have ionicities
below 1, suggesting they are poorly dissociated and the majority of ions are then
paired as dipoles and only contribute as a dielectric network [87].

Subsequent reports either corroborate the dilute electrolyte behaviour of ILs
or on the contrary disprove it. The general picture is nonetheless that ion pair-
ing in ILs, if present, is transient and occurs in larger ionic aggregates with low
interaction energies [89, 90]. One important aspect of ILs that has been left out
of most of the above considerations is their nanoscale heterogenous structure. F.
Ferdeghini et al. noted that most reports supporting a dissociated view of ILs fo-
cused on macroscopic scale measurements, whereas the ion pairing argument was
generally used to interpret measurements at the nanometric scale. Suspecting an
effect of the nanostructure of ILs, the same authors reported a multiscale analysis
of diffusion processes based on a combined use of quasi-elastic neutron scattering
(QENS), neutron spin echo (NSE) and Pulse-Field Gradient NMR [91, 92]. The au-
thors observed a surprising discrepancy between a much shorter long range diffusion
coefficient probed by PFG-NMR compared to short range ones using QENS/NSE.
They attribute the latter to diffusion inside ion aggregates and between close neigh-
bour aggregates, while the former corresponds to larger scale diffusion affected by
the tortuous bicontinuous structure of the IL.

1.4.2 Non-Newtonian behaviour of ILs

Let us now take a step back from the molecular view and focus on macro-
scopic properties. The viscosity of a simple liquid is constant with respect to the
applied shear rate γ̇, which defines the Newtonian behaviour. Complex fluids on
the other hand deviate from this and non-Newtonian behaviours closely relate to
the microstructure of the fluid. A decrease of viscosity with increasing shear rate
γ̇, shear thinning, is usually attributed to an alignment of particles or aggregates
with the flow. Shear thickening in contrast, for which viscosity increases with γ̇,
originates from friction between particles. This link between viscosity dependence
and microstructure is particularly appealing for ILs on account of their mesoscopic
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structure and ionic associations. Several ILs were reported to exhibit either shear
thinning or shear thickening. G.L. Burrell et al. even reported both behaviours
separated by a threshold in temperature [93] with a critical shear rate around 1000
s−1. However, shear thinning behaviours revealed by numerical simulations [94, 95]
happened above 106 s−1 thus raising considerable discrepancy with experiments.
Furthermore, no theoretical explanation has been found so far for shear thickening
of ILs. A. Piednoir et al. recently provided further experimental results comparing
ILs and Newtonian fluids in the same conditions, suggesting such increases or de-
creases of viscosity reported in ILs could originate from instabilities [96]. Indeed, it
is not uncommon, at the shear rates values mentioned, to observe viscous heating
and consequently a decreased viscosity or geometry dependent instabilities inducing
more dissipation and an apparent shear thickening. It is unclear thus far whether
ILs exhibit intrinsic non-Newtonian behaviour. They do appear to exhibit, in any
case, an extended Newtonian plateau.

1.4.3 Lubrication properties

Since lubrication is not the main focus of this work, we will give a very simple
view on it as the force required to shear a thin liquid film between two solid sub-
strates as a function of the applied load. As well summarized by R. Lhermerout
et al. [97], a good lubricant should possess three main requirements : a controlled
friction coefficient to ensure reproducible motion of the two plates, resistance to the
applied load without the liquid film being squeezed out, robust properties, mean-
ing a weak dependence on working variables. ILs exhibit low friction [66] and are
promising lubricants regarding these three points.

Additionally, to measuring the normal force profiles across the layered structure
of ILs, the shear force can also be probed in SFA. By doing so, A.M. Smith et
al. revealed the kinematic friction force between the mica plates as a function of
the applied load strongly depends on the number of ion layers between them. The
friction coefficient is much larger when only a few layers separate the plates [98].
The authors also observed a stick-slip behaviour for slow lateral displacements of
the upper plate due to either melting inside an isolated layer or relative slip between
ion layers.

The friction across ILs can also be tuned by addition of solutes. The structural
heterogeneity of ILs leads to an equally heterogenous distribution of solutes in these
materials, as shown by their diffusion coefficient [45] as well as their effect on the
bulk structure of ILs [99]. Depending on their polarity, solutes segregate into either
the polar or apolar domain, which it has the most affinity with [100]. Due to the
difference in layer composition at the IL-solid interface, A.M. Smith et al. reported
a pronounced enhancement of lubrication for a double bilayer compared to a single
bilayer when small quantities of water are added. The authors interpret this as a
new sliding plane between the two bilayers due to a higher affinity of water with
the charge head groups [101].
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1.5 Poly(ionic liquids) as hybrid materials

1.5.1 Decoupling of ion transport from structural relax-
ation

Although conductivity is not the main focus of this work, it remains essential
to understand the properties of PILs but also the purpose of these materials. For a
dilute molecular electrolyte, the conductivity is given by σ =

∑
i ciqiµi in which c

is the concentration of free ions, q their charge, and µ their mobility. The Einstein
relation relates the mobility to the diffusion coefficient D as µ = qD/kT in which
k is the Boltzmann constant and T the temperature. Furthermore, according to
Stokes Einstein relation D ∼ T/η with η the viscosity, and for small glass forming
molecules η = Gτ with G and τ the elastic shear modulus of the glassy state and
the structural relaxation time respectively. It comes that for a good electrolyte with
dissociated ions, the diffusivity of ions and hence the conductivity itself is directly
proportional to the fluidity 1/η or the structural relaxation rate 1/τ . In that sense,
it is generally agreed that structural dynamics control ion transport. In spite of
some exceptions, most polymer electrolytes answer to this rule even upon a change
of molecular weight.

Figure 1.9: Walden plot of molar conductivity as a function of structural relaxation
rate for acrylate based ammonium ionic liquids, corresponding dimers and trimers
(IL-1, IL-2, IL-3) and poly(ionic liquid)s of different degrees of polymerization taken
from ref. [102].

PILs, however, were shown to exhibit a strong decoupling between ion conduc-
tion and segmental relaxation [102–104]. This is well illustrated by the Walden plots
of acrylate based ammonium ionic liquids and their polymerized counterparts by F.
Fan et al. given in Figure 1.9. ILs and their dimers or trimers roughly follow the
ideal line of Walden analysis, suggesting a strong coupling between ion conduction
and structural relaxation rate. Some are slightly below the line, in the sub-ionic
regime, meaning that ions are not well dissociated. This is actually put forward

27



1.5 Introduction

to support the dilute electrolyte behaviour of ILs in the debate discussed in sec-
tion 1.4.1. Still, above 10 repeating units, PILs evidently cross into the super-ionic
regime and develop decoupling.

This observed decoupling is mainly attributed to packing frustration of the
cation [58, 104], hence pointing out the importance of the structure/dynamic in-
terplay. An increase in disorder induced by geometric frustration was shown to
be strongly correlated to an enhancement of conductivity in model ion containing
systems [105]. The underlying explanation is an increase of free volume, allowing
the mobile ion more easily in loosely packed systems. The lower conductivity in
PILs with long side chains and large anions was assigned to a better packing by
B. Doughty et al. by a combined use of X-ray scattering and vibrational sum fre-
quency generation (vSFG) [58]. Because packing frustration also leads to weaker
ionic associations, the chemical structure and nature of side groups are fundamental
in tuning properties of PILs [102, 106].

The decoupling between ion transport and segmental relaxations in PILs origi-
nates from a conduction mechanism that differs from that of ILs. S. Mogurampelly
et al. revealed using MD simulations that the mobile anions hop from one branched
cation to another [81, 82]. By following different types of hopping events, the au-
thors further revealed the motion happens dominantly along a single chain, hence
deeply contrasting with ILs.

1.5.2 Ionomers as associating ion containing polymers

Most of the above considerations were led in a local, molecular liquid point of
view, focusing on how polymerization affects the structure inherited from ILs and
their ion transport mechanisms. Nevertheless, PILs are polymeric systems and,
as such, exhibit conventional relaxation of polymer chains. Ion associations have
tremendous implications on polymeric viscoelastic properties by adding friction to
the chain and naturally affecting the relaxation of the material.

Among associating polymers, a close relative of PILs are ionomers which can
be simply defined as flexible polymers of which a fraction of repeating units bear
a charge. The generally low dielectric constant of polymers promotes association
of these ionic groups in clusters acting as association points. The purpose of this
section is to take the second direction, mentioned at the beginning, of a polymeric
system with increasing ionic content. We introduce the field of associating polymers,
whether physical crosslinks are ionic in nature or not, narrowing it down to ionomers
as a working case of associative polymers. As it will come out of this section
and later on of Chapter 6, these materials offer a more accessible way into the
understanding of more complex systems such as PILs.

Associating polymers

Polymeric materials can be hardened by binding chains together with covalent bonds
called chemical crosslinks. They were actually first used since the early days of poly-
mer science. Not more than a decade after the Swedish chemist J. J. Berzelius intro-
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duced the term polymer 1[108], and surprisingly twenty years before M. Berthelot
reported the first synthetic polymerization (of polystyrene), C. Goodyear patented
the vulcanization of rubbers in the United States, concurrently with T. Hancock
in England. The process discovered by chance consisted in heating rubber with
sulphur thus creating covalent bonds between rubber chains and drastically im-
proving its elasticity, resilience, tensile strength, hardness and weather resistance.
The poorly elastic and often sticky natural rubber became through this crosslinking
process the material of choice for tires, among other applications.

Chemical crosslinks are irreversible due to a high association energy of the order
of 1000 kJ/mol, hundreds of times the thermal energy kT at room temperature. The
lifetime of these associations, exponentially dependent on the interaction energy, is
virtually infinite. These bonds can be turned reversible, over the working timescale,
by lowering the interaction energy. They become thereby physical crosslinks. Such
polymers are termed associating and their applications include, but are not limited
to, reprocessable and self-healing materials [109].

(a) (b)

Figure 1.10: (a) Interaction energies of diverse bond types, ideal energies for re-
versible bond networks, are shown in light blue. Figure taken from Pr. R.H.
Colby’s lecture at the SOFTMAT summer school 2022, adapted from ref. [110].
(b) Schematic representation of an associating polymer network based on ionic
bonds.

Linear viscoelasticity and relaxations of ionomers

Possible interactions weaker than covalent bonds but stronger than simple van der
Waals interactions include hydrogen and ionic bonding, which energies are of the
order of a few times and tens of times the thermal energy kT respectively. The
diagram of Figure 1.10a summarizes these interaction energies for a variety of inter-
actions. We focus in the following on ionic association and in particular ionomers,

1This first definition was far from today’s usage and considered for example benzene as a poly-
mer of ethylene. It was met with great criticism until H. Staudinger introduced the macromolecule
picture in the 1920s [107].
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(a)

(b)

Figure 1.11: (a) Storage modulus G′ from the LVE master curve of unentangled
sulfonated PS with varying ion content. (b) Schematic representation of Eisenberg
restricted region model [112, 113]. Figures taken from ref. [111]

defined above, and their linear viscoelasticity.
Q. Chen et al. [111] reported a systematic LVE study of unentangled sulfonated

PS with increasing ion content, from which we show the evolution of storage mod-
ulus G′ in Figure 1.11a. As ion content increases, i.e. more stickers are added to
the system, a noticeable plateau emerges, although ionomers are unentangled, and
increases in magnitude. The progressive delay of the terminal relaxation time of the
ionomer chain is imparted to the ion dissociation time longer than the segmental
relaxation.

For a high concentration of stickers, the transition becomes one single broad
transition. A look at the microstructure of these systems is required to understand
this behaviour. These ion-containing materials form ionic clusters, as mentioned
above, which are covalently attached to the ionomer chains. There is therefore a
region around the clusters in which segmental mobility is locally restricted, as put
forth by A. Eisenberg [112, 113]. The addition of this longer relaxation time results
in a bimodal distribution of relaxations as seen on LVE responses of the materials as
in Figure 1.11a but also on DSC thermograms. At the point when restricted regions
percolate, the two relaxations merge into one broad glass to terminal transition. Q.
Chen et al. proposed that the threshold is actually reached when there is at least one
sticker per Kuhn segment [111] in agreement with their experimental observations.

These systems were shown to be well predicted by adapting classical polymer
relaxation theories such as the Rouse and reptation models respectively for unentan-
gled and entangled polymers [114, 115]. Although we will develop more thoroughly
these points in Chapter 6, the general idea is that only longer strands, at length
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scales above the distance between associations, are affected. More elaborate the-
ories of reversible gelation provide a more precise prediction of the diversity of
behaviours displayed by ionomers [116–118]. The complex interplay between the
number of stickers and their association strength leads to a large panel of LVE
responses. We only show here the most conspicuous situation where a rubbery
plateau is clearly visible, and leave other behaviours for Chapter 6.

1.5.3 Dynamics of PILs

In contrast with ionomers, only a few reports focused on the LVE of PILs. This
is explained by some by the challenge of synthesizing high molecular weight PILs
with low dispersity and characterizing them by conventional methods such as size
exclusion chromatography (SEC) [120]. Similarly to the work of F. Wieland et al.
on the nanostructure of a series ranging from ILs and their oligomers to short chain
PILs [59], F. Fan et al. reported comparative LVE measurements between acrylate
based ammonium ILs and their corresponding PILs. For a few tens of repeating
units, PILs exhibit a chain relaxation at long times additionally to the segmental
relaxation of the glassy state at shorter times, similar to ILs [102]. The same trends
were reported for other PILs [120, 121]. An additional crossover in the transition
region appears for higher molecular weights due to entanglements, similar to neutral
polymers [122].

Considering our previous comments on ionomers, this simple behaviour alone is
rather surprising for PILs which possess a high density of charges. K. Nakamura et
al. conducted viscoelastic measurements along with X-ray scattering and dielectric
spectroscopy on imidazolium based PILs with cationic alkyl tails of 2 [119] and 4
carbon units [123]. On ethylimidazolium PIL, LVE of which we show in Figure
1.12a, a broad glass-rubber transition and an enhanced rubbery plateau such as
discussed in the case of ionomers, suggest an important effect of ion associations.
A failure of the time temperature superposition (tTS) in the rubbery to terminal
region, as illustrated by the pseudo-master curve of Figure 1.12b occurs above a
certain threshold in degree of polymerization, corroborating the presence of ion
associations. Just as entangled ionomers, if the temperature dependence of associa-
tion lifetime differs from that of the reptation time, the two relaxation modes cause
failure in tTS.

The same authors observe fast and slow dielectric relaxation (DR) modes, which
they ascribe respectively to a rotational motion of the side chain and the lifetime
of an ion pair. The authors also state, based on a good overlap of their time-
temperature shift factors on a Tg-corrected scale aT (T − Tg) that counterions only
affect segmental dynamics of PILs by changes of their Tg. Overall, large counter
anions were reported to induce looser ionic aggregates, thus weaker associations
[30]. Influence of the pendant group composition on viscoelasticity of unentangled
PILs has also been reported either by the type of side chain [104], the size and
composition of spacers [124], or the counter anion [123]. More generally, U.H. Choi
et al. reviewed Tg values for a variety of PILs [125], revealing they are not only
dependent on anion volume but in fact scale as the reciprocal molecular volume
of the repeating unit regardless of their specific chemical structures as shown in
Figure 1.13. The reciprocal of the monomer molecular volume also corresponds
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(a)

(b)

(c)

Figure 1.12: (a) Master curves for an entangled ethylimidazolium PIL at reference
temperature T0 = 90°C. Red solid lines indicate the master curves for polystyrene of
same molecular weight at reference temperature 130 °C. (b) Pseudo master curves
for second ethylimidazolium PIL with molecular weight 3 times larger at the same
T0. (c) Master curves of ethylimidazolium PIL at varying molecular weights. Curves
are normalized by the maximum in loss modulus bTG′′

max. Figures are taken from
ref. [119].
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to the density of ionic groups in PILs since every monomer bears a charge. The
fact that it governs the glass transition substantiate the comparison with ionomers
in which the increase of Tg with ionic fraction is imparted to growing restricted
regions.

Figure 1.13: Correlation between the glass transition temperature Tg and number
density of counterions 1/Vm including various counterions for imidazolium-based
ILs (X symbols), vinyl IL monomers (open symbols), and their PILs (half-filled
symbols). Taken from ref. [125]

From the efforts put into enhancing the conductivity of PILs ensues a common
trend of chemical structures investigated. As well summarized by Iacob i.e., side
chain length affects the Tg-independent ionic conductivity of imidazolium-based
PILs up to 1 order of magnitude due to changes in the size of apolar domains and
the distance between neighbouring chains[33]. As for the anion, changes in con-
ductivity of more than three orders of magnitude are imparted to its size. Overall,
because conductivity is the intended material property to enhance, most reports
focus on PILs with small counter anions and short side chains. Concerning the
molecular weight, unentangled PILs only appear in a few reports, most of the time
as part of series of varying molecular weights to retrieve viscosity scalings η ∼Mα.
While some reports suggest these scalings showed discrepancy compared to neu-
tral polymers [123], others claim that conventional scalings apply [120, 121] and
attribute different scalings to the significant dispersity of the reported PILs. This
is briefly discussed in Chapter 2 to justify the unentangled state of our own PIL
series.

Despite their numerous similarities, the comparison between ionomers and PILs
is nonetheless far from trivial and should be done with caution. First and foremost,
PILs, as opposed to ionomers, are composed of apolar clusters, percolated or not,
in a predominantly ionic domain. This already contrasts with the segregated ionic
clusters of Figure 1.10b. Moreover, the topic of ion associations in ILs is still
largely under debate. The transient formation of ion pairs or aggregates is still
poorly understood [87] and should play an extensive role in the dynamics of PILs.
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Figure 1.14: Chemical structure of the series of poly(1-vinyl-3-alkylimidazolium)
PILs with varying side chain length n and counter anions bromide iodide and
bis(trifluoromethylsulfonyl)imide (TFSI)

1.6 Focus

Although materials science is more fundamental today than it was during the
rise of ILs, it is interesting to observe the understanding of PILs undergo a similar
trend. A considerable number of reports on PILs are application-driven, with im-
provements of chemical structures or confinement methods to enhance conductivity.
Yet, a lack of systematic approach to model systems hinders a deeper understanding
of PILs behaviour. In that sense, this work focuses on model PILs, using the popular
imidazolium IL as the building block of a series of poly(1-vinyl-3-alkylimidazolium)
with varying side-chain length n as represented in Figure 1.14. The controlled
synthesis as overseen by our collaborator E. Drockenmuller 1, ensures an identical
degree of polymerization and dispersity for all n, which the strength of the results
presented here relies on. Synthetic details and characterization of the PILs series
are given in the following Chapter 2.

As discussed above, this side chain length shapes the polarity of interactions and
accordingly the local bulk structure of ILs as well as PILs. Both share a surprising
number of features, driven by the nanoscale segregation of these alkyl tails. If the
PIL local bulk structure is rather well known today, how the conformation of the
PIL chain is affected, as well as the role of temperature, is still unclear. Our results
in that aspect using neutron and X-ray scattering are presented and discussed in
Chapter 3. The disruption of bulk structure by a solid interface has surprisingly not
been investigated so far, despite deep implications for their potential applications.
Given the resemblance in bulk between PILs and ILs, it may be expected PILs
also exhibit unconventional structures at interfaces. To this end, a combined use
of specular X-ray reflectivity and grazing incidence X-ray scattering on thin film of
our series of PILs is presented in Chapter 4. Confinement effects unfold from the
variation of the film thickness, for which we propose a molecular picture.

The last point about the structure of these materials constitutes a side project
of this work, resulting from our collaboration with E. Drockenmuller. Instead of so-

1Université Lyon 1, CNRS, Laboratoire d’Ingénierie des Matériaux Polymères, UMR 5223,
Lyon, France
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lution polymerization as performed for the above-mentioned PIL series, dispersion
polymerization of PILs fashions structured nanometric particles [43, 126]. A com-
bined use of X-ray scattering and Transmission Electron Microscopy (cryo-TEM)
on triazolium based PIL nanoparticles, providing both particle shape and inner
structure information, is presented in Chapter 5. A brief review of such dispersion
polymerized PIL nanoparticles is given therein.

After closing the structural considerations, we will introduce our results on the
dynamics of PILs with the linear viscoelasticity investigation of our PIL series in
Chapter 6. To the best of our knowledge, no report has been made on such a PIL
series with varying alkyl side chain length, including both globular and bicontinuous
structures. Conventional oscillatory shear experiments on melt PILs were performed
in collaboration with J. Peixinho and G. Miquelard-Garnier.1. The parallel between
side chain length in PILs and ionic fraction in ionomers is discussed. An analogous
approach is proposed in connection with their molecular structure and association
dynamics in ILs.

Several directions for forthcoming works arose from these results and will be
discussed in the concluding remarks. These perspectives, on both structure and
dynamics, include the electric field responsiveness of the thin films’ structures or
the alternative probing of PIL dynamics to support an analogy with associating
polymers. This last point might provide a way to better understand ionic asso-
ciations in these systems and eventually cycle back to the debate over long-range
interactions in ILs.

1Arts et Métiers Institute of Technology, CNRS, Cnam, HESAM Université, Laboratoire
PIMM, UMR8006, Paris, France
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Chapter 2

Materials and characterization

We present in this chapter the detailed chemical synthesis of the imidazolium
based PCnVImX series with varying side chain length n and counter anion X inves-
tigated in Chapters 3, 4 and 6 in section 2.1 and their characterization in section 2.2.
Similarly, the synthesis and characterization of triazolium based PIL nanoparticles
Chapter 5 focuses on are respectively given in sections 2.3 and 2.4. All of these
are done by our collaborators at Laboratoire d’Ingénierie de Matériaux Polymères
(IMP Lyon Univ., France) A. Jourdain, S. O’Brien and R. Akacha supervised by E.
Drockenmuller. Only the thermal characterization of the imidazolium PIL series of
section 2.2.2 was performed by us.

2.1 Synthesis of bulk imidazolium PILs

2.1.1 Materials and nomenclature

Imidazolium based PILs are designated in the following as Y-PCnVImX with
X the nature of the counter anion (X = I, Br, or TFSI for iodide, bromide, or
bis(trifluoromethylsulfonyl)imide, respectively), n the number of carbon atoms of
the N-3 alkyl side–chain (n = 1, 2, 4 or 10 carbon atoms), and Y the isotopic nature
of the N-3 alkyl side–chain (Y = h or d for perhydrogenated or perdeuterated iso-
topologues, respectively). The isotopic nature is only relevant for neutron scattering
experiments of Chapter 3. In chapters 4 and 6, all the samples are perhydrogenated
and we drop the Y labelling for simplicity.

1-Vinylimidazole (VI, 99 %), 2,2’-azobis(2-methylpropionitrile) (AIBN, 98 %),
iodomethane (99 %), iodoethane (99 %) 1-iodobutane (99 %), 1-bromodecane (98
%), iodomethane-d3 (99.5 %), iodoethane-d5 (99.5%), methyl 2-[methyl(4-pyridinyl)-
-carbamothioylthio]propionate (CTA, 97 %), lithium bis(trifluoromethylsulfonyl)-
-imide (LiTFSI, 99.95 %) were purchased from Merck and used as received. 1-
Iodobutane-d9 (98 %) and 1-bromodecane-d21 (98 %) were purchased from CDN
Isotopes and used as received. Deuterated tetrahydrofuran (THF-d8 99.5 %) was
purchased from Eurisotop. 1-Decyl-3-methylimidazolium bis(trifluoromethyl sul-
fonyl)imide (99 %) was purchased from Iolitec. 1-butyl-3-methylimidazolium (98
%) and 1-ethyl-3-methylimidazolium (99 %) bis(trifluoromethylsulfonyl)imide were
purchased from Sigma Aldrich. The ionic liquids were dried at 60 °C under vacuum
for 24h before use.
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Figure 2.1: Chemical structure of 1-alkyl-3-methylimidazolium ILs (with alkyl chain
lengths n = 1 (a), 2 (b), 4 (c) and 10 (d)).

2.1.2 Characterization methods

1H (400 MHz) and 19F (376.5 MHz) NMR data were recorded on a Bruker Avance
400 spectrometer in DMSO-d6. Chemical displacements (δ) are listed with respect
to the signal of residual internal CD3SOCD2H (δ = 2.50) for 1H spectra and to the
signal of internal CFCl3 (δ = 0.00) for 19F spectra. Size exclusion chromatography
(SEC) was carried out at 50 °C on a chromatograph connected to a Viscotek pump
(1 mL min−1) and Rheodyne 7725i manual injector (100 µL loop) using a combina-
tion of detectors (Viscotek VE3580 refractometer RI at 50 °C and Viscotek T60A
viscometer at room temperature), two Viscotek I-MBHMW-3078 columns and one
Viscotek I-MBLMW-3078 column, 300 × 7.5 mm (polystyrene/divinylbenzene) and
pre-column Viscotek I-GUARD-0478 and a 0.01 M solution of LiTFSI in DMF
as the eluent. 3 mg/mL solutions of h-PC1VImTFSI, h-PC2VImTFSI, h-
PC4VImTFSI and h-PC10VImTFSI in 0.01 M LiTFSI in DMF were filtered
through 0.20 µm pore size PTFE filter prior to the measurements. Number average
(M n) and weight average (M w) molar masses and dispersities (Ð) were derived from
a calibration curve based on polystyrene standards. Omnisec software was used for
the treatment of the results.

2.1.3 Synthetic path

The series of hydrogenated and deuterated poly(1-vinyl-3-alkylimidazolium) iso-
topologues having identical macromolecular parameters (i.e. N and Ð) but in-
cluding either halide or TFSI counter-anions and different N-3 side-chains of vary-
ing length n were synthesized in three steps involving 1 - reversible addition-
fragmentation chain transfer (RAFT) polymerization of vinyl imidazole (VI), 2 -
N-alkylation of imidazole groups, and 3 - ion metathesis reaction (Scheme 2.2). Ini-
tially, PVI was obtained in 51 % yield by RAFT polymerization of VI in methanol
using a dithiocarbamate chain transfer agent (CTA) and AIBN as initiator.

According to the initial [VI]/[CTA] ratio of 139 and the monomer conversion
obtained by 1H NMR of the crude polymerization mixture (i.e. 54 %), the resulting
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Figure 2.2: Synthesis of hydrogenated and deuterated poly(1-vinyl-3-
alkylimidazolium) isotopologues.

polymerization degree (N) of PVI (and thus all their N-alkylated PIL derivatives)
should be ca. 75. A series of poly(1-vinyl-3-alkylimidazolium) halides was then
obtained in 73 % to 94 % yields by N -alkylation of the N-3 position of imidazole
groups using hydrogenated and deuterated aliphatic halide isotopologues with n =
1, 2, 4 or 10 carbon atoms. Finally, all hydrogenated and deuterated poly(1-vinyl-3-
alkylimidazolium) halides were involved in an ion metathesis reaction with LiTFSI
to afford the corresponding poly(1-vinyl-3-alkylimidazolium) TFSI isotopologues in
81 % to 98 % yields. We provide, in the following, additional details in the following
for each synthetic step in case of h-PC10TFSI.

RAFT Polymerization

Synthesis of PVI. Vinyl imidazole (7.70 g, 81.8 mmol) was added to a solution of
CTA (0.16 g, 0.59 mmol) and AIBN (0.05 g, 0.30 mmol) in methanol (CH3OH, 30
mL). The solution was sealed under reduced pressure after three freeze-pump-thaw
cycles and further stirred for 16 h at 70 °C. The crude solution was reduced under
vacuum, precipitated in cold diethyl ether and dialysed for 3 days in CH3OH to
remove monomer traces and freeze-dried to afford PVI as a white solid (3.93 g,
51.0 %).

N-alkylation Reaction

Synthesis of h-PC10VImBr. A solution of PVI (602 mg, 6.40 mmol of imidazole
groups) and 1-bromodecane (2.12 g, 9.58 mmol) in DMF (60 mL) was heated at 80
°C for 24h. The resulting mixture was evaporated under reduced pressure, dissolved
in acetonitrile and precipitated twice in cold acetone to afford after drying under
reduced pressure h-PC10Br as a light yellow solid (1.89 g, 93.7 %).

Ion Metathesis

Synthesis of h-PC10VImTFSI. A solution of h-PC10VImBr (682 mg, 2.16
mmol of imidazolium bromide groups) and LiTFSI (1.55 g, 5.40 mmol) in 20 mL
of a 1:1 (v/v) mixture of acetonitrile and methanol was heated at 40 °C for 24h.
The resulting mixture was concentrated under reduced pressure and precipitated
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2.2 Materials and characterization

in 40 mL of cold water. The crude product was redissolved in acetonitrile and pre-
cipitated in cold water to afford after filtration and thorough drying under vacuum
h-PC10VImTFSI as a light yellow solid (982 mg, 97.2 %).

2.1.4 Molecular weight consideration

There has been a slight controversy regarding the critical molecular weight for
entanglements in PILs and the viscosity scalings below and above. For readers
unfamiliar with these terms, they are discussed more in detail in Chapter 6. The
only report on imidazolium based PILs was made by K. Nakamura et al. for an
ethyl side chain [119]. The authors put forward viscosity scalings quite different from
those of neutral polymers, which they attribute to electrostatic interactions between
the backbone and the mobile anion. However, as pointed out by Q. Zhao et al., there
is no reason why this effect should depend on the molecular weight and thus affect
the viscosity scaling [121]. They also performed viscosity measurements and found
slopes of 1.0 and 2.3 for an acrylic based imidazolium PIL series, whereas F. Fan
et al. observed a 1.1 slope in the unentangled regime of acrylate based ammonium
PILs up until a few hundreds repeating units [102]. G. Liu et al. did find slopes of
1.1 and 3.6 for benzyl based imidazolium PILs and attribute the scalings found by
K. Nakamura et al. to a limited number of samples and a higher dispersity in PILs
obtained by free radical polymerization compared to RAFT [120]. Additionally, the
considerably broader crossover region between entangled and unentangled regimes
than what is typically obtained with neutral polymers is ascribed to the higher
dispersity in PILs even with controlled radical polymerization [120]. Q. Zhao et al.
rely on this broad transition to explain the 2.3 scaling obtained for entangled chains,
explaining that they are not in fact fully entangled at these molecular weights yet
[121].

Nevertheless, for all viscosity scalings reported, the critical molecular weight is
above a hundred repeating units, suggesting our series of PILs are unentangled.
This appears clearly in the measured viscoelastic properties of Chapter 6. Despite
difficulties to obtain narrow molecular weights distributions, the real strength of the
synthesis used in the present work is that regardless the values of molecular weight
and dispersity, they remain identical across the PIL series with varying n since all
PILs are synthesized from the same PVI.

2.2 Characterization

2.2.1 Chemical structures

We report in this section the 1H NMR characterization of products synthesized
at each step of the path leading to h-PC10VImTFSI detailed above. 19F NMR
and size exclusion chromatography (SEC) on the whole series with varying n is
given at the end respectively in Figure 2.6 and 2.7.
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2.2. Characterization 2.2

RAFT polymerization
1H NMR (400 MHz, DMSO-d6): δ 7.57–6.59 (3H, br, Hc, Hd), 3.23–2.74 (1H, br,
Hb), 2.34–1.56 (2H, br, Ha).

1H NMR of PVI (Figure 2.3) shows the quantitative
removal of residual VI after purification (i.e. doublet of doublet at 7.17 ppm and
doublets at 5.48 and 4.87 ppm) and the fair agreement between integrals of the
imidazole protons (i.e. at 7.57–6.59 ppm) and the protons of the main–chain (i.e.
at 3.23–2.74 and 2.34–1.56 ppm).
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Figure 2.3: 1H NMR spectrum (DMSO-d6, 400 MHz) of PVI.

N-alkylation reaction
1H NMR (DMSO-d6, 400 MHz) (Figure 2.4): δ 10.17–9.16 (1H, br, Hc), 8.54–7.25
(2H, br, Hd), 5.06–3.70 (3H, br, Hb, He), 3.12–2.13 (2H, br, Ha), 2.13–1.58 (2H, br,
Hf), 1.58–1.04 (14H, br, Hg), 1.04–0.68 (3H, br, Hh).
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Figure 2.4: 1H NMR spectrum (DMSO-d6, 400 MHz) of h-PC10VImBr (top) and
d-PC10VImBr (bottom).
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2.2 Materials and characterization

Ion Metathesis
1H NMR (DMSO-d6, 400 MHz) (Figure 2.5): δ 9.45–8.33 (1H, br, Hc), 8.20–6.60
(2H, br, Hd), 4.82–3.56 (3H, br, Hb, He), 3.00–1.96 (2H, br, Ha), 2.96–1.52 (2H, br,
Hf), 1.52–1.04 (14H, br, Hg), 1.04–0.66 (3H, br, Hh).

19F NMR (DMSO-d6 with
0.05 % v/v CFCl3, 376.5 MHz): δ –78.38 (6F, s, (CF3SO2)2N).
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Figure 2.5: 1H NMR spectrum (DMSO-d6, 400 MHz) of h-PC10VImTFSI (top)
and d-PC10VImTFSI (bottom).
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Figure 2.6: 19F NMR spectrum (DMSO-d6 with 0.05 % v:v CFCl3, 400 MHz) of
h-PC1VImTFSI, h-PC2VImTFSI, h-PC4VImTFSI, h-PC10VImTFSI.
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Figure 2.7: Size exclusion chromatography traces of h-PC1VImTFSI (black solid
line), h-PC2VImTFSI (red solid line), h-PC4VImTFSI (green solid line) and
h-PC10VImTFSI (blue solid line) in 0.01 M LiTFSI in DMF.
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2.2.2 Thermal behaviour

PCnVImTFSI samples were dried at 100 °C in a vacuum oven overnight prior
to differential scanning calorimetry experiments (DSC). The measurements were
performed on a DSC Q100 (TA Instruments) at heating and cooling rates of 10
°C/min over temperatures ranging from -20 °C to 150 °C. Thermograms at the
second heating cycle for varying side chain length are given in Figure 2.8a and
exhibit a single broad glass transition. Experiments at varying rates as well as
modulated DSC were performed as well, but neither improved the measurement.
The broad glass transitions are intrinsic to these systems, as discussed in Chapter
1. The assessment of the glass transition temperature is therefore challenging, and
we use the derivative of the heat flow with respect to temperature, as represented
in the inset of Figure 2.8a. The glass transition then translates into a peak fitted
to a Gaussian function. Corresponding Tg values are reported in Table 2.1.
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Figure 2.8: (a) DSC thermograms at the second heating cycle for the imidazolium
PIL series PCnVImTFSI with varying side-chain length n. Inset is the derivative
of the heat flow with respect to temperature. Traces are vertically shifted for clarity.
(b) Corresponding TGA weight loss.

Thermogravimetry analysis (TGA) was also performed on a TGA Q50 (TA
Instruments) at heating rates of 7 °C/min and corresponding traces for varying side
chain length are reported in Figure 2.8b. The degradation temperature Td,5% is
taken at a relative weight loss of 5% and given in Table 2.1.
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2.3. Synthesis of triazolium based PIL nanoparticles 2.3

Sample Tg (°C) Td,5% (°C)
PC2VImTFSI 58± 2 276
PC4VImTFSI 65± 2 280
PC7VImTFSI 46± 4 288
PC10VImTFSI 47± 3 289

Table 2.1: Glass transition temperature Tg of the PCnVImTFSI series as deter-
mined from the Gaussian fits to the heat flow derivative of Figure 2.8a and degra-
dation temperatures taken at 5% weight loss on the TGA traces of Figure 2.8b.

2.3 Synthesis of triazolium based PIL nanoparti-
cles

2.3.1 Materials

N-Succinimidyl methacrylate (TCI, 99%), N,N–diisopropylethylamine (DIPEA,
Merck, 99%), propargyl amine (Merck, 99%), iodo(triethyl phosphite)copper(I)
(CuP(OEt)3I, Merck, 97%), methyl iodide (Merck, 99%), hydroquinone (Merck,
99%), propargyl acrylate (TCI, 97%), propargyl methacrylate (TCI, 97%), Dowex
1X8-100 (chloride form, Merck) and solvents from the purest grades were used as
received.

2.3.2 Characterization methods

NMR spectroscopy was carried out with a Bruker DRX 400 spectrometer oper-
ating at 400 MHz for 1H, and 100 MHz for 13C. Spectra were obtained with a 5-mm
QNP probe at 363 K. Chemical shifts (δ) are given in ppm in reference to residual
hydrogenated solvents for 1H NMR, and to the signal of the deuterated solvent for
13C NMR. The same abbreviations for peak multiplicity as for bulk synthesized
imidazolium PILs are used, namely s for singlet, d for doublet, dd for doublet of
doublet, t for triplet and m for multiplet.

2.3.3 Synthetic path

We detail in this section the full synthesis of a (1,2,3-triazolium chloride)-
functionalized acrylate IL monomer. The same procedure is applied for the other
methacrylate and acrylamide IL monomers, as represented in Figure 2.9a. Dis-
persion polymerization of the functionalized monomers in aqueous solution was
subsequently carried out at 65 °C for 16 h, initiated by ACPA at a concentration
of 0.05% by weight (Figure 2.9b).

CuAAC cycloaddition

Synthesis of 1,2,3-triazole-functionalized acrylate In a 100 mL RBF was
added propargyl acrylate (0.92 g, 8.36 mmol), 1-azidotetradecane (1.30 g, 5.4
mmol), in tetrahydrofuran (15 mL) and allowed to stir over a period of 5 min
at ambient temperature. To the above solution was added DIPEA (1.21 g, 9.3
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2.4 Materials and characterization

(a)

(b)

Figure 2.9: Synthetic path and chemical structure of aliphatic 1,2,3-triazolium chlo-
ride ionic liquid monomers (a) and corresponding PILs nanoparticles obtained by
precipitation polymerization (b).

mmol), CuIP(OEt)3 (11 mg, 0.308 mmol) and the mixture was stirred for 16 h
at ambient temperature. The mixture was evaporated to dryness under reduced
pressure and the crude product was purified by column chromatography using a 1:1
mixture of petroleum ether and ethyl acetate as eluent to yield, after evaporation
of the solvents under reduced pressure, the 1,2,3-triazole-functionalized acrylate as
a half white solid (1.59 g, 75.0%).

N-alkylation and anion exchange reactions

Synthesis of (1,2,3-triazolium chloride)-functionalized acrylate 1,2,3-Triazole-
functionalized acrylate (500 mg, 1.43 mmol), methyl iodide (4.05 g, 28.3 mmol) in
tetrahydrofuran (5 mL) were introduced in a glass tube that was sealed under vac-
uum. The solution was stirred for 16h at 60 °C and was further evaporated to
dryness under vacuum. The resulting (1,2,3-triazolium iodide)-functionalized acry-
late intermediate was then dissolved in a 1:1 mixture of methanol and water (20
mL) and allowed to stir for 15 minutes. The homogenous solution was charged to
an anion exchange column (Dowex 1X8-100, chloride form, 5 g) saturated with a
1M sodium chloride aqueous solution, and eluted with methanol (50 mL). The elu-
ent was evaporated under reduced pressure at room temperature to quantitatively
obtain 614 as a pale yellow solid (420 mg, 73.6%).
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2.4. Characterization of nanoparticles 2.4

2.4 Characterization of nanoparticles

2.4.1 Chemical structure of precursor ILs

1,2,3-triazole-functionalized acrylate
1H NMR (400 MHz, CDCl3) (Figure 2.10a) δ (ppm) :
7.54 (s, CH=CN, 1H), 6.42 (dd, J 1 = 1.2 Hz, J 2 = 17.4 Hz, trans CH2=CH, 1H),
6.12 (dd, J 1 = 10.4, Hz, J 2 = 17.4 Hz, CH2=CH, 1H),
5.84 (dd, J 1 = 1.2 Hz, J 2 = 10.4 Hz, cis CH2=CH, 1H), 5.24 (s, COOCH2, 2H),
4.29 (t, J = 7.2 Hz, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 2H),
1.94-1.83 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 2H),
1.34-1.29 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 4H),
1.29-1.16 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 18H),
0.79 (t, J = 6.8 Hz, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 3H).

13C NMR (100 MHz, CDCl3) (Figure 2.10b) δ (ppm) :
166.0 (COOCH2), 142.10 (CH=CN), 131.4 (CH2=CH),
128.0 (CH2=CH), 123.6 (CH=CN), 57.7 (COOCH2),
50.4 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
31.9 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
30.2 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
29.6, 29.5, 29.4, 29.3 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
28.9 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
26.4 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
22.6 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
14.1 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3).

HRMS (ESI) m/z: [M+Na]+ calculated for C20H35N3NaO2, 349.2621; found, 372.2620.

1,2,3-(triazolium chloride)-functionalized acrylate IL monomer
1H NMR (400 MHz, DMSO-d 6) (Figure 2.11a) δ (ppm) :
9.14 (s, NCH=C, 1H), 6.45 (dd, J 1 = 1.2 Hz, J 2 = 17.2 Hz, trans CH2=CH, 1H),
6.25 (dd, J 1 = 10.4 Hz, J 2 = 17.2 Hz, CH2=CH, 1H),
6.08 (dd, J = 1.2 Hz, J 2 = 10 Hz, cis CH2=CH, 1H), 5.51 (s, COOCH2, 2H),
4.62 (t, J = 7.0 Hz, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 2H),
4.32 (s, NCH3, 3H), 1.92-1.84 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 2H),
1.32-1.25 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 4H),
1.25-1.19 (m, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 18H),
0.84 (t, J = 6.8 Hz, NCH2CH2CH2CH2(CH2)7CH2CH2CH3, 3H).

13C NMR (100 MHz, DMSO-d 6) (Figure 2.11b) δ (ppm) :
164.6 (COOCH2), 138.4 (CH=CN), 133.3 (CH2=CH), 130.3 (CH2=CH),
127.1 (CH=CN), 53.7 (COOCH2), 53.1 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
38.2 (NCH3), 31.2 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
29.0, 28.9, 28.8, 28.7, 28.7, 28.5, 28.2 (NCH2CH2CH2CH2CH2)7CH2CH2CH3),
25.3 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
22.0 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3),
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13.9 (NCH2CH2CH2CH2(CH2)7CH2CH2CH3).

HRMS (ESI) m/z: [M]+ calculated for C21H38N3O2, 364.2959; found, 364.2961.

(a)

(b)

Figure 2.10: 1H NMR (400 MHz, CDCl3) (a) and 13C NMR (100 MHz, CDCl3) (b)
of 1,2,3-triazole-functionalized acrylate (Peaks assigned to CDCl3 are denoted *).
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(a)

(b)

Figure 2.11: 1H NMR (400 MHz, DMSO-d 6) (a) and 13C NMR (100 MHz, DMSO-
d 6) (b) of (1,2,3-triazolium chloride)-functionalized acrylate (Peaks assigned to
DMSO are denoted *).

2.4.2 Particle size

Particle sizes are determined by Dynamic Light Scattering (DLS) measurements,
performed on a Zetasizer Nano ZS. The sample concentration was 1 mg/mL and
experiments were performed in triplicate. We give in Figure 2.12 the distribution of
hydrodynamic diameter for the samples considered in our investigation i.e. PIL NPs
obtained from dispersion polymerization of 25 mM aqueous solutions of acrylate,
methacrylate based triazolium PIL with dodecane side chains and the acrylamide
based triazolium PIL series with side chains from dodecane to octadecane.
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2.4 Materials and characterization

Figure 2.12: Hydrodynamic diameter distribution as measured by DLS at different
storage times at room temperature for poly((1,2,3-triazolium chloride) nanoparti-
cles.
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Chapter 3

Bulk structure

As discussed in Chapter 1, molecular dynamics (MD) simulations and wide-angle
X-ray scattering (WAXS) have shown that the same kind of nanoscale segregation
between apolar and ionic domains in ILs also occurs in PILs. Such nanostructure
was shown to be independent of the PILs polymerization degree (N) above a certain
threshold [59] and was found to play a significant role in both their ionic conductivity
[32, 33, 58] and rheological behaviour [119, 121, 123, 127]. Yet, the influence of the
local structure on the macromolecular conformation of PIL chains in melts and
solutions have not been investigated.

We present in this chapter our investigation of the influence of the side-chain
length and the chemical nature of the counter-anion on the conformation of poly(1-
vinyl-3-alkylimidazolium) (PCnVImX) using small angle neutron scattering (SANS),
the lone technique able to measure such features. The local structure of these mate-
rials was investigated using WAXS. The principle of scattering is detailed in section
3.1 in the case of neutrons and its specific application to polymeric systems in section
3.2. Three cases were investigated in this study: dilute solutions of PILs in deuter-
ated tetrahydrofuran (THF-d8), dilute solutions in imidazolium ILs with identical
alkyl substituents and finally, PIL melts. Further experiments were performed to
identify the role of temperature on these structural features.

3.1 Scattering premises

Several experimental techniques rely on scattering and thereby share a com-
mon formalism. Scattering experiments involve sending a beam onto a sample and
recording the so-called scattering pattern. What distinguishes each technique is
essentially the nature of the beam, which determines the type of interactions with
the sample but also the range of characteristic sizes that can be probed. Visible
light, such as a laser beam, make up for the simplest kind of scattering experiment
to put in place. Two other radiations are often used in soft matter and will be
considered hereafter: X-rays and neutrons. We will mainly focus on the latter, in
this section, for both theoretical and experimental aspects. A word will be given
on the specificities of X-rays later on, but the main formalism is identical. Readers
familiar with these scattering techniques can skip to section 3.2 for specificities of
scattering applied to polymeric samples, or section 3.3 for results on our PIL series.
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3.1 Bulk structure

Figure 3.1: Schematic representation of scattering. Figure adapted from reference
[128].

3.1.1 Scattering theory

Neutrons are particularly handy when it comes to probe the structure of con-
densed matter. The energies of thermal neutrons used for the investigation of soft
matter systems, between a few meV and hundreds of meV, fall into the order of mag-
nitude of intramolecular energies. Moreover, their wavelength of a few Ångströms
corresponds to characteristic intramolecular lengths. The general phenomenon of
scattering is schematically represented in Figure 3.1 in which the planar incident
wave on the left-hand side is characterized by a wavelength λ or alternatively a wave
vector of norm ki = 2π/λ and a pulsation ω such as the incident wave function is
given by:

ψi(x, t) = ψ0e
i(ωt−kix) (3.1)

As the incident wave goes through the sample and interacts with an atom, it
scatters in all directions, hence generating a spherical wave. A neutron has a given
probability of interacting with an atom, which is proportional to a quantity called
the scattering cross section σ. We also define its one dimensional counterpart, the
scattering length b as a characteristic range of interaction between the neutron and
the atom :

σ = 4πb2 (3.2)

All in all, the scattered wave from one scatterer recorded on a detector at a
distance D is given by :

ψ(x, t) = ψ0
b

D
ei(ωt−kdD) (3.3)

A sample is evidently composed of a large number n of atoms and thus scatters
n spherical waves that interfere as represented in Figure 3.1 in the simple case of
two scatterers. The resulting wave is the superposition of all of them, corrected by
a phase shift ∆Φ given by:
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3.1. Scattering premises 3.1

∆Φ = r⃗ · (k⃗d − k⃗i) = r⃗ · Q⃗ (3.4)

Equation 3.4 introduces the scattering vector Q⃗ as the difference between inci-
dent and scattered wave vectors. Simple geometrical considerations on the right-
hand panel of Figure 3.1 gives a norm Q = 4π

λ
sin θ. Not only is Q⃗ a convenient

variable in the following calculations, it is also our main variable in reciprocal space,
meaning it directly relates to the inverse of characteristic distances of the system,
as we will see later on.

The scattering angle θ is considered the same for all scatterers, since the sample
is virtually always much smaller than the distance to the detector. Furthermore,
we consider that neutrons are weakly scattered by the sample, hence neglecting
multiple scattering events (Born Approximation) [128]. The coherent1 sum over all
scatterers leads to a resulting wave:

ψ =
ψ0

D

n∑
i=1

bie
iQ⃗ · r⃗i (3.5)

A neutron detector is sensitive to the intensity, defined as the square of the wave
amplitude, in which the ensemble average is denoted < · > :

Idet = ψ ·ψ∗ =

(
ψ0

D

)2 n∑
i,j

〈
bibje

iQ⃗ · (r⃗i−r⃗j)
〉

(3.6)

In order to drop the prefactor (ψ0/D)2, we introduce the differential of the
scattering cross section σ of equation 3.2, denoted Σ(Q⃗) in the following, such as :

Σ(Q⃗) =
dσ

dΩ
(Q⃗) =

n∑
i

n∑
j

〈
bibje

iQ⃗ · (r⃗i−r⃗j)
〉

(3.7)

Physically, this quantity represents the scattering probability at a given scat-
tering vector Q⃗, in other words the probability to find two scatterers of scattering
length bi and bj separated by a vector r⃗i − r⃗j. In practice, however, the measured
intensity also depends on the volume V of sample seen by the beam:

I(Q) =
1

V

dσ

dΩ
(Q) (3.8)

This form of the measured intensity is homogenous to the reciprocal of a dis-
tance, generally expressed in cm−1, as commonly used to represent experimental
data after the treatment detailed in 3.1.5. Nonetheless, in order to lighten the
following calculations and explanations, we consider the scattering intensity to be
simply the differential scattering cross section Σ(Q).

The key interest of scattering unfolds from the exponential term exp(iQ⃗ · (r⃗i −
r⃗j)). It comes that the measured intensity is a Fourier transform of the scattering
length fluctuations within the sample. It implies that the modulus of the scattering
vector acts as a magnifying glass, and the characteristic lengths probed are of the
order of Q−1. This means that travelling along the Q-axis amounts to zooming

1We assume for now the term coherent and will come back to it in section 3.1.2
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3.1 Bulk structure

into the structure and scanning increasingly smaller features. We represent this
schematically in Figure 3.4.

The objects considered are usually larger than isolated atoms and are often taken
to be particles, entire molecules or monomers. It is then convenient to introduce the
notion of elementary scatterer as building blocks of the system considered. Similarly
to the scattering length, an elementary scatterer of molar volume v composed of
n atoms of scattering lengths bi, i.e. a molecule, is characterized by a scattering
length density (ρ) given by :

ρ =

∑n
i bi
v

(3.9)

Let us now consider NES elementary scatterers, the differential scattering cross
section then reads:

Σ(Q) =

NES∑
α,β

bαbβ

nα,nβ∑
i,j

〈
eiQ⃗ · (r⃗αi −r⃗βj )

〉
=
∑
α,β

bαbβSαβ(Q) (3.10)

where Sαβ(q) are the partial structure factors of the different elementary scatterers
of the system. These terms are only dependent on how the scatterers are arranged
across the sample, in other words the structure of the sample.

Let us now take a step down in complexity and focus on a binary system com-
posed of two types of elementary scatterers. This is the fairly usual situation of
objects in a continuous media, such as a polymer solution, for example. It can be
derived that :

Σ(Q) =

(
b2 − b1

v2
v1

)2

S22(Q) = (ρ2 − ρ1)
2v22S22(Q) (3.11)

In which the last step was introducing the scattering length densities of equation
3.9. The term (ρ2 − ρ1)

2 hereafter denoted as ∆ρ2 is called the contrast factor and
will be discussed in the following section 3.1.3.

Suppose now the system is slightly more elaborate and each of the n objects
contains N elementary scatterers. The system remains binary with n objects in a
continuous media. The intra-object and inter-object interferences can be isolated,
such as the scattered intensity can be rewritten :

Σ(Q)

(∆ρ)2v2obj
=

n∑
α,β

N∑
i,j

eiQ⃗ · (r⃗αi −r⃗βj ) = nN2 (P (Q) + nQ(Q))

P (Q) =
1

N2

N∑
iα

N∑
jα

eiQ⃗ · (r⃗αi −r⃗αj )

Q(Q) =
1

N2

N∑
iα

N∑
jβ

eiQ⃗ · (r⃗αi −r⃗βj )

(3.12)

The intra-object contribution, otherwise called the form factor P (Q), holds in-
formation on the correlation between elementary scatterers of a single object, while
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3.1. Scattering premises 3.1

the structure factor Q(Q) accounts for the correlations between elementary scat-
terers of different objects. Modelling of the system will take place in these terms,
allowing the calculation of the expected scattering pattern and the fitting of the
experimental data. It should be stressed at this point that equation 3.12 is the
general form of the scattered intensity. In the case of rigid and centro-symmetrical
objects such as colloids, the intra and inter object contributions to the scattering
can be decoupled by choosing the centre of mass of the objects as their origin [128].
Such transformation in the coordinate systems enables a factorization in equation
3.10 leading to Σ(Q) ∼ P (Q)×S(Q). The structure factor S(Q) then describes the
correlations between the centre of mass of the objects.

3.1.2 Incoherent scattering

Some assumptions or shortcuts were made in the previous section, such as con-
sidering an atom has a fixed scattering length bi. In reality, it depends on the spin
state of the atom and an averaging of fluctuations over position and spin states is
required. For a system composed of n identical atoms, the scattered intensity can
be expressed as :

Σ(Q) = nb2inc + b2coh

n∑
i

n∑
j

eiQ⃗ · (r⃗i−r⃗j) (3.13)

Only the second term, the coherent scattering, holds information on the struc-
ture probed. The first term, the incoherent scattering, which was omitted before,
contributes as a Q-independent signal, a flat background which is removed during
data treatment. This incoherent scattering is highly dependent on the composition
of the sample and particularly its hydrogen content, much like the contrast term,
which will be discussed next.

3.1.3 Contrast

A contrast term ∆ρ arises in the previous calculations and was introduced in
equation 3.11 as a prefactor to the scattered intensity. In a binary system, this
contrast term is the squared difference of scattering length densities ρ between the
object and the continuous matrix. Scattering lengths vary considerably across the
periodic table and one specificity of neutrons is the high contrast between hydro-
gen H and its isotope deuterium D. Since the former can be replaced by the latter
without altering the structure of the material, neutrons offer the possibility to tune
the contrast in order to target the observations1. In the particular situations of
dilute solutions and polymer melts we will focus on, a precise mixture of hydro-
genated and deuterated species maximizes the contrast, hence the signal-to-noise
ratio. They will be detailed in sections 3.2.3 and 3.2.2. It must be pointed out
here that contrast is a crucial difference between neutrons and X-rays. The latter
interact with the electronic cloud surrounding atoms instead of their nuclei. Thus,
X-ray scattering lengths increase proportionally to the number of electrons across

1Contrast matching experiments consists in tuning the SLD of the solvent through the ratio of
deuterated and hydrogenated solvent in order to match the SLD of a particular component. The
latter is then invisible to neutrons since there is no contrast with the solvent.
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3.1 Bulk structure

the periodic table, denying the possibility to tune the contrast with isotope sub-
stitutions. Furthermore, because it favours large atoms, contrast can be a severe
drawback in soft matter studies with X-rays.

3.1.4 Absorption

The scattering lengths b were considered as real values in the previous calcula-
tions. However, they are complex values with an imaginary part quantifying the
absorption by the scatterer. Absorption depends on both atoms present and the en-
ergy of the incident beam. X-ray absorption increases regularly with atomic number
Z along the periodic table, and depends again on the number of electrons. Neutron
absorption is conversely random. As a matter of example, H atoms considerably
absorb neutrons but hardly not X-rays. In contrast, higher Z atoms such as silicon
Si or aluminium Al absorb X-rays but not neutrons. This is particularly interesting
for neutron imaging or experimental setups, since all kinds of surrounding metallic
holders or containers have little impact on the beam.

Due to absorption, a sample has a certain transmission T regarding the consid-
ered beam, defined as the ratio of direct beam intensities with and without sample.
It relates to the thickness d as T = e−µd in which the linear attenuation coefficient µ
is a function of the wavelength and the imaginary part of the scattering length. In
practice, a sample composed of strongly neutron absorbing atoms scatters weakly,
which can be a severe drawback and has to be accounted for in the data treatment
explained in the next section. Such transmission considerations will be a particular
matter of discussion in section 3.4.3.

3.1.5 Experimental aspects

Figure 3.2: Schematic representation of the experimental setup of a SANS spec-
trometer. Grey areas represent vacuum tanks.

The experimental data presented in the following sections were collected on two
different spectrometers, PAXY at Laboratoire Léon Brillouin (CEA Saclay, France)
and SANS-I at Paul Scherrer Institute (Villigen, Switzerland) both of them sharing
a common layout depicted in Figure 3.2. The moderated neutron beam, i.e. of
thermal neutrons, goes through a velocity selector which acts as a monochromator
1 to select a working wavelength λ. This mechanical selection is made by a rotating

1Other monochromator include crystals or mirrors which deliver a precise selection but a poor
neutron flux.
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3.1. Scattering premises 3.2

helix which only let through the neutrons with the right velocity, thus the desired
wavelength, with a selectivity of approximately ∆λ/λ ≈ 10 %. The monochromatic
beam is nevertheless highly divergent as it exits the neutron guide and requires
collimation before use. This is achieved by two diaphragms which size, of the order
of the centimetre and separation distance, of a few meters, impacts the resolution
achieved. The thinnest the collimation, the highest the resolution but the greatest
the loss in flux as well. These parameters must be carefully chosen. The monochro-
matic collimated beam scatters in the sample, and the resulting scattering pattern
is recorded on a 2D detector. Such detector is made of neutron absorbing gases such
as 3He, which produce high energy ions as they absorb neutron. These fast ions
produce a trail of secondary ionization, hence producing detectable electrical pulses.
All these components must be under vacuum in order to avoid residual scattering
and absorption by ambient air. We provide pictures of both neutron spectrometers
used in this work in Figure 3.3.

(a) (b)

Figure 3.3: Pictures of Small Angle Neutron scattering spectrometers. (a) Detector
tank of PAXY spectrometer at Laboratoire Léon Brillouin (CEA Saclay, France) and
sample environment of SANS-I spectrometer at Paul Scherrer Institute (Villigen,
Switzerland).

The detector records a 2D picture of the scattering pattern which requires some
treatment to retrieve the differential scattering cross section per unit volume given
by equation 3.8, hereafter referred to as absolute intensity or simply scattering
pattern [129]. The contributions of background signal, the direct beam and the
container must be subtracted to the 2D data. For isotropic situations such as
ours, the 2D data is averaged over 2π for each scattered angle θ so as to retrieve
an intensity as a function of scattering vector Q. The 1D intensity must also be
corrected by some experimental parameters namely the neutron beam flux Φ, the
detector’s efficiency ε and solid angle ∆Ω, the sample’s transmission T and thickness
d and the area illuminated by the beam A :

I(θ) = Φ(λ)Aε(λ)∆ΩdTI(θ) (3.14)
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3.2 Bulk structure

3.2 Conformation of a polymer chain

The purpose of this section is to apply neutron scattering to textbook model
situations for a better understanding of our own situation later on. Main results
of the theory of polymer physics are evidently discussed, but not in detail. Useful
references can be found along the discussion. For the sake of simplicity and ap-
plication to our studies, only linear polymer chains will be considered here. Other
architectures including star-branched or H-branched, dendrimers or rings will not
be addressed.

3.2.1 Neutron scattering of polymeric systems

In order to describe a polymeric system, one must first focus on an isolated
chain. To describe such a chain statistically, each little chain segment, a bond
between monomers, is associated to a vector r⃗i. One measurement of the size of a
coil made of N segments is the sum over all the segments, R⃗ =

∑N r⃗i. In the often
encountered situation of an isotropic system, the average of this so-called end-to-
end vector over all configurations is null. Therefore, the mean-square end-to-end
distance < R2 > is a better measurement of the polymer coil’s size. Its square-root
will simply be called radius hereafter. In practice, though, the radius of gyration
Rg is preferred to the end-to-end vector, which can hardly be defined for branched
polymers such as stars. The radius of gyration is defined as the average square
distance between monomers, at positions R⃗i, and the centre of mass (R⃗cm) of the
polymer coil :

R2
g =

1

N

N∑
i=1

(
R⃗i − R⃗cm

)2
with R⃗cm =

1

N

N∑
j=1

R⃗j (3.15)

After some calculation, it can be shown that the radius of gyration relates to
the mean-square end-to-end distance as < R2

g >=< R2 > /6.
Before moving on to characteristics of neutron scattering in polymeric systems,

let us focus a little longer on the chain itself. Most of them are self-similar over a
wide range of length scales, in the sense that the whole chain behaves the same way
as a portion of it [2, 130]. This self similarity is characteristic of fractal objects, to
which most polymer chains belong. Put simply, this means the number of monomers
g of a portion of the chain is proportional to the mean-square size of the same portion
to an exponent α called the fractal dimension :

g ∼
(√

< r2 >
)α

(3.16)

Self similarity of the polymer chain ends at small length scales below the so-
called persistence length. The chain strand is then better described as a rigid
cylinder. This will be of importance on our PIL systems.

As mentioned in section 3.1.1, scattering experiments probe different length
scales 1/Q reciprocal of the scattering vector. In the case of polymeric systems,
three regimes are commonly identified [128] and represented in Figure 3.4. At very
low Q values, 1/Q ≪ 1/Rg the whole size of the polymer coil is probed. This so-called
Guinier regime allows the radius of gyration of the chain to be measured. As the Q
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3.2. Conformation of a polymer chain 3.2

Figure 3.4: Simple view on the scattered intensity for a random object. From
left to right : the Guinier regime probing the radius of gyration of the object,
the intermediate regime in which the exponent α of the power-law decay provides
information on the shape of the object, the Porod regime dependent on its specific
surface. Inspired from ref. [128].

value increases, we enter the intermediate regime in which the scattering intensity
decreases as Q−α. The exponent α is the fractal dimension of the object on equation
3.16, thus characteristic of the shape of the object. Representative examples will be
addressed in the following to detail how the fractal dimension can vary in polymeric
systems. Finally, for even higher values of Q, the magnifying is such that only the
interface between the object and its surrounding medium is seen. The scattered
intensity follows a Q−4 power-law decay called the Porod regime. This is similar
to what can be derived in neutron reflectivity, which formalism will be detailed in
Chapter 4.

3.2.2 Neutron scattering from a polymer solution

The easiest way to have an isolated polymer chain is in a dilute solution. In
such a scenario, two interactions have to be taken into account : monomer-monomer
and monomer-solvent interactions. Depending on the balance between the two, the
chain will rather be surrounded by solvent molecules (case of a good solvent) or expel
them from the polymer coil, which then collapses (case of a bad solvent). This is
quantified by the Flory interaction parameter χ. Interactions felt by the monomers
are quantified by an excluded volume parameter v such as v = a3(1−2χ) in which a
is the size of the Kuhn segment [130]. If χ is smaller than 1/2 the interaction between
monomers is repulsive, and they rather be surrounded by solvent molecules. The
polymer coil is then naturally swollen by solvent. Such a state comes at an entropic
cost, some configurations are no longer accessible to the chain. This simple picture
reveals the competition between an entropic contribution, the loss of accessible
conformations, and an enthalpic one, the interactions between monomers. The
most often used model was developed by P. J. Flory in 1953 who calculated the free
energy F of such a chain as the sum of both contributions [131] :
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F

kT
=

R2

Na2
+ v

N2

R3
(3.17)

Minimizing this free energy with respect to the radius R of the polymer chain
leads to a power law for the Flory radius of a swollen linear chain :

RF ∼ N3/5 (3.18)

It must be stressed that this theory, despite some approximations, is in good
agreement with more sophisticated ones and gives in fact a universal scaling R ∼
Nν . The exponent ν is the inverse of the fractal dimension α = 1/ν, accessible
using neutron scattering as mentioned above. More quantitatively, a chain with
excluded volume effects can be modelled by the form factor given by [132–134] :

Pexcl(Q) = 2

∫ 1

0

dx(1− x) exp

(
−Q

2a2

6
N2νx2ν

)
(3.19)

Up until this point, only dilute solutions were considered, where chains can be
regarded as isolated and do not interact with other chains. This is valid as long
as the volume fraction ϕ is below the overlap volume fraction ϕ∗ corresponding to
contact between spheres representing the volume occupied by chains. Above ϕ∗ is
the semi-dilute regime in which chains overlap and excluded volume interactions
can no longer apply to a single chain only. Regarding neutron scattering, once in
the semi-dilute regime, the structure factor Q(Q) must be accounted for whereas in
the dilute regime only the form factor P (Q) is considered.

The prefactor to the form factor in the expression of the scattered intensity
includes a contrast term ∆ρ mentioned in section 3.1.3 and arising in equation
3.12. In a dilute polymer solution, the scattered intensity becomes :

I(Q) = ϕNv(∆ρ)2P (Q) (3.20)

in which ϕ is the volume fraction of polymer. Thus, in practice, the solvent is often
deuterated and the chains hydrogenated to maximize the scattered intensity while
keeping the hydrogen content low so as to limit incoherent scattering.

3.2.3 Neutron scattering from a polymer melt

A polymer melt is characterized by the absence of solvent, the system being
only composed of polymer chains. Regardless of other chains, we focus on a single
one and consider it to be an ideal and more specifically a freely jointed chain in
the theoretical sense [2]. Monomers of such a chain are free to move around with
no interactions between them, and are linked together through infinitely flexible
bonds. Mathematically, this is described by a three-dimensional random walk of N
steps of length a being the size of a monomer, such as the mean-square end-to-end
distance introduced in section 3.2.1 becomes, for an ideal chain :

R0 = a
√
N (3.21)

The corresponding radius of gyration is simply Rg = R0/
√
6.
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Particular attention should be given to this simple equation, as it gives the
fractal dimension of 2 for an ideal chain. In practice, this means the SANS pattern of
an ideal chain system exhibits an intermediate regime scaling as Q−2. J.P. Cotton et
al. first reported experimentally that it did apply to polymer melts [135]. Meaning,
quite counter intuitively, that a single chain in a polymer melt behaves as an ideal
one. The explanation lies in a compensation of interactions between monomers
belonging to one common chain and those from two distinct chains 1. Quantitatively,
the form factor for an ideal chain was first calculated by P. Debye in 1947 [136]
by averaging the form factor of individual isotropic scatterers pondered by the
probability distribution for distances between monomers Rij, leading to :

PDebye(Q) = 2
exp

(
−Q2R2

g

)
− 1 +Q2R2

g

Q4R4
g

(3.22)

Just as for dilute solutions, it can be derived from equation 3.12 that the scat-
tered intensity exhibits a contrast-dependent form factor. In the case of a melt,
there is no solvent to deuterate thus we use a mixture of hydrogenated (h-) and
deuterated (d-) chains with respective volume fraction x and 1− x such that :

I(Q) = x(1− x)Nv(∆ρ)2P (Q) (3.23)

The scattered intensity is thus optimized for a 1:1 mixture of hydrogenated and
deuterated polymer chains.

Form factors of equations 3.22 and 3.19 will be used in the modelling of the
experimental SANS data in the following sections.

3.3 Multiscale bulk structure of poly(ionic liq-
uid)s

3.3.1 Experimental aspects

Sample preparation

For SANS experiments in bulk, thick PIL films were prepared by solution casting of
PCnVImTFSI solutions in tetrahydrofuran. The drying of the solutions deposited
on a 1 mm quartz plate was first performed at room temperature during 24 h in a
20 cm diameter desiccator with a small aperture to allow a slow evaporation rate
so as to prevent the formation of crust or cracks. The films were then heated in an
oven (VacuTherm, Thermo Fisher Scientific) at 40 °C for 24 h in order to remove a
maximum of remaining solvent without bubble formation. The third 24 h annealing
step is performed at 70 °C. Finally, the sample is heated at 100 °C under vacuum
for 24 h. The thickness of the films was measured using a Palmer and averaging 10
measurements over the film area. The resulting films are 10 mm in diameter and
around 0.8 mm thick. The same procedure was used to prepare PCnVImI and
PC10VImBr films using N,N-dimethylformamide as the casting solvent.

1In other words, two monomers cannot possibly know whether they belong to the same chain
or not.
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As the PIL series of interest is glassy at room temperature, the protocol de-
scribed above is sufficient for measurements in ambient conditions. However, for
measurements at varying temperature, presented later on in section 3.4.3, PILs are
heated above their glass transition temperature Tg. Consequently, the sample has
to be contained in a cell composed of a stack of a circular spacer in between two
windows. For WAXS experiments at varying temperature, samples are solvent cast
as before but in a small washer, with inner and outer diameter respectively 10 and
4 mm. After the drying steps, the films are covered by Kapton tape on both sides.
Neutron experiments require larger samples, and hence a more robust containing
stack. We use a circular Teflon spacer, stamped from a Teflon sheet using a cylin-
drical die, and two circular quartz windows as depicted in Figure 3.14. A perfectly
regular disk with controlled thickness is required so as to avoid any air in between
the quartz windows, which would allow the sample to flow to the bottom of the
container during the experiment.

To shape such disks, we use a homemade compression moulding cell1. The cell,
shown in Figure 3.14, is composed of a vacuum chamber in which the powder is
weighed. The open cell is then placed in a heated vacuum desiccator (Vacuo-Temp,
Selecta) set at 110 °C under vacuum for a day as to degas the PIL and avoid
capturing air when moulding the sample. It is afterwards enclosed by a piston,
connected to a vacuum pump, placed back on the heating plate at 110 °C and
left overnight. Since the chamber is under vacuum, the sample is moulded at a
pressure of approximately 1 bar and cell temperature was measured at 100 °C for
this setting. Once back at room temperature, the cell is taken apart and the polymer
disk removed. Samples showed very little defects by transparency, nonetheless we
check their quality using X-ray scattering in section 3.4.2. The stack composed
of the quartz windows and the Teflon spacer is afterwards assembled and clamp-
pressed in a vacuum oven at 100 °C.

To study the chain conformation in THF, in which PCnVImTFSI exhibited
very good solubility, hydrogenated h-PCnVImTFSI were diluted at 0.5 w% in
deuterated THF (THF-d8), thus below the overlap concentration estimated accord-
ing to the polymerization degree (ϕ∗ = N−4/5 ≈ 3 %). Semi-dilute solutions of
hydrogenated PC4VImTFSI (1.5, 4.2 and 11 w%) and PC10VImTFSI (1.9, 3.8
and 9.8 w%) were also prepared. The solutions were stored in 2 mm thick quartz
cells. For solutions of PILs in ILs, we used a concentration of 1 w% of deuterated
PILs in hydrogenated ILs. Prior to mixing, ILs were dried under vacuum for 15 h.
The quartz cell thickness was 1 mm in this case to keep incoherent background at
a minimum and optimize the transmission.

Experimental setup

SANS in ambient conditions was performed on the small angle diffractometer
PAXY at Laboratoire Léon Brillouin, CEA Saclay (Figure 3.3a). Three different
sample-to-detector distances of 1, 3 and 5 m were used together with neutron wave-
lengths of 4, 5 and 8.5 Å respectively. The Q-range available was thus 0.006 Å−1 <
Q < 0.6 Å−1. Standard corrections were applied for sample volume, neutron beam

1We thank A. Hélary (Laboratoire Léon Brillouin, CNRS CEA Saclay, France) for the design.
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transmission, empty cell signal, and detector efficiency to the raw signal to obtain
scattering spectra in absolute units as mentioned in section 3.1.1 [129].

SANS at varying temperature was performed on the small angle diffrac-
tometer SANS-I at Paul Scherrer Institute1 in Villingen, Switzerland (Figure 3.3b).
A single wavelength of 5 Å is used together with the whole length of the detector
tank with three sample to detector distances 1.6, 4.5 and 18 m, thus providing
a similar Q-range. The samples composed of stacks with quartz windows and a
Teflon spacer are smaller for this experiment and a diaphragm of 7 mm diameter
is placed at the exit of the neutron guide shown in Figure 3.3b. The temperature
is set via a MFU resistance furnace controlled by a Eurotherm 2416 device. To
ensure proper thermalization, the samples are loaded between two copper plates
screwed to the copper block of the MFU. For lower temperatures, a Haake Phoenix
II P1-C25P refrigerated circulator (Thermo Fisher Scientific) is connected to the
MFU. The typical temperature cycle starts at room temperature, goes up to 130
°C, cools down to room temperature, proceeds to -10 °C, and comes back one last
time to room temperature.

Wide Angle X-ray Scattering (WAXS) was performed on the same films of
hydrogenated PILs h-PCnVImX measured by SANS in ambient conditions. The
films were cut in 2 × 2 mm squares and placed on the sample holder. We used
a Xeuss 2.0 diffractometer (Xenocs) equipped with a Pilatus 1M detector placed
at 200 mm from the sample and a Genix 2D Cu HF source (λ = 1.542 Å). The
same data correction procedure used for SANS was applied to WAXS spectra. For
temperature-resolved WAXS, a Linkam THMS600 hot stage system was added to
the sample environment of the diffractometer.

Figure 3.5: Schematic representation of the flexible cylinder model used to fit the
data. Relevant chain parameters such as the radius of gyration Rg and the chain
cross section rcross are shown.

1We thank our local contact V. Lütz-Bueno (ETH Zurich / Paul Scherrer Institute, Villigen,
Switzerland) an M. Grzelka (Université Paris Saclay, Laboratoire Léon Brillouin, CNRS-CEA,
Gif-sur-Yvette, France) for her precious help.
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3.3 Bulk structure

3.3.2 Conformation of a poly(ionic liquid) chain

Solutions in THF

The SANS spectra of diluted h-PCnVImTFSI solutions in deuterated THF pre-
sented in Figure 3.6a exhibit distinct regimes, as illustrated in Figure 3.4. For all
side-chain lengths, a clear transition is observed from the Guinier regime at low
Q to an intermediate regime with a regular slope of −5/3. For higher values of the
scattering vector Q, a change in slope occurs and its onset depends on n. The larger
n, the lower the Q value at which this change in slope occurs.
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Q (Å−1)

10−4

10−3

10−2

10−1

100

I
(Q

)
(c

m
−

1
)

(b)

n = 4 - 1.50 w%

n = 4 - 4.20 w%

n = 4 - 11.0 w%

n = 10 - 1.86 w%

n = 10 - 3.80 w%
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Figure 3.6: SANS spectra of PCnVImTFSI solutions in THF-d8 for different alkyl
side-chain length n. (a) Dilute regime 0.5 w%, 0.55 w%, 0.5 w% respectively for
n = 2, 4, 10. Solid lines correspond to the best fits according to equation 3.24. (b)
Semi-dilute regime with varying concentrations for alkyl chain lengths n = 4 and
10. Data are shifted vertically for clarity.

The intermediate regime scaling as Q−5/3 is in good agreement with the fractal
dimension of a chain in good solvent [130, 131] independently of the alkyl side-chain
length n. As for the further change in slope, it is most likely the point in Q at which
the diameter of the chain, its cross section as represented in Figure 3.5, is probed,
and which understandably depends on n. In order to account for both Rg in the
Guinier regime and the cross section of PILs (rcross) at higher Q-values, the data
were fitted using an excluded volume polymer chain form factor Pexcl(Q) given by
equation 3.19 and a cross section term Pcross(Q) from a rigid rod, in other word
a disk [137]. The contour length of the chains being significantly larger than the
cross section, their respective scatterings can be separated by means of a decoupling
approximation [138], giving:
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P (Q) = Pexcl(Q)× Pcross(Q)

Pcross(Q) =

(
2
J1(Qrcross)

Qrcross

)2 (3.24)

where ν = 5/3 is the excluded volume parameter. Regarding the cross section term,
J1 denotes the first order Bessel function of the first kind. As can be seen in Figure
3.7, such product tends to unity in the low-Q limit as is expected for a form factor.
Such model provided very satisfying fits to the scattering patterns for all side chain
lengths studied here (Figure 3.6a).

SANS spectra of semi-dilute h-PCnVImTFSI solutions in THF are also re-
ported in Figure 3.6b. The absence of polyelectrolyte peak, assigned to intermolec-
ular electrostatic interactions between charged chains [139, 140] is noteworthy. A
scaling of the intermediate regime as Q−1 is also expected in this type of system
when counterions dissociate and the charged polyelectrolyte chain stretches into a
rod-like structure under intrachain repulsive electrostatic interactions [141]. To-
gether with the absence of polyelectrolyte peak, this represents clear evidence of at
least partial condensation of the anions on the PIL chains in solution in THF which
may result from the low dielectric constant of THF and the strong hydrophobicity
of TFSI anions [142].
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Figure 3.7: Plots of the form factor of a chain with excluded volume effects Pexcl(Q)
(equation 3.19), the Debye form factor of an ideal chain PDebye(Q) (equation 3.22),
the cross section term Pcross(Q) (equation 3.24) and their respective product, show-
ing all of the low-Q limits are unity, as expected.

Solutions in ionic liquids

SANS patterns of dilute d-PCnVImTFSI solutions in their corresponding hydro-
genated 1-alkyl-3-methylimidazolium IL with the same alkyl substituent and the
same counter-anion reported in Figure 3.8 have a significantly weaker signal-to-
noise ratio. Nevertheless, the Guinier regime appears clearly at low-Q values as
well as the intermediate regime, this time with a slope of -2. An interesting new
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3.3 Bulk structure

feature is a correlation peak, clearly visible for n = 10 but outside the working Q-
range for shorter side chains. Only a slight upturn of intensity can then be observed
at high Q-values. This correlation peak is also visible on the SANS patterns of neat
ILs.
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Figure 3.8: SANS spectra of (a) PCnVImTFSI with different alkyl side-chain
length n in solution in the corresponding hydrogenated IL (i.e. with the same n
and counter-anion) at a concentration of PIL of 1 w% and (b) hydrogenated 1-alkyl-
3-methylimidazolium ILs (with n = 2, 4, 10 and TFSI– counter-anion).

The Q−2 decay in the intermediate regime suggests ILs behave as near Θ sol-
vents, in which the PIL chain behaves as ideal. This can be understood by the simi-
larity between monomer-monomer and monomer-solvent interactions, since monomers
and solvent molecules are structural analogues in this case. The pronounced noise,
particularly in the case of n = 2 is due to the low contrast inherent from the low
proportion of deuterium at small n, we recall that only the side chain is deuterated.
As for the correlation peak, it arises from the scattering signal of the IL itself [23,
54]. The well-defined peak observed for n = 10 is a consequence of the amphiphilic
nature of this IL leading to the existence of structural heterogeneities extensively
discussed in Chapter 1 [49]. We chose not to subtract the volume weighted scat-
tering from the solvent due to its dependence on water content, which can cause
the incoherent background scattering to vary between pure IL and the IL solvent
in solution. Furthermore, even though solutions are dilute, addition of PILs can
alter the structure of ILs [143], this point would deserve further investigation. By
restraining the analysis to the lower Q values of the spectra in which ILs alone do
not coherently scatter (Figure 3.8b), the conformation of PIL chains can still be
retrieved. All things considered, a good candidate to model the scattering spectra
of dilute solutions of PILs in ILs can be inferred from equation 3.24 by replacing
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3.3. Multiscale bulk structure of poly(ionic liquid)s 3.3

the excluded volume polymer chain form factor by the Debye model PDebye(Q) of
equation 3.22 for ideal chains [136, 144]. The fitting model can then be written as
follows:

I(Q) = I0PDebye(Q)× Pcross(Q) + I1 exp

(
−(Q−Q0)

2

2σ2

)
(3.25)

where the Gaussian function describes the contribution from the IL. As shown in
Figure 3.8, such model provides a good description of the experimental data but
with a rather low precision on the determination of rcross. This can be explained by
the lower signal-to-noise ratio at high scattering vectors, compared to the previous
case of deuterated THF, and by the dominant contribution of the IL solvent at high
Q. The determination of Rg remains nevertheless accurate.

Melt

The WAXS patterns of bulk PCnVImTFSI films, reported in Figure 3.9 for several
alkyl side-chain lengths n, feature three peaks in the Q range 0.1 Å−1 < Q < 2.5
Å−1. Previous works attributed these peaks to three specific correlation lengths
of the system based on either simulated or experimental data and using selective
deuteration to unravel the contributions of the different characteristic lengths of the
system [32, 34, 53, 60]. Although these attributions were addressed in Chapter 1, we
recall them briefly here. The low-Q peak (below 0.5 Å−1) is highly dependent on n
and shifts to low-Q values while sharpening and gaining in intensity as n increases.
It is assigned to the backbone-to-backbone correlation length dbb, in other words the
distance between two neighbouring macromolecular chains [33, 35]. This distance
increases as n grows larger due to progressively larger alkyl domains. The enhanced
peak intensity stems from both larger nanodomains and an increasing contrast. The
high-Q peak is a common feature of X-ray scattering from molecular liquids and
amorphous polymers and is attributed to close contact between alkyl side-chains
inside the alkyl domain [32, 60]. As for the intermediate peak (slightly below 1 Å−1),
it is ascribed to close contact between same charges, i.e. the correlation length of
the counter-anion network. This last peak shows very little dependence on n. The
ionic and pendant peaks will not be addressed in the following discussion. As for the
WAXS signals of PCnVImI, the high electron density of the iodide counter-anion
hinders any kind of interpretation. As such, we do not show the data here.

Our WAXS patterns are consistent with the many reports on the local struc-
ture of PILs in melt we mentioned in Chapter 1, whether using simulated neutron
scattering [34, 35, 145] or experimental X-ray scattering at wide angles [32, 33,
58]. Yet, to the best of our knowledge, the macromolecular conformation of PIL
chains in melt had not been investigated so far. Although polymer coil sizes in
solution can be determined by other techniques such as light scattering, SANS is
the only technique allowing to do so in melt. This results from the contrast-tuning
possibilities it offers, as discussed in sections 3.1.3 and 3.2.3.

When the sample is only composed of hydrogenated (h-PILs) or deuterated
(d-PILs) PIL chains, SANS patterns only exhibit a n-dependent correlation peak
and a slight increase in intensity at low Q-values, as shown in Figure3.10b. The
peak shares the same origin as the low-Q peak of the WAXS patterns (Figure
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Figure 3.9: WAXS spectra of PCnVImTFSI melts (◦) with different alkyl side-
chain length n and PC10VImBr (△). Data are shifted vertically for clarity.

3.9) corresponding to the backbone-to-backbone correlation length. The intensity
upturn is attributed to the presence of micro cracks in the samples inherent to the
drying step in the sample preparation and which scatter at very low angle.

Figures 3.10a and 3.10c present the SANS spectra of H/D mixtures of PCnVImTFSI
and PCnVImI/Br respectively for n = 1, 2, 4 and 10. The expected regimes ap-
pear once more, with a slight increase at very low-Q which also stems from micro
cracks in the sample. The Guinier regime is here followed by a Q−2 intermediate
regime. At higher angles is a change of slope similar to the SANS patterns of Figure
3.6a followed by a correlation peak, also n-dependent.

The marked difference in patterns between d-PCnVImX samples and their
respective H/D mixtures stems from equation 3.23. Since h-PILs and d-PILs have
identical N values, it can be derived that the scattering intensity of a mixture of
both is directly proportional to the form factor of PIL chains P (Q) [146]. An ideal
chain behaviour is suggested by the slope of -2, as expected for a polymer melt [135]
and the further change of slope is imparted to the chain cross section, as before.
All in all, the same model as equation 3.25 gives a very satisfying description of the
scattering spectra of PILs in melt with a peak function describing the backbone-
to-backbone distance dbb = 2π

Q0
(Figure 3.10b and 3.10c). The lower contrast of

PC1VImTFSI, leading to a weaker scattering as well as shorter cross section and
interbackbone distance in this case, prevented the latter to be estimated correctly
with this fitting model. The nature of the anions do not appear to change the SANS
patterns, hence suggesting the intrinsic conformation of the PIL chains remains the
same. It must be noted at this point that the correlation peak for PC10VImBr is of
peculiar shape compared to other PILs. This is due to partial crystallization of the
material, supported by the very sharp low-Q peak on the WAXS signal (Figure 3.9).
Resulting fitting parameters give a more quantitative description of the system.
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Q (Å−1)

10−3

10−2

10−1

100

101

102

I
(Q

)
(c

m
−

1
)

-2

(c)

Side chain length

n = 1 - I−

n = 2 - I−

n = 4 - I−

n = 10 - Br−

100

I
(Q

)
(c

m
−

1
)(b)

Figure 3.10: SANS spectra of (a) PCnVImTFSI H/D (1:1 w/w) melts, (b) purely
deuterated PCnVImTFSI melts and (c) PCnVImI and PC10VImBr H/D (1:1
w/w) melts and, with varying alkyl side-chain length n. Solid lines correspond to
the best fits according to equation 3.25. Data are shifted vertically for clarity.

Inferred structure sizes

From the modelling of the SANS spectra, we follow the influence of the side chain
length n on the radius of gyration, Rg, the cross section rcross and the backbone-to-
backbone distance dbb in the three cases of interest. The evolution of Rg is reported
in Figure 3.11b and shows a general increase with n for PIL chains diluted in both
THF and ILs with larger values in the former. PIL chains are larger in THF because
of its good solvent properties. Mathematically, this is accounted for by a swelling
ratio unfolding from Flory calculations we omitted in equation 3.18. As the size
of the monomer increases, the Kuhn length increases because of local steric effect
originating from the side-chains, which leads to an overall increase of the chain’s
coil size. The most astonishing effect is on the evolution of Rg in melt, for which the
coil size first decreases until n = 4 observed for both TFSI and iodide anions, with
slightly smaller values for the latter. Above n = 4, Rg seems to increase slightly for
TFSI counter anion, but is lower for PC10VImBr than for PC4VImI.

The non-monotonic evolution along the PCnVImTFSI series is at odds with
a simple steric effect of the side-chains since, here, an increasing crowding of the
monomer induces a progressive collapse of the coil for short side-chains. The verti-
cal shift observed for the values of the PCnVImI series is imparted to the smaller
size of the iodide counter anion compared to TFSI. The following increase above
n = 4 cannot be readily confirmed by our experiments, but considering the radius
of the bromide counter-anion is again smaller than the iodide, it seems to remain
consistent with the non-monotonic behaviour described above. As macromolecular
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Figure 3.11: (b) Radii of gyration, schematically represented in (a), of PCnX as a
function of n, diluted in THF-d8 (▲), in 1-alkyl-3-methylimidazolium ionic liquids
with identical alkyl groups (■) and of melt PCnVImX with anions TFSI (•), I−
(•) and Br− (•). The dashed lines are eyes guideline.

parameters (i.e. N and Ð) of all the samples are strictly identical, this behaviour
can only be attributed to the length of the side-chain and may reflect a change
in the flexibility of PILs’ backbone. Atomistic Molecular Dynamics Simulations
performed by H. Liu et al. [34, 35] on poly(1-vinyl-3-alkylimidazolium) with TFSI
anions have shown that longer side chains are more flexible and can form a bicon-
tinuous sponge like nanostructure similar to ILs. Still, the lone flexibility of the
side-chain does not necessarily explain the overall decrease of the backbone flexibil-
ity. Analysis of WAXS signals from the same samples (Figure 3.9) shows that the
backbone-to-backbone distance increases by ≈ 1.26 Å per carbon, which is very
consistent with the work of C. Iacob et al.[33] on poly(1-vinyl-3-alkylimidazolium)s
with varying anions (including TFSI) and alkyl chain lengths n comprised between
2 and 6, obtained by free radical polymerization (i.e. comparable N but higher Ð).
Such increase is slower than expected by assuming that pendant groups do not in-
terdigitate [32, 34, 35, 147] thus providing indirect evidence of the interpenetration
of long alkyl chains.

The above SANS experiments can probe both the backbone-to-backbone dis-
tance and the chain’s cross section, only estimated in previous works either by
MD simulations or density functional theory (DFT) calculations in the scope of
the same kind of comparison [58, 145, 147]. Figure 3.12 represents the influence
of the side chain length on both the diameter (2rcross) of PIL chains in melt and
the backbone-to-backbone distance for both TFSI and iodide counter-anion. The
increase in 2rcross appears to be more sensitive to n than dbb. Moreover, for n ≥ 4
the backbone-to-backbone distance becomes smaller than the chain diameter.

This is clear evidence that pendant chains tend to interpenetrate as their length

70



3.3. Multiscale bulk structure of poly(ionic liquid)s 3.3

(a) (b)

2 4 6 8 10

Side chain length n

0

5

10

15

20

25

L
en

gt
h

(Å
)

Theoretical

dbb - TFSI−

2 × rcross - TFSI−

dbb - I−

2 × rcross - I−

Figure 3.12: (a) Schematic representation of the local structure parameters (b)
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increases and allows us to suggest a description of the molecular mechanisms re-
sponsible for the non-monotonic evolution of Rg in Figure 3.11b. For small n, the
side-chains are relatively stiff and do not interdigitate, which results in an overall
low chain flexibility. As n increases, a competition between the steric crowding of
neighbouring side chains along the backbone tends to increase the Kuhn length as
observed in dilute solutions (Figure 3.6a and 3.8). Also, an increase in side-chain
flexibility and interdigitation makes the chain more flexible, this being dominant
for large values of n according to our experimental data. In such a scenario, the
contribution of the electrostatic interactions between monomers is not taken into
account. They may also play an important role at small scales and are highly
dependent on the degree of ion pairing, as proposed by M.A. Gebbie et al. [87]
for ILs using Surface Force Apparatus experiments. Increasing the length of the
side-chains can play a significant role in the screening of electrostatic interactions
between cations also resulting in an increase of chain flexibility. However, a direct
comparison between SFA experiment on ILs and our results may be hazardous be-
cause of the introduction of intra- and inter-chain Coulombic interactions, which
may differ due to the hindered cation mobility compared to ILs. Here, the probed
radii of gyration only depend on the intra-chain interaction, as the scattering signal
from a mixture of hydrogenated and deuterated chains cancels the interchain terms
of the partial structure factors [135]. Elucidating such difference may be of great
interest but remains challenging since it requires to uncouple steric and electrostatic
interactions. Additionally, B. Doughty et al. have shown that PVI quaternized with
ethylene oxide side chains present a smaller backbone-to-backbone distance, which
may be attributed to a higher flexibility of this kind of side group [58]. Hence, the
chemical nature of the side chain also plays an important role on the local structure.

71



3.4 Bulk structure

The influence of this side chain flexibility on the radius of gyration has not been
investigated so far and could be an interesting perspective of this study.

3.4 Influence of temperature on the bulk structure
of poly(ionic liquid)s

All results presented above, as most reports about PIL structure, are gathered
in ambient conditions. However, when it comes to ion transport or other dynam-
ical processes, their temperature dependence is crucial. The effects observed are
often interpreted independently of the structure, and its potential temperature-
dependence, is often overlooked. Some results have nonetheless been reported on
the temperature dependence of ILs bulk structure. Using X-ray scattering, A. Tri-
olo et al. reported two regimes in the evolution of the intermediate-range ordering
with temperature for an imidazolium IL with rather long side chain of n = 8 [22].
The temperature-dependence of the characteristic length is well described at low
temperature by the thermal expansion of the IL. However, this trend is suddenly
reversed above Tg and the intermediate-range ordering progressively contracts with
increasing temperature, at odds with density measurements. The authors put for-
ward a possible phase transition in the segregated apolar domains. D. Salas-de la
Cruz et al. reported WAXS patterns at varying temperature for PC2VImTFSI
and only observed a slight increase of the backbone correlation length from Tg−30°C
to Tg+90°C, which they ascribe to thermal expansion [32]. However, as we revealed
above, these short side chains do not interdigitate, hence whether interdigitation of
PILs’ side chains is sensitive to temperature remains unclear.

We present in this section some results regarding this matter. We use WAXS
and SANS experiments at varying temperature. The former is performed on our
X-ray lab source and the latter at the SINQ neutron source of the Paul Scherrer
Institute in Switzerland. Both experiments and their respective sample preparation
were described in section 3.3.1 above.

3.4.1 Local structure and temperature-dependent inter-
digitation

Following the same experimental procedure as for the WAXS experiments pre-
sented in section 3.3.2 and Figure 3.9, a Linkam hot stage was added to vary the
temperature of the sample. As specified in section 3.3.1, the sample preparation
hardly differs from those of previous experiments, the only difference being that
the solution casting is done inside a small washer, followed by identical drying step.
WAXS signals for both side-chain lengths n = 7 and 10 for varying temperatures up
to 150 °C are reported in Figure 3.13a. Although TGA measurements showed no
signs of degradation at these temperatures as discussed in Chapter 2, above 150 °C
the samples blacken slightly. We chose to set this as the maximum temperature to
be cautious. The WAXS signal only slightly change with increasing temperature. A
variation of baseline can occur due to small bubbles appearing in the sample, but do
not interfere with the rest of the analysis. Indeed, we mainly focus on the position
of the interbackbone (low-Q) peak, of which a magnified representation in linear
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Figure 3.13: (a) WAXS patterns of PC10VImTFSI (top) and PC10VImTFSI (bot-
tom) melts at varying temperatures The low-Q interbackbone correlation peak is
shown in linear scale as insets. Corresponding correlation lengths dbb(T ) normal-
ized by the value at ambient temperature dbb(Tamb) upon heating (◦) and cooling
(△). Data from temperature resolved SANS experiments of section 3.4.3 are also
represented.

scale is given as insets. As temperature increases, the peak slightly shifts to higher
Q values, meaning shorter correlation lengths. To quantify this observation, peaks
are fitted using a Lorentzian model, like in previous sections, the corresponding cor-
relation lengths dbb(T ) are calculated from peak positions and reported in Figure
3.13b normalized by the correlation length at ambient temperature dbb(Tamb). The
distance between main chains shortens as temperature increases, this effect being
more pronounced for the longer side-chain n = 10. Temperature seems to promote
interdigitation of side chains, which can be explained by a higher mixing entropy
in the apolar domains.

3.4.2 Control of sample’s quality

We discussed the presence of microcracks above, as they translate into an in-
tensity upturn at low Q-values in the SANS patterns. As the sample preparation
changed from solution cast to compression moulded for the results presented below,
the purpose of this section is to provide a method to check for microcracks in glassy
polymeric samples using X-ray scattering prior to a neutron scattering experiment
when an X-ray lab source is available.

The same experimental procedure and data treatment as for WAXS experiments
(section 3.3.1) is used on the Xeuss 2.0 diffractometer (Xenocs) apart from the
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Figure 3.14: (Left) Representation of the compression cell used for the sample
preparation. A cross section view of the vacuum chamber is on the right side. The
piston and connector to the vacuum pump are present on the left-hand representa-
tion. Schematics represent the stack formed with the compression moulded sample.
(Right) Sample quality control using SAXS. SANS spectra of melt PC10VImTFSI
H/D (1:1 w/w) compared to the fit previously reported with an added upturn es-
timated from the SAXS pattern reported as inset.

sample to detector distance and the collimation. The SAXS configuration sets a
distance D = 2502 mm and a collimation of 0.3 x 0.3 mm and 0.25 x 0.25 mm
respectively for the first and second collimation slits. The poor signal-to-noise ratio
is imparted to both the large distance and thin collimation. Still, the SAXS signal
reported in the inset of Figure 3.14 does exhibit the low-Q upturn we needed. In
order to predict how this would translate into using neutrons, a contrast correction
has to be introduced to account for different scattering length densities of the sample
regarding neutrons and X-rays. The expected scattered intensity using neutrons is
then related to the measure SAXS signal by :

ISANS =

(
∆ρH/D

∆ρX

)2

IX ≃ 0.078IX (3.26)

The contrast terms ∆ρH/D between a 1:1 mixture of h-PC10VImTFSI and
d-PC10VImTFSI and air, and ∆ρX between a h-PC10VImTFSI and air, are
calculated based on density values, chemical structures and tabulated atomic scat-
tering length densities. The contrast-corrected upturn is then added to the fit of
the SANS pattern of Figure 3.10, hence removing the upturn reminiscent of micro-
cracks of that particular sample, and compared to the former experimental data
in Figure 3.14. These predictions are therefore most encouraging, with an onset of
the intensity upturn at much lower Q-values for the compression moulded samples.
Far from claiming this estimation is exact, we do find it to be a convenient way to
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Figure 3.15: Incoherent plateau level against sample transmission at room temper-
ature for PCnVImTFSI samples. The dashed line is a linear fit to guide the eye.

prepare for a neutron scattering experiment when an X-ray lab source is available.

3.4.3 Chain conformation under varying temperature

Data treatment

Despite all the caution taken during the sample preparation, some bubbles did ap-
pear for increasing temperature. As a consequence, the conventional SANS data
treatment explained above failed. This occurred in the subtraction of the incoher-
ent plateau discussed in section 3.1.2 stemming mainly from the hydrogen content.
It is generally well subtracted by estimating the incoherent scattering from both
fully hydrogenated and deuterated samples as the ones shown in Figure 3.10b and
subtracting each one pondered by their volume fraction in the 1:1 mixture. In
the present case, bubbles caused macroscopic heterogeneities which had to be ac-
counted for. To do so, we plot in Figure 3.15 the incoherent scattering level against
the transmission of samples. Hydrogenated samples have lower transmissions due
to the enhanced neutron absorption of hydrogen compared to deuterium. The con-
ventional treatment indirectly relies on this plot. A mixture of H and D chains has
a transmission in between the H and D samples, and pondering their incoherent
level by their volume fraction is taking the point on the dashed line corresponding
to that transmission. Since bubbles spikes the transmission, subtracting the corre-
sponding incoherent level might account for their presence. Unfortunately it also
failed.

Data were finally subtracted by hand until a reasonable background level was
reached and patterns resembled the ones of section 3.3.2. We report them in Figure
3.16a. Considering the focus of this experiment is the polymer coil size only, i.e.
the radius of gyration Rg, the most important data are located at small Q values
where the intensity is the largest and the signal shows the weakest dependence on
the subtraction.
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Figure 3.16: SANS patterns over the full temperature cycle (room tempera-
ture (RT), 130 °C, RT, -10 °C, RT) for PC2VImTFSI,PC4VImTFSI and two
PC10VImTFSI samples of polymerization degree N = 50 and 150 in (a) con-
ventional representation I(Q) against Q and (b) Kratky representation I(Q)×Q2

against Q.

Discussion

SANS patterns reported in Figure 3.16a show little to no effect of temperature. The
upturn at low Q is the most temperature dependent feature. It should be noted
that it is generally higher at -10 °C, and we suspect cracks form when cooling down
to that temperature. Around the Guinier regime no changes seem to occur, neither
at high nor low temperatures. The Kratky representation I(Q) × Q2 against Q
is usually adapted to observe fine changes and is given in Figure 3.16b. Still,
very little effect of temperature is observed and can hardly exceed the error bars.
Consequently, we can safely assume the polymer coil size does not exhibit any
temperature dependence worth mentioning.

This is nonetheless a result in itself. In section 3.3.2 we put forward that as
the side chain length increases, they start to interdigitate above n = 4. Simultane-
ously, the radius of gyration decreases up until said side-chain length, suggesting an
increasing main-chain flexibility. The interdigitation observed above n = 4 does ex-
hibit a temperature dependence, as shown above in Figure 3.13b and yet, it appears
to have no effect whatsoever on the radius of gyration. The temperature-dependence
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of side chain interdigitation is further confirmed by these SANS results. We follow
the correlation peak on the SANS pattern of deuterated d-PC10VImTFSI with
N = 50 and 150 such as the one observed in Figure 3.10b at varying temperatures.
The corresponding interbackbone correlation lengths normalized by the values at
room temperature are plotted alongside values measured using WAXS in Figure
3.13b and show good agreement. Interestingly, the temperature-dependence ap-
pears to level off at low temperatures. Additional experiments are in progress to
better resolve this temperature range.

Overall, these results on the temperature dependence of PILs’ structure both at
the local and coil size are fundamental for their applications. Hopefully they will
provide some insight on the conductivity of these materials, in which temperature
dependence plays a pivotal role, to unravel what unfolds from structural changes
alone and what indeed originates from ion transport.

3.5 Conclusion

In summary, an extensive use of small angle neutron scattering provides a multi-
scale description of the conformation of poly(1-vinyl-3-alkylimidazolium)s in dilute
solutions in good solvent, Θ solvent, and in melt as a function of the side-chain
length and counter-anion. The modelling of the scattering patterns supported by
physical arguments provided a quantitative measurement of both the radii of gy-
ration Rg, the chain cross-sections rcross and the backbone-to-backbone distances
dbb. The overall results have shown a monotonic increase in Rg as a function of n
for PILs in dilute solution, in agreement with increasing steric interactions between
monomer units. In melt, a non-monotonic increase of Rg of PIL chains appears
and is interpreted as a competition between steric interactions, side-chain flexibil-
ity and potential electrostatic screening. Overall, the main chain gains in flexibility,
resulting in a smaller polymer coil as n increases, before crowding effects take over
for longer side-chains. Interpenetration of the latter was first suggested by the slow
increase of backbone-to-backbone correlation length with n. It was then confirmed
by a simultaneous measurement of both the chain diameter and the inter-chain
distance leading to their crossover. Such interdigitation was shown to be sensitive
to temperature and side chains are pulled together as temperature increases, hence
at odds with an expected thermal expansion effect. Yet, no consequence was ob-
served on the fairly temperature-independent radius of gyration. Subsequently, the
local interaction inherited from the IL monomer translates into a change of PILs
conformation at the macromolecular scale, which may be used to probe them.
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Chapter 4

Interfacial structure

PILs and ILs share some structural features, in bulk, as a consequence of the
nanoscale segregation of apolar domains driven by solvophobic interactions. The
previous chapter focused on the implications of such nanostructure on the confor-
mation of PILs chains as well as their local structure, which proved to be very
similar to ILs. In this chapter, we move from the bulk to the interface. A lower
dimensionality usually disrupts the bulk structure. In ILs, this leads to molecular
layering over several ionic layers revealed by specular X-ray Reflectivity [71–73] or
surface force apparatus experiments [70]. Once again, a threshold exists, for im-
idazolium ILs, around 4 carbons side-chains between a simple charge alternating
layering to a bilayer structure resulting from amphiphilic self-assembly.

We addressed in Chapter 1 how confinement was of particular use in enhancing
the conductivity of PILs. Diverse strategies relying on their polymeric nature have
been explored, such as PIL-based block copolymers or thin films. Such confinement
markedly impacts the conductivity increasing it in the former and lowering it in
the latter. Yet, conversely to ILs, there is a lack of reports on the structure of the
PIL-solid interface. The numerical results of Yu et al., also mentioned in Chapter 1,
are the only report revealing a similar layering for poly(1-vinyl-3-butylimidazolium
hexafluorophosphate) at both neutral and charged quartz surfaces [85].

In the aim of providing an experimental description of PIL’s interfacial struc-
ture, this chapter presents a study of spin-coated thin films of the PCnVImTFSI
series. As before, the main parameter of interest is the side-chain length n. The
thickness of the films, measured by ellipsometry, is a simple way to control the
confinement of the material. We use a combination of two X-ray techniques to
probe the interfacial structure. The out of plane structure is probed by specular
X-ray reflectivity, performed on a lab source. Additionally, grazing incidence X-ray
scattering (GIWAXS), performed at a synchrotron light source, provides informa-
tion on the in-plane structure near the interface to complement and confirm the
proposed molecular picture. The first sections detail the sample preparation and
the principle of these techniques before moving on to the experimental results.

4.1 Thin films fabrication and characterization

4.1.1 Protocol for thin films fabrication

PIL thin films are prepared by spin-coating, a preparation technique relying
on the spreading and drying of a polymer solution induced by the rotation of the
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substrate. It can be shown that the thickness of the resulting film scales as the
reciprocal square-root of the rotation speed t ∼ ω

−1/2
spin and linearly with the solu-

tion concentration t ∼ c, making the latter the main control parameter [148]. It
requires precise protocols and cleaning steps. First, the wafers used are 1 x 2 cm2

pieces cleaved out of larger single side polished silicon wafers (4” in diameter, 1
mm thick, Siltronix). They are washed in consecutive ultrasonic baths (FB15055,
Fisher Scientific) in acetone, toluene, and ethanol for 20 min each, dried under argon
flow and finally cleaned by UV/O3 treatment1 (UV/Ozone ProCleaner, Bioforce
Nanosciences) for 60 min prior to spin-coating. Clean substrates are transferred
from the UV/O3 treatment to the POLOS SPIN150i spin-coater straight away.
The solvent is a 1:1 mixture of tetrahydrofuran (THF) and propylene glycol methyl
ether acetate (PGMEA). The former ensures good solubility of PCnVImTFSI
and the latter lowers the evaporation rate so as to improve the spreading of the
solution and the quality of the resulting film. The solutions, at concentrations of
the order of 0.1 w%, are filtered twice using PTFE syringe filters (pore size 0.2 µm,
FisherScientific). Deposition volume is 150 µL, angular velocity is 2000 rpm for 50
s followed by 3000 rpm for 20 s. Samples are then annealed at 100 °C in a vacuum
oven (VacuTherm, Thermo Fisher Scientific) overnight to ensure complete drying
and removal of any residual stress originating from the fabrication process.

4.1.2 Thickness measurements by ellipsometry

In order to get a quick and yet precise measurement of the thickness of the fab-
ricated films, we use ellipsometry. This section will first provide a brief explanation
of the principles of such measurements. Then, additional details will be given on
how it was applied to the samples considered here.

Principle

Ellipsometry is a non-destructive optical method to determine either thickness of
thin films or optical properties, such as their refractive index. It relies on changes
of polarization state light experiences upon reflection by a flat surface. Because it
depends on the surface properties, it can be used to probe thin films.

Let us consider a light beam shining onto an interface between two media with
a certain non-zero incident angle θ1 with the normal to the interface, as depicted
in Figure 4.1a. Each medium m can be described by a complex refractive index
Nm = nm+ikm in which nm and km are respectively the real refractive index and the
extinction coefficient. After reflection by the surface, the incident wave is split into
reflected and transmitted waves. The reflected wave is symmetrical to the incident
one with respect to the normal to the surface, yielding θR1 = θ1. The transmitted
wave is slightly deflected, i.e. refracted, in medium 2 with an angle θ2 defined by
Snell-Descartes law n1 sin(θ1) = n2 sin(θ2).

Each wave is described by its electric field with a component parallel to the plane
of incidence and another parallel to the surface considered, respectively denoted p
and s and represented in Figure 4.1. Each of these components will be affected

1By generating two UV wavelengths, the device simultaneously generates ozone and enhances
the reactivity of organic surface contaminants leading to their break down.
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differently by the reflection and a reflection matrix R can be defined such as [149]:

[
E1p,r

E1s,r

]
=

[
rpp rsp
rps rss

] [
E1p

E1s

]
(4.1)

For an isotropic material such as we will consider ours for now, evidence of this
being given in the following sections, the cross terms rsp and rps are null. The other
two terms are given by :

rpp =
E1p,r

E1p

= |rpp| exp(iδpp)

rss =
E1s,r

E1s

= |rss| exp(iδsp)
(4.2)

in which |rpp| and |rss| account for a change in amplitude and δpp and δss denote a
phase shift induced by the reflection.

In practice, we introduce the so-called ellipsometric angles ∆, Ψ as the ratio of
amplitudes and the relative phase shift between the two components:

rpp
rss

=
|rpp|
|rss|

exp [i(δpp − δss)]

tanΨ =
|rpp|
|rss|

∆ = δpp − δss

(4.3)

When a single layer or several ones are deposited on the substrate, multiple
reflections occur. That formalism will not be addressed here, a similar one will be
derived in the case of specular X-ray reflectivity further on. Ellipsometric angles ∆
and Ψ are in this case functions of both refractive indices and thicknesses of each
layer.

Technical set-up

A schematic representation of an ellipsometer is given in Figure 4.1b. In practice,
we use an Accurion EP3 (Park Systems) with an incident laser beam of wavelength
λ = 632.8 nm. Technically speaking, the instrument is composed of a series of op-
tical devices to tune the polarization of the incident beam and analyse the reflected
one. The incident laser beam goes through a linear polarizer and an optical re-
tarder commonly called compensator, which we will denote P and C, to produce an
elliptical polarized beam. After reflection by the sample at an incident angle θ the
beam goes through an analyser and is recorded on a CCD camera. Among several
ellipsometry techniques, nulling ellipsometry essentially consists in exploring PC
and A configurations to find the conditions in which the reflected light is cut off.
At that point, the PC devices shaped an elliptical polarization such as the reflected
beam is linearly polarized, meaning the analyser can indeed cut it off. Through
the relative orientations of P and A, ellipsometric angles ∆ and Ψ are retrieved.
Fitting of these values, either at a given incident angle or as a function of it, with
an appropriate model, provides the thickness and roughnesses of the different layers
composing the sample.
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(a)

(b)

Figure 4.1: Schematic representations of (a) the reflection of a polarized beam on
a flat surface and (b) the experimental setup of an ellipsometer.

4.2 Specular X-ray reflectivity

4.2.1 Principle

Much like ellipsometry, specular X-ray Reflectivity (XRR) allows thickness and
roughness measurements of thin layers. The use of X-rays has several benefits that
are not afforded by visible light, such as their penetration in the material and a
contrast that relies on electronic density, as mentioned in Chapter 3. Thus, it is
perfectly adapted to probe layers with fine variation in composition and therefore
with very close refractive indices.

Index of refraction

The index of refraction for X-rays can be written as a function of two parameters
δ and β accounting respectively for scattering and absorption in the material [150].
The dependence of δ and β will not be formally derived here, and detailed informa-
tion can be found in the work of M. J. Tolan [151]. The expression for the index of
refraction for a wavelength λ is then:

nX = 1− δ − iβ

nX = 1− λ2

2π
rede− − i

λ

4π
µ

(4.4)

where µ is the linear absorption coefficient. The interaction of X-rays with electrons
appears in this expression as a dependence in electronic density de− , re = 2.814 ×
10−5 Å being the classical radius of the electron. The density of electrons considered
here is proportional to the scattering length density (SLD) of X-rays by de− =
SLD/re. Hence, the formalism is identical to that of neutron reflectivity. The
definition of a refractive index for X-rays means their reflection on a substrate can
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4.2. Specular X-ray reflectivity 4.2

be handled by classical optics, and namely Snell-Descartes law once again. Unlike
ellipsometry with visible light, the refractive index nX is by definition smaller than
unity. Therefore, there exists a critical incident angle ωc below which total external
reflection is verified :

sinωc = λ

√
rede−

π
(4.5)

Case of an ideal interface

Similarly to what was discussed for neutron and X-ray scattering in Chapter 3, we
define a scattering vector Q⃗ as the difference between incident k⃗i and reflected k⃗r
wave vectors. Since specular observations are, by definition, made at an outgoing
angle equal to the incident angle ω, simple geometrical considerations lead to :

Q⃗ = k⃗r − k⃗i

Q = ∥k⃗r − k⃗i∥ =
4π

λ
sinω

(4.6)

The amplitude of the scattering vector Q is equal to twice the projection of
the incident wave vector ki on the normal to the interface. This projection will be
denoted as q = Q/2 as it is a more convenient variable for the following calculations.

Considering the system represented in Figure 4.2 with a perfectly smooth and
flat interface, the Fresnel coefficient for reflection is defined as the ratio of amplitudes
of the reflected and incident waves. The expression of these amplitudes can be
derived based on the continuity condition of the wave and its derivative at the
interface, giving :

rF =
q − qn
q + qn

(4.7)

Experimentally, the detector records intensities rather than field amplitudes,
hence what is actually assessed is the Fresnel coefficient in intensity :

RF = |rF |2 (4.8)

Figure 4.2: Schematic representation of the reflection of an X-ray beam by a flat
surface.
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Case of a stack of layers - Parratt formalism

Most systems of interest are more sophisticated than a bare interface. A thin film
is composed of several chemical species distributed homogeneously or not along its
thickness. Such chemical distribution leads to a varying SLD, or electron density
de− , with z across the material. Such variation in SLD is accounted for by dividing
the film into a stack of layers, each having its own SLD. Let us consider such a stack
of N layers numbered in increasing order (m =0,1,. . . ,N−1,N), as shown in Figure
4.3a, from ambient air to the supporting substrate. Each layer is characterized by
its thickness tm and its constant SLD SLDm. At each interface between a layer
m− 1 and m, the Fresnel coefficient is given as in equation 4.7:

rm−1/m =
qm−1 − qm
qm−1 + qm

(4.9)

At interface number m, represented in Figure 4.3b, part of the transmitted
wave is reflected on interface m + 1 thus producing interferences with the wave
reflected on interface m which depends on their phase difference, directly related to
the difference in optical path, in other words to the thickness of the layer. This is
accounted for by the complex reflection coefficient for the interface m :

r̃m−1/m =
rm−1/m + r̃m/m+1 exp(−2iqmtm)

1 + rm−1/mr̃m/m+1 exp(−2iqmtm)
(4.10)

(a)

(b)

Figure 4.3: Reflectivity off stratified systems. (a) Schematic representation of a
structured film composed of a stack of layers of different electronic densities. The
electronic density profile across the film is shown on the right-hand side. (b) Focus
on the optical path in layers m− 1, m and m+ 1 inspired from ref. [152].
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The problem turns out to be recursive, hence in need of an initial value. This
is given by the reflection at the last interface, between the stack of layers and the
substrate. Since no intensity reminiscent from the reflection of a transmitted wave
comes from below, i.e. z = −∞, the reflection coefficient is simply the Fresnel
coefficient rN/N+1 given by equation 4.9 with m = N + 1. This formalism was
introduced by L.G. Parratt in 1954 [152]. We will discuss in section 4.2.2 how it is
widely used to analyse XRR data.

We focused in the previous calculations on the reflected beam, as defined by an
outgoing angle equal to the incident one. This is the so-called specular condition.
It is achieved in practice by either changing both the angles of the source and the
detector for a fixed sample position, or progressively tilting the sample at an angle
ω and placing the detector at an angle 2ω.

Roughness and interdiffusion

Up until this point, every interface has been considered sharp, perfectly smooth and
flat. While the flatness condition is usually verified or at least to a satisfying extent,
interfaces are never perfectly smooth. Deviations from the ideal sharp interface
originate from two physical phenomena, roughness and interdiffusion. In the case
of roughness, the interface is not located at a constant value of z across the xy
plane due to an irregular topography. In the case of a solid-solid or liquid-liquid
interface, the two materials can also mutually diffuse in one another in the close
vicinity of the interface, thus again blunting the ideal interface. This causes a
damping of the reflectivity, meaning a faster decrease with increasing incident angle.
1 Mathematically, the most common approach is to assume a Gaussian profile of
interdiffusion or a Gaussian probability density for the surface defects. Then both
phenomena are accounted for by replacing the step function of a sharp interface’s
density profile between layer m and m+ 1 by an error function defined as [153]:

erf(
z − zm/m+1

σm/m+1

) =
2√
π

∫ (z−zm/m+1)/σm/m+1

0

exp(−t2)dt (4.11)

In which σm/m+1 controls the thickness over which the electronic density smoothly
varies from one layer to the other. It is hereafter referred to as the roughness of
the layer, m + 1 regardless of whether it originates from actual roughness (at the
air-solid and solid-substrate interface) or interdiffusion (inside a layered thin film).

4.2.2 Reflectivity Analysis

The underlying point of the principle described above is that through the shape
of a reflectivity curve, the structure normal to the substrate, i.e. the density profile
across the thin film, can be inferred. Direct fitting of the data with a proper
model, as usually done with any kind of experiment, is a powerful method, yet it
presents some inherent limitations here. Before addressing this, however, we first

1A way to discriminate between roughness and interdiffusion is to look at the off-specular
scattering. The lateral inhomogeneities of a rough interface act as numerous reflecting surfaces
with different orientations, absent in the case of interdiffusion
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give some qualitative features of XRR patterns of model systems based on which
some indications on the structure can be deduced visually.

Qualitative approach to reflectivity

Let us consider the simplest case of an homogenous layer deposited on substrate,
each of them are characterized by a constant electronic density and the layer has a
given thickness. The resulting reflectivity curve features oscillations due to inter-
ferences between waves reflected on the air-layer and the layer-substrate interfaces.
The oscillations commonly called Kiessig fringes [153] are a common interference
phenomena, similar to what happens in a Fabry Pérot interferometer [154]. The
interfringe spacing thus relates to the thickness of the layer. In other words, a given
characteristic thickness in real space induces a signal oscillating at a corresponding
spacial frequency in reciprocal space. This type of situation is represented in Figure
4.4a.
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/Å
3
)

0.0 0.1 0.2 0.3 0.4

Q (Å−1)
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Figure 4.4: Simulated examples of XRR curves for (a) an homogenous layer, (b)
a bilayer and (c) a multilayer; corresponding electronic density profiles are given
as insets in which vertical dashed lines represent the substrate-film and film-air
interfaces.

If instead of a single homogenous layer we consider a bilayer and proceed with the
same reasoning as above, two characteristic thicknesses are now present and will act
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4.2. Specular X-ray reflectivity 4.2

as two spacial frequencies in reciprocal space. The resulting reflectivity curve then
exhibits a beating pattern with modulated Kiessig fringes (Figure 4.4b). Last but
not least, a more sophisticated system worth mentioning is a multilayer in which the
electronic density profile oscillates periodically, as shown in the inset of Figure 4.4c.
In this rather interesting situation, the system features a characteristic thickness,
that of the whole film, and a characteristic frequency of oscillation of the electronic
density. Therefore, the reflectivity curve exhibits Kiessig fringes modulated by a
Bragg peak at a position corresponding to the profile’s oscillation frequency. All
these considerations are the starting point to the analysis of any XRR data. They
give fairly good indications as to what kind of model should be used in order to
reach a quantitative description of the structure.

Fitting of reflectivity data

As it will come out of this section, fitting XRR data can often be quite demanding
and time-consuming. The fitting strategy thus requires some thoughts. It ultimately
comes down to finding the right parameters so that the chosen model’s prediction
is as close as possible to the experimental data points. How well the model fits the
observed data, the so-called goodness of fit, can be estimated by the χ2 parameter
defined as the sum of the squared differences between the observed data Xi and
their expected value Ei according to the selected model divided by the variance σ2

i

:

χ2 =
n∑

i=1

(Xi − Ei)
2

σ2
i

(4.12)

Taking this as the measurement of the goodness of fit, the best solution is the
one which minimizes χ2. Its value as a function of all adjustable parameters forms
the parameter space. In the simple situation of two parameters, it is a surface
and the best solution is found in a valley of its topography. One way to find said
minimum is to use a gradient-based algorithm known as the least-square method.
In other words, starting from initial conditions, one should travel down to the
nearest valley in parameter space. Such an algorithm has the benefit of being
rather straightforward, thus delivering short calculation times. It is undeniably the
most commonly used type of regression method, and was actually used to fit SANS
patterns or correlation peak positions in Chapter 3. It does, however, present the
significant drawback of not exploring the parameter space enough.

In situations where the number of adjustable parameters is low, the parameter
space is fairly regular and we can reasonably say that the minimum found is indeed
a global one, provided the initial guess is rationally chosen. If it happens that the
minimum is not a global one, the solution usually lacks physical meaning and can
easily be invalidated. In complex situations with numerous input parameters, the
multidimensional parameter space is much more intricate and the minimum closest
to the initial conditions is most likely not the global one. Hereditary methods, in-
stead of gradient-based ones, address this issue by providing another way to explore
the parameter space. The differential evolution algorithm, introduced in the 1990s,
selects an initial population of candidate solutions across the parameter space which
are then combined to form other candidate solutions. In other words, instead of
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following a continuous path from initial guess to the best solution, it jumps around
the parameter space. New candidates are kept if they are a closer match to the
experimental data, and discarded otherwise. It is less accurate than a least-square
method and does not necessarily converge, but it allows to broadly explore the pa-
rameter space and is therefore particularly useful in multidimensional problems, in
the case of numerous input parameters.

Coming back to XRR data, the qualitative descriptions of previous section 4.2.2
provide good insight into what kind of SLD profile better describes the system of
interest. The reflectivity of that arbitrary profile can be calculated from the slicing
method illustrated in Figure 4.3a and Parratt formalism of equation 4.10. Each of
the individual layers is given a thickness t, a SLD and roughness σ, either originating
from interdiffusion between two adjacent layers or from the film’s roughness for the
top layer. By starting the calculation at the interface between the stack of layers
and the substrate and progress layer by layer up until the interface with the first
one, we retrieve the reflectivity of the multilayer R(q) = |r̃0/1|2. This procedure
is used by most XRR fitting software programs such as REFLEX [155], GenX [156]
or refnx [157]. Although all of them have been used at some point along this
work, refnx allows a certain liberty in the choice of regression method, hence being
particularly adapted to our situation. Because each additional layer possesses three
adjustable parameters, their total number rapidly builds up. Therefore, a choice
of fitting strategy based on the previous considerations is done in section 4.4.2 to
address this numerical complexity.

The kinematical approximation

An important aspect comes out of previous section 4.2.2 concerning the measure-
ments and Parratt’s equations themselves. Because an XRR experiment measures
intensities rather than amplitudes, all phase information is lost. Therefore, a di-
rect inversion of the data to reconstruct a single SLD profile is impossible. Strictly
speaking, this means one electron density profile is never equivalent to a given XRR
data set. This major drawback of X-ray reflectivity, and scattering in general, is
known as the "phase problem" [151]. Nevertheless, in some conditions, an analytical
expression relates the electron density profile to the reflectivity.

In the so-called "weak scattering regime", a single scattering event is sufficient
to describe the problem, hence neglecting multiple-scattering. This so-called kine-
matical or Born approximation is valid at high angles but fails around the total
reflection condition. In practice, it is considered to hold for Q > 3Qc, Qc being the
critical scattering vector of total reflection [151]. It can then be shown the scattering
cross section is then proportional to the Fourier transform of the electron density.
This is in fact general to all scattering events, and it translates, for surfaces, into
a direct relation between the reflectivity and the gradient of the electron density
profile n(z) [151, 158]:

R(Q)

RF (Q)
∼
∣∣∣∣∫ +∞

−∞

dn

dz
exp(iQz)dz

∣∣∣∣2 (4.13)

wherein RF (Q) is the Fresnel reflectivity of the substrate given by equation 4.8 and
n(z) is the laterally averaged electron density profile. The qualitative considerations

88



4.2. Specular X-ray reflectivity 4.2

led above actually stem from this approximation. Indeed, the fact that a single
homogenous layer translates into Kiessig fringes on the reflectivity originates from
a Fourier transform. The modulation of said fringes in the case of a bilayer or
multilayer leading to a beating pattern or a Bragg peak also comes down to a
Fourier transform effect. This approach is particularly useful in complex systems
and captures subtle details in stacks with very low contrast [159, 160]. It will be
used on our experimental data and discussed further in section 4.4.3.

4.2.3 Original protocol on a Xeuss 2.0

XRR experiments presented below are performed on a Xeuss 2.0 diffractometer
(Xenocs). The instrument is originally dedicated to SAXS or WAXS measurements
and was introduced in Chapter 3 in that regard. For that reason, we present more
thoroughly, in this section, the original experimental procedure by which reliable
reflectivity data can be obtained. The experimental set-up and how measurements
are carried out are discussed in the first part, whereas the second one focuses on the
data treatment routine, moving from a series of 2D pictures featuring the specular
spot for varying incident angles to a reflectivity pattern.

Figure 4.5: Schematic representation of the XRR configuration on the Xeuss 2.0

Experimental setup

The setup is essentially the same as in Chapter 3, including a Genix 2D Cu HF
source, of wavelength 1.542 Å and a Pilatus 1M 2D detector (Dectris) placed, this
time, at 1214 mm from the sample’s centre as represented in Figure 4.5. The
whole X-ray path from source to detector is put under vacuum in order to avoid
absorption or residual scattering from ambient air. The silicon wafers supporting
the PIL thin films are attached to a 3D printed sample holder placed in the sample
environment equipped with a goniometer additionally to the translation motors.
Samples are aligned using the direct beam by scanning the motor’s position in the
vertical direction (z) and the tilting angle in the direction of the beam (ω). The
region of interest (ROI) is set to a horizontal slit of a single pixel in width for
accurate alignments. There is usually an offset in ω which is determined precisely
using the specular position as function of ω during data treatment. The standard
XRR acquisition uses two collimation slits set to 0.5 x 1 mm and 0.3 x 1 mm
(height x width) thus shaping a horizontally elongated beam, to maximize the flux,

89



4.2 Interfacial structure

but narrow in the vertical direction to limit the uncertainty in incident angle and
consequently in scattering vector Q. Acquisition times are 1 s per incident angle θ
up to 1° (resp. Qz = 0.14 Å−1), followed by 30 s up to 3° (resp. Qz = 0.43 Å−1).
Thus, for each value of incident angle ω a 2D picture is acquired on the detector.
Measurements are done at two different vertical positions of the detector in order
to fill gaps of the detector.

Data treatment

(a) (b)
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Figure 4.6: (a) Detector picture during a XRR experiment. From left to right the
direct beam, incident angles of 0.18°, 0.48°, 0.86°, 1.37°. The ROI is shown as a
pink rectangle. (b) Resulting XRR curve for the two detector position and the final
curve corrected of the footprint.

The experimental procedure detailed in the previous subsection delivers a series
of 2D pictures from the detector, one for each incident angle ω, and at two different
detector positions. Examples of such pictures are given in Figure 4.6a. The data are
treated using the Python package pygdatax. The treatment of these data relies on
a moving ROI across the different pictures to follow the specular spot. It requires
several parameters such as the beam centre on the detector, the sample-detector
distance, the offset in ω and the size of the ROI. The beam centre is determined
by fitting the direct beam by a 2D Gaussian. The size of the ROI is adapted to
the direct beam by taking 15 times the width of a Gaussian fit in both directions.
The intensity in the ROI is then integrated for each values of ω thus delivering a
reflectivity curve as shown in Figure 4.6b. Once data for both detector positions
have been treated, they are superimposed to obtain an uncut reflectivity curve.

The last step in the treatment is to correct for footprint. As XRR experiments
start at low ω below the critical angle, the beam of size wb in the vertical direction
covers an area much greater than the sample length L in the beam direction, as
illustrated in Figure 4.7. This leads to a deformation of the reflectivity at low Q as
can be observed in Figure 4.6b. Assuming an uniform beam intensity, the corrected
reflectivity is then given by [161] :
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Figure 4.7: Illustration of the beam footprint being larger than the sample.

Rcorr(ω) = R(ω)× L

wb sinω
(4.14)

The length L of the sample is measured using a calliper. The beam width wb is
precisely determined by fitting the intensity measured on the whole detector upon
scanning a sample in the vertical direction. Due to its divergence, the beam size on
the sample is slightly larger than the collimation slit. An example of XRR curve at
every step of the treatment is shown in Figure 4.6b.

Improvement of the acquisition
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Figure 4.8: XRR curves after treatment for three samples in both standard and
high angles configurations. The data considered hereafter are the concatenation of
both. Data are shifted vertically for clarity.

To improve the signal at higher angles, as well as pushing the maximum Q-
value further, an additional acquisition is performed, setting a larger collimation
(1 x 1.2 mm and 0.6 x 1.2 mm) and an acquisition time of 150 s from θ = 1.75°
(resp. Qz = 0.25 Å−1) to θ = 3.8° (resp. Qz = 0.54 Å−1). A larger collimation
provides a higher flux which, together with longer acquisition times, ensures a better
signal-to-noise ratio. The reflectivities measured in both collimation settings are
shown in Figure 4.8. Inevitably, a larger collimation comes with a drawback on the
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uncertainty in incident angle δω since it depends on the size of the slits, S1 and S2,
and the collimation distance Dc, fixed at 1200 mm on the instrument :

tan(δω) =
S1 + S2

2Dc

(4.15)

However, the relative uncertainty δω/ω at these angles remains satisfying.

4.3 Off specular scattering - GIWAXS

As the name suggests, grazing incidence wide angle X-ray scattering (GIWAXS)
is very similar to WAXS. Its specificity however is to probe the vicinity of an inter-
face, whether it is an air-liquid or air-solid one, instead of the bulk. Experimentally,
the setup is comparable to specular XRR experiments. A schematic of the sample
and detector region is given in Figure 4.9 namely to introduce notations such as the
incident angle αi and wave vector k⃗i and outgoing wave vector k⃗out.

Figure 4.9: Schematic representation of grazing incidence X-ray scattering experi-
ments.

As mentioned above, X-rays have a refractive index slightly smaller than unity,
allowing total external reflection for incident angles below ωc given by equation 4.5.
In these conditions, it can be shown that the modulus of the electric field below the
interface describes an evanescent wave, i.e. an exponentially decaying wave, which
travels parallel to the interface. The penetration depth Γ can be expressed as [151]:

Γ =
λ√
2π

[√
(α2

i − α2
c)

2 + 4β2 − (α2
i − α2

c)

]− 1
2

(4.16)

For incident angles approaching 0, ω → 0, the penetration depth becomes ∆0 =
1/
√
4πrede− with re the classical electron radius and de− the density of electrons

inside the material. This limit is independent of the wavelength and gives a few
nanometers for usual polymeric materials. Consequently, a 2D detector placed after
the sample records the scattering pattern from this interfacial nanometric layer.

Except for more elaborate experiments in which it is varied so as to change
the penetration depth given by equation 4.16, the incident angle is kept at a fixed
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value αi. Considering a single point on the resulting 2D pattern, the corresponding
scattered beam is described by a wave vector k⃗out. It makes an angle αf with respect
to the sample surface and θf with the incidence plane. The resulting scattering
vector is still defined as in equation 4.6 as Q⃗ = k⃗out − k⃗i. In contrast to XRR,
however, it not only has a component Qz along the normal to the interface but
also another, Qxy parallel to the interface. Considering only elastic scattering, each
component of the scattering vector is geometrically given by [162]:

Qx = ki[cos(θf) cos(αf)− cos(αi)]

Qy = ki[sin(θf) cos(αf)]

Qz = ki[sin(αf) + sin(αi)]

(4.17)

Just like the normal scattering vector Q⃗z allows observations on the out of plane
structure, i.e. normal to the interface, the Qxy component probes the in-plane
structure near the interface.

Figure 4.10: Picture of the GIWAXS configuration of the SIRIUS beamline at the
SOLEIL synchrotron. X-rays travel from right to left. Insets are a top view of
the unsealed sample environment and a magnified view of the wafer placed at the
centre.

In terms of intensity, off-specular scattering is several orders of magnitude less
intense than the specular spot. Hence, it requires a considerably higher incident flux,
not afforded by the X-ray lab source of the Xeuss 2.0 used for XRR experiments.
Such a flux is only provided by synchrotron light sources. Consequently, GIWAXS
experiments reported in the present work were performed on the SIRIUS beamline
at the SOLEIL synchrotron light source [163], a picture of which is given in Figure
4.10. The Soft Interfaces and Resonant Investigation on Undulator Source beamline
is dedicated to both specular reflectivity and grazing incidence scattering with an
energy range between 1.4 and 13 keV. As a matter of comparison, the Cu Kα source
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used on the Xeuss 2.0 provides an X-ray beam at 8.05 keV. The beamline is suitable
for both soft interfaces, semiconductors, or magnetic nanostructures communities.
For soft interfaces, both the air-solid, solid-solid and air-liquid interfaces can be
investigated.

4.4 Out of plane interfacial structure

We present in this section the experimental specular X-ray reflectivity results
obtained using the protocol detailed in section 4.2.3. Data are first addressed qual-
itatively using the arguments of section 4.2.2. A quantitative description is then
achieved by both data fitting and an additional Fourier transform analysis based
on the kinematical approximation of section 4.13.

4.4.1 Qualitative approach

Experimental XRR data gathered with the protocol detailed in section 4.2.3 are
plotted in Figures 4.11 and 4.12. For both PC2VImTFSI and PC4VImTFSI thin
films the specular XRR curves display conventional features of an homogenous film,
with regular Kiessig fringes whose spacing decreases with increasing thickness, sim-
ilar to the simulated example of Figure 4.4a. For longer side-chains (n = 7 and 10),
XRR results are significantly different in aspect (Figure 4.12a and 4.12b). Kiessig
fringes appear to be modulated by a shorter spacial frequency signal, resembling,
to a certain extent, the example of a multilayer given in Figure 4.4c. Without any
fitting of the data at this point, this is already a clear sign of a layered structure
of the thin film, as an interlayer spacing acts as an additional spacial frequency on
the reflectivity [153].

4.4.2 Usual fitting and limitation

Data are fitted using the refnx Python package [157]. Qualitative considerations
around data for 2 and 4 carbons side-chain, respectively plotted in Figure 4.11a
and 4.11b, motivates the choice of an homogenous model with a native oxide layer
around 20 Å thick. The corresponding scattering length density (SLD) profiles are
given in the bottom panels of Figure 4.11. Exact values of parameters obtained from
the fitting are given in Appendix 1. The electron-rich Si substrate on the left-hand
side has the largest SLD, followed by the native SiO2 oxide layer. The PIL layer
has a constant SLD across its thickness as imposed by the model. Above the PIL
film, the SLD drops to zero as experiments are performed in vacuum. The slight
drop of SLD for the thinnest films can be attributed to a certain degree of film
inhomogeneity. Indeed, these thicknesses approach the limits of the spin-coating
technique. An actual decrease of the material’s density would go against what
is commonly observed in polymeric thin films in which density usually increases
with decreasing film thickness. The amplitude of the density variation observed is
furthermore considerably larger.

To reproduce the data of Figure 4.12 for PC7VImTFSI and PC10VImTFSI
thin films, a simple homogenous layer is no longer sufficient and a multilayer model
is used to account for the fringes’ modulation as it came out of the previous section.
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Figure 4.11: X-ray reflectivity results for PC2VImTFSI (a) and PC4VImTFSI
(b) thin films with varying thickness. Data are shifted vertically for clarity. Grey
solid lines are the best fits. The corresponding SLD profiles are given below.

The slicing of the PIL layer sharply increases the number of fitting parameters,
and the method has to be carefully chosen based on section 4.2.2. To ensure the
convergence of the algorithm and limit the calculation times, the fitting proceeds
in two steps. A differential evolution algorithm is used with thicknesses as the
only adjustable parameters to broadly explore the phase space. The SLD and
roughnesses are afterwards adjusted by a least-square method known as Levenberg
Marquardt algorithm. For this reason, some parameters appear as fixed in the
fitting parameters list of Appendix 1.

SLD profiles thus obtained for both 7 and 10 carbons in side-chain length are
shown in the bottom panels of Figure 4.12. The layering suggested by the modula-
tion of the Kiessig fringes clearly stands out. The SLD is no longer constant across
the PIL layer, as before, but instead exhibits oscillations. Some parts of the film
have SLDs either above or below the average material’s SLD, suggesting some layers
are either enriched or depleted in electrons. Looking at the chemical structure of
the material, it seems reasonable to attribute the maxima of SLD to layers rich in
TFSI− anion, composed of electron-rich atoms such as fluorine or sulphur whereas
the minima in SLD are where the imidazolium groups with attached alkyl chains
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essentially settle. Only the thinnest films up to 7 nm for PC7VImTFSI and 8 nm
for PC10VImTFSI were fitted using this method. At these thicknesses, it already
takes three layers in addition to the oxide layer to describe the system, leading to a
total number of 12 fitting parameters. For even thicker films, additional layers are
needed and the fitting procedure hardly converges to anything physical due to the
numerical complexity.
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Figure 4.12: X-ray reflectivity results for PC7VImTFSI (a) and PC10VImTFSI
(b) thin films with varying thickness. Data are shifted vertically for clarity. Grey
solid lines are the best fits. The corresponding SLD profiles are given below.

At this point, there is still a possibility that short side-chain PILs (n = 2 and
4) develop an inner structure. Looking at the data for the longer side-chains in
Figure 4.12, the modulation of the Kiessig fringes has a smaller spacial frequency
for n = 10 than n = 7, most likely originating from a larger interlamellar distance
for n = 10, consistent with WAXS results on their corresponding bulk structure.
Such interlamellar distance would be expected to be even shorter for n = 4 and
2 if lamellar structures were still present, hence the spacial frequency would be
higher and the visible dip in the XRR curves might fall outside our working Q-
range. This is specially plausible since numerical simulation of imidazolium ILs at
a charged mica surface showed side-chains arrange parallel to the interface for n
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below 4 carbons and perpendicular above, due to amphiphilic self-assembly [164],
leading to a potential decrease of the interlayer spacing all the more pronounced.
Additionally, the modulation would be less visible as side-chains become shorter
because the contrast itself decreases. Nevertheless, it appears reasonable to assume
the layering only develops above n = 4 since it is also the threshold of percolation
of apolar domains in both ILs [21] and PILs [34].
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4.4.3 Fourier transform analysis

Principle and numerical validation

To pursue the analysis further, in spite of the numerical challenges of fitting with a
multilayered model and many parameters, we present the use of the Fourier trans-
form of the reflectivity. Such method relies on the kinematical approximation intro-
duced in section 4.2.2, in which the reflectivity is related to the gradient of electron
density in equation 4.13. Let us define the autocorrelation function g(z) of the
gradient of the electron density. Its purpose will be discussed below, and we give
for now its expression as:

g(z) =

∫ +∞

−∞

dn

dz
(t)

dn

dz
(t− z)dt (4.18)

From equation 4.13, it can be further expressed in terms of reflectivity as follows:

g(z) =

∫ +∞

−∞

R(Q)

RF (Q)
exp(−iQz)dQ ≃

∫ Qz,high

Qz,low

R(Q)

RF (Q)
exp(−iQz)dQ (4.19)

Figure 4.13: Schematic representation of the relevance of the autocorrelation func-
tion of the gradient of electron density. The top graph represents the density profile
of an ideal layered film without any roughness or interdiffusion. Black horizontal
arrows correspond to each correlation between interfaces, standing on the bottom
graph of the g(z) as sharp peaks.

In practice, data only span a fixed Q-range and the integration cannot be done
on infinite bounds. This leads to the introduction of higher and lower bounds of
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integration Qz,high and Qz,low. A lower bound Qz,low = 0.06 is chosen in the following
as to verify the Born approximation while optimizing the working window.

The purpose of the autocorrelation function g(z) is to highlight correlations be-
tween interfaces, where the gradient is the largest, as illustrated in Figure 4.13.
Hence, an homogenous film should display at least one peak at the z value cor-
responding to the total thickness. In other words, there is only one correlation
between the substrate-film and film-air interfaces. Any additional peak would sug-
gest a structured film with additional interfaces. Before any use on our experimental
data, however, we check the validity of this approach on simulated reflectivity curves
using two model SLD profiles close to our case study. The first one is a homoge-
nous layer of constant SLD on a silicon wafer with a native oxide layer of 20 Å. The
second model is a multilayer of same average SLD but a contrast between layers
of 2× 10−6 Å−2. Both SLD profiles and the corresponding calculated reflectivities
are represented in Figure 4.14a. The autocorrelation functions of equation 4.19 are
calculated using these reflectivities and are plotted in Figure 4.14b.
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Figure 4.14: Numerical validation of the autocorrelation function use. (a) Simulated
XRR data. SLD profiles from which they are calculated are given as insets. (b)
Corresponding Fourier transforms g(z) calculated as in equation 4.19

In spite of the molecular layering of the second model, the difference in reflec-
tivities is very subtle due to the low contrast. This stresses the struggle of directly
fitting the data. In spite of that, the calculated Fourier transforms are drastically
different. An homogenous film model leads to a single peak in g(z) for the total
thickness of the film (80 Å) as expected. For the layered model, however, other
peaks at 20, 40 and 60 Å are present and actually resemble the ideal situation
represented in Figure 4.13. Each of these peak positions correspond to a distance
between interfaces, hence seemingly validating the adequacy of the method.

It should be mentioned nonetheless that the autocorrelation signal of the ho-
mogenous model exhibits slight variations and a weak dip at low-z values. In order
to find where this feature originates from, we varied several parameters including
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the average SLD of the film, its external roughness, its thickness, interdiffusion be-
tween layers or SLD contrast between them, but no physical parameters appeared
to affect the position of this dip. It did prove to be highly dependent on the upper
limit of integration Qz,high. Such dependence is well illustrated by Figure 4.15 in
which the square of the autocorrelation function g(z) is represented as a function
of both z and Qz,high. Solid lines represent k × 2π/Qz,high functions and follow
the Qz,high-dependent peaks for both models. Hence, the low-z dip can be safely at-
tributed to a numerical artefact with no physical meaning. It fixes the lowest length
scale at around 2π/Qz,high that can be probed with reflectivity data ranging up to
a fixed value Qz,high. This artefact has very little effect on the physical correlation
peaks of both models. This numerical approach thus confirms a Fourier transform
of the reflectivity is safe to use to evidence potential layering in our systems.
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(Å

)

(a)

0.6 0.8 1.0

Qz,high (Å−1)
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Figure 4.15: Dependence of g(z) on the higher bound of integration Qz,high. Calcu-
lated g2(z) as in equation 4.19 for varying Qz,high for an homogenous model (b) and
a layered one (c). Both models are identical to the ones of Figure 4.14 with only
ideal interfaces, i.e. no roughnesses. Black solid lines are functions k2π/Qz,high with
k and integer.

Application to experimental data

Autocorrelation functions g(z) calculated using equation 4.19 on the experimental
data of Figures 4.11 and 4.12 are plotted in Figure 4.16 for the thickest films of the
whole PCnVImTFSI series. The largest intensity peaks, hereafter referred to as
high-z peaks, are indicated by arrows and are ascribed to the whole thickness of
the PIL film. Due to the very low contrast between Si and SiO2 this thickness is
of the PIL film only and does not include the native oxide layer. PC2VImTFSI
and PC4VImTFSI thin films show no additional feature apart from the high-z
peak, in good agreement with an homogenous film. In contrast, g functions for
PC7VImTFSI and PC10VImTFSI display additional peaks, hence highlighting
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an interfacial layering for all thicknesses. The low-z peak stemming from first neigh-
bour correlations appears between 15 and 20 Å which is consistent with the SLD
profiles obtained for the thinnest films in Figures 4.12a and 4.12b. This strongly
supports the appearance of lamellar structures for these materials, concurrently
validating the multilayer model used to fit the reflectivity of the thinnest films.
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Figure 4.16: Fourier transforms of XRR data for PCnVImTFSI thin films as
calculated from equation 4.19, n = 2 and 4 in (left), n = 7, and 10 (right). Arrows
with line colours indicate the thickness peak. Data are shifted vertically for clarity.
The position of the low-z peak is indicated by a red arrows.

It must also be pointed out that intermediate peaks between the interlamellar
distance and the total thickness tend to flatten out and no additional peak appears.
This suggests the structure only develops in the vicinity of the interface, the rest of
the film being a bulk-like region, otherwise additional peaks would appear due to
longer range correlations such as second consecutive interfaces and so forth, which
are not observed here. This is also partly visible in the SLD profiles of Figures
4.12a and 4.12b and resembles the interfacial structure of ILs in which the layering
progressively fades away from the interface [72].

It is unclear at this point whether the structure develops preferentially at the
Si/SiO2-PIL or the PIL-vacuum interface. SLD profiles for the thickest films suggest
the latter case, with an averaged SLD value in between a structured region and the
oxide layer. Yet, the thickness of the bulk-like region is still comparable to the
interlayer spacing at these film thicknesses. The Fourier transforms do not allow
discriminating between the two options either. The correlations they uncover can
either be with the substrate or the vacuum interface. Both option are furthermore
consistent with ILs. Even though their interfacial structure has been extensively
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4.5 Interfacial structure

studied at the solid-liquid interface, some works also focused on the air-liquid one,
unveiling a similar layering [165, 166].

Figure 4.17 represents the position of the low-z peak as a function of the high-z
one, i.e. the interlamellar distance zinter as a function of film thickness. Values
of zinter for PC7VImTFSI and PC10VImTFSI thin films fall in the ballpark of
the distance between neighbouring chains in bulk, as determined using SANS and
WAXS in our previous work [167]. Interestingly enough, as the thickness of the
films decreases, so does the interlamellar distance and the effect is slightly more
pronounced for the longest side chain. Furthermore, it is not clear whether the
interlamellar distance levels off to a plateau value over the range of thicknesses
investigated here. Yet, it must be pointed out that the maximum thickness is
already around 4 times the radius of gyration Rg of the chains measured by SANS
[167]. A further study is required to elucidate the physical origin of such potential
levelling.
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Figure 4.17: Position of the low-z peak of the autocorrelation signals, indicated by
red arrows on Figure 4.16 and corresponding to the interlamellar distance zinter, as
a function of film thickness for PC10VImTFSI and PC7VImTFSI.

4.5 In-plane interfacial structure

XRR analysis provides excellent description of the interfacial layering and its
alterations upon increasing confinement. It unveiled the onset of layering above n
= 4 and a decrease of the interlamellar distance with film thickness. Assuming no
changes occur on the in-plane structure, such observations would lead to a rather
counterintuitive increase of density for thinner films. In order to achieve a complete
structural characterization of PILs film, we complement the above observations
with GIWAXS experiments to probe the in-plane structure. Grazing incidence wide
angle X-ray scattering (GIWAXS) experiments, which principle was addressed in
section 4.3, are performed on the SIRIUS beamline at the SOLEIL synchrotron light
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4.5. In-plane interfacial structure 4.5

source1, also briefly presented therein. Spin-coated thin films are prepared according
to the same procedure as for XRR experiments (section 4.1.1), and their thicknesses
measured by ellipsometry. The following sections present technical aspects of the
experiments and outline the specificities of the data treatment before laying out the
experimental results gathered.

4.5.1 Methods

Experiment

The SIRIUS beamline was set in GIWAXS configuration with a Pilatus 1M 2D
detector at a distance of 329 mm from the horizontally placed sample. The wave-
length is 1.234 Å and the beam is collimated to a size of 0.07 mm x 0.5 mm (height
× width). Incident angle was set at αi = 0.12°. After sealing of the sample envi-
ronment chamber, air is flushed and replaced by a Helium atmosphere to prevent
absorption and scattering of X-rays. For each sample, a 2D picture, as the one
reported in Figure 4.18a, is acquired on the detector and requires some treatment.

Data treatment
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Figure 4.18: 2D data for a PC10VImTFSI 143 nm thin film. (a) Detector picture
in pixels. (b) 2D data after corrections and remapped to the Qz/Qxy plane.

Data treatment is performed with the Matlab based software GIDVis [168]. Af-
ter selecting the experimental parameters such as the incident and detector angles
and eventually correcting a slight tilt of the detector if needed, a solid-angle cor-
rection is applied, accounting for pixels far from the point of normal incidence not
facing the incoming beam. The 2D picture in pixels is then remapped to a Qxy, Qz

1We thank our local contact A. Hemmerle (Université Paris-Saclay, Synchrotron SOLEIL,
Saint-Aubin, France) and S. Lafon (Université Paris-Saclay, CNRS, Laboratoire de Physique des
Solides, Orsay / Université Paris Saclay, Laboratoire Léon Brillouin, CNRS-CEA, Gif-sur-Yvette,
France) for her precious help.

103



4.5 Interfacial structure

plane, corresponding to a projection of the Ewald sphere on a plane. A compar-
ison between initial and treated 2D data is shown in Figure 4.18. The missing
wedge around the Qz axis on the remapped picture of Figure 4.18b is a geometrical
consequence of flattening the Ewald sphere on a plane.

2D pictures thus obtained exhibit regular rings over the whole 180° around the
beam centre, suggesting an isotropic system. Another feature of these pictures
is the presence of a horizontal streak of intensity at small values of Qz so-called
Yoneda peak from Y. Yoneda who first focused on its origin in 1963 [169]. When
the exit angle matches the critical angle, the scattered intensity is enhanced due to
a waveguide effect in the sample. Since the system is isotropic, the Yoneda peak is a
convenient way to retrieve information for a fixed value of Qz with a high intensity.
This way, the in-plane structure of the interface alone is probed with a scattering
vector of varying Qxy component. The Yoneda peak is integrated over a Qz range
of 0.01 Å−1, thus leading to 1D data of scattered intensity I(Qxy).

4.5.2 Experimental observations
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Figure 4.19: Integrated intensity along the Yoneda peak for PC4VImTFSI thin
films for varying film thickness, along with the signal of the bare wafer. Data are
shifted vertically for clarity.

We report the intensity signals I(Qxy) obtained in this manner for PC4VImTFSI
thin films in Figure 4.19. These samples weakly scatter and the signal is very
close to that of the bare wafer also shown in Figure 4.19. PC2VImTFSI and
PC4VImTFSI already showed rather weak scattering in bulk as discussed in Chap-
ter 3. For this reason, they will not be discussed further in this section. The upturn
at low-Q is most likely due to the direct beam not being fully blocked by the beam
stop. Consequently, we subtract it from the reported signals in the following. Im-
plications of such subtraction will be discussed later on.

The subtracted intensity signals I(Qxy) for PC7VImTFSI and PC10VImTFSI
thin films are reported in Figure 4.20. They are fairly similar to WAXS patterns of
the bulk structure [167] discussed in a Chapter 3 and feature the same three peaks.
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Figure 4.20: Integrated intensity along the Yoneda peak for (a) PC7VImTFSI
and (b) PC10VImTFSI thin films for varying film thickness. Signal from the bare
silicon wafer is subtracted. Black lines are Lorentzian fits to the interbackbone
correlation peak. Data are shifted vertically for clarity. Insets represent the region
of the interbackbone peak alone.

As a reminder, the low-Q peak (below 0.5 Å−1) which is our main focus in this
section, is assigned to the backbone-to-backbone correlation length dbb, in other
words the distance between two neighbouring macromolecular chains [33, 35].

Before anything else, it should be pointed out that the signal-to-noise ratio
declines for thinner films due to less material quantity in the film, resulting in re-
duced scattering. Apart from this experimental limitation, the interbackbone peak
slightly shifts to lower Q-values as the thickness decreases, suggesting a subtle but
nonetheless remarkable dependence in film thickness. Fitting of this scattering peak
using a Lorentzian form delivers a quantitative determination of the interbackbone
distance at the interface dintbb . Reported in Figure 4.21 is the ratio of dintbb and the
interbackbone distance in bulk dbulkbb as determined by WAXS. It is noteworthy that
the interbackbone correlation length increases considerably below a film thickness
of the order of 80 nm.

A word should be given at this point on the substrate contribution to the signal,
mentioned at the beginning of this section. The intensity upturn at low-Q (Figure
4.19 slightly influences the position of the peak, specially for the thinnest films
which scatter much weakly. Subtracting the whole signal, as it has been done, is
the only way to remove this contribution. More thoroughly, a prefactor smaller than
one should be applied to the wafer signal to account for the presence of the PIL
layer. The correlation lengths corresponding to both subtracted and unsubtracted
signals are represented in Figure 4.21 respectively as filled and empty symbols.
For the thickest films, the low-Q correlation peak is intense enough so that the
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Figure 4.21: In-plane correlation lengths between backbones in the vicinity of the
interface for PC7VImTFSI and PC10VImTFSI thin films for varying film thick-
ness, calculated as 2π/qbb with qbb the correlation peak position on subtracted
signals of Figure 4.20a and 4.20b (•) and unsubtracted ones (◦).

influence of this signal and therefore its subtraction can be neglected. Nevertheless,
the observation of an increasing interbackbone correlation length with decreasing
film thickness holds, as both the subtracted and unaltered data exhibit the same
trend and represent respectively the lower and upper bounds for the true substrate-
independent value. Therefore, a confinement effect also occurs in-plane.

4.6 Conclusion on the molecular picture and per-
spectives

A combined use of XRR and GIWAXS provides a characterization of spin-coated
PCnVImTFSI thin films’ structure in both in-plane and out of plane directions.
Through conventional fitting of XRR data and additional analysis of their Fourier
transform, it was shown that PCnVImTFSI for n = 2 and 4 form homogenous thin
films. Increasing n to 7 and 10 leads to a spontaneous layered structure which ex-
hibits a decreasing interlayer spacing with decreasing film thickness. Concurrently,
the in-plane distance between neighbouring chains, or interbackbone correlation
length dinbb, increases. We summarize the measurements of these characteristic dis-
tances in Figure 4.22a and 4.22b. Interlamellar distances of the thinnest and thick-
est films, respectively determined by direct fitting and Fourier transform analysis of
XRR data, are consistent. Some deviation from the general trend is observed for the
Fourier transform estimation on the thinnest films. This may be explained by the
small number of layers in the lamellar structure, in other words less spacial periods
for the Fourier transform to sample, hence impairing the accuracy of the method.
A overall trend of decreasing zinter with film thickness is nonetheless observed.
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Figure 4.22: Summary and comparison of the in-plane interbackbone distance mea-
sured in GIWAXS (♢) and the interlamellar distance extracted from the SLD profiles
obtained by XRR data fitting (□) and their Fourier transform analysis (◦) as func-
tion of film thickness for PC7VImTFSI (a) and PC10VImTFSI (b) thin films.
All lengths are normalized by the interbackbone correlation lengths dbb measured
in bulk. Solid lines are guides for the eye.

In light of these results, a possible interpretation is the preferential alignment of
imidazolium groups parallel to the interface as the thickness decreases. A scheme
of such behaviour is represented in Figure 4.23a. The decrease of the in-plane dinbb
distance substantiates our interpretation. If imidazolium groups tend indeed to
align with the substrate, the long side chains would overcrowd the in-plane region,
thus forcing the backbones apart. An illustration of such behaviour is also given in
Figure 4.23b.

Imidazolium ILs were themselves reported exhibiting this type of preferential
alignments with an electrified substrate, depending on its surface charge [170].
What is explained by electrostatic interactions with the substrate, in the case of
ILs, stems, in the present case, from steric effects since only the thickness of the
film changes and not the surface charge. Nevertheless, electrostatic interactions
with the substrate may also slightly vary, as anion mobility was shown to decrease
with the thickness of the film due to a stronger charge-substrate interactions [57]
and not only to the slowing down of segmental dynamics as for neutral polymers
[171].

The chemistry of the surface should play an important role in these observations.
Seeking to observe such effect, we coated the silicon wafers with a gold layer by
sputtering. Unfortunately two issues hindered the use of these results. The spurious
signal of gold was too intense and the coated layer was of rather poor quality because
of the weak interaction between silicon and gold. A coating of better quality should
be obtained by evaporation deposition of gold on an intermediate layer of chromium.
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(a) (b)

Figure 4.23: Schematic representation of the molecular picture of the confinement
effect. Side view of a PCnVImTFSI thin film (a) represented in blue. Monomers of
a single layer depleted in anions are represented without their side chains. Thickness
of the film decreases from top to bottom. A top view of the near interface region is
represented in (b). Top sketch highlights the two backbones considered. Thickness
of the film vary from top to bottom.
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Chapter 5

Self-assembled Poly(ionic liquid)
nanoparticles

The purpose of this chapter is to present a side project of the present work
on nanoparticles (NP) obtained by dispersion polymerization of IL monomers. As
opposed to the solution polymerized PILs considered so far, the following systems
rely on water as a selective solvent, in which the precursor IL monomers are soluble
but not the resulting PIL. Consequently, self-assembly of the resulting PIL drives
the formation of structured NPs in suspension. This constitutes a project led by
E. Drockenmuller1 in collaboration with the group of A. Leforestier2 for electron
microscopy imaging performed together with J. Degrouard. Our contribution to
this project was investigating the inner structure of these nanoparticles by means
of X-ray scattering. We briefly detail, in the following, what has been reported on
PIL nanoparticles, which was left out of the introductory considerations of Chapter
1, concurrently emphasizing yet another potential application of PILs.

5.1 Dispersion polymerization and self assembled
nanoparticles

Diverse synthetic methods such as emulsion and dispersion polymerization [172],
or intramolecular cross-linking [173] lead to self-assembled polymer nanoparticles
[174]. Most of these strategies have been directed towards controlling their dimen-
sion, exterior morphology and surface functionality. However, there has been an
increasing demand for NPs with well-defined inner structures for applications such
as encapsulation, transport, and drug delivery [175, 176]. Simultaneous control of
size, shape and internal morphology in a single nanoscopic material remains a major
challenge in polymer materials.

5.1.1 PILs as promising candidates for inner structured
particles

Given their interesting local structure in bulk alone and the large panel of avail-
able chemical structures, PILs appear once again as a solution. The nanoscale

1Université Lyon 1, CNRS, Laboratoire d’Ingénierie des Matériaux Polymères, UMR 5223,
Lyon, France

2Université Paris-Saclay, CNRS, Laboratoire de Physique des Solides, UMR 8502, Orsay, France
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5.1 Self-assembled Poly(ionic liquid) nanoparticles

Figure 5.1: Top: chemical structures of triazolium-based PILs with varying side
chain length, from left to right n = 12, 14, 16, investigated by W. Zhang et al..
Bottom: corresponding representative cryo-EM images of the obtained nanopar-
ticles in aqueous solutions. Insets show schematics of the inferred morphologies.
Adapted from ref. [126]

segregation of apolar moieties, in such a restricted environment, could open av-
enues for such structured particles since it can be easily tuned by the chemical
structure. Using imidazolium homopolymer PILs, J. Yuan et al. observed onion
shaped multilamellar vesicles for side chains of 12 carbon units but unilamellar ones
for 18 [43]. Other structures have been achieved since then like wasp-like lamel-
lar ellipsoids [126, 177], shown in Figure 5.1, obtained by W. Zhang et al. using
triazolium based PILs. The authors also observed onion shaped morphologies and
attributed the structure selectivity to the PIL hydrophobicity. Short side chains,
slightly more hydrophilic, allow for wasp-like structures with some contact between
apolar moieties and the surrounding water. As side chains are lengthened, their
hydrophobicity increases and the multilamellar vesicle morphology is preferred as it
prevents any contact of the hydrophobic part with water. K. Manojkumar et al. re-
ported a switch from unilamellar to bilamellar vesicles by adding a phenyl group to
the side chains of methacrylamide based PILs containing different alkylimidazolium
bromide groups [178]. The authors also demonstrated their dye encapsulation and
transfer properties from aqueous to organic phases. Increasing the concentration of
precursor IL monomers can also lead to one dimensional superstructures with an
extended multilamellar inner structure, designated as nanoworms [43].

5.1.2 Synthesis of triazolium based PIL nanoparticles

We only give in this section the main outlines of NP synthesis, additional de-
tails are given in Chapter 2. We consider a series of six 1,2,3-triazolium chloride
ILs monomers having polymerizable groups, acrylate, methacrylate and methacry-
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5.1. Dispersion polymerization and self assembled nanoparticles 5.1

Figure 5.2: Chemical structures of PIL obtained by precipitation polymerization of
aliphatic 1,2,3-triazolium chloride ionic liquid monomers in water.

lamide respectively denoted in the following C12Acryl C12mAcryl and Cn. The
latter methacrylamide IL monomer was synthesized with varying alkyl side chain
length on the N -1 position including dodecane n = 12, tetradecane n = 14, hexade-
cane n = 16 and octadecane n = 18. The chemical structures of the IL monomers
are given in Figure 5.2 and were synthesized in three steps, including :

• Copper (I)- catalyzed azide-alkyne cycloaddition (CuAAC) ligation between
aliphatic azides and either propargyl acrylate, propargyl methacrylate or
propargyl methacrylamide, all of them commercially available.

• N -alkylation of the resulting 1,2,3-triazole group with iodomethane.

• ion-exchange to substitute iodide for chloride counter anions.

The aim of the last ion exchange step is only to improve the solubility of the
monomer in water, which quite surprisingly was rather poor with iodide counter
anions.

The free radical dispersion polymerization of the chloride functionalized monomers
was then carried out in aqueous solutions at 65 °C for 16 h, initiated by ACPA at
a concentration of 0.05 w% delivering the corresponding suspension of triazolium
based PILs nanoparticles. Chemical structures are given in Figure 5.2

5.1.3 Particle size

Several monomer concentrations of 10 mM, 18 mM, 25 mM and 50 mM were
tested in order to find out the appropriate one. Turbidity of suspensions resulting
from concentrations above 25 mM suggests precipitation occurred during the poly-
merization. However, when conducted at 25mM or less, it provided translucent and
stable suspensions for acrylate PC12Acryl and methacrylate PC12mAcryl based
NPs. Particle sizes in these suspensions were measured by dynamic light scattering
(DLS) and the number average hydrodynamic diameters Dh are given in Table 5.1
and plotted in Figure 5.3a against the monomer concentration. Their evolution
over time is additionally given in Figure 5.3b and the full particle size distributions
in Chapter 2. The particles’ diameter were larger than intended for PC12Acryl
and PC12mAcryl NPs, possibly due to the partially or fully hydrophobic nature of
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Figure 5.3: Hydrodynamic diameter of poly((1,2,3-triazolium chloride) nanoparti-
cles against monomer concentration (a) and time after polymerization of 25 mM
solutions (b).

acrylate and methacrylate backbones, hence a less soluble compound and stronger
self-assembly. The interest in the methacrylamide series PCn aimed at introducing
a hydrophilic backbone, which proved efficient in reducing the size of resulting NPs.
Over time, the suspensions were stable for side chain lengths of 12 to 16. PC18 poly-
merization exhibited precipitation or resulted in highly turbid dispersions even at
10 mM, thereby preventing subsequent characterizations.

We focus, in the following, on the structural investigation of NPs obtained by
dispersion polymerization of IL monomers at a concentration of 25 mM, for which
particle sizes are similar across the series and suspensions were stable and did not
precipitate. We report Transmission Electron Microscopy (TEM) performed by H.
Thankappan1 with A. Leforestier and J. Degrouard2 to unveil the shapes of such
particles. Our contribution is presented afterwards, providing additional details on
the inner structure of said particles using X-ray scattering (WAXS).

5.2 Structural characterization of PIL nanoparti-
cles

5.2.1 Transmission Electron Microscopy

Since our contribution to the present project did not involve these electron mi-
croscopy experiments, we will not detail the full principle of the technique. We
simply recall that it relies on the interactions of a focused beam of electrons with

1Université Lyon 1, CNRS, Laboratoire d’Ingénierie des Matériaux Polymères, UMR 5223,
Lyon, France

2Université Paris-Saclay, CNRS, Laboratoire de Physique des Solides, UMR 8502, Orsay, France
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Figure 5.4: Representative cryo-TEM images of PIL nanoparticles obtained by dis-
persion polymerization of triazolium functionalized acrylamide IL monomers with
varying side chain length in aqueous solutions at a concentration 25 mM (from top
to bottom : C12, C14, C16). Last panel on the right are representations of the ob-
served structures, wasp-like multilamellar ellipsoids and cubosomes for PC12, PC14

NPs and onion-like multilamellar vesicle for PC16.

a sample. Electrons considerably enhance resolution, as it is limited by the wave-
length of the beam used. At an accelerating voltage of 80 kV, an essential exper-
imental parameter in TEM, an electron has a wavelength of 4 pm, hence 5 orders
of magnitudes shorter than visible light.

Electron microscopy images were obtained on a Philips CM120 electron mi-
croscope at an accelerating voltage of 80 kV. Samples for TEM were prepared by
placing a drop of dispersion (1 mg/mL) onto a Formvar-coated copper grid. The
excess solution was carefully removed using a filter paper and samples were dried
for a few minutes before analysis. For cryo-TEM, 4 µL of sample solution was
deposited onto a holey carbon grid (Quantifoil R2/2) and subsequently vitrified in
liquid ethane cooled by liquid nitrogen using a Vitrobot Mark IV (Thermo Fisher
Scientific).

Representative cryo-TEM images for the acrylamide based series PCn are given
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5.2 Self-assembled Poly(ionic liquid) nanoparticles

Sample Dh (nm) dWAXS (Å) dTEM (Å)
PC12Acryl 112 34.9 /

PC12mAcryl 308 35.0 /
PC12 56 35.2 32.0
PC14 64 39.5 39.4
PC16 61 43.9 43.9
PC18 248 / /

Table 5.1: Hydrodynamic diameter Dh and inner correlation length dWAXS and
dTEM respectively determined using WAXS patterns and cryo-TEM images for
poly((1,2,3-triazolium chloride) nanoparticles.

in Figure 5.4. PC12 and PC14 systems exhibit rather similar structures. Both PILs
form multilamellar wasp-like ellipsoids, as mentioned above for vinyl triazolium
based PILs with alkyl chains of similar length in previous reports [126]. In contrast
with these systems, however, these structures coexist, in the present suspensions,
with cubic arrangements of segregated apolar globules referred to as cubosomes.
When side chains are lengthened to 16 carbon units, only onion like lamellar vesi-
cles are observed. Interestingly, W. Zhang et al. almost observed such cube shaped
particles on their vinyl triazolium PILs. Some of their onion-like vesicles presented
vague facets, but not as well-defined as the acrylamide based particles shown here.
The authors attribute such straightening of the vesicles curvatures to the crystal-
lization of the alkyl side chains [126] which they confirm by DSC on dried samples.

All these inner structures have in common that they possess a characteristic
length hereafter referred to as d. It is estimated in the present systems through
image analysis of grey levels across the particles and denoted dTEM. We report
the corresponding values in Table 5.1. However, these represent a measurement
on carefully chosen particles. To access an averaged value and characterize more
accurately the inner structure at these length scales, we combine these results with
X-ray scattering.

5.2.2 WAXS

Wide Angle X-ray Scattering measurements were performed on aqueous dis-
persions of PIL nanoparticles. Solutions were stored in flame-sealed borosilicate
capillary tubes of 1.5 mm in diameter and placed on the sample holder. The same
setup as for WAXS experiments on bulk synthesized PIL in Chapter 3 was used,
involving a Xeuss 2.0 diffractometer (Xenocs) equipped with a Genix 2D Cu HF
source (λ = 1.542 Å) and a Pilatus 1M detector placed at 543 mm from the sam-
ples. A second sample-to-detector distances of 1181 mm was used to increase the
Q-range available in an attempt to capture the shape of the particles. The standard
corrections were applied for sample volume, X-ray transmission, empty cell signal,
and detector efficiency to the raw signal, as detailed in Chapter 3, to obtain the
scattering spectra in absolute units.

A correlation peak stands out on the WAXS patterns of the NP series of Figure
5.5 at aQ-value around 0.17 Å−1. The correlation peak was fitted using a Lorentzian
peak function and the corresponding correlation lengths were calculated as dWAXS =
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Figure 5.5: Wide-angle X-ray scattering patterns of aqueous dispersions of 1,2,3-
triazolium based PIL nanoparticles. Data are shifted vertically for clarity. Fits of
the correlation peaks using a Lorentzian peak function are shown as solid black
lines.

2π/Qpeak for every sample. Values are given in Table 5.1 alongside the estimation
from cryo-TEM images and show very good agreement. This length corresponds
to the inner characteristic length d mentioned above. It is either an interplanar
spacing in wasp-like and onion-like structures or the square lattice parameter of the
cubosomes. We report the dWAXS length for all samples on a side chain length axis in
Figure 5.6. The values are remarkably similar for n = 12 regardless of the backbone
chemistry and consequently the particle size. The inner structure of the particles
is thus controlled by the side chain length. The linear trend of dWAXS(n), with a
slope around 2.2 Å per added carbon unit, suggests side chains are stretched and
only slightly interdigitating. Although variation is observed in the increasing rates
reported for bulk synthesized PILs due to different organization inside the apolar
domains, values around 1.3 Å/CH2 are usually reported [32, 33, 35]. It appears here
that the constraints of the nanoparticle’s structure prevents such interdigitation of
side chains in the inner structure. Regarding the amplitude and the width of the
correlation peaks, there are observable differences. However, they are rather difficult
to discuss because they might stem from several physical parameters. An increase
in the amplitude, for instance, can be due to either an increase in the particles’
size, which then present more lamellae, a higher concentration or a more ordered
inner structure. Therefore, the WAXS data alone do not allow us to conclude on
the differences observed on the peak’s shape.
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Figure 5.6: Correlation lengths as estimated from the fits of the WAXS signals
from aqueous solutions of acrylate PC12Acryl, methacrylate PC12mAcryl, and
methacrylamide PCn 1,2,3-triazolium PIL nanoparticles as a function of alkyl chain
length.

5.3 Polymerization kinetics

In an attempt to follow the polymerization kinetics, glass tubes containing iden-
tical 25 mM aqueous solutions of 1,2,3-triazolium chloride monomers C12 and C16

and ACPA initiator at a concentration of 0.05 w% were prepared and sealed under
vacuum. Each tube was then heated at 70 °C in an oil bath for a given amount
of time (2, 4, 6, 15.5, 26 hours). Once the selected polymerization time elapsed,
the tube was cooled down to room temperature under cold running water, thereby
quenching the sample and interrupting the polymerization. Glass capillary tubes
of 1.5 mm in diameter were then filled with the partially polymerized suspensions,
flame-sealed and measured using WAXS. The resulting patterns are reported in
Figure 5.7a and 5.7b for 12 and 16 side chain lengths, respectively. We also made
sure that no further polymerization occurred on the quenched sample at room tem-
perature by performing subsequent measurements 24 h after the quenching. These
second acquisitions are represented in Figures as magenta points. Their good over-
lap suggests no evolution of the structure, at least at these length scales, hence
confirming polymerization does indeed stop after cooling down to room tempera-
ture.

For both PC12 and PC16, the initial WAXS patterns exhibit a rather smooth
bump which may originate from the aggregation of IL monomers in small droplets
which sizes are not measurable here. Upon polymerization, the correlation peak
emerges clearly, resulting from the formation of the inner structure of the particles.
According to our data, complete polymerization of PIL NP occurs after 2 h for
PC16 and 15 h for PC12. It remains unclear why these two characteristic times are
so different. It may relate to a very different reactivity of the initial monomers or
to different oxygen contents remaining in the sealed tubes and hindering polymer-
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Figure 5.7: Evolution of WAXS patterns during the dispersion polymerization at
70 °C of 25 mM aqueous solutions of acrylamide based 1,2,3-triazolium chloride
monomers C12 and C16. Data are shifted vertically for clarity. Magenta points
represent the WAXS pattern of the sample polymerized 2 hours after 24 hours
at room temperature. Insets show the superposition with the scattering pattern
acquired at a larger sample-to-detector distance.

ization.
Still on Figures 5.7a and 5.7b, we extend the Q range in the inset by showing

the pattern acquired at a larger sample-to-detector distance for the longest poly-
merization times. As a reminder, lower Q-values probe larger length scales, such as
the shape and size of the particle in the present situation. A slight variation of the
upturn observed at low-Q suggests changes in the particle size could be captured by
X-ray scattering during the polymerization, as should be expected. Unfortunately,
the solutions were too dilute and did not scatter enough to have a decent signal-to-
noise ratio in that Q-range or access even lower Q values, estimate the form factor
of NPs and follow their shape during polymerization. This would nonetheless be
possible using a synchrotron light source. The high flux it provides would consider-
ably shorten the acquisition times, and the polymerization could be followed both
in situ and at earlier polymerization times with good accuracy.

5.4 Conclusion on PIL nanoparticles

A series of acrylate, methacrylate and methacrylamide dispersion polymerized
triazolium based PILs was investigated by a combined use of DLS, cryo-TEM and
WAXS. Due to a higher hydrophilicity of methacrylamide backbones, corresponding
NPs are smaller and their sizes show little variation with monomer concentration,
time and side chain length n. The latter controls the inner structure of NPs, tran-
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5.4 Self-assembled Poly(ionic liquid) nanoparticles

sitioning from a mixture of wasp-like ellipsoids and cubosomes for n = 12 and 14
to multilamellar onion-like vesicles for n = 16. The characteristic length of such
structures is independent of the backbone’s chemistry and, therefore, of the parti-
cle’s size. However, the slope of d(n) suggests a strongly diminished interdigitation
of side chains compared to bulk synthesized PILs.

These results are interesting for nanoparticles chemistry alone but also in the
scope of the present work. The nanoscale segregation inherited from ILs has deep
implications on the local structure of their polymerized counterparts, as we showed
both in bulk and at interfaces in the previous Chapters 3 and 4. Self-assembly upon
dispersion polymerization appears to be yet again controlled by a complex balance
between hydrophilic and hydrophobic parts. Not only does the side chain length
influence the local structure, i.e. particles’ inner structure, as it did before, but
also the overall shape of the particle. This type of tunable inner structured NPs
can pave the way to engineer nanomaterials and precisely tune their structure. On
a fundamental note, such particles can be viewed as another confinement geometry.
As such, the shape and size of the particle also affect the local structure of PILs as
illustrated by the pronounced change in side chain interdigitation compared to the
bulk.
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Chapter 6

Viscoelastic properties

This chapter redirects the focus on solution polymerized bulk PILs to present
some results on the dynamics of an identical PCnVImTFSI series with varying
side-chain length investigated in Chapters 3 and 4. As explained in Chapter 1, a lot
can be understood on the structure of PILs in light of their comparison with their
IL counterparts. It is mostly governed by the ionic and solvophobic interactions
which also confers ILs with their specific properties and structure, both in bulk
and at interfaces. The same high density of charges is also expected to affect
the viscoelastic behaviour of PILs. By means of the controlled synthesis of our
PCnVImTFSI series, the effect of the side chain length, hence of the polarity of
interactions itself, on such properties can be precisely probed with a fixed degree
of polymerization and dispersity along the series. The polymeric nature of PILs,
which ILs alone cannot help predict, calls for a comparison with ion-containing
polymers such as ionomers. Although they were introduced in Chapter 1, we detail
more thoroughly their behaviour after giving a brief reminder of the concept of
viscoelasticity and rheological measurements. Just like in Chapter 3 and 4, readers
familiar with linear viscoelastic measurement techniques can skip to section 6.2
for specificities on viscoelastic models of polymeric systems, section 6.3 for those
of associating polymers, or section 6.4 for the results of the present work on the
imidazolium based PIL series.

6.1 Principles of rheology

The notion of viscoelasticity progressively appeared in the second half of the
19th century when materials such as gum rubber or silk showed an instantaneous
relaxation to an applied load, either in shear or torsion, followed by a slower one
at longer times [179]. This time-dependent response characterizing viscoelasticity
is typical of polymeric materials.

6.1.1 Step strain and stress relaxation

A rheology experiment consists in applying a deformation, the strain γ and
measuring a stress σ, or the other way around, as schematically represented in
Figure 6.1a. Two aspects are noteworthy, the first one is the difference in behaviour
between a viscous liquid, an elastic solid and viscoelastic fluids and solids. All comes
down to their relaxation to the applied strain. A viscous liquid relaxes as soon as the
strain is constant, while an elastic solid does not, and the stress remains proportional
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6.1 Viscoelastic properties

to the strain by Hooke’s law. Viscoelastic materials relax exponentially, either as a
fluid to zero stress or to an equilibrium stress reminiscent of an elastic solid nature.
Quite intuitively, the stress σ depends on the strain γ. To address this, the stress
relaxation shear modulus is defined as:

G(t) =
σ(t)

γ
(6.1)

In doing so, all data collapse as long as the strain remains below a threshold
value γc delimiting the linear response of the material. We focus on this small strain
regime in the following and will verify this condition in the experimental part as
well.

It can be noted that equation 6.1 is somewhat a time dependent generalization
of Hooke’s law for elastic solids σ = Eε in which E is the Young modulus and ε the
extension, equivalent to γ in an uniaxial stretch experiment. Newton’s law provides
an equivalent of the shear modulus G for simple liquids with their viscosity being
η = σ/γ̇, the strain rate γ̇ replacing the strain.

Both elastic solid and viscous liquid behaviours are captured in the simplest
viscoelastic model, the Maxwell element, depicted in 6.1a. As viscous and elastic
elements are in series, the total strain is simply the sum of the strains γv and γe.
Each of the elements also bears the same stress σ = GMγe = ηMγ̇v. The ratio of
the viscosity of the viscous element ηM and the modulus of the elastic one GM is
homogenous to a time and defines the relaxation time of the Maxwell element as:

τM =
ηM
GM

(6.2)

If a Maxwell element is subject to a step strain, the total strain γ is kept constant.
From the above considerations, it comes that the strain in the viscous element
verifies:

τMγ̇v(t) = γ − γv(t) (6.3)

Considering all the strain is initially in the elastic element, meaning γv(t = 0) =
0, and the above equation is verified by:

γ − γv(t) = γ exp

(
− t

τM

)
= γe(t) (6.4)

Then the stress relaxes exponentially with a characteristic time τM:

σ(t) = GMγ exp

(
− t

τM

)
and G(t) =

σ(t)

γ
= GM exp

(
− t

τM

)
(6.5)

The above solution is true for a viscoelastic liquid, for which the stress relaxes to
zero. For viscoelastic solids, the asymptotic non-zero value is called the equilibrium
shear modulus Geq. The relaxation times τ are fundamental properties of viscoelas-
tic materials. Polymers exhibit multiple ones which can be attributed to molecular
events, which we will discuss later on, and are a precious way to understand their
specificities.
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6.1. Principles of rheology 6.1

Figure 6.1: Linear viscoelastic response of a Maxwell element, as represented as
inset in (a). Stress relaxation modulus G(t) in the time domain (a) and dynamic
moduli G′(ω) and G′′(ω) in the frequency domain (b). Schematic representations
of simple shear and oscillatory shear experiments are respectively given as insets in
(a) and (b)

In order to model the first observations of viscoelastic behaviour, Boltzmann
suggested in 1876 that the stress originating from any strain profile is a linear
combination of the response to small step strains δγi applied at time ti, implying
that, in the linear regime, every step strain response is independent. The past
deformations are remembered by the modulus G(t). By definition, the elementary
step strain can be expressed in terms of strain rate δγi = γ̇iδti. By summing every
increment in a smooth strain history, the stress becomes :

σ(t) =

∫ t

−∞
G(t− t′)γ̇(t′)dt′ =

∫ ∞

0

G(s)γ̇(t− s)ds (6.6)

From the first step in the above relation unfolds that the stress in the material
is a result of all past deformations [2]. The second step was made with the trans-
formation s = t− t′. This constitutive equation provides the basis for the modelling
of any experiment in the linear regime. One of them is steady shear in which the
strain rate γ̇ is kept constant, incidentally simplifying equation 6.6 in which γ̇ can
be pulled out of the integral.

6.1.2 Oscillatory shear in the linear regime

We focused, in the above, on step strain experiments, in which the strain is
kept constant, and mentioned the simple shear. Let us nonetheless move on to a
more common experiment in the study of polymeric materials : oscillatory shear.
Instead of imposing a constant or linearly increasing strain, the sample is deformed
sinusoidally, as represented as inset of Figure 6.1b and the strain is then:

γ(t) = γ0 sin(ωt) (6.7)
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6.2 Viscoelastic properties

After some short transient state over a few cycles, the stress also oscillates at
the same frequency ω. For a linear elastic solid, the stress is directly proportional
to the strain, hence both oscillate in phase. For a pure viscous liquid, the stress
is proportional to γ̇ and, as such, oscillates out of phase. Intuitively, it can be
generalized that for a viscoelastic material, stress and strain oscillate with a phase
shift δ such that :

σ(t) = σ0 sin(ωt+ δ) (6.8)

Since the stress oscillates at the same frequency ω it can be separated into two
orthogonal functions oscillating at ω, one in phase with the strain, the other out of
phase:

σ(t) = γ0G
′(ω) sin(ωt) + γ0G

′′(ω) cos(ωt) (6.9)

We introduce this way the storage G′(ω) and loss G′′(ω) moduli, related to
the stress relaxation modulus in the time domain by sine and cosine transforms
respectively. As such, we can calculate the dynamic moduli G′ and G′′ for a Maxwell
element from the stress relaxation modulus given in equation 6.5 :

G′(ω) =
GMω

2τ 2M
1 + ω2τ 2M

G′′(ω) =
GMωτM
1 + ωτ 2M

(6.10)

Representation of such functions are given in Figure 6.1b. The relaxation time
τM appears as the threshold between a solid-like behaviour at high frequency, i.e.
short times, and a liquid-like one at low frequency, i.e. long times. Oscillatory
shear is a very convenient way of probing viscoelastic properties of materials, since
a simple change of the frequency ω shifts the observable time scales to roughly 1/ω.
It is particularly useful to accurately measure the material behaviour at short times,
which simple shear can hardly capture. Another way of changing the timescale is to
vary temperature, which will be discussed below in section 6.2.3 after introducing
the main models of polymer viscoelasticity.

6.2 Rheology of neutral polymers

From the increasing demand for polymer materials in the second half of the 20th
century came the need to understand and control the processing of polymer melts.
Based on early works including that of W. Kuhn [180] and later on P.J. Flory [131],
discussed in Chapter 3, and W.H. Stockmayer [181] concerning the shape and size of
polymer chains arose the question of their dynamics. To tackle such a fundamental
question, single-chain models were first derived by P.E. Rouse [182] and B.H. Zimm
[183] in the 1950s to describe the dynamics of short, i.e. unentangled, polymer
chains, which will be our primary focus. After detailing such models, a brief word
will be given on entangled polymers before adding association point between chains,
hence introducing the field of associating polymers and their respective models.
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6.2. Rheology of neutral polymers 6.2

6.2.1 Rouse model of unentangled chains

Monomers as diffusing beads

A polymer coil can be mapped by a chain of beads connected by springs. In the
case of a melt, we consider the fluid made of other chains flows freely around a
diffusing bead of radius a and omit for the moment it is connected to other beads.
Its motion is then governed by diffusion laws, and we only recall here that its
mean-square displacement is linear in time t with the prefactor being the diffusion
coefficient D of the particle. The diffusion coefficient is given by Einstein’s relation
as a balance between kT , the driving force of Brownian motion, and the drag force
opposing it, accounted for by a friction coefficient ζ :

D =
kT

ζ
(6.11)

The friction coefficient can be calculated in simple cases such as a hard particle
in a fluid of viscosity η by Stokes’ law ζ = 6πηa. A way to estimate the timescale
of its motion is to calculate the time it takes the particle to diffuse over its own
radius :

τ0 ∼
a2

D
∼ a2ζ

kT
(6.12)

Let us consider now the succession of N beads connected by springs, as first
proposed by P.E. Rouse in 1953 [182]. The total friction coefficient of the chain in
such model is then ζR = Nζ. Using ζR in equation 6.11 gives the diffusion coefficient
of the whole chain DR. The Rouse time τR required for the polymer coil to diffuse
over its own radius R is then:

τR ∼ R2

DR

∼ R2

kT/(Nζ)
∼ ζ

kT
NR2 (6.13)

As discussed in Chapter 3, polymer chains are fractal objects, hence their radius
scales as their length by a power law R ∼ aN ν with the inverse of the fractal
dimension ν = 1/2 for a linear polymer melt. Simple mathematical considerations
relate the Rouse time to the monomer relaxation time by τR ∼ τ0N

2.
A few years later, B.H. Zimm proposed an extension to this model, accounting

for hydrodynamic interactions between the beads and the fluid [183]. For polymer
melts these considerations are not necessary, but they are more accurate to describe
dilute solutions. The Zimm model will not be discussed further in the present work.

Rouse modes

The shortest τ0 and longest τR relaxation times are given above in equations 6.12
and 6.13 and correspond to the monomer and chain relaxation times respectively.
Since a polymer chain is self similar, a portion of the chain relaxes the same way
as the whole chain. Therefore, the dynamics of a polymer chain can be subdivided
into N relaxation modes, with mode p being the relaxation of a portion of the chain
composed of N/p monomers. This implies that at a time t = τp after a step strain
solicitation, modes of index higher than p, meaning portions of the chains shorter
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than N/p monomers, have relaxed, but longer portions of the chain have not. Each
portion of N/p monomers, of number density ϕ/(Na3/p), then contributes to the
stress relaxation modulus by an energy kT . Given that the index p is related to τp
by τp ∼ τ0(N/p)

2, it comes :

G(t) ≈ kT

a3
ϕ

(
t

τ0

)− 1
2

exp

(
t

τR

)
(6.14)

wherein the last term is an added exponential cut-off, accounting for the liquid-like
terminal relaxation. It comes from this approximation that the Rouse model ex-
hibits a −1/2 exponent in the transition region and consequently 1/2 in the frequency
domain. The exact calculation leads to a stress relaxation modulus written as a
succession of Maxwell element relaxations, such that:

G(t) = kT
ϕ

Na3

N∑
p=1

exp

(
− t

τp

)
with τp =

ζa2N2

6π2kTp2
(6.15)

6.2.2 Reptation of entangled chains

Figure 6.2: (a) Storage modulus G′ for polystyrene of varying molecular weight
(increasing from right to left) taken from ref. [184]. (b) Viscosity against molecular
weight for linear polyisobutylene (open circles), polybutadiene (filled circles) and
polystyrene (open and filled triangles) taken from ref. [2].

Single chain models, such as the Rouse model, are strikingly simple considering
the complexity of a polymer melt. They rely on strong assumptions, such as ne-
glecting longer range interactions and assuming an infinitely flexible chain. These
limitations are discussed for example by P.-G. de Gennes [130]. It is nonetheless
successful in describing short polymer chains. As chains become longer, the topolog-
ical constraints of surrounding chains can no longer be overlooked. These so-called
entanglements have deep consequences on viscoelastic properties of polymers. This
complex theoretical problem can be solved by replacing the many-body constraints
by an effective field acting onto a single chain, as put by T.C.B. McLeish [185].
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6.2. Rheology of neutral polymers 6.2

This was originally made possible in the 1960s when S.F. Edwards built a statisti-
cal mechanics description of polymeric materials [186] and soon after introduced the
tube model to account for topological constraints of entangled chains [187]. P.-G.
de Gennes first investigated the implications of such model on polymer dynamics
[188] leading to a whole theory of entangled dynamics namely developed by M. Doi
and S.F. Edwards in a series of papers [189]. An entangled chain then exhibits
a sliding or slithering motion along a tube [187] formed by all the entanglement
points around it. This serpent-like motion has provided the designation of repta-
tion model. Polymer strands shorter than the distance between entanglements do
not see the topological constraints and relax as unentangled chains. Hence, at high
frequencies, the LVE response is still Rouse-like with a 1/2 slope for both G′(ω) and
G′′(ω) down to a critical onset of entanglement effects which translates into a G′

G′′ crossing point followed by a plateau of G′ (Figure 6.2a). At times scales longer
than the motion of a chain over its length along the reptation tube, the system
reaches a liquid-like terminal region as before. The onset of entanglement effects
also translates into a different molecular weight dependence of viscosity as shown in
Figure 6.2b. Up until a critical molecular weight, short unentangled chains exhibit
a linear dependence in molecular weight. Since the following PILs are unentangled,
we will not discuss the reptation model further.

6.2.3 Time Temperature superposition

Temperature dependence

The viscosity of a polymer melt, as for viscous liquids, decreases with temperature
with an overall complex dependence. At elevated temperature, though, it is well
described by an Arrhenius-like dependence :

η ∼ exp

(
Eη

RT

)
(6.16)

in which Eη is an activation energy corresponding, to put it simply, to the slip of
relative molecular planes [179].

This description nonetheless fails at low temperatures, close to Tg, because of an
additional temperature-dependence of the activation energy Eη. The reason for such
dependence is that the density becomes high enough so that monomers hinder one
another’s motion in the flow. A.K. Doolittle proposed an equation relating viscosity
to the free volume surrounding the molecules rather than temperature [190] and
accurately described experimental observations. The underlying assumption is that
Eη is inversely proportional to the available free volume. Because of the thermal
expansion of most materials, of coefficient αf , we can assume in first approximation
that the free volume is f = αf (T−T∞) with T∞ the Vogel temperature, typically 50
°C below Tg and at which the free volume is zero. All in all, equation 6.16 becomes
the Williams, Landel and Ferry (WLF) equation [2, 191] :

η

η0
= exp

(
B

[
1

f
− 1

f0

])
= exp

(
B

f0

(T0 − T )

(T − T∞)

)
(6.17)

Where f0 is the free volume at the reference temperature T0.
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The superposition

One assumption the Rouse modes relies on, as seen in equation 6.12 and 6.15, is
that all relaxation times share the same temperature-dependence as the monomer
relaxation time τ0 ∼ ζ/T . All other factors are temperature-independent. Conse-
quently, it is possible to superimpose linear viscoelastic responses taken at different
temperatures and the stress relaxation modulus can be built up by horizontally
shifting the data by shift factors aT with respect to a reference temperature T0 such
that it becomes :

G(t, T ) = bTG

(
t

aT
, T0

)
(6.18)

Since the temperature dependence of all relaxation modes is governed by the
ratio of the friction coefficient and temperature, the timescale shift factors aT are :

aT =
ζT0
ζ0T

(6.19)

The vertical shift factors bT are determined by the temperature dependence of
the modulus at any given relaxation time G(τ) ∼ ρT . The mass density appears
here as a consequence of the kT contribution per unrelaxed strands leading up to
equation 6.15. The density of a polymer melt is weakly dependent on temperature,
much less than the friction coefficient ζ, hence bT factors are small compared to aT
and often ignored.

Beyond a simple master curve build up, these shift factors reflect the temper-
ature dependence of several polymeric properties. The Newtonian viscosity, for
instance, is proportional to the product of relaxation time and corresponding mod-
ulus η ∼ τG(τ). This stems from equation 6.6 combined with Newton’s law of
viscosity η = σ/γ̇ and considering an exponential decaying stress. Then the vis-
cosity renormalized to the viscosity η0 at reference temperature T0 is simply the
product of shift factors :

η

η0
=

ρζ

ρ0ζ0
= aT bT (6.20)

Thus, in practice not only the making of a superimposed master curve is useful
to get the full LVE response of the material at frequencies virtually impossible to
measure at a fixed temperature, it also captures temperature dependencies of the
material’s properties.

6.3 Case of associating polymers - Ionomers

We introduce in this section the case of associating polymers with a particular
emphasis on ionomers, mentioned in Chapter 1. They bear associations points
along the chain which we will refer to as stickers and which can form reversible
bonds with each other. Understandably, breaking and reforming of such bonds has
deep implications in the dynamics of the system. Nevertheless, these polymers are
well described by modified Rouse or reptation models depending on whether they
are entangled or not
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6.3.1 The association lifetime

Let us consider a little amount of ionic stickers in a polymeric system, such as
partially sulfonated polystyrene. Using Dynamic Secondary Ion Mass Spectrometry,
R.H. Colby et al. measured concentration profiles across bilayers of hydrogenated
and deuterated ionomers at different annealing times, hence tracing back the diffu-
sion of ionomer chains and their counter ions [192]. The LVE of a lightly sulfonated
PS showed two dissipation processes as two maxima on the loss modulus G′′. They
attribute the longest relaxation time to a polymeric terminal time of the full ionomer
chain. The fast one, at high frequency, was attributed to the ion association life-
time, denoted as τ in Figure 6.3. This is a great example of an association lifetime
being clearly visible in LVE, but unfortunately it is also rare.

Figure 6.3: LVE response for a lightly sulfonated PS of ion content 0.85 mol% taken
from ref. [192] G′ and G′′ are respectively filled circles and open squares. Arrows
denote reciprocals of timescales determined independently. D is the chain diffusion
coefficient, R its radius, τ is the ion pair association lifetime.

The association lifetime τs, as we will refer to in the following, is governed by
a competition between the association strength Ea and the thermal energy, which
promotes dissociation, and can thus be described by an Arrhenius law [118]:

τs = τ0 exp

(
Ea

kT

)
(6.21)

For a reasonable number fraction of associating groups p along the chain, a
rubbery plateau of G′ emerges between the segmental relaxation time τ0 and the
lifetime of associations. In that timescale, associations have not yet relaxed and act
as effective crosslinks. The width of the rubbery plateau is controlled by the ratio
τs/τ0, hence by the strength of associations. Such additional relaxation time can
be accounted for using previous considerations on the classic viscoelastic models for
polymers.

6.3.2 Sticky Rouse model

Despite being a hot topic today, due to reprocessability and self-healing ap-
plications, the relaxation of systems by association and dissociation of reversible
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crosslinks traces back to the work of Green and Tobolsky in 1946 [114]. It was
shown later on that the Rouse model holds on timescales longer than the associ-
ation lifetime [193]. Since the relaxation of unentangled polymers is the sum of
the relaxation of varying portions of the chain, strands shorter than the distance
between stickers, i.e. the high order Rouse modes, do not feel their effect. As
such, their relaxation remains unchanged and governed by the segmental time τ0.
Longer strands, i.e. the low order Rouse modes, have their relaxation delayed and
governed by the association lifetime τs of the stickers. This occurs for strands larger
than the distance Ns between stickers in number of monomers. Since they are also
Rouse-like, the relaxation of the chain becomes, using equation 6.15 [193, 194]:

G(t) = kT
ϕ

Na3

(
N∑

p=Ns+1

exp

(
− tp2

τ0N2

)
+

Ns∑
p=1

exp

(
− tp2

τsN2
s

))
(6.22)

In which the first term includes the unaffected high order Rouse modes and the
second one the delayed low-order ones.

L. Leibler et al. have developed a scaling model for entangled associating poly-
mers [115]. They show a strong coupling between the topological constraints of
entanglements and the dissociation of stickers. Since the focus of this chapter and
this work as a whole are unentangled PILs, these considerations will not be required.

6.4 Rheology of PILs

Following the overview of viscoelastic models of polymeric materials, including
associating polymers, we discuss in the present section the results of oscillatory
shear experiments on our PCnVImTFSI series with varying side chain length.
These experiments were performed in collaboration with G. Miquelard-Garnier and
J. Peixinho1. The sample preparation and experimental procedure are detailed
before moving on to the experimental observations on the LVE response of these
PILs which are further discussed in section 6.5 in connection with their structure
and the comparison with ionomers.

6.4.1 Experimental methods

Sample preparation

Disks were prepared by compression moulding under vacuum at 100 °C using a
homemade compression cell described in Chapter 3 in which it was used for SANS
experiments at varying temperature. The disks thus obtained are 10 mm in diameter
and around 1.2 mm in thickness. To cut them to the desired diameter, they are
heated at 100 °C together with a cylindrical die of 7 mm in diameter, afterwards
pressed onto the sample by hand.

1Arts et Métiers Institute of Technology, CNRS, Cnam, HESAM Université, Laboratoire
PIMM, UMR 8006, Paris 75013, France

128



6.4. Rheology of PILs 6.4

Experimental setup

Oscillatory shear measurements were performed on a strain controlled Anton Paar
MCR502 rheometer. The geometry was an 8 mm parallel plate and temperature was
controlled by a CTD180 convection controlled device (AntonPaar) under nitrogen
flow. The slightly smaller diameter of the samples compared to the geometry allowed
to gently press them at around Tg +30 °C and ensure complete adhesion over both
plates. Temperature is then lowered to 30 °C and oscillating frequency sweeps from
100 to 0.1 rad/s are performed for increasing temperatures up to 140 °C for the
PIL presenting the highest Tg (short side chains). The strain was 0.01 % at low
temperatures and increased to 0.05 % and 0.1 % when the torque reached values
of a few tens of µN.m to improve the signal-to-noise ratio. The full sequence was
automated on the AntonPaar RheoCompass software. The temperature is left to
increase with an equilibrium condition over around 7 min, with a tolerance of 0.5 %.
The whole temperature step lasts 20 min in practice. Once temperature is stabilized,
a control of normal force at 0.2 N over 2 min allows the gap to be adjusted to ensure
contact with the sample and avoid delamination or dewetting from the upper plate,
which would translate in a negative normal force. The following frequency sweep is
performed before moving to the next temperature.
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Figure 6.4: Strain check on a PC2VImTFSI sample. (a) Amplitude sweeps at
different temperatures and ω = 10 rad/s. The measured torque is represented on
a secondary axis. (b) Comparison of frequency sweeps at two strain values for
different temperatures show a good overlap. For visibility only the storage modulus
G′ is plotted. Strain values γ1 and γ2 are 0.01 % and 0.05 % up to 100 °C, 0.05 %
and 0.1 % for 120 °C, 0.1 % and 0.5 % above.

In order to check the measurements are made in the linear regime, we perform
amplitude sweeps at an angular frequency ω = 10 rad/s. An example of this
on a PC2VImTFSI sample is given in Figure 6.4a. The measured torque Γ is
also represented and was used to ensure a satisfying signal-to-noise ratio across the
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acquisitions. Frequency sweeps at two strain values were also performed and showed
a perfect overlap (Figure 6.4b). Time temperature superposition is made using the
RepTate (Rheology of Entangled Polymers: Toolkit for Analysis of Theory and
Experiment) open source Python software [195]. Only a horizontal shift of the data
in frequency was necessary and the corresponding aT shift factors were retrieved
with a reference temperature Tref = Tg.

Figure 6.5: Time temperature superposition detailed for a PC2VImTFSI sample.
Frequency sweeps as measured are represented on the right-hand side. Superposi-
tion as obtained using the RepTate software using only horizontal shifts is given on
the left-hand side for Tref = Tg (values of Tg are given in Table 2.1). Shift factors
aTω as a function of temperature are given as inset. A picture of the sample is
given as top left inset.

6.4.2 Experimental results

Time temperature superposition

The horizontal shift factors aT used to build the superpositions are fitted to a
WLF equation 6.17 and reported in Figure 6.6 on a temperature axis corrected
by the glass transition temperature T − Tg. Above n = 2, they appear to overlap
reasonably well. The shortest side-chain of n = 2 does not, however, and it is
also the one for which the fit to a WLF is slightly less satisfying. This might
originate from ionic interactions being the strongest at short side chains, although
it is not completely clear. It should be stressed nonetheless at this point that
the WLF turns out to fail at lower temperature, which contrasts with an often
observed failure at high temperature where strongly associating polymers exhibit
an Arrhenius-like temperature dependence [194]. At low temperatures, however,
the material is in its glassy state, hence displaying weak dependence of both G′

and G′′ on frequency ω. Consequently, there is a considerably higher error margin
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in translation when building the superimposed master curve. Whether the failure
of the WLF description really stems from a physical origin has to be confirmed by
looking at the resulting LVE response.
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Figure 6.6: Temperature dependence of viscoelastic shift factors aT used for the
superimposed LVE responses of Figure 6.7 at Tref = Tg (values of Tg are given in
Table 2.1). Solid lines represent fits to a WLF.

General shape

The linear viscoelastic response of PCnVImTFSI with varying n are shown in
Figure 6.7. For all side chain lengths considered, the LVE response is rather similar.
A glassy region is identified at high frequency, with a plateau in storage modulus G′

around 100 MPa. At low aTω the terminal region is achieved with storage moduli
G′ below 10 kPa. Slopes of 1.0 and 1.7, respectively for G′′ and G′, do not exactly
match the expected 1.0 and 2.0 but are consistent with other reports [120, 121].
The transition region, for aTω between 10−5 and 10−1 rad/s for n = 2 or 10−3 and
1 rad/s for n = 4, 7 and 10, displays a regular power-law of both G′ and G′′ with
slopes of 0.8 and 0.7 respectively. The absence of rubbery plateau in this frequency
range together with a single crossover point confirms our considerations on their
molecular weight in Chapter 2 stating our PILs are unentangled.

One feature that should be mentioned is the absence of conventional Rouse-
type exponents of 1/2 for both G′ and G′′. It is not uncommon for rather stiff,
i.e. semi-flexible, non-ionic chains, such as polycarbonate or polysulfone melts, to
exhibit different exponents [2]. The Rouse model effectively assumes long, i.e. large
N , and infinitely flexible chains, hence many relaxation modes. The stiffness of the
chain translates into a larger Kuhn length and as such, a stiffer chain has less Rouse
modes, leading to a slightly different scaling of the moduli in that regime. Still,
effects of the ionic groups should not be ruled out and steeper slopes have been
attributed, in the case of highly sulfonated polystyrene, to the high ionic content
[111]. This regime is observed for relaxations at length scales between a Kuhn
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Figure 6.7: LVE response for PCnVImTFSI samples of varying side chain length
n. Reference temperature is Tref = Tg (values of Tg are given in Table 2.1).

segment and a sticky strand, i.e. longer than the distance between stickers. For a
high ionic content, there are very few Kuhn segments between stickers, restricting
the Rouse region to a narrow frequency range. More will be said on this matter
later on. Overall, the LVE responses of the PIL series are quite similar to the few
reports on unentangled PILs [102, 104, 120, 121]. Nevertheless, as it was pointed
out in Chapter 1, these reports rarely focus on a single type of side chain with
varying length. It should be recalled here that our synthesis strategy ensures the
same degree of polymerization and dispersity are kept along the series, hence any
observed difference in viscoelastic properties stems from the side chain length alone.

Effect of side chain length

Although the above description applies to all LVE responses across the PIL series, a
trend stands out with varying side chain length. As n increases, LVE responses shift
both vertically, to lower moduli, and horizontally, to higher frequencies (Figure 6.7).
This is well illustrated by following the single crossing point G′ = G′′. Both the
frequency ωcross and the modulus G′

cross at the crossover are represented in Figure
6.8 against side-chain length n. The transition happens at increasingly smaller
frequency, or longer times, for decreasing n, suggesting a delay when shortening the
side chains. Figure 6.8 additionally emphasizes the singularity of PC2VImTFSI
which manifested a different temperature dependence of its shift factors in Figure
6.6 compared to the rest of the PIL series.

The vertical shift corresponds to a decrease of G′ for increasing n and can be
attributed, in a first attempt, to a plasticizing effect of the increasingly longer side-
chains [122, 196]. Data of Figure 6.8 additionally suggests dynamics level off and
only slightly vary between n = 7 and 10. This is further consistent with the sim-
ilar temperature dependence above n = 4 illustrated by the shift factors reported

132



6.5. Discussion on viscoelasticity and nanostructure 6.5

in Figure 6.6. To understand the origin of such levelling, a closer look at the mi-
crostructure, which happens to have been extensively investigated in Chapter 3, is
needed.
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Figure 6.8: Position of the crossover point G′ = G′′ on LVE responses of Figure
6.7 as a function of side chain length n. Frequency aTωcross and modulus Gcross are
respectively represented in red and blue.

6.5 Discussion on viscoelasticity and nanostruc-
ture

The purpose of the remainder of this chapter is to provide some interpretation
attempts based on the microstructure of these materials. We first make a brief
comment about the use of the time temperature superposition on such systems,
and why it may not be intuitive that it holds. Some of the viscoelastic behaviours
observed above are then discussed in connection with the structural features inves-
tigated by SANS and WAXS in Chapter 3. Finally, the comparison with ionomers
provides an appealing interpretation of some of these results. Nonetheless, we point
out how these materials differ by returning to their parent ILs which were left out
of this chapter.

6.5.1 Non-trivial superposition

The time temperature superposition (tTS) was applied without questioning in
the investigation of this PIL series. Nevertheless, there were reasons to believe it
would fail. As explained in section 6.2.3, the underlying assumption to the tTS is
that all relaxation times of non-ionic linear chains are proportional to the monomer
relaxation time τ0 with temperature-independent factors. Hence, all relaxation
times share the same temperature-dependence, that of τ0. Yet, both ionomers and
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PILs differ from non-ionic polymers by the presence of ion associating groups. Nat-
urally, stickers do not share the same temperature-dependence and instead follow
an Arrhenius-like behaviour of equation 6.21 of activation energy Ea related to the
association strength. Such a difference with polymeric relaxation times should cause
the tTS to fail, and yet it holds for an extensive number of reports on ionomers
and the few reports on viscoelasticity of PILs. When it does nonetheless fail, it
often occurs around the plateau region [111] or at the terminal time [118] for rather
strongly associating ionomers. K. Nakamura et al. showed the same kind of failure
at low frequency for PC2VImTFSI above a critical molecular weight [119] but this
falls outside the scope of the present discussion because of the complex interplay
between topological constraints and stickers associations mentioned in section 6.3.2.

For unentangled PILs, the superposition seems to hold in all reports so far. Even
though ion associations are not necessarily an issue, as demonstrated in the case of
ionomers, PILs possess a temperature-dependent structure. As shown in Chapter 3,
side chains longer than n = 4 increasingly interdigitate upon heating, particularly
for the longest side chain n = 10. Hence, surprisingly, tTS holds despite such
temperature-dependent local structure. Additional experiments on the dynamics
of PILs at these length scales, which will be discussed in the concluding remarks,
would be required to get a full picture.

6.5.2 Role of microstructure

As illustrated by the crossover between storage and loss moduli plotted in Fig-
ure 6.8, our series of PCnVImTFSI experience a weaker cohesion as n increases.
As mentioned above, side-chains play a role of plasticizer, and it makes sense that
moduli decrease as they become longer. Nonetheless, the levelling off observed for
the G′ G′′ evolution with n also reminds of the conformation of PIL chains discussed
in Chapter 3. We recall here that using SANS, the chain’s radius of gyration Rg

was shown to exhibit a non-monotonous behaviour for increasing side-chain length.
Since the first decrease of Rg as n increased from 1 to 4 carbons was ascribed
to an increase in chain flexibility, it is consistent that it should stand out on the
viscoelastic properties of the material as well. The threshold at n = 4 also cor-
responds to the percolation of apolar domains in both ILs [21] and PILs [34] and
the onset of interdigitation of side chains. Above the threshold, the microstruc-
ture showed less variation with chain diameter, with both distance between main
chains and radius of gyration increasing more regularly with n due to steric effects.
Consequently, both structural features at the nanometre scale and macroscopic vis-
coelastic response appear to level off for increasing side chain length. Whether this
unfolds from the bicontinuous structure inherited from ILs or a screening of ionic
interactions remains an open question.

6.5.3 Insights from the ionomer comparison

Absence of rubbery plateau

Ionomers, and associating polymers in general, were introduced in Chapter 1 and
mentioned again in section 6.3 based on partially sulfonated polystyrene (PSS) [111]
with increasing ion fraction. The most conspicuous effect of associations in these
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strongly associating systems is a rubbery plateau corresponding to the timescale
over which stickers associate and dissociate. The association strength is fundamen-
tal in understanding or predicting the behaviour of associating polymers. Q. Chen
et al. reported comparative study of unentangled poly(ethylene oxide) (PEO) and
poly(tetramethylene oxide) (PTMO) based ionomers [194]. PTMO based ionomers,
which LVE response is shown in Figure 6.9 share strong similarities with PSS,
namely the presence of a rubbery plateau. The PEO-based ionomers, however, do
not exhibit any plateau, despite a rather close chemical structure, and their termi-
nal dynamics are only weakly delayed with increasing ionic fraction. The authors
attribute this to the strong solvation properties of PEO compared to PTMO, hence
increasing the dielectric constant thereby promoting ion dissociation, and weakening
the sticker’s association.

Figure 6.9: (Left panel) LVE response of unentangled PTMO based (top) and
PEO (bottom) based ionomers for varying ionic fraction in %. Corresponding shift
factors aT used to build the complete LVE responses are given in the right panel,
with chemical structures as insets. Figures taken from ref. [194]

The temperature dependencies are also impacted. While shift factors aT for
PEO-based ionomers shown in Figure 6.9 follow a WLF law, when associations are
strong enough, as in the PTMO based ionomers, they abruptly shift from a WLF-
type dependence at low temperature to an Arrhenius-like one at high temperature
when ion dissociation dominates. These two closely related examples illustrate the
range of behaviours associating polymers can exhibit. Other systems, with finely
tuned association strength, were shown to smoothly shift from one situation to
another by increasing the sticker content and reveal a rich panel of exponents in
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the LVE response [197, 198]. On no account does the absence of rubbery plateau
mean ion associations do not contribute to the dynamics of the system. They are
fundamental to understand the delayed transitions and enhanced moduli. These
systems, even the PEO based ionomers, were shown to be well predicted by modified
relaxation theories such as the sticky Rouse model presented in section 6.3.2, and the
sticky reptation model [115] respectively for unentangled and entangled polymers.
A more sophisticated theoretical framework of reversible gelation exists [116–118]
and succeeded in predicting much more accurately the behaviour of associating
polymers. We choose not to develop this model any further in the present work
since it is not necessary in the following discussion and its direct use would require
additional data.

The LVE responses of the PIL series considered here, despite the absence of
rubbery plateau, do present both delayed transitions and enhanced moduli with
decreasing side chain length, similar to an increase of ion fraction in ionomers. As
far as we know, not a single contribution on unentangled PILs has reported a clear
plateau reminiscent of a strongly associating system. This is supplemented by the
surprising fact that our series of PCnVImTFSI, as well as other reported PILs, do
not exhibit a broad glassy to terminal transition alone as would be expected from
their high ionic fraction (all monomers bear charges). This may originate, just as the
low melting temperature of their parent ILs, from the rather bulky and asymmetric
chemical structures of the ion pair, particularly enhanced in our situation by the
TFSI counter anion, hence lowering the strength of ion associations.

Ion dilution effect

Following up on the association strength, we come back to the crossing point Gc =
G′ = G′′ reported above which we reproduce in Figure 6.10a. While its decrease
with increasing n was simply attributed to a plasticizing effect of long side chains,
we should not forget that increasing the size of the apolar moiety inevitably reduces
the fraction of the ionic one like a charge dilution effect, schematically represented
in Figure 6.10b. In other words, lengthening the side chains is a way to prevent ion
aggregation, hence weakening the cohesive energy of the system.

In the absence of clear plateau for PEO based ionomers, Q. Chen. et al. defined
the ion dissociation frequency as the frequency at which the modulus reaches an
estimated critical value of kT per ionic group [194]. This approach was further
supported by the good agreement with a relaxation mode observed in DRS. The
number density of ionic groups is here the reciprocal of the molecular volume Vm of
the repeating unit, since all monomers bear a charge. We estimate the volume of the
repeating unit using either Van der Waals volumes of the corresponding IL series
found in literature [199], density measurements of the same PIL series also reported
in literature [147] and our own density values. The estimations Gc ≈ kT/Vm are
plotted alongside the experimental Gcross in Figure 6.10a. It remarkably captures
the trend for n = 7 and 10, but a large discrepancy is observed for short side chains.

There is still a debate regarding this kind of estimation, and the good agreement
between the corresponding dissociation frequency in LVE and the DRS measured
relaxation mode observed for PEO based ionomers failed in other systems [200].
The authors put forward that such failure might be due to the stickers rearranging
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Figure 6.10: Modulus value at the crossover point G′ = G′′ on LVE responses of
Figure 6.7 as a function of side chain length n. Black symbols are prediction of the
modulus value as kT per ionic group as explained in the text with Van der Waals
volumes of the IL series from ref. [199] (filled triangles) or calculated molecular
volumes from density measurements from ref. [147] (empty triangles) and our own
(solid squares). The effect of side chain length on the ionic contribution to the
molecular volume of a repeating unit is schematically represented in (b).

and returning to the same association point multiple times before the effective
break-up. Based on this interpretation, associations in PILs with long side chain
above n = 7 have a single lifetime, effectively contributing to the modulus as kT
per ionic group, whereas for short side chains they exhibit more complex relaxation
processes involving multiple dissociations. This may be further supported by the
change of connectivity of apolar domains in the bulk structure. Isolated, globular
apolar domains formed by short side chains restrict the ionic sticker. In contrast, a
bicontinuous structure formed by long side chains should facilitate the dissociation.
This is also in line with dielectric relaxation spectroscopy measurements reported
by K. Nakamura et al. showing that the ion dissociation time of PC2VImTFSI
and PC4VImTFSI lies in the glassy region and is several orders of magnitude
shorter than the segmental time τ0 [119, 123]. Unfortunately, to our knowledge,
such data on PC7VImTFSI and PC10VImTFSI were not reported but would be
precious so as to verify the difference in scenario between short and long side chain
in our series.

In the absence of such data, another possible interpretation for the resemblance
of the LVE responses across the PIL series is that the ion dissociation lives at high
frequency for all n. Hence, most stickers are already dissociated in the observed
timescale and only act in increasing the friction in the transition and terminal
region.
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6.5.4 Potential limits to the comparison with ionomers

The comparison with ionomers has proven insightful at multiple occasions and
has consequently been suggested in other reports [119, 123]. It is quite straight-
forward at first glance, since both materials are ion-containing polymers with a
characteristic microphase separation. However, the underlying differences between
these systems are often overlooked and could either be misleading or on the con-
trary enrich our understanding of PILs. The scattering peak, apparently shared by
ionomers and PILs, is actually quite different in origin. In ionomers, it corresponds
to the distance between ion aggregates in an apolar matrix. In PILs the incompat-
ibility is internal to the repeating unit itself. The material is dominantly ionic and
the aggregated phase is the apolar one. These apolar globules percolate around n
= 4, hence forming a bicontinuous structure inherited from ILs, widely mentioned
along this work. Remarkably, such drastic change of structure and connectivity
between domains do not change the LVE response of the material across the PIL
series. Conversely, the percolation of the restricted regions around ion aggregates
in ionomers suppresses the transition zone. The segregated apolar domains might
also fulfil the role of stickers, such as in block copolymers with immiscible polymer
components [201]. Even though they rely on undeniably weaker associations and
their effect might be negligible in the case of discrete apolar islands for short side
chains, the onset of a bicontinuous structure should enhance their effect.

6.6 Conclusion and perspectives

Viscoelastic properties of the PIL series, which structure was extensively studied
throughout this work, were investigated in the present chapter. The time tempera-
ture superposition holds across the whole series from ethyl to decyl side chains. The
LVE responses look strikingly alike, despite changing the connectivity of the mi-
crostructure with increasing n by moving from globular apolar domains to a bicon-
tinuous structure. Nevertheless, the shortening of side chains leads to an increasing
delay of transitions and enhancement of moduli. This highlights somewhat similar
molecular processes with ionomers and motivates their comparison. An ionomer-
like estimation of a critical modulus based on the density of stickers suggests a
drastic change in ion dissociation for short and long side chains, reminiscent of
their respective structure.

Unfortunately there is a lack of data both in the present work and in litera-
ture regarding the viscoelasticity of intermediately long side chain PILs, above the
percolation threshold, but below the onset of liquid crystalline or semicrystalline
behaviours [202]. Evidently, since short side chains PILs exhibit a higher conduc-
tivity, which most targeted applications rely on, they are the focus of most reports.
Nonetheless, to a fundamental point of view as well as for other types of applications
such as self-healing or reprocessable materials, additional data on PILs with long
side chains would be valuable. Among them, a systematic study of the dielectric
relaxation of the PIL series and their respective dielectric constant appears, from
the discussion above, as a necessary requirement to better grasp their dynamics. It
is also still unclear what are the dynamics of a single PIL chain, which should be

138



6.6

considerably different below and above the n = 4 threshold. To do so, quasi elastic
neutron scattering, neutron spin echo and NMR are among the techniques which
should bear precious results, through the dynamic structure factor S(Q,ω), as they
did for the scale-dependent dynamics of ILs discussed in Chapter 1 [91, 92]. All
in all, although, or perhaps because, LVE responses of our imidazolium PILs with
varying n at fixed degree of polymerization and dispersity differ rather weakly, they
raise fundamental questions regarding the dynamics at the molecular scale and call
for further investigation.
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Poly(ionic liquid)s are versatile and tremendously promising materials for many
applications, ranging from solid-state electrolytes for energy storage devices to self-
healing materials. Such versatility relies on the combination of ILs and polymeric
properties, which is also why they are intriguing. In imidazolium PILs, this work
focused on, the side chain length n deeply affects both the structure and the prop-
erties of the material as it does for the corresponding ILs. It all comes down to the
nanoscale segregation of the apolar moiety in globules for short side chains, per-
colating as n increases to form a bicontinuous sponge-like structure. Most reports
to date aimed at improving the conductivity of PILs and therefore focused on cer-
tain chemical features such as short side chains and large anions. Consequently, a
considerable number of fundamental questions remains unanswered, and it is often
unclear whether the observed behaviours stem from ionic interactions, polymeric
properties or structural heterogeneities. Evidently, such gap of knowledge is often
a shortcoming in the targeting of desired applications.

To address these questions, the aim of the present work was to provide a sys-
tematic study of a PIL series with finely tuned interactions. To that end, we fo-
cused across chapters on an identical imidazolium PIL series with varying side chain
length n. The strength of the synthetic strategy, and as such of the results of the
present work, is the prior polymerization of poly(vinylimidazole) from which each
PIL is then synthesized. Consequently, the degree of polymerization and dispersity
is strictly identical across the series and any difference in behaviour stems from the
side chain length n.

Using small angle neutron scattering, we revealed for the first time, in the present
work, that the size of the polymer coil in bulk, quantified by its radius of gyration
Rg, does not follow an expected monotonous increase due to the increase of molec-
ular volume and steric effects. It instead first decreases with increasing n up until
n = 4 suggesting an increase in chain flexibility. This threshold seems to match
that of the percolation of apolar domains revealed by MD simulations. The same
SANS experiments provided a direct and simultaneous measurement of both the
chain diameter and the distance between main chains, so as to reveal interdigita-
tion of long side chains. Until now, only indirect experimental evidence relying
on the increasing rate of the interchain distance with n had been reported. The
temperature dependence of the local structure is rather surprising as well, and con-
trasts with an expected thermal expansion effect. Neighbouring chains are instead
pulled together for increasing temperatures, suggesting interdigitation is promoted
at high temperature. Nevertheless, the temperature-dependence of the local struc-
ture has no significant, or at least measurable, implications on the macromolecular
conformation, measured in a subsequent neutron scattering experiment.

A detailed description of the bulk structure of any material is a precious insight
to predict or at least understand its viscoelastic properties. It happens that those
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of PILs receive considerably less attention than their conductivity. Given the pro-
nounced structural changes along the series with increasing n, the non-monotonous
behaviour of the coil size, the onset of interdigitation of side chains and the tem-
perature dependence the latter confers the local structure with, we would expect
some effect on the LVE responses of the series. Yet, they share strong similarities.
Still, as side chains are shortened, the material hardens, translating into increased
moduli, and the relaxations are delayed to longer times. Beyond the plasticizing
effect of long side chains, decreasing n is a way to concentrate charges in the sys-
tem, like ionomers with increasing ion fraction. The estimation of a modulus of kT
per ionic group is in line with the crossing point G′ = G′′ for long side chains, but
not for short ones. The rearrangement of ion associations in larger clusters before
the effective relaxation is a possible interpretation. The change of connectivity of
apolar domains for long side chains together with weaker interactions would then
lead to simpler dissociation processes.

Dielectric measurements with varying n naturally comes as the crucial next step
towards a comprehensive picture of dynamics across the PIL series by providing
independent measurements of the relaxation times. Because the PIL chain relaxes in
a globally ionic domain, as opposed to ionomers, it should be interesting to perform
quasi elastic neutron scattering (QENS) and neutron spin-echo (NSE) experiments
on these systems to investigate their scale-dependent dynamics, similar to what
Ferdeghini et al. have reported on imidazolium ILs [91, 92]. K. Sinha and J.K.
Maranas did so on PEO based ionomers and revealed an heterogenous segmental
motion closely related to the picture of restricted regions around association points
[203]. It has yet to be shown how the differences in PILs’ bulk structure would
affect such observations.

Moving from the bulk to the interface, we put forward the first experimental
evidence, by X-ray reflectivity, of spontaneous layering in spin-coated PILs thin
films. The onset of such layering is again in line with a threshold around n = 4.
The film thickness dependence of such layering was evidenced by a Fourier trans-
form analysis of XRR data, successful in unveiling very fine details despite the low
contrast. Combining the out of plane with in-plane observations through grazing
incidence wide angle scattering, we propose a molecular picture of a confinement
effect. Imidazolium pendant groups align preferentially parallel to the interface as
the thickness decreases, consequently bringing long side chains in-plane and pushing
neighbouring main chains apart in the vicinity of the interface. Such observations
are of substantial significance for applications in energy storage devices or electro-
chemistry in general. Indeed, the material performance in such systems is highly
dependent on what occurs at the electrode interface. An interesting direction to
take in that regard would be to investigate the electric field responsiveness of this
layering.

We mentioned above QENS and NSE experiments to investigate the scale-
dependent dynamics of PILs in bulk. The local viscosity may most likely be het-
erogenous in these materials as well and could be probed using fluorescent molecular
rotors [204]. These should have a larger affinity with specific domains in the het-
erogenous PIL bulk structure, thereby targeting the observation. They can also
adsorb at interfaces [205] hence offering a way to probe the local viscosity of PILs
in the layered region near the interface. To that aim, a collaboration was started
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with E. Mirzahossein1, M. Grzelka2 and D. Bonn1 which has yet to deliver results.
Finally, these considerations on interfacial viscosity and fluorescence bring us to

one last point of focus which was initially expected from this work. We mentioned
in Chapter 1 the quantized friction of ILs which, due to the molecular layering they
exhibit, induce a dependence of the friction coefficient between two sliding planes
on the thickness of the IL film. The layering we report for PILs could also lead
to peculiar friction behaviour and eventually slip. Viscous polymeric materials can
exhibit slip lengths several hundreds of micrometers long. We expect the layering
of PILs at interfaces to enhance, or in any case affect, this slipping behaviour. This
could be observed in a fluorescence photobleaching experiment in a shearing cell
[206].

In essence, the present work highlights the abundance of insights a systematic
study with varying side chain length such as ours can offer. The fine-tuning of
local interactions explored on our PILs series impacts much more than the local
structure alone. The interfacial structure is distinctly modified and viscoelastic
properties hold clear signs of its influence as well. More investigation on model
PIL series are required to complement the understanding of PILs across different
chemical structures. These materials hold an immense potential in a wide range of
applications, which is only hindered by the clouded understanding we have of them.
It is still unclear whether what was put forward in the present work regarding one
particular PIL series holds any kind of universality across other PILs. There is still
a strong possibility the term poly(ionic liquid) may only be a chemical classification,
and their own versatility might prevent us from drawing universal laws as for non-
ionic polymers. Nevertheless, we hope the modest contribution of this work will
motivate additional research in that regard. Not only would it provide precision
tools in the targeting of applications, it might also shed light on ILs themselves and
other ion containing systems, polymeric or not.

1Van der Waals-Zeeman Institute, Institute of Physics, University of Amsterdam, 1098, XH,
Amsterdam, The Netherlands.

2Université Paris Saclay, Laboratoire Léon Brillouin, UMR 12 CNRS-CEA, CEA Saclay, Gif-
sur-Yvette 91191, France.
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Appendix 1 - X-ray reflectivity fitting
parameter

n=2
Film thickness (nm) Model

6

SiO2 SiO2 hydrated Layer 1
Thickness (Å) 10 (fixed) 9.30 ± 0.01 37.20 ± 0.02
SLD (10−6 Å−2) 18.42 (fixed) 18.33 ± 0.02 7.60 ± 0.03
Roughness (Å) 2.5 (fixed) 4.70 ± 0.02 5.80 ± 0.02

8

SiO2 SiO2 hydrated Layer 1
Thickness (Å) 10 (fixed) 7.50 ± 0.01 65.20 ± 0.03
SLD (10−6 Å−2) 18.42 (fixed) 14.70 ± 0.03 11.30 ± 0.03
Roughness (Å) 2.5 (fixed) 3.0 ± 0.01 4.80 ± 0.02

11

SiO2 SiO2 hydrated Layer 1
Thickness (Å) 23.16 ± 0.05 x 86.80 ± 0.02
SLD (10−6 Å−2) 18.65 ± 0.01 x 11.08 ± 0.02
Roughness (Å) 6.00 ± 0.01 x 4.04 ± 0.01

Table 6.1: Fitting parameter table of XRR data for PC2VImTFSI thin films
obtained at the last step of the fitting procedure discussed in Chapter 4 and given
in Figure 4.11.
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n=4
Film thickness (nm) Model

5

SiO2 Layer 1
Thickness (Å) 19.11 ± 0.05 33.90 ± 0.02
SLD (10−6 Å−2) 18.46 ± 0.01 8.92 ± 0.02
Roughness (Å) 5.48 ± 0.01 7.07 ± 0.02

7

SiO2 Layer 1
Thickness (Å) 19.08 ± 0.06 51.34 ± 0.01
SLD (10−6 Å−2) 18.93 ± 0.01 11.96 ± 0.01
Roughness (Å) 5.39 ± 0.01 3.96 ± 0.003

9

SiO2 Layer 1
Thickness (Å) 16.64 ± 0.06 67.87 ± 0.01
SLD (10−6 Å−2) 18.69 ± 0.01 11.11 ± 0.02
Roughness (Å) 5.34 ± 0.02 3.91 ± 0.01

11

SiO2 Layer 1
Thickness (Å) 15.91 ± 0.07 90.85 ± 0.04
SLD (10−6 Å−2) 18.69 ± 0.01 10.39 ± 0.02
Roughness (Å) 6.45 ± 0.02 4.20 ± 0.01

12

SiO2 Layer 1
Thickness (Å) 15.21 ± 0.06 107.27 ± 0.02
SLD (10−6 Å−2) 18.47 ± 0.01 10.93 ± 0.02
Roughness (Å) 6.00 ± 0.02 4.04 ± 0.01

Table 6.2: Fitting parameter table of XRR data for PC4VImTFSI thin films
obtained at the last step of the fitting procedure discussed in Chapter 4 and given
in Figure 4.11.
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Appendix 2 - Summary in french - Résumé
en français

Les poly(liquide ionique)s (PLI) sont des macromolécules composées de liquides
ioniques (LI). Ils possèdent donc des propriétés hybrides qui font d’eux des matéri-
aux prometteurs, notamment pour des applications en tant qu’électrolyte solide.
Ils héritent des LIs une nanostructure particulière qui repose sur la ségrégation de
la phase apolaire qui mène chez les LI imidazolium à une structure globulaire pour
les chaînes carbonnées courtes ou bicontinue en éponge pour des chaînes longues.
L’ajout de ces interactions locales à un polymère ouvre la voie au développement
de nouvelles fonctionnalités reposant à la fois sur leur structure et leur dynamique.
Les propriétés de conduction et la morphologie locale des PLIs ont été étudiées ex-
tensivement sur ces dix dernières années dans le but d’améliorer leurs performances
d’électrolytes. Des études systématiques manquent cependant pour décorréler les
processus complexes qui leur confèrent leur propriétés.

Figure 6.11: Structure chimique de la série de poly(1-vinyl-3-alkylimidazolium)
(PCnVImX) à longueur de chaîne latérale n variables ainsi que les contre ions (X)
bromure, iodure et bis(trifluoromethylsulfonyl)imide (TFSI)

La présente étude est centrée sur une série de PLI imidazolium (PCnVImTFSI)
de longueur de chaîne latérale n variable, et par conséquent, aux interactions locales
ajustables, représentée en Figure 6.11. La synthèse de cette série commence par la
polymérisation de polyvinylimidazole suivie par sa quaternisation par un halogénure
d’alcane de longueur de chaîne n. Par conséquent le degré de polymérisation et la
polydispersité du matériau est identique pour toutes les valeurs de longueur de
chaîne latérales. Afin de mieux comprendre l’influence des interactions locales sur
ces matériaux, la morphologie de cette série de PLI est étudiée par des techniques
de diffusion de neutrons aux petits angles (DNPA) et de rayons X aux grands angles
(DXGA). Ces résultats servent de base à la compréhension des propriétés viscoélas-
tiques de la série, étroitement liées à la structure des matériaux et étudiées par des
techniques de rhéologie oscillatoire. Enfin, pour observer comment la structure en
volume est affectée par la présence d’une interface, la structure de films fins de PLIs
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est étudiée par une combinaison de réflectivité spéculaire de rayons X (RRX) et de
diffusion de rayons X en incidence rasante (DXIR).

En utilisant la DNPA, la structure en volume est étudiée de la taille de la chaîne
de PLI, sa conformation, jusqu’à son diamètre. Des signaux de diffusions donnés
en Figure 6.12a, le rayon de giration de la chaîne, en d’autres termes la taille de
la pelotte statistique, est extrait et représenté en Figure 6.12b. Une augmentation
de Rg à grandes valeurs de n est simplement attribuée à des effets stériques entre
monomères de plus en plus volumineux. Le premier régime de décroissance, plus
suprenant, pour des chaînes latérales courtes est attribué à un gain de flexibilité de
la chaîne principale, potentiellement affectée par des répulsions électrostatiques qui
varient avec n.

Figure 6.12: Spectres DNPA de mélanges équimassiques de PCnVImTFSI hy-
drogénés et deutérés en fondu pour différentes longueurs de chaîne latérale n. Les
traits pleins représentent les ajustements à partir desquels le rayon de giration (b)
et les distances locales, diamètre de chaîne 2rcross et distance interchaîne dbb (c),
sont extraits. Les schémas en (b) et (c) représentent les distances caractéristiques
d’intérêt.

A l’échelle locale, la DNPA permet une comparaison directe entre le diamètre
de la chaîne 2rcross et la distance entre chaînes principales dbb en Figure 6.12c.
Ces deux grandeurs augmentent avec la taille du monomère. Le diamètre de la
chaîne augmente cependant plus rapidement que la distance interchaîne, révélant
une interpénétration des longues chaînes latérales. Cette distance interchaîne dbb
peut être également suivie par DXGA. Il a ainsi été montré qu’elle décroît avec une
augmentation de la température, un effet donc contraire à l’expansion thermique
du matériau et suggérant que la température favorise l’interpénétration des chaînes.
Cependant, la conformation de la chaîne suivie en DNPA n’est pas afffectée par la
température, quelque soit la longueur de la chaîne latérale.

En tant que rares exemples de polyélectrolyte en fondu, les PLIs ont des pro-
priétés viscoelastiques surprenantes malgré leur grande densité ionique. Par des
techniques de rhéologie oscillatoire et en utilisant la superposition temps-température,
les réponses linéaires des PLIs de la série ont été mesurées et sont représentées en
Figure 6.13a. Elles partagent une forme commune, ressemblant à celle de polymères
neutres non enchevêtrés. Malgré leur ressemblance, quand la longueur de la chaîne
latérale diminue, les modules et notamment le module élastique G′ augmentent,
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Figure 6.13: (a) Réponse viscoélastique linéaire de fondus de PCnVImTFSI pour
différentes longueurs de chaîne latérale n. La température de référence choisie est
la température de transition vitreuse Tref = Tg. (b) Valeur du module au point de
croisement G′ = G′′ en fonction de n comparé à une estimation Gc = kT/Vm avec
Vm le volume moléculaire de l’unité de répétition.

le matériau gagne donc en cohésion, et les réponses se décalent vers les faibles
fréquences, autrement dit les relaxations du matériaux sont retardées. Ces ten-
dences sont semblables à d’autres matériaux ioniques comme les ionomères, des
copolymères statistiques avec une certaine fraction de monomères chargés. Dans
ces matériaux, les phases ioniques s’aggrègent et crééent autour d’elles des zones
de restrictions, introduisant un nouveau temps de relaxation plus lent. En termes
de réponses fréquentielles, celles des ionomères à faible associations ioniques sont
semblables aux réponses observées sur ces PLIs et suivent les mêmes tendances, sug-
gérant un effet similaire de l’augmentation de la fraction ionique et la diminution de
la longueur de la chaîne latérale respectivement dans les ionomères et les PLIs. Une
estimation d’un module caractéristique de kT par groupe ionique, communément
utilisée pour les ionomères est donnée en Figure 6.13b et comparé au module car-
actéristique G′ = G′′. Cette estimation est fidèle aux observations expérimentales à
grand n. Pour les chaînes latérales courtes, faibles n, le module caractéristique est
sous-estimé et des processus de dissociation ionique plus complexes sont suspectés.
Leur mise en évidence nécessiterait des approches complémentaires telles que la
spectroscopie diélectrique.

Malgré les nombreuses applications des PLIs qui se jouent aux interfaces, telles
que les application électrochimiques, et le comportement inhabituel des LIs qui s’y
stratifient en couches d’ions, la structure interfaciale des PLIs est peu connue. À
ce sujet, la structure de films fins obtenus par dépôt à la tournette est étudiée
dans les trois directions de l’espace en utilisant à la fois la réflectivité spéculaire
de rayons X (RRX) et leur diffusion en incidence rasante. La première est sensible
à la densité électronique dans la direction normale au plan, la deuxième sondant
la structure dans le plan près de l’interface. Les signaux de réflectivités obtenus
en utilisant un diffractomètre Xeuss 2.0 pour des films fins de PC4VImTFSI,
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é

(b)
PC10VImTFSI

22 nm

17 nm

14 nm

8 nm

6 nm

5 nm

3 nm

0 50 100

z (Å)
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té

(e
−

/Å
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Figure 6.14: Courbes de réflectivité spéculaire pour des films fins de PC4VImTFSI
(a) et PC10VImTFSI (b) pour différentes épaisseurs de film, obtenus sur un diffrac-
tomètre Xeuss 2.0 (Xenocs). Les courbes sont décalées verticalement pour une
meilleure visibilité. Les traits plein représentent les ajustements correspondants
aux profils de densité électroniques donnés dessous.

représentatifs des chaînes latérales courtes et de PC10VImTFSI, pour les chaînes
longues, sont donnés en Figure 6.14. Pour des chaînes latérales courtes, les films sont
homogènes et les courbes de réflectivité révèlent des franges de Kiessig régulières.
Pour les chaînes latérales plus longues, ces franges sont modulées par un autre
signal, suggérant une structuration périodique des films.

Cette stratification apparaît clairement sur les profils de densité électroniques
extraits par ajustement des signaux de réflectivité, également donnés en Figure
6.14. Cet ajustement est limité par la complexité numérique issue du grand nom-
bre de paramètres ajustables (densité, épaisseur et rugosité des couches intermédi-
aires). Néanmoins le calcul de la transformée de Fourier de ces signaux, pourtant
peu utilisée dans le domaine de la matière molle, permet d’accéder à la fonction
d’autocorrélation du gradient de densité électronique g(z). Cette fonction est no-
tamment sensible aux interfaces, au niveau desquelles le gradient est le plus fort.
Un film homogène présente deux interfaces et par conséquent la fonction g(z) cor-
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Figure 6.15: Transformée de Fourier des signaux de réflectivité spéculaires de films
fins de PCnVImTFSI avec n = 2 and 4 (gauche), n = 7, et 10 (droite). Les
flèches aux couleurs des courbes représentent le pic de l’épaisseur totale du film. La
position du pic interlamellaire est indiquée par une flèche rouge. Les courbes sont
décalées verticalement pour une meilleure visibilité.

respondante contient un seul pic à l’épaisseur totale du film, tels que ceux observée
sur la partie gauche de la Figure 6.15. La présence de pics supplémentaires, tels
qu’observés sur la partie droite de la Figure 6.15, permet de valider le modèle
stratifié pour les chaînes latérales longues et d’accéder à la distance interlamellaire,
indiquée par le premier pic de corrélation. Celle-ci décroît avec l’épaisseur du film
comme observé en FIgure 6.16a, suggérant un effet de confinement. De plus, la
DXIR donne accès à la structure dans le plan à proximité de l’interface. L’effet du
confinement y est également observé avec une distance interchaîne dans le plan qui
augmente pour des épaisseurs plus fines. De ces deux résultats quantitatifs émerge
un mécanisme selon lequel les monomères et leur chaîne carbonnées s’alignent avec
l’interface quand l’épaisseur du film diminue tel que représenté en Figure 6.16b,
encombrant par conséquent le plan parallèle à l’interface, imposant une distance
plus grande entre les chaînes principales (Figure 6.16c).

Si ces effets sont de grande valeur pour les applications électrochimiques des
PLIs, ils ont également des répercussions dans d’autres systèmes comme les nanopar-
ticules. Des PLIs triazolium polymérisés en dispersion génèrent des nanoparticules
avec une structure interne du fait de la même ségrégation des phases apolaires.
Leur étude microscopie électronique à transmission (cryo-TEM) et DXGA, repsec-
tivement en Figures 6.17a et 6.17b, révèlent que la longueur de la chaîne carbonnée
contrôle non seulement la distance caractéristique de la structure interne mais aussi
la forme des particules, qui peuvent être des vésicules multilamellaires en oignon,
des ellipsoïdes ou bien des cubosomes.

L’approche fondamentale de ce travail, reposant sur une série de PLIs modèle,
révèle les propriétés remarquables de ces matériaux et une meilleure compréhen-
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Figure 6.16: (a) Distance interlamellaire zinter déterminée par la position du premier
pic des transformées de Fourier des signaux de réflectivité g(z) données en Figure
6.15 (♢) et à partir des profils de densité électroniques en Figure 6.14 normalisée
par la distance interchaîne en bulk dbulkbb déterminée en DNPA (Figure 6.12c) en
fonction de l’épaisseur de films de PCnVImTFSI pour n = 7 et 10. (b) Vue de
côté schématique d’un film fin représenté en bleu. Les monomères d’une couche
déplétée en contre ion sont représentés sans leur chaînes latérales. L’épaisseur du
film diminue du haut vers le bas. (c) Haut : représentation du plan près de l’interface
avec deux chaînes principales en vert. Milieu et bas : vue du dessus de ce même
plan pour deux épaisseurs, le film du bas étant le plus fin.

sion des implications des interactions locales. La présence de deux régimes, chaînes
latérales courtes ou longues, à la fois sur la morphologie en volume, celle aux in-
terfaces, et leurs propriétés viscoélastiques suggèrent que le changement de struc-
ture, globulaire pour des chaînes courtes et bicontinue pour les plus longues, est
au coeur de ces propriétés. Néanmoins, changer la longueur de la chaîne latérale
influence aussi les associations ioniques et les relaxations polymériques. Des études
dynamiques sur cette série de PLIs, en spectroscopie dielectrique ou en diffusion
inélastique de neutrons permettraient éventuellement de décorréler ces effets et
d’identifier chacune de leur contribution. Aux interfaces, il est très probable que
l’application d’un champ électrique ou un changement de chimie de surface influence
la structure lamellaire des films fins. L’influence de cette dernière sur des propriétés
de glissement ou de conduction de ces matériaux reste à explorer.

Il reste également à démontrer si ces conclusions sont universelles à travers la di-
versité de structure chimiques existantes. Ceci fournirait les outils nécessaires pour
tirer le meilleur parti de la versatilité de ces matériaux en variant leur architecture
ou encore les conditions de température ou de confinement afin de cibler au mieux
leurs applications.
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Figure 6.17: Images représentatives en cryo-MET de nanoparticles de PLIs obtenue
par polymérisation en dispersion de LIs acrylamides fonctionnalisés avec des groupe-
ments triazolium à longueur de chaîne carbonnée n = 14 et 16 en solution aqueuse
de concentration 25 mM. Les schémas de gauche sont des représentations des struc-
tures observées, à savoir un mélange d’ellipsoïdes et de cubosomes pour n = 14 et
des vésicules multilamellaires en oignon pour n = 16. (b) Signaux DXGA de disper-
sions aqueuses de nanoparticules de PLI 1,2,3-triazolium acrylamide. L’ajustement
avec un modèle Lorentzien donne la position du pic de corrélation correspondant à
la distance caractéristique d en (a). Les données sont décalées verticalement pour
une meilleure visibilité.
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