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Abstract 

Brain oscillations: the neural mechanism underlying perceptual 

rhythms 

Brain oscillations are a ubiquitous phenomenon. They have been recorded in a wide range of 

species, at multiples brain scales, i.e., in cells, in local neuronal networks, and between cortical 

areas. The temporal features of brain oscillations, i.e., the phase and the amplitude, 

independently predict visual perception and cortical excitability. In perceptual rhythms, the 

phase accounts for less than 20% of the trial-by-trial variability in perceptual performance. In 

this PhD, we hypothesized that if brain oscillations are the substrates of perception, they should 

explain a larger portion of the variance observed in the empirical data. We aimed to better 

characterize the functional role of brain oscillations on visual perception, by considering the 

interaction between their temporal features and their spatial organization. To this aim, we used 

a multimodal approach comprising psychophysics, neuroimaging (EEG, MRI, oculometry) and 

TMS. First, we established a causal link between the phase and the amplitude of alpha 

oscillations, cortical excitability, and visual perception (Fakche et al., 2022). Second, we 

proposed that brain oscillations are the neural substrates of a complex visual perception 

phenomenon, serial dependance. Third, we showed that visual perception was modulated 

periodically across space and time by the phase of an oscillatory inducer, suggesting that alpha 

brain oscillations propagate across the retinotopic space (Fakche and Dugué, 2022, bioRxiv; 

Galas, Fakche, Baudouin, and Dugué, in preparation). Fourth, we tested whether the direction 

of alpha macroscopic traveling waves changed as a function of cognition. Finally, we 

investigated whether single pulses of TMS applied over V1 causally triggered a feedforward 

traveling wave at its natural frequency. Together, these studies provide strong evidence in favor 

of a functional role of the spatiotemporal organization of brain oscillations on human visual 

perception.   

Keywords: Brain oscillations; Traveling waves; Phase; Amplitude; Alpha; Psychophysics; 

EEG; TMS; Vision; Perceptual Rhythms.  

 

Les oscillations cérébrales : le support neuronal des rythmes 

perceptifs 

Les oscillations cérébrales sont un phénomène ubiquitaire. Elles ont été enregistrées chez de 

nombreuses espèces, et à de multiples échelles cérébrales, i.e., dans les cellules, les réseaux 

neuronaux locaux, et entre les aires corticales. Les caractéristiques temporelles des oscillations 

cérébrales, i.e., la phase et l’amplitude, prédisent de manière indépendante la perception 

visuelle et l’état d’excitabilité cortical. Dans les rythmes perceptifs, la phase explique moins de 

20% de la variabilité inter-essais dans les performances. Dans cette thèse, nous faisons 

l’hypothèse que si les oscillations cérébrales sont le support de la perception, alors elles 

devraient expliquer plus de variance dans les données empiriques. Notre but était de mieux 

caractériser le rôle fonctionnel des oscillations dans la perception visuelle, en considérant les 

interactions entre les caractéristiques temporelles, et l’organisation spatiale des oscillations 
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cérébrales. Dans ce but, nous avons utilisé une approche multimodale comprenant de la 

psychophysique, de la neuroimagerie (EEG, IRM, oculométrie) et de la TMS. Premièrement, 

nous avons montré l’existence d’un lien causal entre la phase et l’amplitude des oscillations 

alpha, l’excitabilité corticale, et la perception visuelle (Fakche et al., 2022). Deuxièmement, 

nous avons proposé que les oscillations cérébrales étaient le support neuronal d’une perception 

visuelle complexe, l’effet sériel. Troisièmement, nous avons montré que la perception visuelle 

était modulée périodiquement à travers le temps et l’espace par la phase d’une stimulation 

oscillante, suggérant que les oscillations cérébrales alpha se propagent à travers l’espace 

rétinotopique (Fakche and Dugué, 2022, bioRxiv ; Galas, Fakche, Baudouin, and Dugué, en 

préparation). Quatrièmement, nous avons étudié si la direction de propagation des oscillations 

alpha à l’échelle macroscopique était modulée par les fonctions cognitives. Enfin, nous avons 

testé si un pulse de TMS appliqué sur V1 déclenchait de manière causale une oscillation se 

propageant des aires occipitales aux aires frontales à la fréquence naturelle de V1. Ensemble, 

ces études montrent que l’organisation spatio-temporelle des oscillations cérébrales joue un rôle 

fonctionnel sur la perception visuelle chez l’humain.  

Mots-clés : Oscillations cérébrales ; Propagation de l’activité ; Phase ; Amplitude ; Alpha ; 

Psychophysique ; EEG ; TMS ; Vision ; Rythmes perceptifs.   
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FFT: Fast Fourier Transform.  
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ISI: Inter-Stimulus Interval. 

ITI: Inter-Trial Interval. 
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Résumé substantiel  
 

Les oscillations cérébrales ont été enregistrées chez l’Homme la première fois en 1929, 

par Hans Berger (Berger, 1929). Une oscillation cérébrale correspond à une activité rythmique 

du cerveau, qui croît et qui décroît de manière périodique au cours du temps. Elle se caractérise 

par sa période, i.e., la durée d’un cycle (exprimée en unité de temps), sa fréquence, exprimée 

en Hertz (s-1), i.e. le nombre de cycles au cours d’une seconde, son amplitude, i.e., la distance 

entre le minimum et le maximum de l’activité cérébrale, et sa phase, i.e., la position sur le cycle 

à un moment donné (exprimée en radians ou en degrés, la phase varie entre 0° et 360°, 0 et 2π). 

A cette époque, Berger étudiait l’activité électrique du cerveau dans le Département de 

Psychiatrie et de Neurologie de Jena, en Allemagne, et son intérêt principal portait sur la 

télépathie, i.e., la capacité de communiquer d’esprit à esprit. Au lieu de prouver l’existence de 

la télépathie, il découvrit la présence d’une oscillation dans le cortex occipital, d’une amplitude 

de 150-200 microvolts, et de fréquence 10 Hz, lorsque les participants fermaient les yeux. Il 

nomma cette oscillation le rythme alpha. Dès cette découverte, Berger eut l’intuition que les 

oscillations cérébrales pourraient jouer un rôle fonctionnel sur la cognition. Il continua ses 

recherches durant les décennies qui suivirent et proposa une théorie décrivant que les 

oscillations alpha seraient associées à un état de repos, servant à inhiber les stimulations 

externes et internes, alors que les oscillations de hautes fréquences (42-90 Hz) seraient un 

corrélat de l’activité cérébrale (Quigley, 2021).  

 

Le but de cette thèse est de contribuer à l’idée que Hans Berger a développée il y a 

presque un siècle sur le rôle fonctionnel des oscillations cérébrales dans la cognition humaine. 

De nombreuses études ont montré que les caractéristiques temporelles des oscillations, i.e., la 

phase et l’amplitude, modulaient les fonctions cognitives de manière indépendante. Dans cette 

thèse, nous faisons l’hypothèse que nous pouvons mieux expliquer le rôle fonctionnel des 

oscillations cérébrales en prenant en compte les interactions entre les caractéristiques 

temporelles des oscillations, ainsi que leur organisation spatiale. Nous nous sommes plus 

particulièrement intéressées au rôle des oscillations cérébrales dans la perception visuelle.  

 

Depuis leur découverte en 1929, les oscillations cérébrales ont été classées en 5 bandes 

de fréquences : delta (0.1 – 3 Hz), theta (4 – 7 Hz), alpha (8 – 12 Hz), beta (13 – 30 Hz) et 

gamma (> 30 Hz). Les premières recherches ont associé les bandes de fréquences à des 

fonctions sensorimotrices ou cognitives spécifiques (Jensen et al., 2014). Récemment, cette 
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perception est devenue obsolète, de nombreuses fonctions cognitives sont associées à plusieurs 

fréquences oscillatoires, et une même bande de fréquence est associée à plusieurs fonctions. 

Pour cette raison, nous avons porté notre recherche sur le rôle fonctionnel de la phase et de 

l’amplitude des oscillations cérébrales sur la perception visuelle, ainsi que sur l’état 

d’excitabilité corticale associé. 

 

L’amplitude des oscillations cérébrales de basses fréquences (delta, theta, alpha, beta) 

et de hautes fréquences (gamma) sont respectivement, négativement et positivement corrélée à 

la réponse hémodynamique et à l’activité neuronale (Logothethis et al., 2001 ; Brookes et al., 

2005 ; Niessing et al., 2005 ; Mukamel et al., 2005 ; Goense and Logothethis, 2008 : Koch et 

al., 2009 ; Scheeringa et al., 2009 ; Yuan et al., 2010 ; Zumer et al., 2010 ; Singh et al., 2002 ; 

Scheeringa et al., 2011a ; Goldman et al., 2002 ; Laufs et al., 2003 ; Moosmann et al., 2003 ; 

Scheeringa et al., 2008 ; Manning et al., 2009 ; Haegens et al., 2011b ; Mukamel et al., 2005 ; 

Rasch et al., 2008 ; Ray et al., 2008a, 2008b ; Belitski et al., 2008 ; Ray and Maunsell, 2011; 

Zanos et al., 2012). Les oscillations gamma sont un indicateur de l’activité des neurones alors 

que les oscillations de basses fréquences semblent plutôt indiquer un rôle inhibiteur sur le 

cortex. Sur les performances perceptuelles, dans la modalité visuelle, il a été montré qu’une 

faible amplitude des oscillations cérébrales alpha dans les cortex pariéto-occipitales était 

associée à une plus grande probabilité de percevoir un stimulus visuel (Ergenoglu et al., 2004 ; 

Hanslmayr et al., 2007 ; Van Dijk et al., 2008 ; Wyart and Tallon-Baudry, 2009).  

 

Concernant la phase des oscillations cérébrales, il a été montré que la réponse 

hémodynamique et à l’activité neuronale étaient modulée de manière périodique par la phase 

(Gray and Singer, 1989 ; Csicsvari et al., 2003 ; Lakatos et al., 2005 ; Rasch et al., 2008 ; 

Montemurro et al., 2008 ; Vinck et al., 2010 ; Haegens et al., 2011b ; Zanos et al., 2012 ; 

Scheeringa et al., 2011b ; Hanslmayr et al., 2013). De manière similaire, la perception visuelle 

fluctue rythmiquement en fonction de la phase des oscillations cérébrales delta, theta et alpha 

(Nunn and Osselton, 1974 ; Varela et al., 1981 ; Busch et al., 2009 ; Mathewson et al., 2009 ; 

Busch and VanRullen, 2010 ; Dugué et al., 2011a ; Fiebelkorn et al., 2013b ; Hanslmayr et al., 

2013 ; Manasseh et al., 2013), i.e., on parle de cycles perceptuels. Certaines phases des 

oscillations sont associées à une haute probabilité de percevoir un stimulus visuel, i.e., phase 

optimale, alors que les phases opposées sont associées à des performances visuelles plus faibles, 

i.e., phase non-optimale.  
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Dans le premier projet de thèse, nous avons fait l’hypothèse qu’il existait un lien 

causal entre la phase et l’amplitude des oscillations, l’état d’excitabilité cortical, et la 

perception visuelle associée. 

Dans le deuxième projet, nous avons étudié si les oscillations cérébrales pouvaient 

expliquer un phénomène de perception visuelle complexe, l’effet sériel.  

 

Pour le moment, nous nous sommes concentrés majoritairement sur le rôle des 

caractéristiques temporelles des oscillations cérébrales, mais qu’en est-il de leur organisation 

spatiale ? Dès les années 1930, il a été montré que les oscillations cérébrales se propageaient à 

travers l’espace cortical (Adrian and Matthews, 1934b ; Adrian and Yamagiwa, 1935). La 

propagation de l’activité cérébrale se définit par un décalage constant du pic d’activité entre la 

source du signal et les positions plus éloignées (Sato et al., 2012 ; Muller et al., 2018). L’activité 

cérébrale peut être oscillatoire ou non-oscillatoire, ou encore évoquée par une stimulation ou 

spontanée. D’autre part, une distinction importante est faite entre la propagation de l’activité 

cérébrale au sein d’une même aire cérébrale, i.e. échelle mésoscopique, souvent enregistrée 

avec des méthodes invasives, et la propagation entre plusieurs aires cérébrales, i.e., échelle 

macroscopique, souvent mesurée avec l’électroencéphalographie (EEG), qui est non-invasif.  

 

La propagation mésoscopique des oscillations cérébrales a été beaucoup observée 

chez l’animal (Stroh et al., 2013 ; Han et al., 2008 ; Townsend et al., 2015 ; Petsche and Stumpf, 

1960 ; Adrian and Matthews, 1934 ; Arieli et al., 1995 ; Benucci et al., 2007 ; Freeman, 1978 ; 

Ketchum and Haberly, 1993 ; Besserve et al., 2015 ; Huang et al., 2010 ; Gabriel and Eckorn, 

2003 ; Ylinen et al., 1995 ; Csicsvari et al., 2000 ; Patel et al., 2013 ; Wright and Sergejew, 

1991 ; Prechtl et al., 1997 ; Lam et al., 2000, 2003 ; Muller et al., 2014 ; Lubenov and Siapas, 

2009 ; Patel et al., 2012 ; Agarwal et al., 2014 ; Hernandez-Perez et al., 2020 ; Murthy and Fetz, 

1996 ; Rubino et al., 2006 ; Takahashi et al., 2015 ; Zanos et al., 2015 ; Freeman and Baird, 

1987 ; Freeman and Barie, 2000 ; Ray and Maunsell, 2011 ; Maris et al., 2013 ; Davis et al., 

2020). Chez l’humain, seulement quelques études invasives chez des patients ont été réalisées 

(Takahashi et al., 2011 ; Zhang and Jacobs, 2015 ; Sreekumar et al., 2021), la faible résolution 

spatiale de l’EEG ne permettant pas d’observer l’activité cérébrale au sein d’une seule aire 

cérébrale. Les oscillations cérébrales se propagent à une vitesse moyenne de 0.58 m/s, sur une 

distance corticale moyenne de 12.5 mm, à l’échelle mésoscopique. Des études ont mis en 

évidence une corrélation entre la propagation de cette activité neuronale mésoscopique et 

certaines fonctions cognitives chez l’animal : la navigation spatiale (Agarwal et al., 2014), 
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l’attention (Maris et al., 2013), la mémoire (Han et al., 2008), la motricité (Rubino et al., 2006), 

les mouvements oculaires (Zanos et al., 2015), et la perception visuelle (Jancke et al., 2004 ; 

Zhang et al., 2012 ; Besserve et al., 2015 ; Rekauzke et al., 2016 ; Chemla et al., 2019 ; Davis 

et al., 2020). Chez l’humain, certaines études ont montré un rôle de la propagation de l’activité 

cérébrale non-oscillatoire sur la perception visuelle, grâce à la psychophysique (Wilson et al., 

2001 ; Lee et al., 2005, 2007 ; Genç et al., 2015). En revanche, le rôle de la propagation 

mésoscopique des oscillations sur la perception visuelle humaine reste mal connu (voir 

Sokoliuk and VanRullen, 2016).  

Dans le troisième projet de thèse, nous avons étudié le rôle de la propagation des 

oscillations mésoscopiques à travers l’espace rétinotopique sur la perception visuelle chez 

l’humain.  

 

Inversement, la propagation des oscillations cérébrales à l’échelle macroscopique a 

été beaucoup observée chez l’humain grâce aux enregistrements EEG, sur des personnes au 

repos (Adrian and Yamagiwa, 1935 ; Cohn, 1948 ; Goldman et al., 1949 ; Von Leeuwen, 1964 

; Walter et al., 1966 ; Giannitrapani et al., 1966 ; Liske et al., 1967 ; Shaw and McLachlan, 

1968 ; Hori et al., 1969 ; Barlow and Estrin, 1971 ; Hoovey et al., 1972 ; Hord et al., 1972, 1974 

; Suzuki, 1974 ; Inouye et al., 1983, 1995 ; Thatcher et al., 1986 ; Schack et al., 2003 ; Ito et al., 

2005, 2007 ; Manjarrez et al., 2007 ; Nolte et al., 2008 ; Bahramisharif et al., 2013 ; Van Ede 

et al., 2015 ; Halgren et al., 2019 ; Alamia and VanRullen, 2019 ; Pang et al., 2020) ou réalisant 

une tâche cognitive : de mémoire (Alexander et al., 2006, 2008, 2009 ; Schack et al., 1999 ; 

Sauseng et al., 2002 ; Van Der Meij et al., 2012 ; Zhang et al., 2018) ou visuelle (Shaw and 

McLachlan, 1968 ; Barlow and Estrim, 1971 ; Brenner et al., 1981 ; Maclin et al., 1983 ; Burkitt 

et al., 2000 ; Shevelev et al., 2000 ; Schack et al., 2003 ; Srinivasan et al., 2006 ; Cottereau et 

al., 2011 ; Fellinger et al., 2012 ; Patten et al., 2012 ; Pang et al., 2020 ; Rodriguez et al., 1999 

; VanEde et al., 2015 ; Tsoneva et al., 2021 ; Thorpe et al., 2007 ; Alexander et al., 2013), par 

exemple. Les oscillations cérébrales se propagent à une vitesse moyenne de 5.2 m/s, sur une 

distance corticale allant de 5 à 25 cm, à l’échelle macroscopique. La propagation présente 

majoritairement une propagation antéro-postérieure ou postéro-antérieure, avec un décalage de 

phase allant de 30° à 240° entre les électrodes frontales et occipitales (Walter et al., 1966 ; 

Cohn, 1948 ; Hord et al., 1972, 1974 ; Suzuki, 1974 ; Burkitt et al., 2000 ; Ito et al., 2005 ; 

Zhang et al., 2018). De nombreuses études ont mis en évidence une corrélation entre le nombre 

et la direction des oscillations se propageant à travers le cortex, et des fonctions cognitives tel 

que la mémoire (Alexander et al., 2006 ; Ribary et al., 1991 ; Zhang et al., 2018 ; Sauseng et 
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al., 2002), l’attention (Alexander et al., 2008), les mouvements oculaires (Giannini et al., 2018) 

et la perception visuelle (Schack et al., 1999, 2003 ; Patten et al., 2012 ; Alamia and VanRullen, 

2019 ; Pang et al., 2020 ; Shevelev et al., 2000 ; Fellinger et al., 2012 ; King and Wyart, 2021).  

Dans le quatrième projet de thèse, nous faisons l’hypothèse qu’il est possible de 

manipuler la direction de propagation des oscillations cérébrales en manipulant la 

fonction cognitive engagée. D’autre part, nous allons tester s’il existe un lien causal entre 

la perception visuelle et la propagation postéro-antérieure des oscillations cérébrales.  

 

Le but de cette thèse est de démontrer qu’en considérant les interactions entre les 

caractéristiques temporelles des oscillations cérébrales, ainsi que leur organisation 

spatiale, nous pouvons mieux expliquer leur rôle fonctionnel sur l’excitabilité corticale et 

la perception visuelle. Pour répondre à notre problématique, nous avons utilisé une approche 

multimodale comprenant de la psychophysique, de la neuroimagerie (EEG, IRM, 

oculométrie) et de la stimulation non-invasive (TMS), dans 4 grands projets, chez l’humain 

sain.  

 

Dans le premier projet, nous avons étudié si l’interaction entre la phase et l’amplitude 

des oscillations cérébrales spontanées alpha jouait un rôle fonctionnel sur l’excitabilité corticale 

et la perception visuelle, d’après les hypothèses formulées par la théorie d’Inhibition Pulsée 

(Jensen and Mazaheri, 2010 ; Klimesch et al., 2007 ; Mathewson et al., 2011). Cette théorie 

prédit que : 1) Une amplitude élevée des oscillations alpha induit de l’inhibition corticale à des 

phases spécifiques, associées à des performances perceptuelles faibles, alors qu’aux phases 

opposées, l’inhibition diminue (éventuellement, augmentation de l’excitation), et les 

performances perceptuelles augmentent. 2) Une amplitude faible des oscillations alpha est 

moins sujette à ces pulses d’inhibition périodiques, induit par la phase, entrainant des 

performances perceptuelles plus élevées en général. Pour tester ces prédictions, l’excitabilité 

corticale et la perception visuelle ont été évaluées chez l’humain avec la perception de 

phosphene, i.e., flash illusoire, induit par des pulses de TMS au niveau du cortex occipital, ainsi 

que l’activité cérébrale post-pulse, au cours d’un enregistrement EEG. Nous avons mis en 

évidence que la phase des oscillations spontanées alpha (~10 Hz) modulait la probabilité de 

percevoir un phosphene de manière périodique, avec une phase non-optimale pour la perception 

entre -π/2 et -π/4. Le rôle de la phase était sensiblement plus important lorsque l’amplitude des 

oscillations alpha était élevée (Fakche et al., 2022). Notre étude supporte la théorie 

d’Inhibition Pulsée en montrant qu’il existe un lien causal entre la phase et l’amplitude 
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des oscillations alpha, l’excitabilité corticale, et la perception visuelle associée (Fakche et 

al., 2022).  

 

Dans le second projet, nous nous sommes intéressées au rôle des oscillations cérébrales 

dans l’effet sériel. L’effet sériel décrit que la perception d’un stimulus visuel est 

systématiquement biaisée par les précédentes perceptions visuelles (Fischer and Whitney, 2014 

; Liberman et al., 2014 ; Cicchini et al., 2014 ; Burr and Cicchini, 2014). Bien que l’effet sériel 

ait été beaucoup étudié au niveau comportemental, ses supports neuronaux reste mal défini. 

Nous avons réalisé une expérience d’effet sériel dans le cas de la perception d’un visage, qui 

est associée à de forts marqueurs neuronaux (Klopp et al., 1999 ; Hsaio et al., 2006 ; Rousselet 

et al., 2007 ; Sakihara et al., 2012 ; Tang et al., 2008 ; Torrence et al., 2021). En utilisant un 

algorithme de classification, il est possible de distinguer les essais où les participants perçoivent 

un visage comparé aux essais où ils perçoivent une maison (Haxby et al., 2001). L’algorithme 

de classification permet d’identifier l’activité cérébrale qui est associée à la perception d’un 

visage. Dans le cas de l’effet sériel, nous faisons l’hypothèse que l’activité cérébrale associée à 

la perception d’un visage sera identifiée dans les perceptions visuelles ambiguës biaisées vers 

la perception d’un visage. Malheureusement, nos analyses n’ont pas permis de mettre en 

évidence un rôle fonctionnel des oscillations cérébrales dans l’effet sériel.   

 

Dans le troisième projet, nous avons testé si les oscillations cérébrales se propageaient 

à travers l’espace rétinotopique chez l’humain, entrainent des conséquences sur la perception 

visuelle. La propagation d’oscillations cérébrales au sein d’aires visuelles (V1, V2, V4, MT) a 

été mise en évidence avec des méthodes invasives chez l’animal (Sanchez-Vives and 

McCormick, 2000 ; Huang et al., 2004 ; Benucci et al., 2007 ; Han et al., 2008 ; Ray and 

Maunsell, 2011 ; Maris et al., 2013 ; Stroh et al., 2013 ; Muller et al., 2014 ; Zanos et al., 2015 

; Townsend et al., 2015 ; Davis et al., 2020). Pour des raisons éthiques, l’utilisation de méthodes 

d’enregistrements invasifs est limitée aux patients chez l’humain, ce qui a pour conséquence 

une étude plus difficile de la propagation des oscillations cérébrales à l’échelle mésoscopique. 

Pour surmonter cette limitation, nous avons mis au point une expérience de psychophysique, 

basée sur celle de Sokoliuk and VanRullen (2016), qui fait appel à nos connaissances sur le rôle 

de la phase dans la perception visuelle (Busch et al., 2009 ; Mathewson et al., 2009 ; Varela et 

al., 1981 ; Dugué et al., 2011a, 2015 ; Samaha et al., 2015, 2017 ; Fakche et al., 2022 ; Merholz 

et al., 2021 ; pour revue VanRullen 2016 ; Kienitz et al., 2021) et à l’organisation rétinotopique 

de V1, associée à un enregistrement EEG. Nous avons mis en évidence que la perception 
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visuelle était modulée de manière périodique à travers le temps et l’espace par la phase 

d’un stimulus périodique, suggérant que les oscillations alpha induites voyagent à travers 

l’espace rétinotopique pour moduler la perception, et ceci à une vitesse de propagation 

comprise entre 0.2-0.4 m/s (Fakche and Dugué, 2022, bioRxiv ; Galas, Fakche, Baudouin and 

Dugué, en préparation).   

 

Dans le quatrième projet, nous avons étudié le rôle fonctionnel de la propagation des 

oscillations cérébrales alpha à l’échelle macroscopique dans la cognition humaine. En effet, des 

études récentes ont montré que la direction de propagation des oscillations était modulée durant 

les processus mnésiques (Sauseng et al., 2002 ; Zhang et al., 2018) et de perception visuelle 

(Shevelev et al., 2000 ; Schack et al., 1999, 2003 ; Patten et al., 2012 ; Alamia and VanRullen, 

2019 ; Pang et al., 2020). Dans une première étude, nous avons testé si nous pouvions changer 

la direction de propagation des oscillations alpha en modulant la fonction cognitive engagée. 

Plus précisément, nous faisons l’hypothèse que durant le déploiement de l’attention endogène, 

la propagation est antéro-postérieure, et que cette propagation s’inverse lors de la perception 

visuelle. Nos premiers résultats valident cette hypothèse. Nous observons une propagation 

des oscillations alpha des électrodes frontales vers celles occipitales durant le déploiement 

de l’attention endogène, et une inversion de cette propagation des électrodes occipitales 

vers celles frontales durant la perception d’une stimulation visuelle.  

Dans une deuxième étude, nous avons fait l’hypothèse qu’un pulse de TMS appliqué au 

niveau de V1 déclenchait de manière causale une oscillation se propageant des électrodes 

occipitales à celles frontales, à sa fréquence naturelle. De plus, cette propagation serait modulée 

par la perception d’un phosphene. Malheureusement, cette étude étant réalisée à Toulouse, en 

collaboration avec Rufin VanRullen, l’acquisition des données a été grandement retardée à 

cause de la pandémie du covid et de délais administratifs. Nos résultats sur un participant 

suggèrent qu’un pulse de TMS appliqué au niveau du cortex occipital permet d’induire 

des oscillations cérébrales à leur fréquence naturelle, seulement lorsque le phosphene est 

perçu. C’est un premier résultat encourageant pour tester notre hypothèse sur un lien causal 

entre la propagation postéro-antérieure des oscillations cérébrales induit par un pulse de TMS 

et la perception visuelle.  

 

Ensemble, les différentes études réalisées au cours de cette thèse montrent que les 

interactions entre les caractéristiques temporelles des oscillations cérébrales, ainsi que 

leur organisation spatiale, jouent un rôle important sur la perception visuelle humaine.  
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A l’avenir, de nombreuses questions sur le rôle fonctionnel de l’organisation spatio-

temporelle des oscillations cérébrales restent encore à élucider.  

Tout d’abord, nous ferons toujours face aux limitations éthiques des enregistrements 

invasifs chez l’humain pour étudier la propagation des oscillations cérébrales, privilégiant des 

mesures en EEG, qui souffrent d’une résolution spatiale faible. Un élégant moyen de surmonter 

cette limitation est de développer des modèles. Grâce à nos connaissances, il est possible de 

modéliser l’activité spatio-temporelle d’une oscillation se propageant au sein d’une même aire, 

et entre plusieurs aires cérébrales, au niveau du cortex directement, i.e., sources neurales. Ces 

sources neurales peuvent ensuite être projetées sur les capteurs EEG. Il est alors ensuite possible 

de comparer des données EEG empiriques à celles prédites par le modèle. Cette approche, 

actuellement en développement dans notre équipe (Grabot et al., en préparation), permet 

d’étudier la propagation des oscillations cérébrales directement dans le cortex avec une méthode 

non-invasive. 

Dans cette thèse, nous avons étudié la propagation d’une unique oscillation cérébrale à 

l’échelle mésoscopique et macroscopique. Mais le cerveau présente une activité oscillatoire 

spontanée, et reçoit de multiples stimulations internes et externes au même moment. Il est très 

probable que de multiples oscillations cérébrales voyagent au même moment, et donc 

interagissent ensemble. Mais quelle est la nature de cette interaction ?  A l’échelle 

mésoscopique, des études chez l’animal suggèrent que deux oscillations se propageant 

peuvent : 1) Avoir un effet suppressif les unes sur les autres, 2) Fusionner, 3) Rester séparer. 

Nous aimerions étudier à l’avenir comment ces interactions entre les oscillations cérébrales 

jouent sur la perception.  

Enfin, une question reste au jour d’aujourd’hui un grand mystère à titre personnel. Quel 

est le lien entre les oscillations à l’échelle mésoscopique et celles à l’échelle macroscopique ? 

Pour explorer cette question, nous aimerions à l’avenir développer une étude où les oscillations 

mésoscopiques et macroscopiques seront enregistrées de manière simultanée.  

 

Pour conclure, cette thèse a permis de contribuer aux recherches sur le rôle 

fonctionnel des oscillations cérébrales dans la cognition humaine, bien que de nombreuses 

questions restent encore à explorer dans le futur.  
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Chapter 1. Brain oscillations, ubiquitous in the brain.  

 

The first evidence of human brain oscillations was provided by Hans Berger in 1929 

(Figure 1.1). At that time, Berger worked in the Department of Psychiatry and Neurology, in 

Jena, Germany, on brain’s electrical activity. His main interest was the study of telepathy, i.e., 

the ability to communicate from mind to mind without any physical or sensorial means. Instead 

of showing that telepathy was a true phenomenon, he described for the first time a human 

oscillatory activity, mainly present in the occipital region, while participants were at rest. In his 

paper (Berger, 1929; Figure 1.2), he wrote: “The electroencephalogram represents a continuous 

curve with continuous oscillations in which […] one can distinguish larger first order waves 

with an average duration of 90 milliseconds and smaller second order waves of an average 

duration of 35 milliseconds. The larger deflections measure at most 150 to 200 microvolts […].” 

Berger called the first order waves of approximately 10 Hz, mainly induced by the closure of 

the eye, the alpha rhythm, because it was the first discovered; and the second order waves, more 

present when the eyes were open, the beta rhythm. Since this publication, Berger has had the 

intuition that brain oscillations could represent a reliable marker of brain activity that would be 

modulated by cognition, e.g., modulated by sensory stimulation, mental processing, vigilance 

state (awake, sleep, anesthetized) (Quigley, 2021). He continued his research for the following 

decades until he proposed a final version of his theory describing that the alpha rhythm was 

associated to rest, inhibited during sensory stimulation and mental tasks, and that high-

frequencies (42-90 Hz, referred to as gamma later) would be a correlate of active brain activity 

(Quigley, 2021).  

 

Figure 1.1: Hans Berger, the father of electroencephalography.  
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Figure 1.2: The first recording of alpha brain oscillations, from Berger, 1929. Upper panel, 

title of the paper published by Berger in 1929. Translation: About the human 

electroencephalogram. Lower panel, upper line corresponds to the first recording of alpha 

brain oscillations, lower line, an alpha sinusoid at 10 Hz. Translation: Figure 13. Klaus at the 

age of 15. Double coil vanometer. Condensation. Derivation of the forehead and back with lead 

electrodes. Above, the curve derived from the scalp, below, the time in 1/10 second.  

 

This PhD work aims to contribute to the issues raised by Hans Berger almost a century 

ago concerning the functional role of brain oscillations on human cognition. In the 

Introduction (Part 1), we will see that during the last decades, the features of brain oscillations 

(frequency, phase, amplitude; defined below) have been associated to cognitive functions, 

mainly independently from each other (Part 1, Chapter 1), i.e., the role of one specific 

frequency, the phase, or the amplitude, on one cognitive function. First, my PhD work 

investigates the interaction between the phase and amplitude on cognition, under a general 

physiological framework of alpha brain oscillations that could be applied to many different 

cognitive functions (Part 2, Chapter 4). In addition, we use a recent methodology to decode 

the spatial pattern of brain activity across time, i.e., classification algorithm, and associate these 

dynamics in cortical activity to human cognition (Part 2, Chapter 5). Second, my PhD work 

focus on the role of the spatio-temporal organization of brain oscillations on cognitive 

functions. Indeed, although the spatial dynamics of brain activity have been often observed 

within and between brain regions, their functional role has been poorly studied (Part 1, Chapter 

2). We propose that not only the temporal aspect of brain oscillations but also their spatial 
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organization must be considered when investigating their functional role on cognition (Part 2, 

Chapter 6 and Chapter 7). To summarize, this PhD aims to demonstrate that taking into 

account the spatio-temporal organization of brain oscillations simultaneously, and in their 

entirety, i.e., the dynamics of the phase and amplitude across time and space, will allow us to 

better understand their functional role on cognition (Part 1, Chapter 3). Human cognition 

encompasses many brain functions, such as perception, attention, memory, consciousness, etc. 

Here, we decided to study visual perception, because of the important knowledge of the 

scientific community on vision, at a physiological, anatomical, and functional level. In addition, 

we aim to identify causal links between brain oscillations and cognitive functions. To do so, 

we use a non-invasive interventional technique, the transcranial magnetic stimulation. In sum, 

in this PhD work, we use a multimodal approach including psychophysics, neuroimaging 

(EEG, MRI, oculometry), and non-invasive stimulation (TMS), to investigate the causal, 

functional, role of the spatio-temporal organization of brain oscillations on visual perception.  

 

Before going further, let us define what a brain oscillation is. A brain oscillation 

describes a brain activity that waxes and wanes periodically across time. It is characterized by 

its period, i.e., the duration of one oscillatory cycle, expressed in time units (Figure 1.3.A), its 

frequency, i.e., the speed of the oscillation, expressed in Hertz (s-1) (Figure 1.3.A), its 

amplitude, i.e., the distance between the minimum and the maximum activity (Figure 1.3.A; 

note that the power corresponds to the amplitude squared), and by its phase, which describes 

the position along the oscillatory cycle at a given time point (Figure 1.3.A), expressed in 

degrees or in radians along the trigonometric cycle, i.e., the phase varies from 0° to 360°, from 

0 to 2π (Figure 1.3.B).  

 

Figure 1.3: Oscillation’s features. A. A 4 Hz oscillation is represented. Its period corresponds 

to the duration of one cycle, 250 ms. Its amplitude corresponds to the distance between the 

minimum and the maximum activity. The phase varies from 0 to 2 π along one cycle, with the 
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peak and the through corresponding to the maximum and the minimum activity, respectively. 

B. Phase expressed along the trigonometric cycle.  

 

1. Functional role of brain oscillations  

 

1.1.  A frequency, a function?  

 

Since their discovery in 1929, brain oscillations have been categorized into 5 frequency 

bands: delta (0.1 – 3 Hz), theta (4 – 7 Hz), alpha (8 – 12 Hz), beta (13 – 30 Hz) and gamma (> 

30 Hz) (Table 1). At the beginning, the scientific community investigated whether these 

different frequency bands were associated to specific cognitive or sensorimotor functions 

(Jensen et al., 2014). But recently, this way of seeing the role of brain oscillation’s frequency 

has been challenged. Instead of associating one cognitive function to one frequency band, 

several theories emerged to associate oscillatory frequency bands to more general brain 

processes, meaning that one frequency band would underlied different cognitive functions 

requiring a same underlying mechanism (Harmony, 2013; Buzsáki and Tingley, 2018; 

Klimesch et al., 2007a; Jensen and Mazaheri, 2010; Mathewson et al., 2011; Spitzer and 

Haegens, 2017; Merker, 2013; Fries, 2009). In addition, numerous studies highlighted that 

many frequency bands were involved in a same cognitive function.  

I will present some functions that have been associated to each frequency bands, and 

recent theories on their general physiological role. I will then discuss the occurrence of specific 

frequency band oscillations for a same cognitive function.  

 

Delta oscillations are well known to emerge during the slow waves sleep, the deeper 

stage of sleep where people are less sensitive to the environmental stimuli and high-level 

processes are inactive (Loomis et al., 1935). During state of awakening, the amplitude of delta 

oscillations increases in frontal regions during tasks which require internal cognition and 

simultaneously inhibition of the external environment, such as mental calculation, working 

memory, response inhibition (Harmony, 2013). Delta oscillations have thus been proposed to 

support internal mentation processes, i.e., the manipulation of internal representation, such as 

solving problems or reflect upon the past or the future, by inhibiting the external or irrelevant 

internal stimuli during sleep and awake states (Harmony, 2013).  
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Theta oscillations, more precisely, the hippocampal (and para-hippocampal) theta 

oscillations, have been largely involved in spatial navigation, time representation, and episodic 

memory function (Korotkova et al. 2018; Buzsáki and Tingley, 2018; Herweg et al., 2020).  

Theta oscillations have a beneficial role on episodic memory, i.e., the memory of our past 

personal experiences, that implies the encoding of the spatio-temporal dimension, and the 

associated perceptual or emotional contents (Klimesch et al., 1997; Osipova et al., 2006; 

Guderian et al., 2009; Hanslmayr et al., 2011; Staudigl and Hanslmayr, 2013). 

The role of the hippocampal theta in coding the spatial dimension came originally from 

the phenomenon of place cells, observed in rats (Burgess et al., 1992; Skaggs et al., 1996). The 

theta phase precession effect describes that there is a systematic relation between the rat’s 

position in a given place field, the phase of the theta rhythm, and the firing rate of the associated 

place cells (Burgess et al., 1992; Skaggs et al., 1996). In humans, researchers found an 

equivalent of place cells in the hippocampus and an increase in the amplitude of theta 

oscillations during spatial navigation (Kahana et al., 1999; Ekstrom et al., 2003, 2005). 

Theta oscillations seem to also contribute to the coding of the temporal dimension, 

through the activation of time cells. The firing pattern of time cells depends on events that occur 

reliably at particular moments in time, independently of the spatial information and of the 

behavior (MacDonald et al., 2011; Kraus et al., 2013). Interestingly, the theta phase precession 

effect observed in place cells also occurred in time cells (Pastalkova et al., 2008). 

Regarding the role of hippocampal theta in space, time, and memory, Buzsáki and 

Tingley proposed that theta oscillations would act as sequential generator (Buzsáki and 

Tingley, 2018). Hippocampal theta oscillations would be an internal ‘timer’ in the brain, whose 

units can be modulated (space or time), shrunk and expanded, according to the external stimuli. 

According to this theory, the “episodic memory is simply an ordered sequence of translationally 

invariant whats and their related context (another what), with no explicit internal representation 

of space or time” (Figure 1.4; Buzsáki and Tingley, 2018).  
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Figure 1.4: Theta hippocampal rhythm, a sequential generator, adapted from Buzsáki and 

Tingley, 2018. Cortical sensory modules (‘whats’) are sequenced by the theta oscillations in 

the hippocampus, allowing to preserve the ordinal structure over which the multisensory 

experiences occur.  

 

Alpha oscillations have been associated with cortical idling in early EEG research, 

because the brain is firing spontaneously and synchronously at 10 Hz when participants are at 

rest (Berger, 1929; Adrian and Mathews, 1934a). Similarly, the suppression of alpha 

oscillations has been correlated to an increase in performance in various cognitive tasks 

(Pfurtscheller and Da Silva, 1999; Klimesch et al., 2007a), some involving memory functions 

(Sterman et al., 1996; Klimesch et al., 1996), and others attentional processes (Boiten et al., 

1992; Dujardin et al., 1993).  

Later, some studies suggested that alpha oscillations allowed to prevent the processing 

of incoming stimuli irrelevant to ongoing memory task (Klimesch et al., 1999; Jensen et al., 

2002; Sauseng et al., 2005a; Cooper et al., 2003). The hypothesis of cortical idling was 

challenged. Alpha oscillations seem to have a functional inhibition role, i.e., their amplitude 

increases in order to inhibit the brain regions unrelated to the ongoing cognitive task, allowing 

the related-task brain areas to be fully active (Figure 1.5; Klimesch et al., 1999; Jensen et al., 

2002). Indeed, a low amplitude of alpha oscillations in occipital regions have been associated 
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to higher visual performance (Ergenoglu et al., 2004; Hanslmayr et al., 2007; Van Dijk et al., 

2008). During spatial visual attention tasks, the amplitude of alpha oscillations decreases in the 

visual hemisphere contralateral to the attended stimuli, while the amplitude of alpha increases 

in the ipsilateral hemisphere, to inhibit the unattended incoming stimuli (Figure 1.6, alpha 

lateralization effect; Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 2006; Händel et al., 

2011). The functional inhibition of alpha oscillations has been proposed to act in a pulsed, 

phasic manner. This hypothesis has been called the Pulsed Inhibition theory (Klimesch et al., 

2007a; Jensen and Mazaheri, 2010; Mathewson et al., 2011), and will be further developed in 

Chapter 4. 

 

Figure 1.5: Gating by alpha inhibition, from Jensen and Mazaheri, 2010. Here is a situation 

in which relevant information has to be transferred from cortical node a to cortical node b, but 

not from cortical node a to cortical node c. The node c is actively suppressed by functional 

inhibition, allowing to gate the information flow from node a to node b. The functional 

inhibition is reflected by alpha brain oscillations.  

 

  

Figure 1.6: The alpha lateralization effect induced during a visual attention task, from 

Händel et al., 2011. Left panel, Experimental paradigm. After a fixation period, an attentional 

cue indicates to participants whether they have to orient their attention to the left or to the right 
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visual hemifield. The cue is followed by random dot kinematograms (RDK), i.e., an ensemble 

of moving dots, with an incoherent motion during the preparation period; and with a coherent 

motion to the left or to the right during the test period, that could differ between the two RDKs. 

After a delay, an instructional cue indicates to the participants the motion of the RDK they have 

to report. The instrucional cue could indicate the same visual hemifield as the attentional cue, 

it is a valid trial, or the opposite visual hemifield, it is an invalid trial, participants have to 

reorient their attention. Right panel, Topography of the alpha (9-13 Hz) amplitude, plotted as 

the difference between trials in which attention was focused on the left hemifield compared with 

attention focused on the right hemifield, during the preparation period. When attention is 

focused on the left hemifield compared to the right hemifield, we observe an increase in alpha 

amplitude in the ipsilateral hemisphere of the occipital cortex, and a decrease in the 

controlateral hemisphere.  

 

Beta oscillations have been widely involved in sensorimotor functions (Kilavik et al., 

2013), i.e., during tactile stimulation (Cheyne et al., 2003), movement execution (Cassim et al., 

2000; Crone et al., 1998; Pfurtscheller et al., 1996), motor imagery (McFarland et al., 2000), 

movement observation (Babiloni et al., 2002). 

Beta oscillations also play a role in cognitive processes, especially in working memory 

and decision-making tasks (Spitzer and Haegens, 2017). The amplitude of beta oscillations over 

fronto-parietal areas increases during the maintenance of information into working memory 

(Tallon-Baudry et al., 1998; Wimmer et al., 2016; Deiber et al., 2007; Chen and Huang, 2016; 

Honkanen et al., 2015). Some studies highlighted that the increased amplitude in the beta band 

was not sustained throughout the entire delay of memory retention, but only for the late several 

hundreds of milliseconds, presumably when the information retained into working memory has 

to be endogenously reactivated (Spitzer and Blankenburg, 2011; Spitzer et al., 2014; Wimmer 

et al., 2016). Several studies also showed that beta oscillations are involved in decision making 

processes (Haegens et al., 2011a; Herding et al., 2016; Stanley et al., 2018).  

Beta oscillations in sensorimotor and cognitive functions have been proposed to reflect 

the maintenance of a status-quo, when no change is expected (Engel and Fries, 2010). Indeed, 

beta oscillations are widely expressed in the brain during the maintenance of a motor command 

(Baker et al., 1997; Chakarov et al., 2009) and during the retention of memory information 

(Tallon-Baudry et al., 1998; Wimmer et al., 2016; Deiber et al., 2007; Chen and Huang, 2016). 

Later, Spitzer and Haegens (2017) proposed that beta oscillations could play a key role in the 

endogenous re-activation of cortical representations through top-down attentional control 

(Figure 1.7). This hypothesis is coherent with the results observed in working memory and 

decision-making tasks, where beta oscillations occur in short-time windows, during the recall 
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of past information in order to provide a response to the task (Spitzer and Blankenburg, 2011; 

Spitzer et al., 2014; Wimmer et al., 2016; Haegens et al., 2011; Herding et al., 2016; Stanley et 

al., 2016).  

 

Figure 1.7: The endogenous content (re-)activation, from Spitzer and Haegens, 2017. Left, 

Active cortical representations, characterized by spiking activity (symbolized in red) in 

neuronal ensembles. Second from left, Relevant information are maintained in latent memory 

representations, without spiking activity. Second from right, Endogenously driven (re-) 

activation of neuronal ensembles according to a brief increase in beta oscillations, under the 

control of long-range top-down connections. Right, (Re-)activated content representations, 

characterized by spiking activity in the neuronal ensemble, similar but not necessarily exactly 

identical to cortical representations in the left panel.    

 

 

Gamma oscillations have been linked to many high-level cognitive functions, including 

attention, memory, visual perception, sensorimotor integration, multisensory integration, 

language, and consciousness (Tallon-Baudry, 2009; Uhlhaas et al., 2011; Merker, 2013). The 

involvement of gamma oscillations in such a variety of cognitive and sensorimotor functions 

strongly suggests that these oscillations have a role in a more general physiological process.  

Gamma oscillations appear to reflect neural activity. There is a strong relation between 

gamma oscillations and the hemodynamic response, i.e., cerebral blood flow measured by the 

blood oxygen-level dependent (BOLD) (Mukamel et al., 2005; Niessing et al., 2005, Lachaux 

et al., 2007; Zaehle et al., 2009; Conner et al., 2011; Ossandón et al., 2011). The amplitude of 

gamma oscillations is positively correlated with BOLD changes (Mukamel et al., 2005; 

Niessing et al., 2005; Lachaux et al., 2007; Zaehle et al., 2009; Conner et al., 2011), and the 

amplitude in the gamma band decreases with BOLD deactivation in the default mode network 

(Figure 1.8; Ossandón et al., 2011). Gamma oscillations are also related to spiking activity. 

Animal studies showed that single and multiple spiking activity was correlated with gamma 

oscillations in the local field potential (Figure 1.9; Eckhorn et al., 1988; Gray and Singer, 1989; 

Friedman-Hill et al., 2000; Maldonado et al., 2000; Wang, 2010).  
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It has been proposed that gamma oscillations play a key role to regulate the pattern of 

firing activity by acting as a mechanism of rhythmic gain modulation (Merker, 2013; Fries et 

al., 2009). Considering that the gain is modulated cyclically by 40-80 Hz gamma oscillations, 

the gain cycle is relatively short (12-25 ms), leading to rapid alternance between excitatory and 

inhibitory cortical states. Consequently, the input integration would strongly depend on the 

precision and the phase of the synchronization between the timing of input occurrence and the 

gain cycle. Following these considerations, new theory emerged, suggesting a role of gamma 

oscillations synchrony between neuronal or cortical structures (Fries et al., 2009).  

 

Figure 1.8: Gamma oscillations’ amplitude decreases during visual search, from Ossandón 

et al., 2011. A significant broad-band gamma (60-140 Hz) suppression is observed in regions 

involved in the default mode network.  

 

Figure 1.9: Multi-Unit Activity (MUA) and Local Field Potentials (LFP) recorded from area 

17 in cats to the presentation of oriented light bar moving across the receptive field, from 

Gray and Singer, 1989. Oscilloscope recordings of a single trial showing the response to the 

preferred direction of movement. Upper trace, neuronal oscillations (35-45 Hz) in the LFP. 

Lower trace, rhythmic MUA synchronized in phase with the LFP.  
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In sum, several theories now associate oscillatory frequency bands to general brain 

processes (Table 1; Harmony, 2013; Buzsáki and Tingley, 2018; Klimesch et al., 2007a; Jensen 

and Mazaheri, 2010; Mathewson et al., 2011; Spitzer and Haegens, 2017; Merker, 2013; Fries, 

2009). 

 

Critically, some cognitive functions are supported by oscillations in a broad range of 

frequency bands. Numerous studies showed that delta, alpha, and beta oscillations over the 

fronto-parietal areas are involved in memory function. An increase in amplitude of these 

oscillations is associated with memory load and the maintenance of multisensorial information 

in working memory (delta: Harmony, 2013; alpha: Klimesch et al., 1999; Jensen et al., 2002; 

Sauseng et al., 2005a; Cooper et al., 2003; beta: Tallon-Baudry et al., 1998; Wimmer et al., 

2016; Deiber et al., 2007; Chen and Huang, 2016; Honkanen et al., 2015). Hippocampal theta 

oscillations play a crucial role in episodic memory (Klimesch et al., 1997; Osipova et al., 2006; 

Guderian et al., 2009; Hanslmayr et al., 2011).  

Similarly, for the motor function, we observe a decrease in mu, i.e., sensorimotor alpha, 

and beta oscillations over the parietal cortices during motor preparation, movement execution, 

motor imagery, and motor observation (mu: Neuper et al., 2006; beta: Kilavik et al., 2013; 

Cassim et al., 2000; Crone et al., 1998; Pfurtscheller et al., 1996; McFarland et al., 2000; 

Babiloni et al., 2002).  

Finally, some studies have observed the emergence of oscillations in different frequency 

bands during the deployment of endogenous attention. When the attention is deployed at a given 

spatial location, alpha oscillations are observed (Worden et al., 2000; Sauseng et al., 2005b; 

Thut et al., 2006; Händel et al., 2011) while in tasks with stimuli displayed at multiple locations, 

the emergence of theta oscillations is observed (Dugué et al., 2015a, b, 2019; Landau & Fries, 

2012; Fiebelkorn et al., 2013a; Song et al., 2014; Huang et al., 2015; Fiebelkorn et al., 2018; 

Helfrich et al., 2018; VanRullen, 2016a; Dugué & VanRullen, 2017). 
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Frequency 

Band 

Frequency 

Range 
Associated cognitive functions General process 

Delta (δ) 0.1 – 3 Hz 

Slow Waves Sleep, Mental 

calculation, Working memory, 

Response inhibition 

Internal mentation 

(Harmony, 2013)  

Theta (θ) 4 – 7 Hz 

Spatial navigation, Time 

representation, Episodic 

memory, Attention  

Sequential generator 

(Buzsáki and Tingley, 

2018) 

Alpha (α) 8 – 12 Hz 
Memory, Visual perception, 

Attention, Motor function 

Functional inhibition 

(Klimesch et al., 2007a; 

Jensen and Mazaheri, 2010 

Mathewson et al., 2011) 

Beta (β) 13 – 30 Hz 
Sensorimotor process, Working 

memory, Decision making 

Endogenous content (re) 

activation (Spitzer and 

Haegens, 2017) 

Gamma (γ) > 30 Hz 
Many cognitive and 

sensorimotor functions 

Neural activity, Gain 

modulation, Synchrony 

(Merker, 2013; Fries, 

2009) 

 

Table 1: The relation between oscillatory frequency bands and general physiological brain 

process.  

 

Because of these considerations, the association between cognitive functions and different 

oscillatory frequency bands seems now obsolete. Although the identification of one oscillatory 

frequency band involved in a cognitive process is still informative, it should be considered with 

caution. It is also important to identify the localization of brain oscillations, e.g., hippocampal, 

and neocortical theta oscillations appear to have completely different roles. Lastly, more and 

more studies turn their focus on the other characteristics of brain oscillations, the amplitude and 

the phase, which are going to be discussed in the two following sections. The aim of this PhD 

is to study the functional role of brain oscillations in perception. For this reason, we focus on 

studies showing a relation between amplitude and phase of brain oscillations and perceptual 

processes. 



Chapter 1. Brain oscillations, ubiquitous in the brain. 

 

 
33 

 

 

1.2.  Changes in amplitude, changes in brain dynamics and perception.  

 

The amplitude of brain oscillations has been associated with cortical activity, indexed 

directly by the measure of neuronal spiking activity, or indirectly by the measure of the cerebral 

blood flow with the blood oxygen-level dependent contrast measure obtained with functional 

magnetic resonance imagery (fMRI), i.e., the fMRI-BOLD response.  

The hemodynamic responses covaried in localization and in timing, positively with 

gamma oscillations, and negatively with lower frequency oscillations (delta, theta, alpha, and 

beta) (Figure 1.10) (Logothethis et al., 2001; Brookes et al., 2005; Niessing et al., 2005; 

Mukamel et al., 2005; Goense and Logothethis, 2008: Koch et al., 2009; Zumer et al., 2010; 

Yuan et al., 2010; Singh et al., 2002; Goldman et al., 2002; Laufs et al., 2003; Moosmann et 

al., 2003; Scheeringa et al., 2009, 2008, 2011a). Similarly, the neuronal spiking activity was 

negatively correlated with the amplitude of oscillations in low frequency bands (delta, theta, 

and alpha), and positively correlated with the amplitude of high-frequency (gamma) oscillations 

(Manning et al., 2009; Haegens et al., 2011b; Mukamel et al., 2005; Rasch et al., 2008; Ray et 

al., 2008a, 2008b; Belitski et al., 2008; Ray and Maunsell, 2011; Zanos et al., 2012). 

 

 

Figure 1.10: The spatial distribution of alpha event-related desynchronization, gamma event-

related synchronization, and BOLD signals, from Brookes et al., 2005. Alpha and gamma 

oscillatory activity was recorded with MEG. Blue color, decreased activity. Orange color, 

increased activity. Increased activity of BOLD signal in the visual cortex was associated to an 

increased oscillatory response in the gamma band, and a decreased oscillatory response in the 

alpha band. 
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Interestingly, the correlation between the amplitude of brain oscillations and cortical 

activity are in line with the functional role of amplitude on perception.  

The role of brain oscillations’ amplitude on perceptual performance has been widely 

studied in the visual modality. A low amplitude of alpha oscillations localized in the parieto-

occipital cortices was associated to a higher probability to perceive a subsequent visual stimulus 

(Ergenoglu et al., 2004; Hanslmayr et al., 2007; Van Dijk et al., 2008; Wyart and Tallon-

Baudry, 2009). This facilitatory effect has also been found during the deployment of 

endogenous spatial attention, i.e., a low amplitude of alpha oscillations in the cortical 

hemisphere contralateral to an attended stimulus was associated with higher perceptual 

performance (Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 2006; Händel et al., 2011). 

In addition, in a fusion effect task, i.e., two visual stimuli are presented with one or no tactile 

stimulation, low alpha amplitude predicted the perception of indeed two visual stimuli, while 

high alpha amplitude led to the misperception of a single stimulus (Lange et al., 2013). The 

authors proposed that instead of improving visual perception per se, lower alpha amplitude 

would reflect an increase in cortical excitability in the visual cortex (Lange et al., 2013). 

Concerning high-frequency oscillations, a high amplitude of gamma oscillations has been 

associated with a higher probability of stimulus perception (Wyart and Tallon-Baudry, 2009; 

Lange et al., 2013).  

Several studies also revealed a crucial role of spontaneous oscillations over somatosensory 

cortices in tactile perception. The amplitude of alpha and beta oscillations is negatively 

correlated with the subsequent tactile perception (Linkenkaer-Hansen et al., 2004; Schubert et 

al., 2009; Jones et al., 2010; Zhang and Ding, 2010; Van Ede et al., 2012; Weisz et al., 2014).  

The decreased in alpha and beta oscillatory amplitude would account for 29% of the 

improvement in tactile perception (Van Ede et al., 2012).  

Finally, the amplitude of brain oscillations has been associated to the auditory modality. 

As for visual perception, a decreased amplitude of alpha and beta band oscillations over the 

auditory cortices lead to an increase in the strength of auditory perception (Leske et al., 2014). 

A low amplitude of alpha oscillations over the auditory cortices is on the contrary associated to 

an increase in phantom sound sensation (i.e., tinnitus illusion) (Weisz et al., 2005; Müller et al., 

2013a), and in the perception of illusory music (Müller et al., 2013b). 
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To summarize, numerous studies highlighted the role of brain oscillation’s amplitude on 

perception in different modalities (visual, sensorimotor, auditory). A reduced amplitude in low 

frequency oscillations (delta, theta, alpha, beta) is associated to a higher state of cortical 

excitability, i.e., increased hemodynamic response and increased neuronal spiking activity, 

leading to better perceptual performance. Inversely, a lower amplitude of gamma oscillations 

is associated to weaker state of cortical excitability and reduced perception ability.   

 

1.3. Rhythmicity in the brain, rhythmicity in perception: the role of phase. 

 

A few studies have investigated the modulation of the fMRI-BOLD response by the phase 

of brain oscillations. Scheeringa et al., (2011b) used fMRI coupled with a simultaneous EEG 

recording to study the role of alpha phase on cortical activity at the onset of a brief visual 

stimulus. They showed a strong modulation of the BOLD response by the phase of alpha 

oscillations in the early visual areas (e.g., V1/V2), with a larger BOLD response when the onset 

of the visual stimulus was presented at the trough of the alpha cycle compared to the visual 

stimulus presented at the peak (Scheeringa et al., 2011b). Similarly, Hanslmayr et al. (2013) 

found that the BOLD response was modulated periodically by the phase of theta (7 Hz) 

oscillations in the intra-parietal sulcus (IPS), with a lower BOLD response at the trough of the 

theta cycle (Hanslmayr et al., 2013) (Figure 1.11).  

 

Figure 1.11: The phase of theta oscillations modulates the BOLD response, from Hanslmayr 

et al., 2013. Beta estimates of the BOLD response were assigned to eight phase bins of the EEG 

oscillations in the right IPS at 7 Hz, -250 ms before stimulus onset. The data were fitted to an 

inverted cosine function. Error bars, standard error of the mean.  
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Numerous studies found that the likelihood of neuronal firing, assessed with multiple 

spiking activity (MUA), depends on the instantaneous phase of low (delta, theta, alpha) and 

high-frequency (gamma) brain oscillations recorded with LFP (Gray and Singer, 1989; 

Csicsvari et al., 2003; Lakatos et al., 2005; Rasch et al., 2008; Montemurro et al., 2008; Vinck 

et al., 2010; Haegens et al., 2011b; Zanos et al., 2012). Whittingstall and Logothetis (2009) 

even showed that the phase of delta oscillations at the cortical surface, i.e., measured with EEG, 

modulated the spiking activity, with an optimal phase for neuronal firing at the trough of the 

delta cycle, around π (Figure 1.12).  

 

Figure 1.12: Multi-Unit Activity (MUA) is modulated by the phase of delta EEG oscillations, 

from Whittingstall and Logothetis, 2009. MUA, recorded in visual areas of alert monkeys 

during natural movies displayed, was assigned to ten phase bins of the delta oscillation. Error 

bars, standard error of the mean. Shuffled data showed no significant tuning to MUA activity. 

 

Cortical activity is periodically modulated by the phase of brain oscillations. Thus, if 

the phase has a functional role on perception, our perceptual performance will fluctuate 

periodically, as cortical activity does.  

The idea of perceptual cycles emerged a few centuries ago with the notion of discrete 

perception (VanRullen & Koch, 2003). The discrete perception theory describes that, although 

the integration of our environment seems continuous, in reality, we do not experience our world 

continuously, but as a series of discrete “moments,” similar to the sequence of snapshots in 

movies. In the past decades, the notion of discrete perception has evolved to the notion of 

rhythmic (also called periodic or cyclic) perception. Rhythmic perception implies that the 

integration of our world is continuous, but perception would be facilitated during favorable 
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“moments” and inhibited at non-favorable “moments” (VanRullen, 2016a). The consequence 

of rhythmic perception is to produce perceptual cycles. According to the cyclic nature of brain 

oscillations, neuroscientists thought that they are the ideal candidate to be the neural support of 

rhythmic perception. There should be an optimal phase, associated with higher states of cortical 

excitability, that leads to better perceptual performance, and an opposite, non-optimal phase 

associated with more inhibitory cortical states, leading to impaired perceptual performance.    

Numerous studies showed that perceptual performance fluctuated rhythmically 

according to the phase of low frequency brain oscillations. In visual detection tasks, the same 

stimuli lead to differential perceptual outcomes (e.g., perceived vs unperceived) according to 

the instantaneous phase of spontaneous low frequency (delta, theta, alpha) brain oscillations 

(Figure 1.13) over the fronto-occipital areas (Nunn and Osselton, 1974; Varela et al., 1981; 

Busch et al., 2009; Mathewson et al., 2009; Busch and VanRullen, 2010; Dugué et al., 2011a; 

Fiebelkorn et al., 2013b; Hanslmayr et al., 2013; Manasseh et al., 2013). The trial-by-trial 

perceptual variability explained by the phase of spontaneous oscillations is on average below 

20% (Dugué et al., 2011a; VanRullen, 2016a). 

 

 

Figure 1.13: Perceptual performance is modulated periodically by the phase of theta brain 

oscillations, from Hanslmayr et al., 2013. Participants performed a contour detection task 

simultaneously of an EEG recording. Left panel, phase of spontaneous oscillations averaged 

across participants. The phase is uniformly distributed around π for hits, whereas the phase is 

uniformly distributed around 0 for misses. Right panel, hits sorted according to the pre-stimulus 

phase at 7 Hz, -250 ms. Shaded area, standard error of the mean. Red curve, fit to an inverted 

cosine function.  

 

Because the phase of low frequency brain oscillations shapes visual perception, 

differences in the frequency of occipital oscillations should influence the temporal resolution 
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of visual perception. If two stimuli are presented during the same alpha cycle, they should be 

perceived as a single stimulus, resulting in a lower temporal resolution for perception for lower 

alpha frequencies (Figure 1.14). This hypothesis has been tested by Samaha and Postle (2015). 

They used a two-flash fusion threshold experiment: two spatially overlapping light flashes are 

presented successively with varying interstimulus interval (ISI), the shortest ISI allowing to 

discriminate the two flashes corresponds to the temporal resolution of visual perception. They 

found that participants with higher alpha frequency had significantly lower two-flash fusion 

threshold, meaning that they could discriminate two flashes at an ISI at which participants with 

lower alpha frequency perceived a single stimulus (Samaha and Postle, 2015). This study 

highlighted the crucial role of the phase of spontaneous brain oscillations in the temporal 

framing of visual perception. In visual search experiments, i.e., participants have to find a target 

among distractors, it has been showed that the frequency of the attentional cycles increased 

with the complexity of the task (Merholz et al., 2022). When participants had to find a + sign 

among L, the sampling frequency was at 7 Hz, whereas when the target was a T among L, the 

stimuli were sampled at 9.7 Hz (Merholz et al., 2022). These results suggest that the sampling 

frequency structure the temporal dynamics of neural activity as a function of the cognitive 

demand. 

 

Figure 1.14: The frequency of alpha occipital brain oscillations predicts the temporal 

resolution of visual perception, from Samaha and Postle, 2015. A fast alpha is associated with 

a better temporal resolution, i.e., participants perceived two flashes while the participants with 

a slower alpha perceived a single flash under the same experimental conditions.  

 

Similarly, one study used the flash-lag effect, i.e., the perceived location of a moving 

stimuli at the onset of a brief flash is delayed, to test whether the conscious updating of the 



Chapter 1. Brain oscillations, ubiquitous in the brain. 

 

 
39 

 

visual environment is cyclic (Chakravarthi and VanRullen, 2012). They found that the phase of 

low frequency brain oscillations (theta, alpha, beta) predicted the duration of the misperception 

induced by the flash-lag effect. These results suggest that the updating of the visual environment 

depend on the phase of brain oscillations (Chakravarthi and VanRullen, 2012).   

Some studies demonstrated the presence of perceptual cycles with only psychophysical 

measurements (i.e., no electrophysiological recordings). They showed that participants sampled 

their visual environment periodically at a theta rhythm, in tasks where participants have to focus 

their attention sequentially on different visual stimuli (e.g., visual search experiment) (Landau 

& Fries, 2012; Fiebelkorn et al., 2013a; Song et al., 2014; Huang et al., 2015; Dugué et al., 

2015b, 2017; Senoussi et al., 2019; Michel et al., 2021; for review, see Kienitz et al., 2021).  

Finally, the role of phase on visual perception has been revealed through visual illusions, 

the most famous one being the wagon-wheel illusion, i.e., an impression that moving objects, 

as a wagon-wheel, reverse spontaneously their motion direction in movies because of the 

temporal subsampling of a discrete system, e.g., a video camera (Figure 1.15). Interestingly, 

the wagon-wheel illusion can also be observed in continuous light, suggesting a discrete 

sampling of the human visual system (Purves et al., 1996). By varying the rotation speed of a 

wheel, studies revealed that illusory reversal occurred preferentially around 10 Hz, suggesting 

that motion perception come from discrete sampling in the visual system every 100 ms 

(VanRullen et al., 2005, 2006, 2007; Reddy et al., 2011). Indeed, neuroimagery recordings 

showed that the wagon-wheel illusion was associated with brain oscillations at 13 Hz over the 

right parietal regions (VanRullen et al., 2006; Reddy et al., 2011).  

 

 

Figure 1.15: The wagon-wheel illusion, from VanRullen, 2007. A rotating wheel is perceived 

as if it moves backward because of temporal subsampling of a discrete system, i.e., video 

camera, visual system. 
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The role of oscillatory phase on perception has been widely studied in the visual 

modality, but some studies showed perceptual cycles in other sensory modalities. In the tactile 

modality, the probability of near-threshold stimulus detection depends on the phase of very 

slow (0.01 – 0.1 Hz) EEG oscillations, with a variability explained between the optimal (-π/2) 

and the non-optimal (π/2) phase as large as 55% (Monto et al., 2008), and on the phase of 

spontaneous alpha and beta oscillations (Ai and Ro, 2014; Baumgarten et al., 2015). 

Similarly, the perception of near-threshold auditory stimulation was modulated by the phase of 

delta (Zoefel and Heil, 2013; Herrmann et al., 2016), theta (Ng et al., 2012) and alpha 

oscillations (Rice and Hagstrom, 1989). In addition, theta and alpha oscillations are involved in 

syllable perception (Ten Oever and Sack, 2015) and speech processing (Luo and Poeppel, 2007; 

Strauß et al., 2015).   

 

Brain oscillations, according to their rhythmic nature, lead to an alternation between 

excitatory and inhibitory states of cortical activity, along with their phase. They are the neuronal 

support of perceptual cycles. This phenomenon describes our ability to perceive the world in a 

periodic manner, i.e., how our perceptual performance change periodically between favorable 

and less favorable moments. Indeed, perceptual performance in different sensory modalities 

(visual, tactile, auditory) is modulated by the phase of brain oscillations in wide range of low 

frequencies (very slow, delta, theta, alpha), with an optimal phase for perception that predicts 

better perceptual performance, and an opposite, non-optimal phase, leading to impaired 

performance. 

 

In these first sections, we saw that the different features of brain oscillations, i.e., the 

frequency, the amplitude, and the phase, influence cortical excitability and the subsequent 

perceptual performance across multiple sensory modalities.  

 

2. Ubiquity of brain oscillations across scales and species 

 

To close this first chapter on brain oscillations, I would like to emphasize the importance of 

studying brain oscillations. Oscillations are recorded at various brain scales, i.e., cellular, local 

network, brain network, and they are observed in a wide range of species. Consequently, 

neuronal oscillations represent the most promising tool to combine findings from multiple 

disciplines within neurosciences, from studies at a molecular level to the ones on healthy 

humans with EEG. First, we will highlight that brain oscillations are present at different scales 
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of the brain (for review, see Wang, 2010). Then, we will look to the different species in which 

brain oscillations have been recorded.  

 

2.1. Pacemaker neurons 

 

Pacemaker neurons present intrinsic oscillatory membrane properties, allowing them to 

produce a spontaneous, rhythmic, activity, without the intervention of any electrical or chemical 

stimulation. This spontaneous rhythmic activity depends on voltage-gated membrane ion 

channel, that are at the origin of a succession of depolarizing and hyperpolarizing currents, 

leading to an oscillatory activity of the membrane potential (Ramirez et al., 2004). Pacemaker 

neurons have been mostly identified in the thalamus (Steriade and Deschene, 1984; 

MacCormick and Pape, 1990), and in the hippocampus (Maccaferri and McBain, 1996; 

Schweitzer et al., 2003; Hu et al., 2002) of mammalians. For example, the dorso-lateral 

geniculate nucleus, a thalamic relay of the visual pathway, presents a subpopulation of 

pacemaker neurons that generates a bursting activity at 2 Hz. This oscillatory activity depends 

on the interaction of two ionic currents: It and Ih (Figure 1.16; McCormick and Pape 1990). At 

approximatively -65 mV, the low threshold calcium current It continuously depolarizes the 

membrane potential, i.e., the associated ion channels are open and let calcium ions that have a 

positive charge enter into the neuron (Brown et al., 1990), until the threshold for a burst of 

action potentials (between -50 and -55 mV) is reached. The action potential inactivates the It 

current, that let enter cations, i.e., ion with positive charge, into the neuron, and the Ih current, 

another ion channel permeable to cations, leading to a repolarization of the membrane potential 

followed by a hyperpolarization. The state of hyperpolarization activates the Ih current, at 

approximatively -80 mV (Brown et al., 1990), cations enter into the neuron, until the membrane 

potential reaches again the threshold value of -65 mV to see the activation of the current It, 

leading to a new cycle.  

 



Chapter 1. Brain oscillations, ubiquitous in the brain. 

 

 
42 

 

 

Figure 1.16: Pacemaker activity in the dorso-lateral geniculate nucleus neurons, from 

MacCormick and Pape, 1990. A. The dorso-lateral geniculate nucleus neuron presents an 

oscillatory activity at a frequency of about 2 Hz, and a tonic mode of action potential generation 

after a pharmacological stimulation. B. The oscillatory activity would depend on two ionic 

currents, It and Ih. Activation of the current It depolarizes the membrane potential until it 

reaches the threshold for generating a burst of action potentials. The depolarization entrains a 

deactivation of the current It and Ih, leading to a repolarization followed by a 

hyperpolarization. The hyperpolarization state activates the current Ih that depolarize the 

neuron membrane potential until the current It is reactivated. C. Burst of action potentials 

during the tonic mode.  

 

The pacemaker activity of single neurons is modulated by the excitatory and inhibitory 

synapses, and by neuromodulators, in a population of neurons (Ramirez et al., 2004). In 

addition, they can transfer their rhythmic activity to other neuronal population. The presence of 

pacemaker neurons in a neural network will have a role on the entire oscillatory activity of the 

network. 

 

2.2. Brain oscillations: from neurons to local networks  

 

Invasive and modelling experiments proposed some neural mechanisms explaining the 

emergence of brain oscillations at the level of a neural network. 
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First, the inhibitory-inhibitory model relies on interactions between GABAergic 

synapses in a neuronal network exclusively composed of interneurons. We consider one 

interneuron, with an auto-regulator negative feedback, i.e., membrane repolarization after an 

excitatory input. According to this property, a tonic excitatory input would entrain a cyclic 

depolarization/hyperpolarization of the interneuron, according to the kinetics of the GABA 

receptor, which typically lasts from 10 to 20 ms. By considering a neural network exclusively 

composed of interneurons firing in phase, we can observe the emergence of gamma oscillations 

at 50 to 100 Hz (Figure 1.17.A) (Van Vreeswijk et al., 1994; Whittington et al., 2000; Jensen 

et al., 2014). The inhibitory-inhibitory model is involved in the generation of hippocampal 

gamma oscillations (Whittington et al., 1995; Traub et al., 1996).  

Another plausible mechanism is the excitatory-inhibitory model. This model involves a 

mutual communication between an excitatory and an inhibitory population of neurons. The 

excitatory population sends excitatory inputs to the inhibitory population, leading to their firing. 

The activation of the inhibitory population would, in turn, send inhibitory inputs to the 

excitatory population, silencing the excitatory neurons. When the inhibition is released, the 

excitatory population fires, leading to a new cycle of mutual excitation/inhibition between the 

two neuronal populations. Here, the frequency of the oscillations depends on the 

communication delays between the two populations (Figure 1.17.B) (Ermentrout and Kopell, 

1998; Whittington et al., 2000; Jensen et al., 2014). The excitatory-inhibitory model explains 

the origin of beta and gamma oscillations (Traub et al., 1999).  

The two models presented above do not depend on pacemaker neurons but result from 

neuronal interactions in a local network, and they explain well the emergence of gamma and 

beta oscillations. Concerning the generation of alpha oscillations, they would depend on a 

population of pacemaker neurons in the thalamus, the high-threshold bursting (HTB) neurons. 

The HTB neurons are bursting in the alpha range (2-13 Hz), in synchrony with alpha oscillations 

(Hughes and Crunelli, 2005). Modeling and invasive studies suggest that the HTB neurons 

entrain thalamic interneurons at the alpha frequency that in turn, project to the primary visual 

cortex through relay-mode thalamocortical neurons, leading to the emergence of alpha 

oscillations in the cortex (Figure 1.17.C) (Lorincz et al., 2009; Vijayan and Kopell, 2012; 

Jensen et al., 2014). Theta and delta oscillations would also be supported by interactions 

between several brain regions, composed of inhibitory and excitatory populations, sometimes 

including pacemaker neuronal populations (Terman et al., 1996; Buzsaki, 2002; Jensen et al., 

2014).  
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Figure 1.17: Brain oscillations models. A. The inhibitory-inhibitory model. A tonic stimulation 

on an inhibitory neuronal population lead to a cyclic depolarization/hyperpolarization of the 

neurons according to the inhibitory neurotransmitter kinetics. B. The excitatory-inhibitory 

model. Cycles of mutual excitation/inhibition. C. A population of pacemaker neurons project 

its oscillatory intrinsic activity to another neuronal population, making it oscillates.   

 

2.3. Global oscillatory network  

 

Brain oscillations in a wide range of frequencies are observed in every cortical and 

subcortical brain region. Interestingly, some studies showed that brain oscillations, in different 

regions and frequencies, can share coupling properties: phase-phase coupling, phase-amplitude 

coupling, or amplitude-amplitude coupling (Canolty and Knight, 2010; Hyafil et al., 2015). 

Theses subcategories of cross-frequency coupling always involved two brain oscillations, in 

distinct or in the same brain regions.  

The phase-phase coupling mechanism reflects a phase synchronization between two 

oscillations with different frequencies. They play a role in memory. A phase synchronization 

between occipital theta and gamma oscillations is positively correlated to a matching process 

between the memory representation and the visual inputs revealing an integrative mechanism 

between the internal representation and the environment (Sauseng et al., 2008; Holz et al., 

2010). A phase synchronization between theta and gamma oscillations has also been observed 

in the hippocampus and seems to play a role in spatial navigation (Belluscio et al., 2012; Zheng 

et al., 2016).  

The phase-amplitude coupling mechanism describes a modulation in oscillatory amplitude 

as a function of the phase of another oscillation. Numerous studies showed that the amplitude 

of gamma oscillations, an index of firing activity, is phase-locked to the phase of theta/alpha 

oscillations (Canolty et al, 2006; Demiralp et al., 2007; Osipova et al., 2008; Bonnefond and 

Jensen, 2015). Slow oscillations could modulate windows of excitability, at which information 
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are processing, through the modulation of fast, gamma oscillations (Jensen and Colgin, 2007; 

Osipova et al., 2008; Bonnefond and Jensen, 2015).  

The amplitude-amplitude coupling mechanism corresponds to a negative or a positive 

correlation between the amplitude envelopes of two oscillations with different frequencies. 

During motor imagery, beta oscillations over the precentral cortex are negatively coupled with 

gamma oscillations in the occipital cortex, suggesting an interaction between motor and visual 

areas during the formation of a movement (De Lange et al., 2008). In an attentional task, 

posterior alpha oscillations are negatively correlated with frontal theta oscillations. This pattern 

has been interpreted as a functional connectivity between attention control located in the frontal 

areas, and sensory systems, here the visual ones, in posterior areas (Mazaheri et al., 2009, 2010).  

 

Oscillations are present from the single cell to the global network level. Their mechanisms 

begin to be understood thanks to animal and modeling studies, but we still do not know much 

on the neurophysiological mechanisms that link brain oscillations at the different scales.  

 

2.4. Ubiquity of brain oscillations across species  

 

Brain oscillations are ubiquitous: there are present in a wide range of species. Here, we are 

particularly interested in oscillations in humans, because this PhD work is exclusively 

composed of experiments on humans, but brain oscillations have been widely studied in 

animals, frequently in mammals (rats, monkeys, cats, mice; see Table 2 and Table 3). In 

addition, brain oscillations have been recorded in reptiles (Jaggard et al., 2021; Gaztelu et al., 

1991; Prechtl, 1994; Gonzalez et al., 1999); fish, birds, and insects (Jaggard et al., 2021; 

Gutierrez et al., 2021). Brain oscillations appear to be a crucial mechanism for brain 

functioning, that has been conserved through evolution. This specificity of brain oscillations 

allows the scientific community to create bridges across different species, and to perform 

reliable studies at the molecular and cellular level with invasive studies in animals.  

 

3. Summary 

 

In this Chapter 1, we saw that since the discovery of brain oscillations in humans at the 

surface of the scalp, recorded with the first EEG system, the scientific community found the 

presence of brain oscillations at multiple brain scales, from the neuron to the whole brain, in 

multiples species, as in insects, fish, birds, reptiles, and non-human mammalians. Brain 
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oscillations are ubiquitous, and I think they have the possibility to bring the research in 

neuroscience to great discoveries.  

The different parameters of brain oscillations, i.e., phase, amplitude, and frequency, 

have been associated to a broad range of cognitive functions. The first studies tried to associate 

one frequency band to one cognitive function, but this view is now obsolete. On the other hand, 

the great majority of studies investigated separately the role of phase and amplitude on 

cognition and cortical excitability. In this PhD work, we focus on the Pulsed Inhibition theory, 

that proposes a general physiological mechanism for alpha brain oscillations that could be 

applied to many cognitive functions, and a way the phase and the amplitude could jointly 

influence visual perception and cortical excitability (Chapter 4). In addition, we use a recent 

methodology that estimates the spatial pattern of brain activity across time, i.e., classification 

algorithm, and then associates these dynamics in cortical activity to different features of visual 

perception (Chapter 5).  
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Chapter 2. Cortical traveling waves.  

 

In the previous chapter, we focused on the role of the temporal dynamics of brain 

oscillations on cognition and cortical excitability. What about the role of the spatial organization 

of brain oscillations? For decades, neuroscientists separated space and time, while in physics, 

the spacetime notion appeared at the beginning of the XXth century, and led to emergence of 

the spatial and the general relativity theories by Albert Einstein, who revolutionized research in 

theoretical physics and astrophysics. In our lab, we hypothesize that the spatial component of 

brain oscillations plays a crucial role on our cognitive functions. Consequently, we developed 

in this PhD several experiments to better understand the role of the spatio-temporal organization 

of brain oscillations on perception (Chapter 6 and Chapter 7). 

Interestingly, the propagation of spontaneous brain oscillations across the cortex has 

been observed since 1935, by Adrian and Yamagiwa. They recorded brain activity with three 

oscillographs connected to pairs of electrodes placed at the surface of the scalp (Figure 2.1). 

They observed that the peaks and the troughs of alpha cycle did not coincide between the three 

oscillographs, suggesting that the oscillation “moves” across the cortex (Figure 2.2).  

 

Figure 2.1: The EEG system used by Adrian and Yamagiwa, 1935.  



Chapter 2. Cortical traveling waves. 

 
48 

 

 

Figure 2.2: Brain oscillations “move” across the scalp, from Adrian and Yamagiwa, 1935.  

 

One year before, Adrian and Matthews (1934b) described the propagation of brain 

oscillations across a short distance, only a few mm, in anesthetized rabbits. They recorded brain 

electrical activity with electrodes directly positioned at the surface of the neocortex, which was 

exposed to a drug allowing to stimulate spontaneous oscillatory activity in the brain. As you 

can see in Figure 2.3, the peak of latency is progressively delayed from one pair of electrodes 

to the other, suggesting the presence of a traveling activity. 

 

Figure 2.3: Brain oscillations travel on a short distance, from Adrian and Matthews, 1934b.  

  

In this Chapter, we will present a review of the literature on traveling waves in various 

species and in response to diverse stimulations. We will be particularly interested in 

publications testing for a functional role of this propagating activity on cognitive functions, and 

we will see that at the moment, the functional role of traveling waves is poorly understood. 

 

1. Definition of a traveling wave  

 

A traveling wave is the propagation of neural activity with a constant shift in the peak 

latency between the origin of the signal and more distal positions, and frequently, a decrease in 
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amplitude (Sato et al., 2012; Muller et al., 2018). A traveling wave implies that brain activity 

emerges from a specific cortical location and then propagates through neuronal connections to 

include distant cortical populations. By opposition, a standing wave involves a fixed number of 

populations whose neuronal activity is synchronized across time, i.e., the peak is aligned across 

every cortical position (Benucci et al., 2007) (Figure 2.4).  

 

Figure 2.4: Traveling vs standing waves. Six neuronal populations are considered within the 

cortical area V1. The source of neuronal activity is in purple. In a standing wave, the six 

cortical populations present an activity in synchrony, with no delay between them. In a traveling 

wave, the activity of each neuronal population is delayed with a constant shift according to 

their relative position to the origin of the signal. Note that here is represented an oscillatory 

brain activity, but the distinction between traveling and standing waves can also be applied to 

non-oscillatory brain signal.  

 

Traveling waves have been recorded at the macroscopic scale level, i.e., whole-brain 

scale. In this case, neural activity is propagating between cortical areas. Macroscopic traveling 

waves are usually recorded with non-invasive techniques, allowing for a high temporal 

resolution (EEG and MEG), but a low spatial resolution. The electrocorticography (ECoG) 

technique has both a high spatial and temporal resolution, but it is invasive, and can only be 

used in drug-resistant epileptic patients and animals (Muller et al., 2018).  

The use of optical and electrophysiological invasive techniques with a high spatio-

temporal resolution showed the presence of traveling waves at the mesoscopic scale level, i.e., 

between microscopic and macroscopic scales, corresponding to cortical or subcortical regions 

spanning several millimeters to centimeters. Mesoscopic traveling waves are propagating 

through a single brain area or nucleus. They are usually recorded with invasive 
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electrophysiological (LFP, MUA, intraEEG) and optical (calcium imaging, VSD, i.e., voltage 

sensitive dye) techniques (Muller et al., 2018).  

Traveling waves are often observed on spatial maps representing the dynamics of peak 

latency or amplitude across the y and x space coordinates. According to this representation, 

standing and traveling waves can be modeled as displayed in Figure 2.5.  

 
Figure 2.5: Standing vs traveling waves, from Muller et al., 2014. Upper panel, a standing 

wave is modeled by a Gaussian pulse, the phase latency is constant across time and space (in 

arbitrary units). Lower panel, a traveling wave is defined by a constant shift of the phase latency 

across time and space.  

 

Both macroscopic and mesoscopic traveling waves are characterized by their speed of 

propagation and their distance of travel. Macroscopic traveling waves are also characterized 

by their direction of propagation.  

In addition, they can be evoked by a stimulus or spontaneously present in the brain (evoked 

vs. spontaneous). 

Finally, we make the distinction between the propagation of non-oscillatory vs. oscillatory 

brain activity. The non-oscillatory traveling activity is defined by its amplitude and its peak 

latency, while the oscillatory traveling activity is characterized by its frequency, its amplitude, 

and its phase.  

In the following sections, we will characterize separately mesoscopic and macroscopic 

traveling waves, discuss their potential functional role on cognition, and present some 

neurophysiological plausible models explaining their underlying neural mechanisms.  
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2. Mesoscopic traveling waves 

 

2.1.  From anesthetized animals to humans  

 

Mesoscopic traveling waves have been recorded since the 1950s in anesthetized cats and 

monkeys (Burns, 1950; Chang, 1951; Lilly and Cherry, 1954). The propagation of neural 

activity within single brain regions has been observed in response to electrical (Burns, 1950; 

Chang, 1951; Figure 2.6) and auditory stimulation (Lilly and Cherry, 1954). 

 

Figure 2.6: Propagation of neural activity within area 5 of anesthetized monkeys, from 

Chang, 1951. Invasive electrophysiological recordings from six points on the cortical surface 

of area 5, each point being 1 mm farther distant from the stimulating electrode than the previous 

one. A shift of the peak latency is clearly observable as a function of the distance between the 

stimulating electrode and the site of recording.  

 

 

This result has then been replicated many times (Table 2).  

 

The propagation of neural non-oscillatory activity has been observed in animals 

(Figure 2.7), in a wide range of species (rat, cat, monkey, guinea pig, salamander, ferret, 

zebrafish), under anesthesia, in response to electrical (Chang, 1951; Orbach and Cohen, 1983; 
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Cinelli and Kauer, 1995; Civillico and Contreras, 2006; Xu et al., 2007; Gao et al., 2012), visual 

(Grinvald et al., 1994; Kitano et al., 1995; Arieli et al., 1996; Bringuier et al., 1999; Jancke et 

al., 2004; Xu et al., 2007; Sharon et al., 2007; Lippert, Takagaki et al., 2007; Takagaki et al., 

2008; Nauhaus et al., 2009, 2012; Gao et al., 2012; Rekauzke et al., 2016), auditory (Lilly and 

Cherry, 1954; Fukunishi et al., 1992; Taniguchi et al., 1992; Uno et al., 1993; Bakin et al., 1996; 

Tsytsarev et al., 2004; Song et al., 2006; Nishimura et al., 2007; Reimer et al., 2011), 

somatosensory (London et al., 1989; Derdikman et al., 2003; Petersen et al., 2003a, b; Civillico 

and Contreras, 2006; Lippert, Takagaki et al., 2007; Takagaki et al., 2008) and olfactory 

stimulation (Cinelli et al., 1995; Friedrich and Korsching, 1998), and during spontaneous 

activity (Volgushev et al., 2006; Lippert, Takagaki et al., 2007; Luczak et al., 2007; Takagaki 

et al., 2008; Nauhaus et al., 2009, 2012).  

 

Mesoscopic non-oscillatory traveling waves have also been identified in slice and in 

vitro preparations in numerous experiments (Schwartzkroin and Prince, 1978; Grinvald et al., 

1982; Voskuyl and Albus, 1985; Knowles et al., 1987; Chervin et al., 1988; Miles et al., 1988; 

Novak and Wheeler, 1989; Holsheimer and Da Silva, 1989; Chagnac-Amitai and Connors, 

1989; Albowitz et al., 1990; Albowitz and Kuhnt, 1991, 1993; Wadman and Gutnick, 1993; 

Sugitani et al., 1994; Tanifuji et al., 1994; Sutor et al., 1994; Nelson and Katz, 1995; Yuste et 

al., 1997; Tsau et al., 1998; Fleidervish et al., 1998; Demir et al., 1999; Laaris et al., 2000; 

Contreras and Llinas, 2001; Wu et al., 2001; Tucker and Katz, 2003; Song et al., 2006).  

 

Finally, mesoscopic traveling waves have been identified in passive awake animals, 

presented with visual, auditory, or somatosensory stimulation (Petersen et al., 2003b; Ferezou 

et al., 2006, 2007; Witte et al., 2007; Sit et al., 2009; Reynaud et al., 2012; Zhang et al., 2012; 

Yang et al., 2015) or at rest, or freely behaving (Ferezou et al., 2006; Luczak et al., 2007).  

Importantly, only a few studies recorded mesoscopic traveling waves in awake 

monkeys performing a task, in the visual modality (Slovin et al., 2002; Chen et al., 2006; 

Chemla et al., 2019).  
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Figure 2.7: Mesoscopic traveling waves recorded with LFP technique, from Nauhaus et al., 

2009. Spontaneous traveling waves time-locked to an initial spiking activity, recorded in area 

V1 of anesthetized monkeys. Each rows correspond to traveling waves triggered by a single 

spike location. Left panels, the peak of neural activity is plotted as a function of the cortical 

distance from the triggering spike. The velocity of spontaneous mesoscopic traveling wave is 

on average 0.26 m/s. Right panels, the amplitude of neural activity is plotted as a function of 

cortical distance, with reddish colors corresponding to the ones with the maximum amplitude. 

The darkest red-saturated pixels correspond to the position of the initial spiking activity. The 

traveling waves spread over, on average, 3 mm of cortex.  

 

Similarly, oscillatory traveling activity has been recorded in many brain regions in 

response to diverse stimulations and in different animal species (Figure 2.8) (rat, cat, monkey, 

turtle, rabbit, ferret, mollusk, zebrafish).  

 

The propagation of very slow, delta, theta, alpha, beta, and gamma cortical 

oscillations have been recorded in anesthetized animals (very slow (<1 Hz): Stroh et al., 2013; 

delta: Han et al., 2008; Townsend et al., 2015; theta: Petsche and Stumpf, 1960; alpha: Adrian 

and Matthews, 1934; Arieli et al., 1995; Benucci et al., 2007; gamma: Freeman, 1978; Ketchum 

and Haberly, 1993; Besserve et al., 2015; multiple frequency bands: Huang et al., 2010) as 

well as in slice and in vitro preparations (very slow (<1 Hz): Kleinfeld et al., 1994; Delaney 

et al., 1994; Gervais et al., 1996; Sanchez-Vives and McCormick, 2000; Nikitin and Balaban, 

2000; alpha: Wu et al., 1999; beta: Prechtl et al., 2000; Friedrich et al., 2004; multiple 

frequency bands: Huang et al., 2004).  
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We will also note that some studies found mesoscopic oscillatory traveling waves in 

subcortical structures (thalamic nuclei: Verzeano and Negishi, 1960; Andersen et al., 1966; 

Kim et al., 1995; Neuenschwander and Singer, 1996; Contreras et al., 1996, 1997; Stroh et al., 

2013).  

 

Mesoscopic oscillatory traveling waves have also been observed in awake animals, 

passive (gamma: Freeman, 1978; Gabriel and Eckorn, 2003; ripple (100-200 Hz): Ylinen et 

al., 1995; Csicsvari et al., 2000; Patel et al., 2013; multiple frequency bands: Wright and 

Sergejew, 1991; Prechtl et al., 1997; Lam et al., 2000, 2003; Muller et al., 2014), freely 

behaving (theta: Lubenov and Siapas, 2009; Patel et al., 2012; Agarwal et al., 2014; 

Hernandez-Perez et al., 2020), or performing (visuo-) motor (beta: Murthy and Fetz, 1996; 

Rubino et al., 2006; Takahashi et al., 2015; Zanos et al., 2015), olfactory (gamma: Freeman 

and Baird, 1987), auditory (gamma: Freeman and Barie, 2000), somatosensory (gamma: 

Freeman and Barie, 2000), or visual tasks (gamma: Freeman and Barie, 2000; multiple 

frequency bands: Ray and Maunsell, 2011; Maris et al., 2013; Davis et al., 2020). 

 

 

Figure 2.8: Mesoscopic traveling waves recorded with VSD technique, from Muller et al., 

2014. Phase-latency maps of the V1 region of monkeys delimited in the black box of the upper 

panel, recorded after a visual stimulation, or during resting state.  
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In humans, only a few numbers of studies investigated the presence and the role of 

mesoscopic traveling waves. This limitation is mainly due to the fact that invasive recordings 

in humans is only possible in patients, and non-invasive recordings (EEG, MEG) suffer for a 

poor spatial resolution.  

In patients, invasive recordings allowed to observe the propagation of theta and alpha 

traveling waves during a memory task (Zhang and Jacobs, 2015; Sreekumar et al., 2021). 

Similarly, beta oscillations have been recorded during resting state and motor tasks 

(Takahashi et al., 2011). In epileptic patients, the ictal discharges (in the gamma frequency) 

also act as traveling waves (Smith et al., 2016; Liou et al., 2017).  

Mesoscopic traveling waves have also been observed with psychophysics experiment, 

sometimes coupled with fMRI recordings (Wilson et al., 2001; Lee et al., 2005, 2007; Knapen 

et al., 2007; Genç et al., 2015; Sokoliuk and VanRullen, 2016).  

 

2.2.  Mesoscopic traveling waves: propagation speed, spatial extent, and other 

properties 

 

Mesoscopic non-oscillatory traveling waves are propagating at an average speed of 0.24 

m/s, ranging from 0.001 to 2 m/s (Burns, 1950; Chang, 1951; Lilly and Cherry, 1954; Grinvald 

et al., 1982, 1994; Voskuyl and Albus, 1985; Knowles et al., 1987; Chervin et al., 1988; Miles 

et al., 1988; London et al., 1989; Holsheimer and Lopes da Silva, 1989; Novak and Wheeler, 

1989; Chagnac-Amitai and Connors, 1989; Albowitz et al., 1990; Albowitz and Kuhnt, 1991, 

1993; Wadman and Gutnick, 1993; Tanifuji et al., 1994; Sutor et al., 1994; Nelson and Katz, 

1995; Yuste et al., 1997; Tsau et al., 1998; Fleidervish et al., 1998; Bringuier et al., 1999; Laaris 

et al., 2000; Wilson et al., 2001; Contreras and Llinas, 2001; Wu et al., 2001; Slovin et al., 

2002; Derdikman et al., 2003; Peterson et al., 2003a, b; Tucker and Katz, 2003; Jancke et al., 

2004; Lee et al., 2005; Song et al., 2006; Witte et al., 2007; Lippert, Takagaki, et al., 2007; Xu 

et al., 2007; Takagaki et al., 2008; Sit et al., 2009; Nauhaus et al., 2009, 2012; Reynaud et al., 

2012; Gao et al., 2012; Yang et al., 2015; Rekauzke et al., 2016; Chemla et al., 2019), over a 

cortical distance from 0.4 to 12 mm, with an average cortical distance of 3.2 mm (Burns, 

1950; Chang, 1951; Schwartzkroin and Prince, 1978; Miles et al., 1988; Chagnac-Amitai and 

Connors, 1989; Holsheimer and Lopes da Silva, 1989; Albowitz and Kuhnt, 1991; Fukunishi 

et al., 1992; Wadman and Gutnick, 1993; Tanifuji et al., 1994; Grinvald et al., 1994; Nelson 

and Katz, 1995; Contreras and Llinas, 2001; Wu et al., 2001; Slovin et al., 2002; Tucker and 

Katz, 2003: Petersen et al., 2003b; Song et al., 2006; Chen et al., 2006; Volgushev et al., 2006; 
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Lippert, Takagaki, et al., 2007; Sit et al., 2009; Nauhaus e al., 2009, 2012; Reimer et al., 2011; 

Reynaud et al., 2012; Yang et al., 2015; Rekauzke et al., 2016; Chemla et al., 2019). 

For mesoscopic oscillatory traveling waves, the propagation speed is on average 0.58 

m/s, ranging from 0.001 to 7 m/s (Adrian and Matthews, 1934; Petsche and Stumpf, 1960; 

Freeman, 1978; Freeman and Baird, 1987; Wright and Sergejew, 1991; Kleinfeld et al., 1994; 

Contreras et al., 1997; Prechtl et al., 1997, 2000; Wu et al., 1999; Nikitin and Balaban, 2000; 

Sanchez-Vives and Cormick, 2000; Freeman and Barrie, 2000; Lam et al., 2000, 2003; 

Friedrich et al., 2004; Rubino et al., 2006; Benucci et al., 2007; Han et al., 2008; Lubenov and 

Siapas, 2009; Ray and Maunsell, 2011; Patel et al., 2012, 2013; Stroh et al., 2013; Muller et al., 

2014; Agarwal et al., 2014; Takahashi et al., 2011, 2015; Zhang and Jacobs, 2015; Zanos et al., 

2015; Besserve et al., 2015; Smith et al., 2016; Liou et al., 2017; Davis et al., 2020; Hernandez-

Perez et al., 2020; Sreekumar et al., 2021), over a cortical distance from 1 to 121 mm, with an 

average cortical distance of 12.5 mm (Adrian and Matthews, 1934; Murthy and Fetz, 1996; 

Wright and Sergejew, 1991; Wu et al., 1999; Freeman and Barrie, 2000; Prechtl et al., 2000; 

Lam et al., 2000; 2003; Gabriel and Eckorn, 2003; Friedrich et al., 2004; Rubino et al., 2006; 

Lubenov and Siapas, 2009; Ray and Maunsell, 2011; Patel et al., 2012, 2013; Maris et al., 2013; 

Muller et al., 2014; Zanos et al., 2015; Smith et al., 2016). 

 

When considering the propagation of oscillatory traveling waves, we can also ask the 

number of cycles which propagates within a single brain area, and whether there is a link 

between the propagation speed and the frequency.  

By considering the average propagation speed (0.58 m/s) and the average cortical 

distance travelled (12.5 mm), oscillatory traveling waves seem to propagate during on average 

20 ms. Knowing that from frequency from 1 Hz to 50 Hz, one oscillatory cycle lasts from 1,000 

ms to 20 ms, it appears that only one cycle of oscillation is propagating within a single brain 

region. Indeed, studies found that theta oscillations have a propagation of 28-49° across the 

whole human hippocampus (Zhang and Jacobs, 2015), and that one cycle of beta oscillations 

was propagating in V4 (Zanos et al., 2015). 

In addition, several studies observed a positive correlation between the propagation 

speed and the frequency of the oscillatory traveling waves (Figure 2.9; Petsche and Stumpf, 

1960; Freeman and Barrie, 2000; Zhang and Jacobs, 2015).  
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Figure 2.9: Relation between the propagation speed and the frequency of traveling waves 

recorded in the hippocampus, from Petsche and Stumpf, 1960.  

 

The propagation of one traveling wave across a single brain area has been widely 

studied, but this view is likely a simplification of the spatio-temporal organization of cortical 

activity. The cortex received continuously numerous perceptual inputs at the same time. 

Consequently, multiple traveling waves should happen within single brain area at the same 

time, and interact with each others. Some studies found that two traveling waves that are both 

triggered at the same time propagate horizontally trough several mm of cortex, until they 

collide. At the moment of the collision, they would exert a suppressive mechanism on each 

other (Grinvald et al., 1994; Wu et al., 1999; Contreras and Llinas, 2001; Civillico and 

Contreras, 2006; Reynaud et al., 2012; Chemla et al., 2019). In other cases, traveling waves can 

remain segregated at two distant positions of the brain region, and not interact with each other 

(Contreras and Llinas, 2001).  

Gao et al. (2012) investigated this question in-depth. They presented two visual stimuli, 

placed approximatively 2 mm away from each other in the retinotopic space of V1, and which 

both triggered a traveling wave (Figure 2.10.A-B). They studied the interaction between the 

two waves by changing the inter-stimulus interval (ISI) between the two stimuli. They showed 

that at an ISI of 300 ms or longer, traveling waves did not interact with each other. The brain 

activity evoked by the second stimulus was not affected by the first one, because the first-

evoked wave propagated through the entire V1 area before the second stimulus triggered the 

second wave (Figure 2.10.C, top). When the ISI was between 100 and 300 ms, the second 

traveling wave was largely suppressed, because the V1 area was still affected by the 

propagation of the first wave (Figure 2.10.C, middle). Finally, at an ISI below 30 ms, the 

second-wave was triggered before the first-wave met the retinotopic position of the second 
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stimulus, leading to a fusion of cortical activity, and a unique traveling wave (Figure 2.10.C, 

down). Interestingly, the amplitude of the brain signal did not increase when the fusion 

occurred, suggesting that the neuronal population involved was the same that the one involved 

in the generation of independent traveling waves. The different interaction between two evoked 

traveling waves according to the ISI are summarized in Figure 2.10.D. In their paper, they also 

showed that these interactions were maintained between a traveling wave evoked by a visual 

stimulus, and spontaneous traveling waves (Gao et al., 2012). In most experiments, it is difficult 

to disentangle the evoked and the spontaneous brain activity, and we see with this study that it 

is crucial to investigate how they interact with one another.  
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Figure 2.10: Interaction between traveling waves in V1, from Gao et al., 2012. A. and B. VSD 

recordings were used in rats to investigate the interaction between traveling waves evoked by 

two visual stimuli, an upper and a lower square. C. and D. According to the inter-stimulus 

interval (ISI), we observe either a fusion, a suppression, or no interaction between the two 

traveling waves.  

 

Here, we are interested in mesoscopic traveling waves, i.e., that propagate within a 

single brain region. Each brain region is, however, adjacent to one another, and there is a myriad 

of dendritic and axonic connections between them. Thus, we wonder how mesoscopic 

traveling waves in adjacent regions are behaving? This question has begun to be studied in 

the visual cortex. More specifically, some studies were interested in the propagation of traveling 

waves within V1 and V2. They found that a single visual stimulation evoked traveling waves 

both in V1 and V2, that could be delayed between the two regions (Slovin et al., 2002), or that 

propagated synchronously (Figure 2.11, Muller et al., 2014). The propagation of traveling 

waves seems also to be reduced and slower at the border between V1 and V2 (Slovin et al., 

2002; Xu et al., 2007).  

 

Figure 2.11: Simultaneous propagation of mesoscopic traveling waves in V1 and V2, from 

Muller et al., 2014. 

 

Eventually, different shapes of traveling waves have been observed. Most of them are 

planar, but we will note that some studies found the presence of spiral waves, with a 

correspondence between the cycle of rotation, and the cycle of one oscillation (Figure 2.12, 

Huang et al., 2004). 
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Figure 2.12: Spiral waves, from Huang et al., 2004. VSD applied on rat neocortical slices 

(visual cortex).  

 

2.3.  A possible role of mesoscopic traveling waves on cortical excitability and 

cognitive functions?   

 

In the previous chapter, we saw that the phase of brain oscillations influences the state of 

cortical excitability. Here, we are interested in traveling waves, i.e., in brain oscillations 

presenting a constant phase shift across the cortex. Several studies highlighted that the spiking 

activity of neurons was correlated with the phase of oscillatory traveling waves (Roland et al., 

2006; Lubenov and Siapas, 2009; Patel et al., 2012; Maris et al., 2013; Takahashi et al., 2015; 

Zang et al., 2015; Desserve at al., 2015; Hernandez-Perez et al., 2020; Davis et al., 2020; 

Sreekumar et al., 2021), as well as gamma bursting activity (Wu et al., 2001; Sreekumar et al., 

2021) (but see Friedrich et al., 2004).  

 

Traveling waves have also been correlated with a broad range of cognitive functions.  

 

Theta traveling waves in the hippocampus appear to code for rat’s position in space 

(Agarwal et al., 2014), in accordance with an important literature showing that hippocampal 

theta oscillations have a role in spatial navigation.  

 

One study observed that the pattern of traveling waves was modulated by the attentional 

demand, in the brain area V4, during a visuo-attentional task (Maris et al., 2013), suggesting a 

relation between attention and traveling waves. 
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In 2008, Han et al. suggested that mesoscopic traveling waves could also play a role in 

visual memory. They observed that a training session significantly increased the proportion of 

spontaneous delta traveling waves in the visual cortex. Interestingly, these spontaneous 

traveling waves had the same initiation site and propagation as the visually-evoked traveling 

waves during the training. They proposed that this phenomenon of replaying the neural pattern 

of activity once the sensorial stimulation is over could be involved in the formation of visual 

short-term memory (Han et al., 2008).  

 

In motricity, one study showed a correlation between the features of beta traveling 

waves and the position of the target in a reaching motor task (Rubino et al., 2006), suggesting 

that the phase and the amplitude of oscillatory traveling waves in the motor cortices provided 

task-related information.  

 

One study revealed that oscillatory traveling waves in V4 were correlated with saccadic 

eye movements. They showed that the traveling waves triggered by a saccade led to a 

progressive phase reset from the center to the periphery of V4, entraining a synchronization 

between the probability of neuronal firing and the phase shift of oscillatory traveling waves. 

Those results suggest that traveling waves could reflect a mechanism used by the oculomotor 

system to control visuomotor processing (Zanos et al., 2015).  

 

In visual perception, it has been shown that mesoscopic traveling waves explain 

illusory motion (Jancke et al., 2004; Zhang et al., 2012; Rekauzke et al., 2016; Chemla et al., 

2019). Motion illusions are generated by presenting successively two identical stimuli 

according to a delay, at different positions in the visual field, relatively close to each other. 

Instead of perceiving two distinct stimuli, our brain perceives a single stimulus moving from 

the first to the second position in the visual field. It has been shown that this temporal sequence 

led to a first traveling wave propagating from the first stimulus to the second, and a second 

traveling wave propagating from the second to the first stimulus. The action of the first wave 

delayed and reduced the brain response at the onset of the second stimulus, and the second wave 

attenuates the brain response to the first stimulus. Importantly, the second suppressive traveling 

wave dampened the cortical representation of the first stimulation for the benefit of the second 

stimulus processing, leading to the representation of only one stimulus at a time, and the 

perception of the apparent motion illusion (Chemla et al., 2019). Another study demonstrated 
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that the mesoscopic traveling waves evoked by a moving stimulus was similar to the 

propagating activity evoked by illusory motion (Jancke et al., 2004; Figure 2.13).  

Traveling waves seem also to communicate to specific neuronal populations the 

presence of visual features that are salient for the sending neuron (Besserve et al., 2015). Indeed, 

it has been showed that waves propagation was modulated between two neuronal population as 

a function of their tuning for visual features, i.e., in response to a visual stimulus, a traveling 

wave was more likely to propagate when the sending neuronal population was tuned to the 

feature of the visual stimulus; and the wave propagation is enhanced when the receiving neuron 

was less activated by the visual stimulation (Besserve et al., 2015).  

Finally, a recent study demonstrated that spontaneous traveling waves predicted visual 

perception and the associated evoked-responses. Indeed, visual detection performance was 

modulated by the alignment of the phase of spontaneous traveling waves at stimulus onset 

(Davis et al., 2020).  

 

 

Figure 2.13: Propagating activity evoked by stationary, moving, and illusory moving stimuli, 

from Jancke et al., 2004. a. Experimental paradigm: A square is presented shortly before a 

bar stimulus, b. creating an illusory perception of motion, i.e., the line-motion illusion. c-f. 
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Cortical activity recorded with intracellular electrodes and VSD in anesthetized cat’s 

Brodmann area 18. At time 0 ms, the yellow dotted contours delimited the retinotopic 

representation of the stimuli. The color scale corresponds to changes in fluorescence across 

time, i.e., the neural activation. We observed traveling waves evoked by c. a stationary square 

stimulus, d. a stationary bar stimulus, e. a moving square, f. the illusory motion. The 

propagating activity by the moving square and the illusory motion are very similar.  

 

The previous results come from invasive recordings. Some studies inferred a functional 

role of traveling waves on visual perception with psychophysics experiments, sometimes 

coupled with fMRI recordings. It appears that mesoscopic traveling waves in early visual areas 

support the phenomenon of binocular rivalry (Wilson et al., 2001; Lee et al., 2005). Binocular 

rivalry experiments rely on the presentation of two contradictory stimuli on each eye, leading 

to an alternation between the two percepts. To induce perceptual traveling waves, two moving 

gratings with opposite directions and contrast were displayed. When the perception of one 

moving grating was dominant, participants perceived a traveling wave that emerged locally and 

spread progressively, as a perceptual traveling wave, rendering the other grating invisible 

(Figure 2.14). Interestingly, the speed of the cortical traveling wave, recorded in the retinotopic 

map of V1, V2, and V3, with fMRI, corresponded to the subjective speed of the perceptual 

traveling wave (Lee et al., 2005, 2007). In addition, when a distracting stimulus was presented 

simultaneously of the binocular rivalry task, the traveling waves in V2 and V3 were altered 

(Lee et al., 2007), suggesting a role of attention on traveling waves in early visual areas 

triggered by visual perception. It has also been found that the propagation of traveling waves 

was correlated with the surface of the area V1 and V2, but not V3 (Genç et al., 2015). 

 

 

Figure 2.14: Perceptual traveling waves triggered by binocular rivalry in humans, from Lee 

et al., 2005.  
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Only one study using psychophysics demonstrated a functional role of oscillatory 

mesoscopic traveling waves at 5 Hz and 10 Hz on visual perception (Sokoliuk and VanRullen, 

2016). The theoretical basis of this study will be explained in more details in Chapter 6.  

 

2.4. What can be the neural support of mesoscopic traveling waves?  

 

In a review, Ermentrout and Kleinfeld (2001) proposed three mechanisms allowing to 

explain the recording of traveling waves. (1) One single neuronal oscillator, i.e., a population 

of pacemaker neurons, can excite neighboring neuronal populations with an increasing delay 

(Figure 2.15.a). This mechanism lead to a fictive traveling wave, that does not rely on a true 

physiological process. (2) One single neuronal oscillator generates an output exciting activity 

that propagates along a chain of neuronal populations (Figure 2.15.b). This mechanism 

explains a true traveling wave, whose propagation’s characteristics depend on the transmission 

between each neuronal population. (3) This final mechanism relies on a network of weakly 

coupled oscillators, i.e., each neuronal population can produce their own, intrinsic oscillatory 

activity, that propagates sequentially to the neighboring neuronal populations with a constant 

phase delay (Figure 2.15.c).  
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Figure 2.15: Neurophysiological models generating traveling waves, from Ermentrout and 

Kleinfeld, 2001.   

 

Two mechanisms are physiologically plausible: the single oscillator (SO, Figure 2.15.b) 

and the weakly coupled oscillators (WCO, Figure 2.15.c). In the WCO model, the propagation 

of neuronal activity depends on a phase shift between the neuronal population, rather than time 

delays. Consequently, according to the WCO model, the propagation speed of traveling waves 

should be correlated with the frequency of the oscillation. Inversely, in the SO model, the 

propagation of neuronal activity depends on the axonal conduction delays. Because these 

conductions are fixed, the propagation of traveling waves should not correlate with the 

oscillatory frequency. Based on this rationale, few studies are in favor of a WCO model (Zhang 

and Jacobs, 2015; Hernadez-Pérez et al., 2020).  

In both the SO and WCO models, the propagation of traveling waves is mediated by a 

communication between neuronal populations. Numerous studies suggest that this 

communication is supported by the unmyelinated long-horizontal fibers present in the 

superficial layers (II-III) of the cortex (Tanifuji et al., 1994; Nelson and Katz, 1995; Bringuier 

et al., 1999; Wu et al., 2001; Contreras and Llinas, 2001; Peterson et al., 2003a; Tucker and 

Katz, 2003; Ferezou et al., 2006; Song et al., 2006; Knapen et al., 2007; Nauhaus et al., 2009; 

Reynaud et al., 2012; Muller et al., 2014; Besserve et al., 2015; Davis et al., 2020). Indeed, 1) 

these connections spread over several millimeters of the cortical areas, 2) their speed, measured 

in vitro, is in the range of those estimated from recordings, and 3) VSD signal measured mostly 

the membrane potential of neural structures disposed in layers I-III. In addition, the fact that 

traveling waves have been recorded in cortical slices (Table 2) confirm that the propagation of 

cortical activity is supported by an intrinsic cortical circuitry.  

For a long time, we thought that the horizontal fibres in V1 was connected preferentially to 

neurons with similar preferred orientation, i.e., like-to-like bias. A recent review suggests that 

the like-to-like bias occurs across short distance (a hypercolumn), and that a like-to-all bias 

emerges at long horizontal distance (Chavane et al., 2022), allowing the propagation of 

mesoscopic traveling waves across the entire V1 area.  

 

3. Macroscopic traveling waves  

 

3.1. A brain pattern mainly recorded in humans 
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The first macroscopic traveling waves have been recorded in 1935 (Adrian and Yamagiwa, 

1935), in healthy humans, at rest. This result has then been replicated many times (Table 3). 

 

In humans, macroscopic oscillatory traveling waves have been recorded in a broad 

range of frequency bands and during various cognitive tasks (Figure 2.16).  

 

During sleep, studies observed that very slow oscillations (<1 Hz; Massimini et al., 

2004, 2007; Nir et al., 2011), delta oscillations (Giannitrapani et al., 1966; Murphy et al., 2009; 

Hangya et al., 2011) and spindles, i.e., alpha activity (7-14 Hz) occurring during the second 

stage of sleep (Hughes et al., 1995; Muller et al., 2016), were propagating across the cortex. 

 

Similarly, during resting state, the well-known alpha rhythm acted as macroscopic 

traveling waves (Adrian and Yamagiwa, 1935; Cohn, 1948; Goldman et al., 1949; Von 

Leeuwen, 1964; Walter et al., 1966; Giannitrapani et al., 1966; Liske et al., 1967; Shaw and 

McLachlan, 1968; Hori et al., 1969; Barlow and Estrin, 1971; Hoovey et al., 1972; Hord et al., 

1972, 1974; Suzuki, 1974; Inouye et al., 1983, 1995; Thatcher et al., 1986; Schack et al., 2003; 

Ito et al., 2005, 2007; Manjarrez et al., 2007; Nolte et al., 2008; Bahramisharif et al., 2013; Van 

Ede et al., 2015; Halgren et al., 2019; Alamia and VanRullen, 2019; Pang et al., 2020). 

 

Macroscopic traveling waves of delta, theta, alpha and gamma oscillations have been 

recorded while participants were performing a memory task (delta: Alexander et al., 2008, 

2009, theta: Alexander et al., 2006; Sauseng et al., 2002; alpha: Schack et al., 1999; Sauseng 

et al., 2002; multiple: Van Der Meij et al., 2012; Zhang et al., 2018), a visual task (theta: 

Patten et al., 2012; Alexander et al., 2013; alpha: Shaw and McLachlan, 1968; Barlow and 

Estrim, 1971; Brenner et al., 1981; Maclin et al., 1983; Burkitt et al., 2000; Shevelev et al., 

2000; Schack et al., 2003; Srinivasan et al., 2006; Cottereau et al., 2011; Fellinger et al., 2012; 

Patten et al., 2012; Van Ede et al., 2015; Pang et al., 2020; gamma: Rodriguez et al., 1999; 

VanEde et al., 2015; Tsoneva et al., 2021; multiple: Thorpe et al., 2007; Alexander et al., 2013), 

an auditory task (delta: Alexander et al., 2008, 2009; alpha: Darrow and Hicks, 1965; Shaw 

and McLachlan, 1968; gamma: Ribary et al., 1991; multiple: Giannitrapani, 1970), a (oculo-) 

motor task (theta: Giannini et al., 2018; alpha: Cooper and Mundy-Castle, 1960; Alexander 

et al., 2013), a somatosensory task (alpha: Shaw and McLachlan, 1968), a temporal order 

judgement task (delta: Kösem et al., 2014), mathematical computation (theta: Inouye et al., 
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1994; alpha: Shaw and McLachlan, 1968; Hughes et al., 1995), and during emotion and pain 

perception (alpha: Hughes et al., 1995). 

Some studies also found that echoes (10 Hz), electrical signals obtained from the cross-

correlation between the EEG signal and a white-noise luminance stimulus, also propagated 

across the cortex (Lozano-Soldevilla and VanRullen, 2019; Alamia and VanRullen, 2019). 

 

 
Figure 2.16: Macroscopic oscillatory traveling waves of alpha oscillations recorded in one 

patient with ECoG, from Zhang et al., 2018. Raw (upper panel) and filtered (lower panel) 

brain signal for ECoG electrodes ordered in an anterior-to-posterior axis. Each electrode 

shows a clear brain oscillation, and we observe a shift of the phase from the anterior to the 

posterior electrodes, suggesting the presence of a macroscopic oscillatory traveling wave. 

 

Some studies found that non-oscillatory evoked responses also propagated in humans, after 

visual and somatosensory stimulations, and motor movements (Cracco et al., 1972; Childers et 

al., 1977; Gevins et al., 1989; Hughes et al., 1992; Klimesch et al., 2007b; Zauner et al., 2014; 

King and Wyart, 2021).  
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Macroscopic traveling waves have been less study in animals, likely because the use of 

invasive recordings in animal models allows to have a high spatial resolution, and is 

consequently better suited to investigate mesoscopic traveling waves. Still, we will note the 

recording of delta and alpha macroscopic traveling waves in animals (Roelfsema et al., 1997; 

Vyazovskiy et al., 2009).  

 

Finally, in both humans and animals, MRI studies revealed that the hemodynamic signals 

in very low frequency range (0.01-0.1 Hz) also propagated across the cortex (Mitra et al., 2015; 

Matsui et al., 2016).  

 

3.2.  Macroscopic traveling waves: propagation speed, spatial extent, and other 

properties  

 

Macroscopic traveling waves are propagating at a speed of on average 5.2 m/s, ranging 

from 0.4 to 20 m/s (Cooper and Mundy-Castle, 1960; Hughes et al., 1992, 1995; Burkitt et al., 

2000; Schack et al., 2003; Massimini et al., 2004; Klimesch et al., 2007b; Manjarrez et al., 

2007; Murphy et al., 2009; Hangya et al., 2011; Patten et al., 2012; Fellinger et al., 2012; 

Bahramisharif et al., 2013; Zauner et al., 2014; Muller et al., 2016; Zhang et al., 2018; Giannini 

et al., 2018; Halgren et al., 2019; Alamia and VanRullen, 2019; Tsoneva et al., 2021), over a 

cortical distance of 5 to 25 cm, for an average of 16.3 cm (Adrian and Yamagiwa, 1935; 

Brenner et al., 1981; Thatcher et al., 1986; Srinivasan et al., 2006; Thorpe et al., 2007; Zauner 

et al., 2014; Zhang et al., 2018; Tsoneva et al., 2021). 

 

When considering the propagation of oscillatory traveling waves, we wonder what the 

phase shift between brain regions is, and whether there is a link between the propagation speed 

and the frequency.  

The phase shift between occipital and frontal areas appears to range from 30° (Walter 

et al., 1966) to 145° - 180° (Figure 2.17; Cohn, 1948; Hord et al., 1972, 1974; Suzuki, 1974; 

Burkitt et al., 2000; Ito et al., 2005). One paper also found a larger phase shift of 240° (Zhang 

et al., 2018). As for mesoscopic traveling waves, it appears that only one cycle of oscillation is 

propagating across the whole brain.  
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Figure 2.17. Phase shift between occipital and frontal electrodes, from Ito et al., 2005. The 

phase difference between the occipital and the frontal electrodes gradually increases from 0 

to almost 180°.  

The propagation speed of oscillatory traveling waves is positively correlated to the 

frequency, i.e., the higher the frequency, the faster the propagation speed (Figure 2.18; Patten 

et al., 2012; Zhang et al., 2018; Tsoneva et al., 2021). For example, Patten et al., (2012) showed 

in the same experiment that theta traveling waves were propagating at 4 m/s, while alpha 

traveling waves were propagating at 6.5 m/s (Patten et al., 2012).  

 

 

Figure 2.18: The propagation speed is positively correlated with the frequency of oscillatory 

traveling waves, from Tsoneva et al., 2021. 
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Macroscopic traveling waves are propagating across the whole brain, consequently, we 

wonder what their direction is. They mostly propagate in an anterior-to-posterior and in a 

posterior-to-anterior direction (Adrian and Yamagiwa, 1935; Cohn, 1948; Cooper and Mundy-

Castle, 1960; Von Leeuwen, 1964; Walter et al., 1966; Shaw and McLachlan, 1968; 

Giannitrapani, 1970; Barlow and Estrim, 1971; Cracco, 1972; Hord et al., 1972; Suzuki, 1974; 

Childers, 1977; Inouye et al., 1983, 1994, 1995; Thatcher et al., 1986; Hughes et al., 1992, 

1995; Ribary et al., 1991; Schak et al., 1999, 2003; Burkitt et al., 2000; Sauseng et al., 2002; 

Massimini et al., 2004; Ito et al., 2005, 2007; Alexander et al., 2006, 2008, 2009, 2013; 

Srinivasan et al., 2006; Klimesch et al., 2007b; Nolte et al., 2008; Murphy et al., 2009; Cottereau 

et al., 2011; Patten et al., 2012; Matsui et al., 2016; Zhang et al., 2018; Giannini et al., 2018; 

Alamia and VanRullen, 2019; Halgren et al., 2019; Lozano-Soldevilla and VanRullen, 2019; 

Pang et al., 2020; King and Wyart, 2021; Tsoneva et al., 2021).  

The presence of rotating waves has also been observed (Goldman, 1949; Muller et al., 

2016), as well as traveling waves propagating between the left and the right hemispheres (Liske 

et al., 1967; Giannitrapani, 1970; Hoovey et al., 1972; Schack et al., 2003; Ito et al., 2007), and 

from the midline to the periphery or toward the midline (Hughes et al., 1995). 

 

Finally, multiple traveling waves can propagate across the scalp at the same time, and 

interact with each other. Only one study investigated this question. They triggered alpha 

traveling waves of echoes in the visual cortices, with a left and right stimulus displayed at the 

same time. They found that both waves appeared simultaneously and were superimposed on 

the scalp (Figure 2.19; Lozano-Soldevilla and VanRullen, 2019). However, at the moment, the 

way macroscopic traveling waves interact with each other remain ill-defined.  
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Figure 2.19: Simultaneous propagation of perceptual echoes triggered by a left and a right 

visual stimulus, from Lozano-Soldevilla and VanRullen, 2019. Both echoes act as a traveling 

wave propagating from the occipital to the frontal cortices, with a phase shift across the scalp, 

and they were overlapping.   

 

3.3. A functional role of macroscopic traveling waves on cognitive functions and 

cortical excitability?   

 

Some studies demonstrated that gamma bursts propagated according to the phase of 

oscillatory traveling waves, suggesting that cortical excitability followed the propagation of 

brain oscillations (Bahramisharif et al., 2013; Muller et al., 2016).  

Concerning the functional role of macroscopic traveling waves on cognition, numerous 

studies found a correlation between their features and various cognitive functions.  

Some studies have shown a functional role of macroscopic traveling waves in memory 

functions. A study comparing the performance between healthy and memory impaired elderly 

people during a working memory task demonstrated that the amount of traveling waves activity 

was correlated with behavioral and cognitive performance. Indeed, the behavioral performance 

of patients, indexed by the reaction times, was positively correlated with the strength of the 

spatio-temporal waves. In addition, a decreased posterior-to-anterior traveling wave activity 

was associated with a higher verbal learning deficit (Alexander et al., 2006). This is in line with 

an older study showing that the spatial organization of traveling waves was impaired in people 

with dementia (Ribary et al., 1991). Similarly, an ECoG study in drug-resistant epileptic 

patients demonstrated that the performance during a work memory task depends on traveling 

waves maintaining their optimal propagation direction, ant not on a change in the propagation 

speed or in the oscillating frequency (Zhang et al., 2018). In a task involving working and long-

term memory systems, it has been shown that the memory performance was associated with the 

timing of change of traveling waves’ direction, from the anterior-posterior trajectory, supposed 

to reflect working memory processes, to a posterior-to-anterior trajectory, expected to account 

for long-term memory processes (Sauseng et al., 2002). 

 

Traveling waves seem also to be involved in attention. In Attention Deficit 

Hyperactivity Disorder (AHDH) children, the amount of traveling waves activity is reduced 

and negatively correlated with higher hyperactivity score (Alexander et al., 2008).  
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In time perception, one study revealed that a phase shift of an induced delta traveling 

wave during an audio-visual lag-adaptation, then predicted the participant’s shifts of subjective 

audio-visual simultaneity (Kosem et al., 2014).  

 

The propagation of oscillatory traveling waves seems to have a role in visual 

perception. The speed of alpha traveling waves was negatively correlated to reaction times in 

a visual categorization task, suggesting that slow alpha waves were associated with image 

categorization (Fellinger et al., 2012). A correlation between the propagation speed of 

prestimulus alpha traveling waves and reaction times have also been found in a visual go-no go 

task (Patten et al., 2012). Similarly, the speed and the direction of alpha traveling waves 

appeared to differ between the processing of concrete vs abstract words, suggesting a role of 

the propagation activity during word processing (Schak et al., 2003). During illusory 

perception, it appeared that the direction of traveling waves predicts the visual illusion 

perceived (Shevelev et al., 2000). One study suggested that non-oscillatory traveling brain 

activity encoded and communicated visual information trough the cortical hierarchy (Figure 

2.20; King and Wyart, 2021). Finally, several studies observed a change in the direction of 

alpha traveling waves, from frontal to occipital cortices during resting state, to occipital to 

frontal cortices during visual perception, presumably to communicate visual information from 

the sensory cortex to higher-order level brain areas (Figure 2.21; Schack et al., 1999; Patten et 

al., 2012; Alamia and VanRullen, 2019; Pang et al., 2020). 

 

 

Figure 2.20: Visual representations propagate from low to higher-level areas, from King and 

Wyart, 2021. Left panel, Orientation of the Gabor patches. Right panel, Changes in orientation. 

For both low-level visual information, the spatial pattern peaked in the occipital electrodes and 

then propagated towards anterior electrodes.  
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Figure 2.21: The direction of alpha traveling waves shifts according to on and off changes 

of visual stimulation, from Pang et al., 2020. When the visual stimulus is off, alpha traveling 

waves propagate mainly in an anterior-to-posterior direction (in red), while when the visual 

stimulus if on, they mainly propagate in the posterior-to-anterior direction (in blue).  

 

Traveling waves have been associated to saccadic eye movements. In a freely viewing task, 

the spatial organization of traveling waves predicted saccade direction (Giannini et al., 2018).  

A study also suggests a role of traveling waves in semantic and lexical access (Zauner et 

al., 2014). 

Finally, some studies suggest that traveling waves could reflect the underlying connectivity 

between brain regions. Indeed, in schizophrenic patients that present a hypofrontality, i.e., a 

reduced connectivity between frontal regions and other brain regions, it has been shown that 

the patients presented less traveling waves activity with an anterior-to-posterior gradient 

(Alexander et al., 2009).  

In conclusion, numerous studies found a correlation between various cognitive functions 

and changes in the number and the direction of traveling waves (Hughes et al., 1995; Alamia 

and VanRullen, 2019).  
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3.4. Models of macroscopic traveling waves 

 

Macroscopic traveling waves are mainly recorded with EEG, an electrophysiological 

technique allowing to measure the global dynamics of large population of neurons. However, 

the EEG suffer from a low spatial resolution, impacted by a strong space averaging due to 

volume conduction effect, mainly induced by the physical separation between the neuronal 

sources and the sensors, i.e., the cerebrospinal fluid and the skull present conductivity that differ 

from the cortex. For these reasons, the best way to explain the emergence of macroscopic 

traveling waves, from the neuronal populations to the scalp, is to develop biophysiological 

models.  

 

In a series of publications, Nunez developed a model based on the global theory of EEG 

(Nunez, 1974, 1981, 1989, Nunez and Srinivasan, 2006). This theory proposed that the EEG 

activity emerged from a coupling between cortical columns connected by short range intra-

cortical fibers and long range cortico-cortical fibers. The model developed by Nunez relies on 

the propagation of action potential along the cortico-cortical fibres, that generate post-synaptic 

fields activity, mainly excitatory because the inhibitory interactions are frequently observed in 

the intra-cortical interactions, and with a spatio-temporal organization that depends on the 

location of the underlying firing activity (Nunez, 1989). This model predicted traveling waves 

that propagate across the entire cortical circumference, and with a phase velocity of 

approximatively 10 m/s, which is the range of velocities measured in humans (Nunez, 1989).  

 

Alamia and VanRullen (2019) proposed a model of traveling waves based on the 

predictive coding framework. According to this framework, the brain is composed of high-level 

areas that predict the activity of low-level areas. These predictions are then compared to the 

actual brain activity in the low-level areas, and the unexplained residuals, also called the 

prediction errors, are communicated from the low-level to high-level areas (Figure 2.22). The 

predictive coding model proposes a mechanism which is cyclic by nature, and that relies on 

feedback and feedforward communications between areas, rendering this model plausible to 

explain the emergence of traveling waves (Alamia and VanRullen, 2019). Indeed, the model 

displays feedforward traveling waves, i.e., that propagate with a posterior-to-anterior direction, 

in the alpha range, in response to white-noise stimulus; and feedback traveling waves, i.e., that 

propagate in an anterior-to-posterior direction, in the alpha range, in response to an endogenous 

stimulus (Alamia and VanRullen, 2019).  
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Figure 2.22: Predictive coding model, from Alamia and VanRullen, 2019. The hierarchically 

higher levels (LEVEL2, LEVEL N) make predictions y(t) about the input received by the lower 

level (LEVEL 1, LEVEL N-1), and the residuals x(t), which corresponds to the prediction errors, 

are used to update the next prediction. ΔT is a constant representing the communication delay 

between two levels.  

 

Similarly, King and Wyart (2021) developed a model explaining traveling waves, in 

lines with the predictive coding framework. Their model was a 10-layer hierarchy of two 

variables, y, that represent the retention of stimulus information over time, and x, corresponding 

to the update of these representations. Each layer was interconnected with recurrent 

feedforward and/or feedback connections. They showed that the low-visual features propagated 

across a neuronal chain of negative feedback loops, recruited after the onset of the stimulus, to 

update the brain representation of the visual stimulus, and after the offset of the stimulus, to 

maintain the visual information over time, presumably to generate predictions concerning the 

future visual features (King and Wyart, 2021).  

 

Interestingly, Hindriks et al., (2014) showed that macroscopic traveling waves recorded 

with EEG could be explained by the slow propagation of mesoscopic traveling waves over 

small cortical distance, mediated by intra-cortical axons, at a propagation speed of 0.3 m/s 

(Hindriks et al., 2014). According to this model, the high propagation speed of macroscopic 

traveling waves recorded on the scalp would be a consequence of the local curvature of the 

cortex, that entrains high angular velocities of the electrical activity (Figure 2.23; Hindriks et 

al., 2014).  
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Figure 2.23: Cortico-cortical vs intra-cortical propagation, form Hindriks et al., 2014. A. 

Left, Representation of the cortico-cortical propagation. Macroscopic traveling waves 

propagate through the neocortex via cortico-cortical axons. Right, Representation of the intra-

cortical propagation. Macroscopic traveling waves result from localized mesoscopic traveling 

waves, mediated by intra-cortical axons. B. Top, Current source densities of a simulated 

mesoscopic traveling waves that propagate over a cortical gyrus. Bottom, Induced electrical 

activity at the surface of the scalp. The scalp potential behaves like a macroscopic traveling 

waves. 

 

Different models have been proposed to explain the emergence of macroscopic traveling 

waves. Further works is needed to better understand the physiological mechanism underlying 

macroscopic traveling waves.  

 

4. Summary 

 

The propagation of neuronal activity has been observed since the beginning of the EEG 

with Adrian and Mathews (1934a) and Adrian and Yamagiwa (1935).  

Mesoscopic traveling waves have been mainly recorded in in vitro preparation and in 

anesthetized animals, with invasive recordings. They correspond to the propagation of a 

transient or an oscillatory activity across a single brain area, at a propagation speed between 
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0.24 and 0.58 m/s, over a short cortical distance (a few mm). Mesoscopic traveling waves are 

presumably supported by an intrinsic cortical circuitry, the unmyelinated long-horizontal fibers 

present in the superficial layers (II-III) of the cortex. Some studies suggest that this propagating 

activity could have a role in cognitive functions, but this question has been poorly studied. In 

this PhD, we wonder whether alpha oscillations can propagate across the retinotopic space and 

influence visual perception across space, in healthy humans (see Chapter 6).  

Macroscopic traveling waves have been mainly recorded in humans, with non-invasive 

recordings methods with low spatial resolution (MEG/EEG). They propagate at a speed of 5.2 

m/s, over a large cortical distance from 5 to 25 cm, and could be oscillatory or non-oscillatory 

activity. Numerous studies found a correlation between various cognitive functions and changes 

in the number and the direction of traveling waves. However, their direct, functional role on 

cognitive function remains ill-defined. In this PhD, we want to better understand the causal and 

functional role of macroscopic traveling waves on cognition (see Chapter 7). 
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Study Date Method 
Human/ 

Animal 

Awake/ 

Anesthetized/In 

vitro 

Frequency Modality Task 
Speed 

(m/s) 

Distance 

(mm) 
Cortical area 

Non-oscillatory  

Animals 

Albowitz et al. 1990 VSD Guinea pig Slice _ _ Elec., Che. 
0.013-

0.265  
_ Sensory cortex 

Albowitz and 

Kuhnt 
1991 VSD Guinea pig Slice _ _ Elec., Che. 

0.069-

0.538  
1.2 Hippocampus 

Albowitz and 

Kuhnt 
1993 VSD Guinea pig Slice _ _ Elec.  

0.095-

0.675  
_ Visual cortex 

Arieli et al. 1996 VSD, LFP Cat Anesthetized _ Visual Vis., RS _ _ V1  

Bakin et al. 1996 VSD 
Rat, 

Guinea pig 
Anesthetized _ Auditory  Aud. _ few  Auditory cortex 

Bringuier et al. 1999 Microelectrodes Cat Anesthetized _ Visual Vis.  0.1  _ V1  

Burns 1950 Microelectrodes Cat In vitro _ _ Elec., RS 0.015-2  1 Visual cortex 

Chagnac-Amitai 

and Connors 
1989 Microelectrodes Rat Slice _ _ Che. 0.002-0.1  2 S1 

Chang 1951 Microelectrodes 
Cat, 

Monkey 
Anesthetized _ _ Elec. 0.6-1  5 Parietal cortex   

Chemla et al. 2019 VSD Monkey Awake _ Visual 
Two-step 

apparent motion 
0.26  3 V1 

Chen et al. 2006 VSD Monkey Awake _ Visual Detection task _ 1.54-2.2 V1 

Chervin et al. 1988 LFP Rat, Cat Slice _ _ Elec. 0.06-0.09  few S1, M1, V1 

Cinelli et al. 1995 VSD Salamander Anesthetized _ Olfactory Olf., Elec. _ _ Olfactory bulb 

Cinelli and 

Kauer 
1995 

VSD, 

Microelectrodes 
Salamander Anesthetized _ _ Elec. _ _ 

Olfactory bulb 

and cortex 

Civillico and 

Contreras 
2006 VSD, LFP Mouse Anesthetized 

_ 

 
 

Somatosensory Sens., Elec. _ _ 
Somatosensory 

cortex 
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Contreras and 

Llinas 
2001 VSD, intraEEG Guinea Pig Slice _ _ Elec. 

0.181-

0.217   
1-2 

Visual and 

Somatosensory 

cortices 

Demir et al. 1999 VSD Rat Slice _ _ Elec. _ _ Olfactory cortex 

Derdikman et al. 2003 VSD Rat Anesthetized _ Somatosensory Sens.  0.3-0.45  _ 
Somatosensory 

cortex 

Ferezou et al. 2006 VSD Mouse 
Awake and 

Anesthetized 
_ Somatosensory 

Sens., Freely 

behaving 
_ _ Barrel cortex 

Ferezou et al. 2007 VSD Mouse 
Awake and 

Anesthetized 
_ Somatosensory Sens., Elec., RS _ _ 

Somatosensory 

and Motor 

cortex 

Fleidervish et al. 1998 Microelectrodes Mouse Slice _ _ Che. 0.004  _ Barrel cortex 

Friedrich and 

Korsching 
1998 VSD Zebrafish Anesthetized _ Olfactory Olf., Elec. _ _ Olfactory bulb 

Fukunishi et al. 1992 VSD Guinea pig Anesthetized _ Auditory Aud. _ 1.8 Auditory cortex 

Gao et al. 2012 VSD Rat Anesthetized _ Visual Vis., Elec. 0.065  _ Visual cortex 

Grinvald et al. 1982 VSD Rat Slice _ _ Elec. 0.1  _ Hippocampus 

Grinvald et al. 1994 VSD Monkey Anesthetized _ Visual Vis. 0.09-0.25  1.5-2.7 V1 

Holsheimer and 

Da Silva 
1989 Microelectrodes Guinea pig  Slice _ _ Che., Elec. 0.1-1.8  1 Hippocampus 

Jancke et al. 2004 VSD, intraEEG Cat Anesthetized _ Visual Illusory motion 0.09  _ V1  

Kitano et al. 1995 LFP Cat   Anesthetized _ Visual Vis. _ _ Visual cortex 

Knowles et al. 1987 Microelectrodes Guinea pig Slice _ _ Che., Elec. 0.13-0.21  _ Hippocampus 

Laaris et al. 2000 VSD, LFP Mouse Slice _ _ Elec., Che. 0.04   _ 
Somatosensory 

cortex 

Lilly and Cherry 1954 Microelectrodes Cat Anesthetized _ Auditory Aud. 0.06-0.96  _ Auditory cortex 

Lippert, 

Takagaki et al. 
2007 VSD, LFP Rat Anesthetized _ 

Visual and 

Somatosensory 
Vis., Sens., RS 0.2  4 

Visual and 

Barrel cortices 
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London et al. 1989 VSD Rat Anesthetized _ Somatosensory Sens., Elec. 0.6  _ 
Somatosensory 

cortex 

Luczak et al. 2007 Microelectrodes Rat 
Anesthetized 

and Awake 
_ _ RS _ _ 

Somatosensory 

cortex 

Miles et al. 1988 LFP Guinea Pig Slice _ _ Che. 0.15  10 Hippocampus 

Nauhaus et al. 
2009, 

2012 
LFP, MUA 

Monkey, 

Cat 
Anesthetized _ Visual Vis., RS 0.09-0.3  2.1-5.8 V1 

Nelson and Katz 1995 VSD Ferret Slice _ _ Elec. 0.16   1 Visual cortex 

Nishimura et al. 2007 VSD Guinea Pig Anesthetized _ Auditory Aud. _ _ Auditory cortex 

Novak and 

Wheeler 
1989 Microelectrodes Rat Slice _ _ Che. 0.29-0.41  _ Hippocampus 

Orbach and 

Cohen 
1983 VSD, LFP Salamander 

Anesthetized, In 

vitro  
_ _ 

Olfactory nerve 

stimulation 
0.2   _ Olfactory bulb 

Petersen et al. 2003a 
VSD, whole-cell 

recordings 
Rat Anesthetized  _ Somatosensory   Sens. 

0.033-

0.06  
_ Barrel cortex 

Petersen et al. 2003b 
VSD, 

Microelectrodes 
Rat, Mouse 

Awake and 

Anesthetized 
_ Somatosensory   Sens., RS 0.1  0.5-1.5 

Somatosensory 

cortex 

Rekauzke et al. 2016 VSD Cat Anesthetized _ Visual Vis. 0.13-0.2  1.2-3  V1 

Reimer et al. 2011 LFP Rat Anesthetized _ Auditory Aud. 
0.00001-

0.00002  
4 Auditory cortex 

Reynaud et al. 2012 VSD Monkey Awake _ Visual Vis. 0.01-0.37  2-8 V1 

Schwartzkroin 

and Prince 
1978 Microelectrodes Guinea pig  Slice _ _ Che. _ 2 -3 Hippocampus 

Sharon et al. 2007 
VSD, 

Microelectrodes 
Cat Anesthetized _ Visual Vis. _ _ Visual cortex 

Sit et al. 2009 VSD Monkey Awake _ Visual Vis. 0.4  2.75  V1 

Slovin et al. 2002 VSD Monkeys Awake _ Visual 

Vis., Saccadic 

eye movement 

task 

0.15-0.19  6.5-9  V1, V2 
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Song et al. 2006 VSD Guinea Pig 
Anesthetized, In 

vitro  
_ Auditory Aud., Elec. 0.26-0.38  3 A1 

Sugitani et al. 1994 VSD Guinea pig Slice _ _ Elec. _ _ Olfactory cortex 

Sutor et al. 1994 VSD, LFP Rat Slice _ _ Che. 0.078   _ Frontal cortex 

Takagaki et al. 2008 VSD Rat Anesthetized _ 
Visual and 

Somatosensory 
Vis., Sens., RS 0.2-0.32  _ 

Visual, 

Somatosensory 

and Associative 

cortices 

Tanifuji et al. 1994 VSD Rats Slice _ _ Elec. 0.06   0.9  Visual cortex 

Taniguchi et al. 1992 VSD Guinea pig Anesthetized _ Auditory Aud. _   Auditory cortex 

Tsau et al. 1998 
VSD, 

Microelectrodes 
Rat Slice _ _ Che. 0.031   _ Neocortex 

Tsytarev et al. 2004 
Optics, 

Microelectrodes 
Cat Anesthetized _ Auditory Aud. _ _ A1 

Tucker and Katz 2003 VSD, intraEEG Ferret Slice _ _ Elec. 0.24  0.4-2 Visual cortex 

Uno et al. 1993 VSD Guinea pig Anesthetized _ Auditory Aud. _ _ Auditory cortex 

Volgushev et al. 2006 
LFP, 

Microelectrodes 
Cat Anesthetized _ _ _ _ 4-12 

Somatosensory 

cortex 

Voskuyl and 

Albus 
1985 Microelectrodes Rat Slice _ _ Che. 0.01-0.5  _ Hippocampus 

Wadman and 

Gutnick 
1993 Microelectrodes Guinea Pig Slice _ _ Elec. 

0.008-

0.15  
3 Neocortex 

Witte et al. 2007 Microelectrodes Cat Awake _ Auditory Aud. 0.05-0.2  few  Auditory cortex 

Wu et al. 2001 VSD, LFP Rat Slice _ _ Elec. 
0.001-

0.02  
0.8  

Auditory and 

Somatosensory 

cortices 

Xu et al. 2007 VSD Rat Anesthetized _ Visual Vis., Elec. 0.05-0.07  _ V1, V2 

Yang et al. 2015 VSD Monkey Awake _ Visual Vis. 
0.023-

0.03  
5 V1, V2 
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Yuste et al. 1997 VSD Rat Slice _ _ Elec. 0.001  _ Visual cortex 

Zhang et al. 2012 VSD Rat Awake _ Visual Apparent motion  _ _ V1 

Humans 

Knapen et al. 2007 Psychophysics Human Awake _ Visual 
Binocular 

rivalry 
_ _ V1 

Lee et al. 2005 
Psychophysics, 

fMRI 
Human Awake _ Visual 

Binocular 

rivalry 
0.16-0.22  _ V1 

Lee et al. 2007 
Psychophysics, 

fMRI 
Human Awake _ Visual 

Binocular 

rivalry 
_ _ V1, V2, V3 

Genç et al. 2015 
Psychophysics, 

MRI 
Human Awake _ Visual 

Binocular 

rivalry 
_ _ V1, V2, V3 

Wilson et al. 2001 Psychophysics Human Awake _ Visual 
Binocular 

rivalry 

0.224-

0.44  
_ V1 

Oscillatory 

Animals 

Adrian and 

Matthews 
1934 ECoG Rabbit Anesthetized Alpha (10 Hz) _ Che. 0.01  4 Neocortex 

Agarwal et al. 2014 MUA, LFP Rat Awake Theta (8-9 Hz) _ Freely behaving 0.01  _ Hippocampus 

Andersen et al. 1966 Microelectrodes Cat Anesthetized 
Spindle (7-14 

Hz) 
_ _ _ _ Thalamic nuclei 

Arieli et al. 1995 
VSD; 

Microelectrodes 
Cat Anesthetized Alpha (7-14 Hz) Visual Vis. _ few  Visual cortex 

Benucci et al. 2007 VSD Cat Anesthetized Alpha (10 Hz) Visual SSVEP 0.2-0.5  _ V1 

Besserve et al. 2015 LFP, MUA Monkey Anesthetized 
Gamma (50-80 

Hz) 
Visual Vis., RS 0.36  few  V1 

Contreras et al. 1996 LFP Cat Anesthetized 
Spindle (7-14 

Hz) 
_ _ _ _ Thalamus 

Contreras et al. 1997 Microelectrodes Cat 
Anesthetized, In 

vitro 

Spindle (7-14 

Hz) 
Sleep Elec., RS 

0.001-

0.003  
_  Thalamus 
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Csicsvari et al. 2000 MUA, LFP Rat Awake 
Ripple (80-250 

Hz) 
Sleep _ _ _ Hippocampus 

Davis et al. 2020 MUA, LFP Monkey Awake 
Multiple (10-30 

Hz) 
Visual 

Detection task, 

Natural vision 
0.1-0.6  _ 

Middle 

Temporal visual 

area 

Delaney et al. 1994 VSD Mollusk In vitro 1 Hz Olfactory Old., RS _ _ Olfactory organ 

Freeman 1978 MUA 
Cat and 

Rabbit 

Awake and 

Anesthetized 

Gamma (38-80 

Hz) 
Olfactory Olf., Elec. 0.45-7.36  few 

Olfactory bulb 

and cortex 

Freeman and 

Baird 
1987 Microelectrodes Rabbit Awake 

Gamma (39-90 

Hz) 
Olfactory 

Discrimination 

task 
1.72-1.87  _ Olfactory bulb 

Freeman and 

Barrie 
2000 Microelectrodes Rabbit Awake 

Gamma (20-80 

Hz) 

Visual, 

Auditory, 

Somatosensory 

Discrimination 

task 
0.5-4  5-20 

Visual, Auditory 

and 

Somatosensory 

cortices 

Friedrich et al. 2004 LFP, VSD Zebrafish In vitro Beta (20-30 Hz) Olfactory Olf.  0.45  2 Olfactory bulb 

Gabriel and 

Eckorn 
2003 MUA, LFP Monkey Awake 

Gamma (30-90 

Hz) 
Visual Vis. _ 7 V1 

Gervais et al. 1996 
VSD, 

Microelectrodes 
Mollusk In vitro  0.7 Hz Olfactory Olf. _ _ Olfactory organ 

Han et al. 2008 VSD Rat Anesthetized Delta (0.5-4 Hz) Visual Vis., RS 
0.01-

0.016  
few  Visual cortex 

Hernandez-Perez 

et al. 
2020 LFP, MUA Rat Awake Theta (~8 Hz) _ Freely behaving 0.08-0.18  _ 

Medial 

Entorhinal 

cortex 

Huang et al. 2004 VSD Rat Slice 
Multiple (4-15 

Hz) 
_ Che. _ few  Visual cortex 

Huang et al. 2010 
VSD, 

Microelectrodes 
Rat Anesthetized 

Multiple (3-22 

Hz) 
Sleep Che., Sleep _ _ Visual cortex 

Ketchum and 

Haberly 
1993 LFP Rat Anesthetized Gamma (54 Hz) _ Elec. _ _ Olfactory cortex 
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Kim et al. 1995 Microelectrodes Ferret Slice 
Spindle (7-14 

Hz) 
Sleep Elec., RS 

0.0003-

0.0015  
_ Thalamic nuclei 

Kleinfeld et al. 1994 LFP, VSD Mollusk In vitro 1 Hz _ _ 0.001  _ Olfactory organ 

Lam et al. 
2000, 

2003 
VSD, LFP Turtle Awake 

14.1 Hz (rostral), 

6.6 Hz (caudal) 
Olfactory Olf. 0.12-0.18  2 Olfactory bulb   

Lubenov and 

Siapas 
2009 LFP, MUA Rat Awake Theta (4-10 Hz) _ Freely behaving 0.08-0.1  

11.1-

14.9  
Hippocampus 

Maris et al. 2013 LFP, MUA Monkey Awake 

Theta (3-4 Hz), 

Alpha (9-13 Hz), 

Gamma (35-75 

Hz) 

Visual 
Visual 

attentional task 
_ <1 V4 

Muller et al. 2014 VSD Macaque Awake 
Multiple (5-20 

Hz) 
Visual Vis., RS 0.25-1.35  7 V1, V2 

Murthy and Fetz 1996 LFP Monkeys Awake Beta (20-40 Hz) Motor Motor task _ 15 Motor cortex 

Neuenschwander 

and Singer 
1996 MUA Rabbit Anesthetized Gamma (81 Hz) Visual Vis. _ _ Thalamic nuclei 

Nikitin and 

Balaban 
2000 

Microelectrodes, 

VSD 
Mollusk In vitro 0.6-0.8 Hz Olfactory Old., RS 0.003  _ Procerebral lobe 

Patel et al. 2012 LFP, MUA Rat Awake Theta (5-10 Hz) _ 
Freely behaving, 

Sleep 
0.16  10 Hippocampus 

Patel et al. 2013 LFP Rats Awake 
Ripple (140-180 

Hz) 
Sleep Sleep 0.35  4-8 Hippocampus 

Petsche and 

Stumpf 
1960 Microelectrodes Rabbits Anesthetized Theta (4-7 Hz) _ 

Elec., Che., 

Sens. 
0.19-0.5  few  

Neocortex, 

Hippocampus, 

Diencephalon 

Prechtl et al. 1997 VSD, LFP Turtle Awake 
Multiple (5-23 

Hz) 
Visual Vis. 0.05-0.09  _ Visual cortex 

Prechtl et al. 2000 LFP Turtle In vitro Beta (20 Hz) Visual Vis. 0.2-0.4  2 Visual cortex 
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Ray and 

Maunsell 
2011 MUA Monkey Awake 

Multiple (3-90 

Hz) 
Visual Detection task 0.25-0.49  2 V1 

Rubino et al. 2006 LFP Monkeys Awake Beta (10-45 Hz)  Motor 
Reaching and 

choice task 
0.12-0.28  10 

M1 and Dorsal 

Premotor cortex 

Sanchez-Vives 

and Cormick 
2000 Microelectrodes Ferret Slice 0.1-0.5 Hz _ _ 0.01  _ 

Visual and 

Prefrontal 

cortices 

Stroh et al. 2013 
Optogenetics, 

LFP 
Mouse Anesthetized < 1 Hz Visual 

Optogenetics, 

Vis. 
0.037  few  

V1, Frontal area, 

Thalamic nuclei 

Takahashi et al. 2015 LFP, MUA Monkey Awake Beta (15-40 Hz) Motor Motor task   0.23-0.26  _ M1   

Townsend et al. 2015 MUA, LFP Monkey Anesthetized Delta (1-4 Hz) Visual Vis. _ _ 

Middle 

Temporal visual 

area 

Verzeano and 

Negishi 
1960 Microelectrodes Cat Anesthetized 

Spindle (7-14 

Hz) 
Visual Vis. _ _ Thalamic nuclei 

Wright and 

Sergejew 
1991 Microelectrodes Cat Awake 

Multiple (1-32 

Hz) 
_ RS 0.1-0.29  7 

Occipito-parietal 

cortex 

Wu et al. 1999 VSD, LFP Rat Slice Alpha (7-10 Hz) _ _ 0.3  > 5  
Somatosensory 

cortex 

Ylinen et al.  1995 MUA Rat Awake 
Ripple (150-200 

Hz) 
Sleep Sleep _ _ Hippocampus 

Zanos et al. 2015 LFP Macaque Awake Beta (20-40 Hz) Visual Saccades 0.31  121 V4 

Humans 

Liou et al. 2017 intraEEG Human Awake 
Ictal Discharge 

(80-150 Hz) 
_ _ 

0.229-

0.472  
_ Temporal cortex 

Smith et al. 2016 intraEEG Human Awake 
Ictal Discharge 

(< 50 Hz) 
_ _ 0.21  5.67  

Associative 

cortex 

Sokoliuk and 

VanRullen 
2016 Psychophysics Human Awake 

5 Hz and 10 Hz 

(SSVEP) 
Visual SSVEP _ few  V1 
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Sreekumar et al. 2021 intraEEG Human Awake 
Multiple (2-14 

Hz) 
Memory Memory task  0.11  _ Temporal cortex 

Takahashi et al. 2011 intraEEG Human Awake Beta (15-18 Hz) Motor Motor task, RS 0.15-0.35  _ Motor cortex 

Zhang and 

Jacobs 
2015 intraEEG Human Awake Theta (2-8 Hz) Memory Memory task 1-5 _ Hippocampus   

 

Table 2. Publications on mesoscopic traveling waves. VSD: Voltage Sensitive Dye. MUA: Multi-Unit array. LFP: Local Field Potential. intraEEG: intra 

Electroencephalography. (f)MRI: (functional) Magnetic Resonance Imaging. Elec.: Electrical Stimulation. Che.: Chemical Stimulation. Olf.: Olfactive 

Stimulation. Sens.: Sensory Stimulation. Vis.: Visual Stimulation. Aud.: Auditory Stimulation. RS: Resting State. SSVEP: Steady State Visual Evoked Potential. 

V1: Primary Visual Cortex. S1: Primary Somatosensory Cortex. A1: Primary Auditory Cortex. M1: Primary Motor Cortex.  
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Study Date Method 
Human/ 

Animal 

Awake/ 

Anesthetized 
Oscillatory Modality Task 

Speed 

(m/s) 

Distance 

(cm) 
Direction 

Non-oscillatory 

Humans 

Childers 1977 EEG Human Awake VEP Visual Vis. _ _ AP 

Cracco 1972 EEG Human Awake SEP Somatosensory SensMot _ _ AP 

Gevins et al. 1989 EEG Human Awake ERP Visuomotor 
Visuomotor 

task 
_ _ _ 

Hughes et al. 1992 EEG Human Awake VEP Visual SSVEP 3.9-6.7 _ AP and PA 

King and Wyart 2021 EEG Human Awake _ Visual Vis. _ _ PA 

Klimesch et al. 2007 EEG Human Awake VEP Visual Vis. 3 _ PA 

Zauner et al. 2014 EEG Human Awake VEP Visual Semantic task 5-6 8 _ 

Oscillatory 

Animals 

Matsui et al. 2016 HemoS Mouse Anesthetized  0.045 Hz _ RS _ _ AP 

Roelfsema et al. 1997 Microelectrodes Cat Awake Alpha (7-13 Hz) _ RS _ _ _ 

Vyazovskiy et al. 2009 LFP Rat Awake Delta (0.5-4 Hz) Sleep Sleep _ _ _ 

Humans 

Adrian and 

Yamagiwa 
1935 EEG Human Awake Alpha (10 Hz) _ RS _ 5 PA 

Alamia and 

VanRullen 
2019 EEG Human Awake Echoes, Alpha Visual Vis., RS 2.2 _ PA and AP 

Alexander et al. 2006 EEG 

Human:  

memory 

impairments 

and healthy  

Awake Theta (6 Hz) Memory Mem. _ _ 
 PA 

(mostly) 
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Alexander et al. 2008 EEG 

Human:  

ADHD and 

healthy  

Awake Delta (1 Hz) 
Auditory, 

Visual 
Aud., Mem. _ _ PA 

Alexander et al. 2009 EEG 

Human:  

schizophrenia 

and healthy  

Awake Delta (2-4 Hz) 
Auditory, 

Visual 
Aud., Mem. _ _ AP  

Alexander et al. 2013 
MEG/ EEG/ 

ECoG 
Human Awake 

MEG: Delta, 

Alpha; EEG: 

Theta, Alpha; 

ECoG: Alpha. 

MEG: audio-

visual;          

EEG: visual; 

ECoG: motor. 

MEG: Vis.;   

EEG: Vis.;  

ECoG: 

SensMot. 

_ _ 

MEG: AP-

SI;        

EEG: PA; 

ECoG: SI. 

Bahramisharif et 

al. 
2013 ECoG Human Awake Alpha (8-10 Hz) _ RS 0.7-2.1  _ _ 

Barlow and Estrin 1971 EEG Human Awake Alpha (9-10 Hz) Visual RS, SSVEP _ _ PA 

Brenner et al. 1981 MEG Human Awake Alpha (13 Hz) Visual SSVEP _ 8 _ 

Burkitt et al. 2000 EEG Human Awake Alpha (10 Hz) Visual SSVEP 7-11 _ PA 

Cohn 1948 EEG Human  Awake Alpha (10 Hz) _ RS _ _ AP/PA 

Cooper and 

Mundy-Castle 
1960 EEG Human Awake Alpha (8-11 Hz) Motor SensMot 1-20 _ AP and PA 

Cottereau et al. 2011 MEG Human Awake Alpha (7.5, 15 Hz) Visual Vis. _ _ PA 

Darrow and Hicks 1965 EEG Human Awake Alpha (10 Hz) Auditory Aud.  _ _ _ 

Fellinger et al. 2012 EEG Human Awake Alpha (8-12 Hz) Visual Vis. 6-12 _ 
posterior-

to-lateral 

Giannini et al. 2018 EEG Human Awake Theta (6.5 Hz) Oculomotor Natural scenes  3 _ PA-IS 

Giannitrapani et 

al. 
1966 EEG Human  Awake 

Alpha, Delta (4 

Hz) 
_ RS, Sleep _ _ _ 

Giannitrapani 1970 EEG 
Human: 

children. 
Awake Multiple (8-24 Hz) Auditory RS, Aud. _ _ 

AP/PA, 

LR/RL 

Goldman et al. 1949 EEG Human Awake Alpha _ RS _ _  rotating 
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Halgren et al. 2019 ECoG Human Awake Alpha (7-13 Hz) _ RS 1 _ 
AP-SI and 

PA 

Hangya et al. 2011 ECoG Human Awake Delta (0.5-2 Hz) Sleep Sleep 3.3 _ _ 

Hoovey et al. 1972 EEG Human Awake Alpha _ RS _ _ LR/RL 

Hord et al. 1972 EEG Human Awake Alpha (10 Hz) _ RS _ _ PA 

Hord et al. 1974 EEG Human Awake Alpha (9-10.5 Hz) _ RS _ _ _ 

Hori et al. 1969 EEG Human  Awake Alpha   _ RS _ _ _ 

Hughes et al. 1995 EEG Human Awake Alpha, Spindles _ 

RS, Sleep, 

Math., 

Emotion and 

Pain 

perception 

3.1-3.8 _ 

toward-

midline, 

from-

midline, 

AP, PA 

Inouye et al. 1983 EEG Human  Awake Alpha (7-13 Hz) _ RS _ _ AP 

Inouye et al. 1994 EEG Human  Awake Theta (6-7 Hz) _ Math. _ _ AP/PA 

Inouye et al 1995 EEG Human Awake Alpha (7-14 Hz) _ RS _ _ PA 

Ito et al. 2005 EEG Human Awake Alpha (8-13 Hz) _ RS _   PA 

Ito et al. 2007 EEG Human Awake Alpha (8-13 Hz) _ RS _ _ AP and LR 

Kosem et al. 2014 MEG Human Awake Delta (1 Hz)  Audio-visual 

Temporal 

order 

judgment task 

_ _ _ 

Liske et al. 1967 EEG Human Awake Alpha (10 Hz) _ RS _ _ LR/RL 

Lozano-

Soldevilla and 

VanRullen 

2019 EEG Human Awake Echoes   Visual Vis. _ _ PA 

Maclin et al. 1983 MEG Human Awake Alpha (13 Hz) Visual SSVEP _ _ _ 

Manjarrez et al. 2007 EEG Human Awake Alpha (10 Hz) _ RS 2.1 _ multiple  

Massimini et al. 2004 EEG Human  Awake < 1 Hz Sleep Sleep 1.2-7 _ 

AP 

(mostly) 

and PA 

Massimini et al. 2007 EEG Human Awake <1 Hz Sleep TMS pulses  _ _ _ 
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Mitra et al., 2015 2015 MRI Human Awake <1 Hz Sleep Sleep, RS _ _ AP 

Muller et al. 2016 ECoG Human Awake 
Spindles (11-15 

Hz)  
Sleep Sleep 2-5 _ 

temporal-

to-parietal-

to-frontal 

Murphy et al. 2009 EEG Human Awake Delta Sleep TMS pulses  0.4 - 6.3 _ AP and PA 

Nir et al. 2011 ECoG Human Awake <1 Hz Sleep Sleep _ _ _ 

Nolte et al. 2008 EEG Human Awake Alpha (10 Hz) _ RS _ _ AP 

Pang et al. 2020 EEG Human Awake  Alpha (8-13 Hz) Visual Vis., RS _ _ PA and AP 

Patten et al. 2012 EEG Human Awake 
Theta (4-8 Hz), 

Alpha (8-12 Hz) 
Visual Vis. 4-6.5 _ PA and AP 

Ribary et al. 1991 MEG 

Human:  

memory 

impairments 

and healthy  

Awake Gamma (40 Hz) Auditory SSAEP _ _ AP 

Rodriguez et al. 1999 EEG Human Awake 
Gamma (36-40 

Hz) 
Visual Vis. _ _ _ 

Sauseng et al. 2002 EEG  Human Awake 
IAF -6/+4 Hz,       

IAF -4/+2 Hz 
Memory Mem. _ _ AP and PA 

Schack et al. 1999 EEG Human Awake Alpha (8-10 Hz) Memory Mem. _ _ PA 

Schack et al. 2003 EEG Human Awake Alpha (8-10 Hz) Visual RS, Vis. 10 _ 
PA, LR, 

RL 

Shaw and 

McLachlan 
1968 EEG Human  Awake Alpha  _ 

RS, Aud., 

Vis., 

SensMot., 

Math. 

_ _ AP/PA 

Shevelev et al. 2000 EEG Human Awake Alpha (IAF)  Visual SSVEP _ _ multiple 

Srinivasan et al. 2006 EEG Human Awake Alpha (11-13 Hz) Visual SSVEP _ 12-25 PA 

Suzuki 1974 EEG Human  Awake Alpha (8-10 Hz) _ RS _ _ PA 
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Thatcher et al. 1986 EEG 
Human: 

Children. 
Awake 

Delta (0.5-3.5 Hz), 

Theta (3.5-7 Hz), 

Alpha (7-13 Hz), 

Beta (13-22 Hz)  

_ RS _ 20 PA and AP  

Thorpe et al. 2007 EEG, MEG Human Awake 
Theta (4-8 Hz), 

Alpha (10-14 Hz) 
Visual SSVEP _ 20-25 _ 

Tsoneva et al. 2021 EEG Human Awake 
Gamma (40-60 

Hz)  
Visual SSVEP 8-14. 21.6-23.5 PA 

van DerMeij et al. 2012 ECoG Human Awake Multiple (2-16 Hz) Memory Mem. _ _ _ 

van Ede et al. 2015 MEG Human Awake 

Alpha (8-12 Hz), 

Gamma (50-70 

Hz) 

Visual Vis., RS _ _ _ 

Von Leeuwen 1964 EEG Human Awake Alpha (10 Hz) _ RS  _ _ PA  

Walter et al. 1966 EEG Human Awake Alpha (11 Hz) _ RS _ _ PA   

Zhang et al. 2018 ECoG Human Awake Multiple (2-15 Hz) Memory Mem. 0.55 11.7 AP and PA 

 

Table 3. Publications on macroscopic traveling waves. EEG: Electroencephalography. MEG: Magnetoencephalography. ECoG: Electrocorticography. HemoS: 

Hemodynamic signal. MRI: Magnetic Resonance Imaging. LFP: Local Field Potential. VEP: Visual Evoked Potential. SEP: Somatosensory Evoked Potential. 

IAF: Individual alpha frequency. SSVEP: Steady State Visual Evoked Potential. SSAEP: Steady State Auditory Evoked Potential. Vis.: Visual task. SensMot.: 

Sensorimotor task. Aud.: Auditory task. Mem. Memory task. Math.: Mathematical computation. TMS: Transcranial Magnetic Stimulation. AP: Anterior-to-

posterior. PA: Posterior-to-anterior. LR: Left-to-right. RL: Right-to-left. SI: Superior-to-inferior. IS: Inferior-to-superior. 
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Chapter 3. Aim of this PhD. 

 

The temporal features of brain oscillations (phase, amplitude) can predict perception, 

e.g., perception is modulated periodically by the phase of low-frequency brain oscillations. This 

phase effect only account for less than 20% of the trial-by-trial variability in perceptual 

performance (e.g., Busch et al., 2009; Dugué et al., 2011a; Hanslmayr et al., 2013; Samaha et 

al., 2015). In this PhD, we hypothesize that if brain oscillations are the support of perception, 

they should explain a larger portion of the variance observed in empirical data. We propose that 

we can better characterize the functional role of brain oscillations on perception by considering 

the interaction between the temporal features and the spatial organization of brain oscillations.  

 

We decided to study visual perception, a modality that has been widely studied by the 

scientific community, at a physiological, anatomical, and functional level.  

One of the main advantages of the visual system is the phenomenon of retinotopy, i.e., 

elements close to each other in the visual field are encoded by two neuronal populations close 

to each other in the cortex (Figure 3.1). This topographical mapping of the spatial structure and 

the distance between elements in the visual field appears between the retina and area V1, but 

also in other cortical visual areas higher in the hierarchy, such as V2, V3, V4. The representation 

of the visual scene is distorted. The visual information that appears in the fovea has a larger 

cortical representation compared to the periphery, associated to a higher spatial resolution. This 

distortion between the actual visual stimulation and its representation in the cortex is done 

through a factor of cortical magnification. 

It is also possible to individually map participants’ retinotopic cortex using fMRI. 

Cortical representation of eccentricity is performed by displaying a ring filled with a 

checkerboard that extends from the center to the periphery. Cortical representation of visual 

polar angles is performed by displaying a wedge filled with a checkerboard that is rotating 

around a point in the center of the screen. This experimental method allows the identification 

of the early visual regions in each individual (Figure 3.2) (Dougherty et al., 2003; Larsson and 

Heeger, 2006; Dugué et al., 2020). Retinotopic mapping is useful to study the spatial 

organization of brain oscillations in humans.  
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Figure 3.1: Image inversion and distortion, from Frisby, 1979. At the stage of the retina, the 

image of the visual object is inverted in an upside-down manner. At the stage of the primary 

visual cortex, the image is still inverted, but also disproportionate. The visual information 

received in the fovea has a greater representation in the brain.  

 

 

Figure 3.2: Retinotopic mapping, from Larsson and Heeger, 2006. Up, retinotopic map of 

one participant. Down, retinotopic maps averaged across all participants (n=15).  

 

In this PhD, we also want to test causal links between brain oscillations and visual 

perception. To this aim, we use a non-invasive interventional technique, the transcranial 

magnetic stimulation (TMS). TMS was first proposed as a tool to stimulate the brain by 
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Barker, in 1985 (Barker et al., 1985). They showed that a pulse of TMS applied over motor 

cortices led to the stimulation of the peripheral nerve, followed by a muscle contraction.  

Magnetic stimulation relies on the Faraday’s law of electromagnetism induction that 

describes the interaction between magnetic and electric fields (Faraday, 1832). 

Electromagnetism induction states that a changing electric current produces a changing 

magnetic field, that, in turn, induces a secondary electric current (Epstein, 2008). In the case of 

TMS, the magnetic stimulator, i.e., a capacitive high-voltage, high-current charge-discharge 

system, is going to produce and store an electric current, that will be transfer to the magnetic 

stimulation coil to produce a magnetic field (Wagner et al., 2007). By applying the coil on the 

human scalp, the induced magnetic field entrain a secondary electric current that spreads over 

neural and non-neural tissues, according to their conduction properties (Wagner et al., 2009). 

The direction of the electrical current induced in the brain tissue is perpendicular to the surface 

of the coil (Valero-Cabre et al., 2017). This electrical field influences the electrical state of 

neuronal population in the brain region targeted by the coil. To place the TMS coil with a high 

spatial precision, it is possible to use online stereotaxic neuronavigation systems. These systems 

are able to track in real time the position of the TMS coil in space, and allow an online 

visualization of the coil’s position on a 3D reconstruction of individual MRI head-brain volume 

(Valero-Cabre et al., 2017). The resulting electric field induced by TMS on the cortex can be 

modeled from anatomical MRI images (Thielscher et al., 2015; Figure 3.3).  

 

Figure 3.3: Modeling of the electrical current induced by a single-pulse TMS applied over 

the visual cortex, with SimNIBS (Thielscher et al., 2015). The 3D head model was constructed 

from individual MRI images provided in SimNIBS. A Magstim 70 mm figure-of-eight coil was 
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selected and placed over the right visual cortex. Its position and direction are represented in 

green. The electric field (V/m) induced by a single-pulse TMS is represented on the 3D head 

model.  

 

This PhD aims to demonstrate that taking into account both the spatial and the 

temporal organization of brain oscillations simultaneously, and in their entirety, i.e., the 

dynamics of the phase and amplitude across time and space, will allow us to better 

understand their functional role on visual perception. 

To achieve our objectives, we developed 4 projects and used a multimodal approach 

including psychophysics, neuroimaging (EEG, MRI, oculometry), and TMS, and collected, 

and analyzed, data from healthy human participants.  

 

In the first project, we tested whether there is a causal, joint relation between the 

amplitude and the phase of brain oscillations, the state of cortical excitability and the 

subsequent visual perception. Single pulses of TMS applied over V1/V2 elicit an illusory 

percept called phosphene. Phosphene perception depends on the ongoing cortical state, and 

allows testing for causal relation between spontaneous brain oscillations, cortical excitability, 

and the associated visual perception. Studies using this paradigm showed that the probability to 

perceive a phosphene is higher when the amplitude of spontaneous alpha oscillations is low 

(Romei et al., 2008; Samaha et al., 2017), and fluctuates along with the alpha phase (Dugué et 

al., 2011a; Samaha et al., 2017). In addition, phosphene perception leads to a higher event-

related potential (ERP) than the absence of percept (Dugué et al., 2011a; Taylor et al., 2010; 

Samaha et al., 2017), allowing to quantify the modulation in cortical excitability. Here, we 

studied the causal interaction between the amplitude and the phase of brain oscillations 

according to the predictions made by the Pulsed Inhibition theory (Jensen and Mazaheri, 2010). 

Cortical excitability and visual perception were assessed with phosphene perception (and their 

evoked activity) induced by single pulses of TMS over the occipital cortex, with simultaneous 

EEG recording to measure spontaneous brain oscillations.  

 

In the second project, we asked whether the temporal dynamics of the spatial 

pattern of brain oscillations can predict a complex phenomenon of visual perception, 

serial dependance. The behavioral phenomenon of serial dependance describes that visual 

perception is biased toward perceived stimuli in the recent past, i.e., the construction of visual 

perception depends on both prior and present visual inputs (Fischer and Whitney, 2014; Collins, 
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2019, 2020). Serial dependance occurs for various visual features, including, orientation 

(Fischer and Whitney, 2014), face perception (Liberman et al., 2018), and numerosity 

(Fornaciai and Park, 2019), suggesting an important principle of visual perception. However, 

the neural dynamics of serial dependance is poorly understood. In our project, we hypothesize 

that serial dependance is underlied by brain oscillations. We developed a serial dependance task 

on face perception associated with EEG recordings. A classification algorithm was then applied 

to investigate whether the spatio-temporal pattern of brain activity associated with face 

perception can be found in visual stimuli biased toward the previous perception of a face 

stimulus.  

 

In the third project, we tested the hypothesis that brain oscillations travel across 

the retinotopic space, i.e., mesoscopic traveling waves, leading to perceptual 

consequences. Visual perception is modulated periodically by the phase of low-frequency 

oscillations, with periods associated to a high probability of stimulus perception, i.e., optimal 

phases (Busch et al., 2009; Mathewson et al., 2009; Varela et al., 1981; Dugué et al., 2011a). 

The phase effect accounts for less than 20% of trial-by-trial variability in perceptual 

performance (Busch et al., 2009; Dugué et al., 2011a, 2015). We hypothesized that by 

considering the spatial organization of brain oscillations, we can better explain the functional 

role of brain oscillations on visual perception. Psychophysics experiments associated with EEG 

recording were developed to test our hypothesis.  

 

In the fourth project, we studied the functional role of the propagation direction of 

macroscopic oscillatory traveling waves. Alpha brain oscillations can propagate between 

cortical areas along the antero-posterior axis (e.g., Sauseng et al., 2002; Zhang et al., 2018; 

Alamia and VanRullen, 2019; Pang et al., 2020). We hypothesized that manipulating cognition 

will manipulate traveling wave’s direction of propagation. To this aim, we developed an 

experiment manipulating both visual perception and endogenous spatial attention during EEG 

recordings. We hypothesized that endogenous attention is associated with traveling waves 

propagating from the frontal-to-occipital areas, and that during visual perception, the 

propagation direction is reversed from the occipital-to-frontal areas.  
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We also tested whether visual perception causally triggers a traveling wave in the 

anterior-to-posterior direction with a study including EEG recordings and single pulses of TMS 

applied over V1 to induce phosphene perception.  
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Chapter 4. Causal link between the phase and amplitude of 

spontaneous alpha oscillations, cortical excitability and visual 

perception. 

 

The amplitude and the phase of brain oscillations in low frequency bands (theta, alpha) 

influence both cortical excitability and visual perception, independently. In this chapter, we 

studied the role of alpha phase-amplitude tradeoffs on cortical excitability and visual 

perception, according to the predictions made by the Pulsed Inhibition theory (Jensen and 

Mazaheri, 2010; Klimesch et al., 2007a; Mathewson et al., 2011).  

To this aim, we assessed cortical excitability and visual perception in healthy humans using 

phosphene perception induced by single pulses of TMS, and its post-pulse evoked activity 

recorded with simultaneous EEG. A first study was developed, unfortunately, we cannot 

continue it, for practical reasons, i.e., unfeasibility of the experiment, and the covid pandemic. 

Consequently, we reanalyzed data already published (Dugué et al., 2011a) to test our 

hypothesis. This last study provided strong causal evidence in favor of the Pulsed Inhibition 

theory. 

 

1. The Pulsed Inhibition theory  

 

For a long time, alpha brain oscillations were interpreted as “cortical idling” (for review 

Pfurtscheller & Silva, 1999). Several studies highlighted the key role of alpha oscillations in 

various cognitive functions, and proposed that they act as a functional inhibitor (VanRullen, 

2016a; Dugué and VanRullen, 2017; Clayton et al., 2018; Samaha et al., 2020; Kienitz et al., 

2021). Considering that alpha brain activity is an oscillatory phenomenon, and that the phase 

of the alpha cycle strongly influences both cortical excitability and perception (Varela et al., 

1981; Busch et al., 2009; Mathewson et al., 2009; Dugué et al., 2011a; Scheeringa et al., 2011b; 

Hagens et al., 2011b; Samaha et al., 2015), the functional inhibition exerted by alpha 

oscillations is probably periodic. Indeed, it was proposed that “alpha activity produces boots of 

inhibition repeated every ~100 ms” (Mazaheri and Jensen, 2010). The Pulsed Inhibition theory 

describes a physiological proposal on how the amplitude of alpha oscillations influences the 

phase effect (Jensen and Mazaheri, 2010; Klimesch et al., 2007a; Mathewson et al., 2011), i.e., 

the alternation between states of cortical excitation and inhibition, as a function of the alpha 

phase, leading to rhythmicity in performance. This theory makes two clear predictions. (1) High 
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alpha amplitude induces cortical inhibition at specific phases, associated with low perceptual 

performance, while at opposite phases, inhibition decreases (potentially increasing excitation) 

and perceptual performance increases. (2) Low alpha amplitude is less susceptible to these 

phasic (periodic) pulses of inhibition, leading to overall higher perceptual performance (Figure 

4.1).  

 

Figure 4.1: The Pulsed Inhibition theory. When alpha amplitude is low, the level of cortical 

excitability is high and always above the perceptual threshold. All incoming stimuli are 

processed and perceived. When alpha amplitude is high, the level of cortical excitability 

fluctuates along with the phase, between excitatory and inhibitory states, above and below the 

perceptual threshold. This leads to a periodicity in perception. Incoming stimuli are processed 

and perceived only at optimal phases, during excitatory states.  

 

The basic principles of the Pulsed Inhibition theory can be illustrated by considering the 

level of excitation in three different pyramidal excitatory cells and the phase of the brain 

oscillations (Figure 4.2; Klimesch et al., 2007a). A pyramidal cell with a basal level of 

excitability sufficiently high overrides the inhibition induced by the oscillatory activity and fires 

tonically when the amplitude is low (Cell 1 in Figure 4.2.1). For the same amplitude, pyramidal 

cells with a lower basal level of excitability are firing periodically (Cells 2 and 3 in Figure 

4.2.1). Crucially, when the amplitude of the oscillatory activity increases, all pyramidal cells 

fire periodically (Cell 1 in Figure 4.2.2) and the time-windows for neural firing become more 

precise (Cells 2 and 3 in Figure 4.2.2). Thus, alpha oscillations would represent a functional 

timing mechanism. According to the oscillations’ amplitude, the time-window for neural 

processing becomes shorter or longer.  
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Figure 4.2: The basic principles of the Pulsed Inhibition theory, from Klimesh et al., 2007a. 

According to the basal level of excitation of three different pyramidal excitatory cells and the 

amplitude of the oscillation, two different firing patterns occur. 1. The amplitude of the 

oscillation is low, a pyramidal cell with a high basal level of excitation fires tonically, while 

pyramidal cells with a low basal level of excitation fire periodically. 2. The amplitude of the 

oscillation is high, all pyramidal cells are firing periodically according to the phase of the 

oscillations. Their basal level of excitation determines the length of the integrative time-

windows.  

 

2. A role of endogenous attention? 

 

In their proposal on the role of alpha oscillations as an active inhibitory process, Klimesch 

et al. (2007a) and Mathewson et al. (2011) evoked that the amplitude of alpha oscillations in 

the occipital regions could be controlled by top-down processes from fronto-parietal areas. 

Recent studies highlighted that brief interferences induced by repetitive TMS over frontal areas 

disrupt the emergence and the modulation of alpha oscillations in the visual cortex during a 

visual attention task. In addition, this absence of alpha modulation caused by the alteration of 

the brain activity in the frontal regions was associated to altered perceptual performance 

(Capotosto et al., 2009; Marshall et al., 2015). Indeed, several authors have proposed that alpha 

oscillations carry information from frontal to sensory areas through feedback connections 

(Michalareas et al., 2016; van Kerkoerle et al., 2014). In the framework of the Pulsed Inhibition 

theory, frontal areas would exercise a key role in the timing of cortical activation in visual areas; 

through their top-down influence on the amplitude of alpha oscillations, they would enhance or 

reduce the effect of alpha phase on perception. Indirectly, frontal areas could play a role in the 

emergence of inhibitory and excitatory moments (Klimesch et al., 2007a).  

 

1. 2. 
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To investigate this hypothesis, we designed an experiment with a visuo-spatial attention 

task. During the deployment of endogenous, top-down, covert, attention in space, we observed 

the phenomenon of alpha lateralization (Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 

2006; Händel et al., 2011). According to the Pulsed Inhibition theory, we expect to observe a 

phase effect on cortical excitability and visual perception in the occipital hemisphere ipsilateral 

to the attended visual hemifield, i.e., where the amplitude of spontaneous alpha oscillations 

increases. The role of phase should be less important or absent in the occipital hemisphere 

contralateral to the attended visual hemifield, i.e., where the amplitude of spontaneous alpha 

oscillations decreases.   

 

In 2010, Busch and VanRullen proposed an alternative hypothesis. Indeed, they found that 

visual performance fluctuates along with the phase of spontaneous oscillations at 7 Hz only for 

attended stimuli, i.e., for lower alpha amplitude. Interestingly, they found that the phase and the 

amplitude effect on visual perception occurred at different frequencies (7 Hz and 12 Hz, 

respectively), and presented different EEG topographies (fronto-central and posterior, 

respectively). They theorized that the role of phase and amplitude on perception would be 

independent and rely on different oscillatory mechanisms (Busch and VanRullen, 2010). This 

goes against the predictions made by the Pulsed Inhibition theory, which predicts a periodicity 

in perception mainly for unattended stimuli, i.e., where the endogenous attention is not focused 

and needs to be reoriented.   

 

In a study, we aimed at disentangling these two contradictory hypotheses. We worked on 

this project in collaboration with Rufin VanRullen from the Brain and Cognition Research 

Center (CerCo, Toulouse, France) in the team Neuronal Dynamics of Vision: Perception, 

Attention and Consciousness. Unfortunately, we will see that we were unable to optimize the 

experiment, due to technical issues.    

 

2.1.  Procedure  

 

Participants. The data from one pilot participant was recorded and analyzed in this study. They 

fulfilled the standard inclusion criteria for TMS experiment (Rossi et al., 2009), and gave their 

written informed consent. The study was approved by the local French ethics committee “Sud-

Ouest et Outre-Mer I” (IRB # 2009-A01087-50) and followed the Declaration of Helsinki.  
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TMS apparatus and EEG recording. Participant seated in a dark room, 57 cm from a computer 

screen (36.5° * 27° of visual angles). Their head was maintained using a chinrest and a headrest. 

Two 70-mm figure-of-eight coils were placed over the right and the left occipital poles (V1/V2; 

~1 cm above the inion and ~2 cm away from the midline). Biphasic TMS pulses were applied 

with a Magstim Rapid2 stimulator of 3.5 Tesla (Magstim, Spring Garden Whitland, Great 

Britain). EEG was recording simultaneously with a 64-channels BrainAmp system (Brain 

Products GmbH) with reference and ground electrodes placed respectively at AFz and FCz 

locations. 

 

Stimuli. Stimuli were generated with Matlab R2014b 32bit (The MathWorks, Natick, MA) and 

the PsychToolbox 3.0.11. They were displayed on a 1920 * 1080 pixels screen with a 120 Hz 

refresh rate. We used a fixation cross with arms of 0.2° (degrees of visual angles) length and 

0.05° width. An expansion of the lower left or right arm of the fixation cross associated to color 

change from grey to white was used, respectively, as left or right endogenous cue. A neutral 

cue was also designed, where the two lower arms of the fixation cross become white and bigger.  

 

Phosphene screening and titration. The participant was selected based on their ability to 

perceive TMS-induced phosphenes in both the left and the right visual field. A train of 7 pulses 

at 20 Hz and 70% of the TMS machine output intensity, i.e., suprathreshold, was applied over 

the right and left occipital poles (i.e., V1/V2; Dugué et al., 2011a, b, 2016, 2019) while 

participant kept fixating at a central fixation. Participant was asked to draw their right and left 

phosphene as precisely as possible by pressing the mouse-button to delimit the outlines of the 

phosphenes. They could check the location and shape of their drawings and repeat the procedure 

as many times they want. The phosphene drawing was then used in the experiment (see Figure 

4.3 for phosphene’s drawing examples). An individual phosphene perception threshold at 75% 

was determined for each visual field, by applying single pulses of TMS at varying intensities 

and asking the participant to report whether they perceived a phosphene or not. Similarly, a 

one-up/two-down staircase procedure was performed for the left and the right phosphene’s 

drawing to reach a perceptual threshold of 75%, by varying the stimulus contrast. A grey 

fixation cross was presented during 300 ms, followed by a neutral cue during 60 ms. After a 

random inter-stimulus interval (ISI) between 1500 and 2000 ms, the phosphene’s drawing was 

displayed. The participant had to indicate whether they perceived the stimulus on the left or on 
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the right side of the screen, or if they did not perceive it, with keyboard keys, after a GAP of 

500 ms. There was a random inter-trial interval (ITI) ranging from 1500 to 2500 ms, with a 100 

ms step, between each trial.  

 

 

Figure 4.3: Left and right phosphene’s drawings.   

 

Experimental session. The experiment was split in two sessions of 1000 trials, divided into 20 

blocks of 50 trials, composed of 80% of TMS trials and 20% of catch trials. Each trial begun 

with a fixation cross for 300 ms. Then, a left or right cue for 60 ms was presented to indicate 

participants to orient their attention, respectively, to the left or to the right side of the screen. 

After a random delay between 1500 and 2000 ms, single pulses of TMS were applied at 75% 

threshold in the TMS condition, and phosphene’s drawing was displayed for 60 ms at 75% 

threshold in the catch condition. Trials could be valid (70%) if the phosphene was presented in 

the attended side of the screen, or invalid (30%) if the phosphene was displayed on the 

unattended side, requiring the participant to reorient their attention. After a 500 ms delay, the 

fixation cross became blue instructing the participant to indicate whether they perceived a 

phosphene on the left or on the right, or not, with the left or right arrow, or space, respectively. 

For the catch trials, the fixation cross became red or green for 500 ms, to indicate whether they 

were incorrect or correct, respectively. This feedback was used to keep participants motivated 

to use the endogenous cues and allowed an efficient attentional deployment. Each trial was 

separated by a random ITI between 1500 and 2500 ms, with a 100 ms step. The percentage of 

correct responses was monitored for the TMS and catch conditions at the end of each block. 

The staircase procedures were repeated if needed to maintain perceptual thresholds around 75% 

(Figure 4.4). Note that for the pilot session, we recorded only 7 blocks.  
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Figure 4.4: Experimental procedure. A grey fixation cross was displayed for 300 ms, followed 

by a left or right endogenous cue for 60 ms, used to orient participant’s endogenous spatial 

attention. After a random delay between 1500 and 2000 ms, single-pulse TMS was applied in 

the TMS condition, and phosphene’s drawing was displayed for 60 ms in the catch condition. 

Trials could be valid (70%) if the phosphene was presented in the attended side of the screen, 

or invalid (30%) if the phosphene was displayed on the unattended side. The fixation cross 

became blue after a 500 ms delay instructing the participant to answer. For the catch condition, 

they received feedback on their performance, the fixation cross become red or green for 500 

ms, to indicate whether they were incorrect or correct, respectively. Each trial was separated 

by a random ITI between 1500 and 2500 ms, with a 100 ms step. 

 

Behavioral analyses. Behavioral analyses were done with Matlab R2014b (The MathWorks, 

Natick, MA). The hit rate, i.e., participant correctly reported the presence of the phosphene, the 

false alarm ratio, i.e., participant reported either the absence of the phosphene, or a wrong 

phosphene position, the dprime, and the median reaction times for the correct responses, were 

computed for valid and invalid trials, both for the TMS and catch conditions. 
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EEG analyses. EEG analyses were performed with EEGLAB 13.6.5 (Swartz Center for 

Computational Neuroscience, UC San Diego, California; Delorme & Makeig, 2004) and 

custom software written in Matlab R2014b (The MathWorks, Natick, MA). 

Preprocessing. EEG data and channel localizations were imported into EEGLAB. EEG data 

were downsampled to 512 Hz, and re-reference to average reference. Visual inspection allowed 

identification of bad signal-to-noise ratio electrodes, that were interpolated. 

Alpha lateralization. Data was epoched from -1000 ms to +2600 ms from the onset of the cue. 

Epochs were manually inspected and rejected if artifacts were detected. A time-frequency 

transform (Hanning tapers) was computed on single trials with the timefreq function from 

EEGLAB. The “cycles” parameter was set to 3. The “freqs” parameter was set to [4, 20], 

producing frequencies that increase from 4 to 20 Hz. The amplitude was extracted for each trial 

and electrode, and transformed into a Z-score value according to a baseline time window from 

-500 ms to -200 ms according to the cue onset.  

Z-score = amplitude – mean (baseline amplitude) / std (baseline amplitude) 

Z-scores values were averaged separately between left and right cued trials, and we 

computed the difference left minus right cued trials. Time frequency map and topography of 

the difference were plotted to investigate the presence of alpha lateralization.  

 

2.2.  Preliminary results  

 

Behavior. Dprime and median reaction times were computed separately for valid and invalid 

trials, both for the TMS and the catch conditions, on the pilot participant. The dprime was higher 

and the median reaction times lower, in valid compared to invalid trials, for both TMS and catch 

conditions (Figure 4.5). Visuo-spatial endogenous attention was successfully manipulated, 

with no speed-accuracy tradeoff.  
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Figure 4.5: Visuo-spatial endogenous attention was successfully manipulated. Dprime and 

median reactions from one pilot participant, for both catch and TMS conditions, valid (blue 

dots) and invalid (red dots) trials.  

 

Alpha lateralization. The topography of the amplitude of the difference between left and right 

cued trials showed an increase in the amplitude of alpha brain oscillations in the occipital cortex 

ipsilateral to the attended visual field, and a decrease in the amplitude in the contralateral 

occipital cortex (Figure 4.6). The alpha lateralization pattern was observed in the pilot 

participant suggesting a successful manipulation of spatial endogenous attention. 

 

Figure 4.6: Alpha lateralization topography. The amplitude of alpha oscillations increased in 

the ipsilateral hemisphere to the attended position, i.e., left one, and decreased in the 

contralateral hemisphere, i.e., right one.  
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2.3.  Optimization of the procedure 

 

During data collection, we were able to record only 7 experimental blocks over the 20 

intended in a single session. We realized that the experimental set-up time, i.e., the EEG and 

the two TMS set-ups, was too long. Consequently, we re-designed the experiment to use only 

one TMS, to reduce the experiment set-up time.  

In addition, the number of unperceived phosphene in the invalid trials for the TMS condition 

was low (120 trials) and would probably entrain an underestimation of the phase during the 

EEG analyses. Consequently, we tried to increase the number of invalid trials for the TMS 

condition while keeping an appropriate balance between valid and invalid trials across all 

conditions to allow the deployment of endogenous attention.  

We increased the number of invalid trials in the TMS condition from 30% to 50%, so, 

associated to a decrease in the number of valid trials in the TMS condition to 50%. To obtain 

an adequate balance between valid (70%) and invalid (30%) trials across the whole experiment, 

the validity in the catch condition was set to 80% valid – 20% invalid, and there was twice as 

many trials of catch condition than trials of TMS condition. The experiment was divided into 

two sessions with approximatively 1500 trials (1000 catch trials + 500 TMS trials). Half of the 

session was performed with TMS applied over the right occipital pole, and the other half with 

TMS applied over the left occipital pole. The use of only one TMS involved some adjustments. 

When the TMS was applied over the left occipital pole, the participant could perceive only a 

phosphene in the right visual hemifield. For every endogenous cue orienting to the right visual 

hemifield, the trials were systematically valid, and for every endogenous cue orienting to the 

left visual hemifield, the trials were systematically invalid (and vice-versa for TMS applied 

over the right occipital pole). In addition, for the catch condition, we use the drawing of the 

phosphene perceived and its mirror image.  

Despite the changes implemented to optimize the experiment, we realized that we were still 

not able to perform the experiment when we tried to record the data of a pilot participant. The 

set-up of the EEG system and one TMS take time, and we cannot reduce the number of trials 

without losing a reliable estimation of the phase. Finally, the experiment was really long and 

tiring for the participant.  

In addition, at this moment of my PhD, the covid pandemic arrived in France, preventing 

us for performing experiments in human participants for several months. Consequently, we 
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decided to analyzed data already published (Dugué et al., 2011a) to test our hypothesis on the 

causal interaction between the phase and amplitude of alpha oscillations on cortical excitability 

and visual perception.  

 

3. PUBLICATION: Fakche, VanRullen, Marque & Dugué. Alpha phase-

amplitude tradeoffs predict visual perception.  
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Visual Abstract

Spontaneous a oscillations (;10Hz) have been associated with various cognitive functions, including percep-
tion. Their phase and amplitude independently predict cortical excitability and subsequent perceptual perform-
ance. However, the causal role of a phase-amplitude tradeoffs on visual perception remains ill-defined. We
aimed to fill this gap and tested two clear predictions from the pulsed inhibition theory according to which a
oscillations are associated with periodic functional inhibition. (1) High-a amplitude induces cortical inhibition at
specific phases, associated with low perceptual performance, while at opposite phases, inhibition decreases
(potentially increasing excitation) and perceptual performance increases. (2) Low-a amplitude is less suscepti-
ble to these phasic (periodic) pulses of inhibition, leading to overall higher perceptual performance. Here, corti-
cal excitability was assessed in humans using phosphene (illusory) perception induced by single pulses of
transcranial magnetic stimulation (TMS) applied over visual cortex at perceptual threshold, and its postpulse
evoked activity recorded with simultaneous electroencephalography (EEG). We observed that prepulse a
phase modulates the probability to perceive a phosphene, predominantly for high-a amplitude, with a nonopti-
mal phase for phosphene perception between –p /2 and –p /4. The prepulse nonoptimal phase further leads to

Significance Statement

The pulsed inhibition theory predicts that the functional inhibition induced by high-a oscillations’ amplitude is peri-
odic, with specific phases decreasing neural firing and perceptual performance. In turn, low-a oscillations’ ampli-
tude is less susceptible to phasic moments of pulsed inhibition leading to overall higher perceptual performance.
Using transcranial magnetic stimulation (TMS) with simultaneous electroencephalography (EEG) recordings in hu-
mans, we found that specific phases of spontaneous a oscillations (;10Hz) decrease cortical excitability and the
subsequent perceptual outcomes predominantly when a amplitude is high. Our results provide strong causal evi-
dence in favor of the pulsed inhibition theory.
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an increase in postpulse-evoked activity [event-related potential (ERP)], in phosphene-perceived trials specifi-
cally. Together, these results show that a oscillations create periodic inhibitory moments when a amplitude is
high, leading to periodic decrease of perceptual performance. This study provides strong causal evidence in
favor of the pulsed inhibition theory.

Key words: a oscillations; cortical excitability; EEG; phase-amplitude tradeoffs; TMS; visual perception

Introduction
a Brain oscillations (8–12Hz) play a role in various cog-

nitive functions, including visual perception (VanRullen,
2016a; Dugué and VanRullen, 2017; Clayton et al., 2018;
Samaha et al., 2020; Kienitz et al., 2021), and are pro-
posed to support active functional inhibition (Pfurtscheller
and Lopes da Silva, 1999). Specifically, low parieto-occi-
pital a amplitude recorded in human is correlated with a
higher probability to perceive a near-threshold visual
stimulus (Ergenoglu et al., 2004; Sauseng et al., 2005;
Thut et al., 2006; van Dijk et al., 2008; Händel et al., 2011).
Similarly, specific a phases lead to better detection per-
formance while opposite phases lead to impaired per-
formance (Varela et al., 1981; Busch et al., 2009;
Mathewson et al., 2009; Dugué et al., 2011a; Samaha et
al., 2015). Perception fluctuates periodically over time,
along with the phase of a oscillations.
a Oscillations’ amplitude and phase further seem to

predict cortical excitability. Spiking activity recorded in
macaques is higher at the trough of the a cycle, and for
lower a amplitude (Bollimunta et al., 2008; Haegens et al.,
2011, 2015; van Kerkoerle et al., 2014). Moreover, func-
tional magnetic resonance imaging studies have shown
that the cortical blood oxygenation level-dependent re-
sponse fluctuates along with the phase of a oscillations in
visual cortex (V1/V2; Scheeringa et al., 2011), and in-
creases when a amplitude decreases (Goldman et al.,
2002; Moosmann et al., 2003). Critically, transcranial
magnetic stimulation (TMS) studies went beyond such
correlational evidence. When applied over V1/V2, single-
pulse TMS can elicit phosphenes (illusory percepts) de-
pending on cortical state, i.e., when cortical excitability is
sufficiently high. Phosphene perception leads to a higher

event-related potential (ERP) than the absence of percept
(Taylor et al., 2010; Dugué et al., 2011a; Samaha et al.,
2017). Interestingly, studies have shown that phosphene
perception is higher for low prepulse a amplitude (Romei
et al., 2008; Samaha et al., 2017), and fluctuates accord-
ing to a phase (Dugué et al., 2011a; Samaha et al., 2017).
These studies independently suggest that both a oscilla-
tions’ amplitude and phase modulate cortical excitability
and causally predict visual perception. However, their
joint causal effects are still ill-defined.
Here, we address this question in the framework of the

pulsed inhibition theory (Klimesch et al., 2007; Jensen
and Mazaheri, 2010; Mathewson et al., 2011), which
makes two clear predictions regarding a phase-amplitude
tradeoffs: (1) high-a amplitude exhibits states of cortical
inhibition at specific phases associated with lower per-
ceptual performance (nonoptimal phases); while (2) low-a
amplitude is less susceptible to phasic pulsed inhibition,
leading to high perceptual performance. A few studies
have investigated the phase-amplitude tradeoffs (i.e., ef-
fect of the interaction between phase and amplitude) of
low frequency oscillations on sensory perception and
motor functions in human (Table 1). Although most of
these studies observed a phase effect on task perform-
ance exclusively (or stronger) for high-a (or lower frequen-
cies) amplitude (Mathewson et al., 2009; Ng et al., 2012;
Ai and Ro, 2014; Bonnefond and Jensen, 2015; Herrmann
et al., 2016; Spitzer et al., 2016; Kizuk and Mathewson,
2017; Hussain et al., 2019; Alexander et al., 2020), one
found a phase effect for low-a amplitude exclusively
(Busch and VanRullen, 2010), some found no difference
between high-a and low-a amplitude (Milton and
Pleydell-Pearce, 2016; Harris et al., 2018), and finally,
some found no phase effect (Zoefel and Heil, 2013;
Madsen et al., 2019). Importantly, most of these studies
are correlational (Table 1). Only two (Hussain et al., 2019;
Madsen et al., 2019) investigated the causal link between
spontaneous a oscillations’ amplitude and phase, corti-
co-spinal excitability, assessed with TMS to evoke a
motor-evoked potential (MEP) on the hand muscle, and
the subsequent motor performance. Other studies found
a causal phase effect of spontaneous a oscillations on
cortico-spinal excitability and the associated MEP for
high-a amplitude, but used the absence of a oscillations
as control thus not comparing phase-effects between a
high-a and low-a amplitude condition (Schaworonkow et
al., 2018, 2019; Stefanou et al., 2018; Zrenner et al., 2018;
Bergmann et al., 2019).
We investigated the causal effect of spontaneous a

phase-amplitude tradeoffs on cortical excitability and
subsequent perceptual performance in the visual modal-
ity, and tested the predictions made by the pulsed inhibi-
tion theory using TMS and electroencephalography (EEG)
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Table 1: Electro/magneto-encephalography (EEG/MEG) experiments investigating oscillations phase-amplitude tradeoffs
on behavioral performance in human

Study Method

Frequency

band Frequency Oscillatory activity Modality Behavioral measure Main results

Studies using TMS

Visual modality

Current study EEG a 10Hz Spontaneous Visual Near-threshold TMS-induced

phosphene perception

Phase-amplitude effect on detec-

tion, stronger for high

amplitude

Other modalities

Hussain et al. (2019) EEG a, b 8–12Hz, 13–

30Hz

Spontaneous Motor Supra-threshold TMS-in-

duced MEP

Optimal phase (leading to increased

MEP) reverses between low-a

and high-a amplitude; no

phase-amplitude effect for b

Madsen et al. (2019) EEG a 7–13Hz Spontaneous Motor Supra-threshold TMS-in-

duced MEP

No phase-amplitude effect on

MEP amplitude

Studies not using TMS

Visual modality

Alexander et al. (2020) EEG a 5.6–14.4Hz Spontaneous Visual Detection of near-threshold

stimulus through eyes

closed

Phase effect on detection for high

amplitude

Bonnefond and Jensen (2015) MEG a 9–12Hz Stimulus-locked (re-

tention interval)

Visual Sternberg working memory

task with supra-threshold

stimuli

Phase effect on g power for high

amplitude

Busch and VanRullen (2010) EEG u 7Hz Spontaneous (ampli-

tude attentionally

modulated)

Visual Detection of spatially at-

tended or unattended

near-threshold visual

stimulus

Phase effect on detection and

GFP for low amplitude

Harris et al. (2018) EEG u , a 5Hz,

11–15Hz

Stimulus-locked (a

amplitude atten-

tionally

modulated)

Visual Detection of spatially at-

tended or unattended

near-threshold visual

stimulus

No phase-amplitude effect on

detection

Kizuk and Mathewson (2017) EEG a 12Hz Entrained Visual Detection of spatially at-

tended or unattended

metacontrast masked

stimulus (75%

performance)

Tendency for phase-amplitude ef-

fect on detection, stronger for

high amplitude

Mathewson et al. (2009) EEG a 10Hz Stimulus-locked Visual Detection of metacontrast

masked stimulus (70%

performance)

Phase effect on detection for high

amplitude

Milton and Pleydell-Pearce (2016) EEG a 7.8–12.7Hz Spontaneous (ampli-

tude attentionally

modulated)

Visual Simultaneity judgement of

spatially attended or unat-

tended stimulus (50%

performance)

No phase-amplitude effect on si-

multaneity judgement

Other modalities

Ai and Ro (2014) EEG a 8–12Hz Spontaneous Somatosensory Detection of near-threshold

stimulus

Phase effect on detection for high

amplitude

Herrmann et al. (2016) MEG d 2Hz Entrained Auditory Detection of near-threshold

stimulus

Phase effect on detection for high

amplitude

Ng et al. (2012) EEG u , a 2–6Hz,

8–12Hz

Entrained Auditory Detection of near-threshold

stimulus

u Phase-amplitude effect on de-

tection, stronger for high am-

plitude; no phase-amplitude

effect for a

Spitzer et al. (2016) EEG d , u , and

a

3Hz,

6.7Hz,

11Hz

Stimulus-locked Visual, auditory, and

somatosensory

Two-interval numerosity

comparison task (80%

performance)

d Phase-amplitude effect on

choice-predictive signals, stron-

ger for high amplitude; no

phase-amplitude effect for u

and a

Zoefel and Heil (2013) EEG d 0.5Hz Entrained and

spontaneous

Auditory Detection of near-threshold

stimulus

No phase-amplitude effect on de-

tection neither for entrained nor

for spontaneous oscillations

Note that studies independently investigating the phase and the amplitude of oscillations were not included in this table. We only selected studies specifically investigating
the interaction between the instantaneous phase and the amplitude on behavioral performance. Entrained oscillations: oscillations with a nonrandom phase distribution in-
duced by a repetitive stimulus presentation. Stimulus-locked oscillations: oscillations with a nonrandom phase distribution induced by a single stimulus. Spontaneous oscil-
lations: oscillations with a random phase distribution. GFP, global field power; MEP, motor-evoked potential; TMS, transcranial magnetic stimulation.
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in human. Cortical excitability was assessed using phos-
phene perception induced by single-pulse TMS applied
over V1/V2 at perceptual threshold (;50% detection),
and its postpulse evoked activity. Our results validate
both predictions, demonstrating that a oscillations create
periodic inhibitory moments when a amplitude is high,
leading to lower perceptual performance. Critically, both
simulations and ERP analyses confirmed that the ob-
tained results were not a mere analysis confound in which
the quality of the phase estimation covaries with the
amplitude.

Materials and Methods
This study is a reappraisal of an early study from Dugué

et al. (2011a), which focused on the causal link between
the phase of ongoing a oscillations, cortical excitability,
and visual perception. Here, we instead focused on the
combined role of the phase and the amplitude of sponta-
neous a oscillations on the causal relation between corti-
cal excitability and visual perception.

Participants
As in the original study, the data from nine participants

(eight male, 20–35 years old) were analyzed (for inclusion/
exclusion criteria, see Dugué et al., 2011a). All partici-
pants fulfilled the standard inclusion criteria for TMS ex-
periment (Rossi et al., 2009), gave their written informed
consent, and were compensated for their participation.
Human participants were recruited in Toulouse, France.
The study was approved by the local French ethics com-
mittee Sud-Ouest et Outre-Mer I (IRB #2009-A01087-50)
and followed the Declaration of Helsinki.

TMS apparatus and EEG recording
Participants seated in a dark room, 57 cm from a com-

puter screen (36.5° � 27° of visual angle). Their head was
maintained using a chinrest and a headrest. A 70-mm fig-
ure-of-eight coil was placed over the right occipital pole
(V1/V2; ;1 cm above the inion and ;2 cm away from the
midline). The handle of the coil was oriented vertically,
with the handle of the coil positioned dorsally to the coil it-
self, resulting in a ventral to dorsal electric current in the
brain tissue. Biphasic TMS pulses were applied with a
Magstim Rapid2 stimulator of 3.5 Tesla (Magstim). EEG
was acquired simultaneously with a 64-channels Active
Two Biosemi system, with DC recording at a sampling
rate of 1024Hz. Additional electrodes, Common Mode
Sense (CMS) and Driven Right Leg (DRL), were placed
2 cm under the eyes of the participants and were used as
reference and ground, respectively, to minimize TMS-in-
duced EEG artifact. Finally, horizontal, and vertical elec-
tro-oculograms were recorded using three additional
electrodes placed around the eyes.

Experimental procedure
Phosphene screening and titration
Participants were selected based on their ability to per-

ceive TMS-induced phosphenes in the left visual field. A
train of seven pulses at 20Hz and 70% of the TMS

machine output intensity, i.e., suprathreshold, was ap-
plied over the right occipital pole (i.e., V1/V2; Dugué et al.,
2011a; see also Dugué et al., 2016, 2019; Lin et al., 2021)
while participants kept fixating at a central fixation. 24%
of the participants did not perceive any phosphene (four
out of 17) and were thus excluded from the main experi-
ment. For each remaining participant, an individual phos-
phene perception threshold was determined by applying
single pulses of TMS at varying intensities and asking
them to report (with their dominant hand) whether they
perceived a phosphene or not (left or right arrow on the
computer keyboard, respectively).

Experimental session
Participants performed four blocks of 200 trials each,

composed of 90% of test trials and 10% of catch trials (ran-
domly interleaved). In the test trials, single-pulse TMS was
applied at the perception threshold, on average across par-
ticipants, phosphenes were perceived in 45.96 6 7.68% of
trials. In the catch trials, the stimulation intensity was kept the
same, but instead of applying single pulses, double pulses
(40-ms interval) were administered to monitor the validity of
participants’ responses (91.66 6 8.81% of phosphene per-
ceived). In other words, participants were presumably not
pressing the button randomly; the selected cortical location
did in fact lead to phosphene perception when stimulated.
Adding a second pulse of TMS with a short delay between
the two pulses has a cumulative effect on neural activity,
leading to suprathreshold stimulation (Ray et al., 1998;
Gerwig et al., 2005; Kammer and Baumann, 2010). The lon-
ger the delay between the two pulses, the most likely such
cumulative effect disappears, which in the present case
would lead for the participants to perceiving two pulses.
Debriefing with each participant confirmed that this was
never the case. Throughout the experiment, participants kept
fixating a central dot and pressed a button to start the trial
(Fig. 1). The delay between the button-press and the subse-
quent TMS pulse varied randomly between 1500 and
2500ms. After a 600-ms delay following the pulse, a re-
sponse screen was displayed instructing the participants to
indicate whether they perceived a phosphene or not with the
left or right arrow, respectively. The percentage of phosphene
perceived was monitored every 20 trials. When above 75%
or below 25% of phosphene perceived in the test trials, the
experimenter repeated the threshold procedure to select an
intensity so as to maintain a threshold around 50% of phos-
phene perceived.

EEG analyses
EEG analyses were performed with EEGLAB 13.6.5

(Swartz Center for Computational Neuroscience, University
of California San Diego, California; Delorme and Makeig,
2004) and custom software written in MATLAB R2014b (The
MathWorks).

EEG preprocessing
EEG data for test trials and channel localizations were

imported into EEGLAB. EEG data were downsampled to
512Hz, re-referenced to average reference, and epoched
from �1500 to 1000ms around the single-pulse of TMS. To
minimize the artifact induced by the pulse, EEG data from
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�1 to 150ms around the pulse was erased and replaced
with a linear interpolation of the window boundaries. Epochs
were finally manually inspected and rejected if artifacts (e.g.,
blinks) were detected. No electrode was rejected from the
analysis.

Time-frequency decomposition
A time-frequency transform (morlet wavelets) was com-

puted on single trials with the timefreq function from
EEGLAB. The “cycles” parameter was set to [1, 15], the
length of the filter increasing logarithmically from 1 to 15
cycles. The “freqs” parameter was set to [2, 100], produc-
ing frequencies that increase from 2 to 100Hz.

Trial sorting by bin of amplitude
We then sorted the trials according to the amplitude of

prepulse, spontaneous, a oscillations. The amplitude at
each time-frequency point and for each trial, participant,
and electrode was thus calculated. It corresponds to the
absolute of the complex vector obtained from the time-
frequency decomposition. For each trial and participant,
we then averaged the amplitude across all electrodes (we
had no a priori hypothesis regarding the electrode loca-
tion of the effect) and time-frequency points selected
based on the previous publication (Dugué et al., 2011a), i.
e., time-frequency points at which a significant effect of
the prepulse phase on phosphene perception was ob-
served (from �400 to �50ms before the pulse to avoid
postpulse contamination on prepulse activity, and from 7
to 17Hz). Trials were then sorted in three equally sized
bins of low-amplitude, medium-amplitude, and high-am-
plitude trials. The percentage of phosphene perceived
was computed for each bin of amplitude. Kruskal–Wallis
test was used to test for significant difference in phos-
phene perception across bins. The next analyses were
performed on the two extreme bins, i.e., low and high am-
plitude, exclusively, to clearly separate the low-a and
high-a amplitude trials (with no possibility of overlap)
using the least number of bins necessary to maximize the
number of trials per condition. There were on average
across the nine participants 1086 17.92 trials for the per-
ceived-phosphene and 115.566 15.86 trials for the un-
perceived-phosphene condition for the low-a amplitude
trials, and 98.566 30 trials for the perceived-phosphene

and 126.116 29.73 trials for the unperceived-phosphene
condition for the high-a amplitude trials.

Phase-opposition
We calculated the phase-locking values (i.e., amount of

phase concentration across trials), separately for low-a
and high-a amplitude trials, and perceived-phosphene
and unperceived-phosphene trials. The phase-locking
value was obtained by, first, dividing the complex vectors
obtained from the time-frequency decomposition by their
length (i.e., instantaneous amplitude) thus normalizing for
amplitude and keeping only the instantaneous phase (i.e.,
angle of the vectors). Second, the mean across trials of
the normalized vectors was computed. The length of the
average vector is now a measure of phase distribution, i.
e., phase-locking across trials. For each amplitude condi-
tion, we subsampled the number of trials in the phos-
phene condition with the most trials to match the
phosphene condition with the least trials. This subsam-
pling procedure was repeated 100 times with a different
subset of selected trials, and then we averaged the itera-
tions. For each participant, phase-locking values were
then summed across perceived-phosphene and unper-
ceived-phosphene trials to obtain phase-opposition sums
(POSs). POSs were then averaged across all electrodes,
separately for low-a and high-a amplitude trials.
This measure of phase opposition is designed to give a

low value when summing over two conditions both with
uniform (random) phase distributions. On the other hand,
POS is high when summing over two conditions both with
strong phase-locked distributions across trials, as would
happen when two conditions are associated with oppo-
site phases. Since POS is computed on spontaneous
(prepulse) activity, i.e., the phase distribution across all tri-
als can be assumed to be uniform (see below for further
statistics), if the phase is locked across trials for one spe-
cific condition (half of the overall trials) then the phase of
the other condition (other half of the overall trials) would
logically be locked in the opposite direction, leading to a
high POS value.
This average was then compared with a surrogate distri-

bution obtained with a permutation procedure (Dugué et al.,
2011a, 2015; VanRullen, 2016b) consisting in shuffling the
perceived-phosphene and unperceived-phosphene labels
(5000 repetitions) and recalculating phase-locking values

Figure 1. Experimental paradigm. Participants self-initiated the trial by pressing a button. After a random delay between 1500 and
2500ms, a single (90% of trials) or a double (10% of trials) pulse of TMS was applied over V1/V2. After a 600-ms delay, participants
indicated whether they perceived the phosphene or not with the left or right arrow, respectively.
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(including subsampling) to obtain a surrogate phase-locking
distribution under the null hypothesis that both perceived-
phosphene and unperceived-phosphene trials have a uni-
form phase distribution, and further summed across the two
surrogate distributions to compute a surrogate POS, char-
acterized by a given mean and SEM (Standard Error of the
Mean; separate procedure for low-a and high-a amplitude).
Z-scores were computed by comparing the experimentally
obtained POS to the mean and SEM of the surrogate POS:
Z-scores = (POS – surrogate POS mean)/surrogate POS
SEM.
False discovery rate (FDR) correction for multiple com-

parisons was further applied to p-values. A topographical
analysis on the z-scores revealed two regions of interest
(ROIs) involved in the phase-opposition effect (occipital
and frontal). We repeated the previous analyses for these
regions.
Specific time-frequency points were then selected for

further analyses. We selected the time points separately
for occipital and frontal electrodes/ROIs for which Dugué
et al. (2011a) observed the maximal phase effect between
perceived-phosphene and unperceived-phosphene con-
ditions at electrodes PO3 (in occipital ROI: �77ms) and
AFz (in frontal ROI: �40ms), respectively. We selected
the 10.7-Hz frequency for both occipital and frontal elec-
trodes/ROIs based on the fast Fourier transform (FFT)
performed on prepulse ERPs (see below), this frequency
is identical to the frequency obtained when performing
FFTs on prepulse EEG time series (see below, FFT on pre-
pulse EEG time series). Note that the frequency resolution
differs between the wavelet decomposition and the FFT.
Thus, for all wavelet decomposition related analyses, we
used the closest frequency (10.7Hz) to the peak observed
in the FFT analyses (10.24Hz).
We further ensured, at these selected time-frequency

points, that the prepulse phase-opposition effect was not
because of a contamination by the wavelet decomposi-
tion from the postpulse activity, separately for electrode
PO3 and AFz. We thus tested whether the phase was uni-
formly distributed for both low-a and high-a amplitude tri-
als. For each trial, phases were extracted and averaged
across participants, separately for perceived-phosphene
and unperceived-phosphene conditions, and the uni-
formity of the distribution across all trials was tested
with a Rayleigh test from the Circular Statistics Toolbox (P.
Berens, CircStat: A MATLAB Toolbox for Circular Statistics,
Journal of Statistical Software, Volume 31, Issue 10, 2009
http://www.jstatsoft.org/v31/i10, Berens, 2009). For both
amplitude conditions, and for both electrode PO3 (low-a
amplitude trials: p=0.081657, k =0.1883; high-a amplitude
trials: p=0.22314, k =0.13517) and electrode AFz (low-a
amplitude trials, p=0.65929, k =0.076575; high-a ampli-
tude trials, p=0.19943, k =0.14016), the tests did not re-
veal a significant effect suggesting that the phase was
uniformly distributed across trials.
Finally, post hoc one-tailed t tests were performed to in-

vestigate whether POS, computed for each participant at
the selected time-frequency points and averaged across
electrodes for the occipital and the frontal ROI separately,
differed significantly between low-a and high-a amplitude

trials. This analysis was similarly performed for several
versions of a amplitude binning (i.e., 2, 3, 4, and 5). On av-
erage across the nine participants, phosphene-condi-
tions, and a-amplitude conditions, there were 167.946
36.01 trials per bin in the two-bin version, 111.966 24.29
trials in the three-bin version, 83.976 18.41 trials in the
four-bin version, and 67.186 15.39 trials in the five-bin
version.

FFT on prepulse EEG time series
To confirm further that the high-a as well as the low-a

amplitude conditions both contained a oscillations, EEG
time series from �600 to �1ms were analyzed with an
FFT (500 points zero padding), independently for the occi-
pital and frontal ROI, for each a-amplitude condition, trial
and participant. The resulting amplitude spectra were
then averaged across trials and participants and plotted
from 2 to 40Hz. One-tailed t tests were used to compare
individual 10.24-Hz peaks to their corresponding 1/f ape-
riodic component. The 10.24-Hz peaks were further com-
pared between low-a and high-a amplitude conditions
with one-tailed t tests. To ensure that the significant differ-
ence between the two conditions did not come from a dif-
ference in their aperiodic 1/f component, we also fitted
the amplitude spectra to the 1/f component for each par-
ticipant and compared the 1/f component at 10.24Hz be-
tween low-a and high-a amplitude conditions with two-
tailed t tests.

Simulations
The phase-opposition analysis between low-a and

high-a amplitude trials could be because of an analysis
confound, i.e., with decreasing amplitude, the robustness
of the phase estimation decreases. Hence, a control pro-
cedure ensured that the phase estimation was not im-
pacted by amplitude covariation, especially relevant when
interpreting phase-opposition in low-a amplitude trials. A
time-frequency decomposition and phase-opposition
analysis, identical to the one described above (Fig. 2),
was performed on a simulated dataset. Four electrophysi-
ological datasets were simulated with similar properties
as those observed in our empirical data: one for each ex-
perimental condition (300 trials each), i.e., perceived-
phosphene and unperceived-phosphene for low-a and
high-a amplitude conditions. Specifically, each trial was
created as a sum of sine waves from 2 to 40Hz. The am-
plitude of the simulated signal was determined based on
the empirical data. For frequencies from 2 to 7 and 13 to
40Hz, an amplitude of 100 arbitrary units (au) was chosen.
For frequencies from 8 to 12Hz, amplitudes varied de-
pending on the simulated condition. For the low-a ampli-
tude condition, we selected amplitudes of 280 au and
320au for perceived-phosphene and unperceived-phos-
phene condition, respectively. For the high-a amplitude
condition, we selected amplitudes of 580 and 620au for
perceived-phosphene and unperceived-phosphene con-
ditions, respectively. A random phase between 0 and 2p
was selected for frequencies from 2 to 7 and 13 to 40Hz.
For frequencies from 8 to 12Hz, the phase varied depend-
ing on the simulated condition, i.e., [0 p ] for perceived-
phosphene for both low-a and high-a amplitude
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conditions, and [p 2p ] for unperceived-phosphene for
both low-a and high-a amplitude conditions. This phase
distribution was applied to 80% of trials. In the other 20%
of trials, a random phase between 0 and 2p was selected.
Finally, white noise (VanRullen, 2016b) was added to all
simulated datasets (amplitude: 4000 au) to match the em-
pirically observed averaged z-score of phase-opposition
(Fig. 2).

ERPs. Previously preprocessed EEG data were further
cleaned from the power line noise by applying a notch filter
at 50Hz (band-stop at 47–53Hz) before epoching. ERPs,
centered on the pulse onset, were computed as the average
of trials for each a-amplitude condition, phosphene-percep-
tion condition, and participant. The difference of ERPs be-
tween perceived-phosphene and unperceived-phosphene
conditions was computed, separately for low-a and high-a
amplitude conditions. The ERP differences were then com-
pared against zero with repeated measures one-tailed t
tests (from 350 to 800ms). Correction for multiple compari-
sons was applied following a cluster procedure. For each
participant, surrogate ERPs were obtained by shuffling the

perceived and unperceived phosphene labels (500 repeti-
tions). t tests were recomputed similarly as before, and the
number of consecutive significant time points (surrogate
cluster size) for each repetition was stored. The p-value for
each empirical cluster was then computed as the proportion
of surrogate clusters that were larger than the empirical
cluster. Using an a level of 0.05, we considered an empirical
cluster significant if its size was larger than at least 95% of
the surrogate clusters.

FFT on prepulse ERPs
The use of TMS to induce phosphene perception rather

than an external stimulation allows for direct access to the
instantaneous state of the spontaneous brain oscillations.
In other words, one can directly compute the prepulse
ERP differences (time before pulse onset) between per-
ceived-phosphene and unperceived-phosphene condi-
tions, to assess spontaneous oscillatory activity. In
this case, when comparing ERP differences between
perceived-phosphene and unperceived-phosphene
conditions, separately for low-a and high-a (presorted)

Figure 2. The phase of spontaneous a oscillations predicts phosphene perception mainly for high-a amplitude. This figure is sup-
ported by Extended Data Figures 2-1, 2-2, 2-3. Upper panel, Phase-opposition computed, respectively, on high-a amplitude trials.
Lower panel, Low-a amplitude trials. A, Z-scores map of phase-opposition between perceived-phosphene and unperceived-phos-
phene conditions averaged across nine participants and all 64 electrodes. Colormap, Z-scores. Black outline, significant phase-op-
position FDR corrected for multiple comparisons (FDR=0.01, corresponding to p-values threshold of 2.08�10–5 for low-a
amplitude condition, and 1.96�10–5 for high-a amplitude condition). There is a significant phase-opposition from �400 to �50ms
before the pulse, between 5 and 18Hz when a amplitude is high. The effect is less extended across time and frequencies when a
amplitude is low. B, Z-scores topographies averaged across the time-frequency window identified in panel A for high-a amplitude.
The effect is maximal in a frontal and an occipital ROI when a amplitude is high. The topography is less clear when a amplitude is
low. White dots, electrodes of interest within each ROI. C, Z-scores maps of phase-opposition computed separately for the frontal
ROI (upper panel) and the occipital ROI (lower panel).
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amplitude trials, there is no analysis confound coming
from a less accurate phase estimation when a ampli-
tude is low. ERP differences from �400 to 0ms were
then analyzed with an FFT (500 points zero padding),
independently for electrodes PO3 and AFz, for each
a-amplitude condition and for each participant. The re-
sulting amplitude spectra were then averaged across
participants and plotted from 2 to 40 Hz (a peak at
10.24 Hz was observed for both electrodes and for
each a-amplitude condition). We then performed the
following steps to test for a difference between high-a
and low-a amplitude trials in the resulting amplitude
spectra: (1) difference of the averaged amplitude spec-
tra between high-a and low-a amplitude trials; (2) fit of
this difference to the 1/f component; (3) removing of
the 1/f component; (4) Gaussian fit of the resulting am-
plitude spectra to extract the frequency window show-
ing a difference between high-a and low-a amplitude
trials; (5) statistical comparison of the amplitude spec-
tra (uncorrected for 1/f) between high-a and low-a am-
plitude trials conditions with a one-tailed t test. To
ensure that the obtained significant difference be-
tween low-a and high-a amplitude conditions was not
because of a difference in their 1/f aperiodic compo-
nents, we fitted the amplitude spectra to their 1/f com-
ponent and computed the area under the curve, for
each participant, separately for low-a and high-a am-
plitude conditions, for both electrodes PO3 and AFz.
The area under the curve of the low-a amplitude condi-
tion was compared with the one of the high-a ampli-
tude condition with a two-tailed t test.
Finally, an FFT (500 points zero padding) was per-

formed separately for the ERP of perceived-phosphene
and unperceived-phosphene conditions on each partici-
pant. We then computed phase-locking values across
participants to assess the interindividual variability at
10.24Hz for low-a and high-a amplitude trials separately
(frequency at which a peak of amplitude was observed in
the amplitude spectra of the ERP difference between
phosphene perceived and unperceived conditions). The
sum of phase-locking values across participants of per-
ceived-phosphene and unperceived-phosphene condi-
tions was computed, for low-a and high-a amplitude trials
separately, and evaluated statistically with a permutation
procedure. P-values were estimated by comparing these
POSs to the mean and SEM of the surrogate distribution
obtained by shuffling the perceived-phosphene and un-
perceived-phosphene labels (repeated 500 times), for
low-a and high-a amplitude trials separately, before repli-
cating the previous analysis on the surrogate ERPs.

FFT on postpulse ERPs
As mentioned above, the advantage of the present TMS

procedure is that it allows for direct access to the instan-
taneous state of the spontaneous brain oscillations. In
other words, prepulse spontaneous activity is readily ob-
servable on the ERP. To ensure that postpulse ERPs were
not contaminated by spontaneous a oscillations (i.e., that
the TMS pulse here reset a oscillations), an FFT (500
points zero padding) was performed on the ERPs of the
perceived-phosphene and unperceived-phosphene

conditions, from 400 to 800ms, for electrodes PO3 and
AFz separately, and for each a-amplitude condition and
participant. One-tailed t tests against the aperiodic 1/f ac-
tivity were used to test the significance of the 10.24-Hz
peak.

Perceptual performance as a function of prepulse phase
Low-a and high-a amplitude trials were sorted in nine

phase bins at the selected time-frequency points (see
above, Phase-opposition), separately for the occipital ROI,
as well as the specific electrode PO3 (�77ms, 10.7Hz), and
the frontal ROI, as well as the specific electrode AFz
(�40ms, 10.7Hz). The percentage of perceived-phosphene
was computed for each phase bin, a-amplitude condition,
electrode, and participant, and further averaged across par-
ticipants and electrodes. The values were finally normalized
by dividing the percentage of perceived-phosphene aver-
aged across phase bins, separately for each a-amplitude
condition. A two-way repeated-measures ANOVA was per-
formed to test for the main effect of phase bin. The percent-
age of variance explained was computed as the difference
between the optimal phase (maximum percentage of phos-
phene perceived) and the opposite one.

ERP amplitude as a function of prepulse phase
Bin sorting was applied as described in the previous

section. Then, the ERP difference between perceived-
phosphene and unperceived-phosphene conditions for
each phase bin and a-amplitude condition was com-
puted. The maximum perceived-unperceived ERP differ-
ence was selected in the time window in which an ERP
difference between low-a and high-a amplitude was de-
tected, according to repeated measures two-tailed t test
for each time point from 350 to 800ms (PO3: from 482 to
513ms; AFz: from 605 to 728ms). A two-way repeated-
measures ANOVA was performed to test for a main effect
of phase bin and interaction between phase bin and
a-amplitude (results regarding the main effect of a-ampli-
tude were not interpreted). Specifically, we tested the hy-
potheses that (1) the ERP difference between perceived-
phosphene and unperceived-phosphene conditions de-
pended on the phase of spontaneous a oscillation, and (2)
that this phase effect is stronger for high-a amplitude tri-
als. Finally, we calculated the maximum ERP amplitude of
the perceived-phosphene and unperceived-phosphene
conditions separately, independently for phase bin cen-
tered on –p /4 and p /2, corresponding, respectively, to
the maximum and the minimum ERP difference, and low-
a and high-a amplitude trials. For each a-amplitude con-
dition, we fitted the data to a linear mixed-effect model
with phase bins and phosphene conditions as fixed ef-
fects, and participants as random effects. Post hoc analy-
ses were done with one-tailed t tests.

Results
Single-pulse TMS was applied over the right occipital

cortex (V1/V2) in nine healthy participants, at threshold in-
tensity (45.96 6 7.68% of phosphene perceived across
participants) while simultaneously recording EEG. Previous
analysis of this dataset (Dugué et al., 2011a) revealed that
the phase of spontaneous a oscillations in the time-
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frequency window from �400 to �50ms prepulse, and
from 7 to 17Hz, predicts the perceptual outcome. This
phase effect explained ;15% of the variability in phos-
phene perception. Here, trials were split according to low-
amplitude, medium-amplitude, and high-amplitude of the
prepulse spontaneous a oscillations (within the same time
frequency-window as in Dugué et al., 2011a). We tested
the two predictions made by the pulsed inhibition theory:
(1) high-a amplitude induces periodic inhibitory moments
leading to poor perceptual performance; and (2) low-a
amplitude is less susceptible to phasic inhibition, and
lead to overall higher perceptual performance. We first
analyzed phosphene detection for each a-amplitude
condition. We observed that phosphene detection
rate depends on a amplitude with the highest detec-
tion being in low-a (48.22 6 4.88%) then medium-a
(45.94 6 7.92%), and high-a (43.75 6 11.57%) ampli-
tude trials (Kruskal–Wallis: p = 0.0553, Cohen’s d (ef-
fect size) = 0.88). Note that the earlier study (Dugué et
al., 2011a) was not optimized to test the predictions
made by the pulsed inhibition theory. However, the
present results argue in its favor, with higher phos-
phene perception when a amplitude is low (Romei et
al., 2008). In the next analyses, we discarded the me-
dium-a amplitude trials to concentrate on the low-a
and high-a amplitude conditions. This allowed us to
clearly separate the two types of amplitude trials, while
maximizing the number of trials per condition (see also
Extended Data Fig. 2-1 for further assessment of such
amplitude binning procedure).
To investigate the potential joint effect of the amplitude

and the phase of spontaneous a oscillations on phos-
phene perception, we calculated POS (see Materials and
Methods), separately for low-a and high-a amplitude con-
ditions. Specifically, this analysis assesses whether phos-
phene perception is modulated by significantly different
phases of the a cycle by computing the sum of phase-
locking values (i.e., the amount of phase concentration
across trials) over the perceived-phosphene and unper-
ceived-phosphene conditions (Dugué et al., 2011a,b,
2015; VanRullen, 2016b). Spontaneous activity is charac-
terized by a uniform phase distribution across all trials.
Thus, if the phase is locked across trials for the per-
ceived-phosphene condition (approximately half of the
overall trials) then the phase of the unperceived-phos-
phene condition (other half of the overall trials) will logi-
cally be locked in the opposite direction, leading to a
strong POS. Conversely, a weak POS value can only be
obtained if both perceived and unperceived-phosphene
conditions have near-random phase distributions, i.e., if
phase does not affect phosphene perception. For high-a
amplitude (Fig. 2, top raw), this analysis revealed a strong
phase-opposition between perceived-phosphene and un-
perceived-phosphene conditions across all participants
and electrodes, from �400 to �50ms prepulse, and in
the frequency range from 5 to 18Hz (Fig. 2A). This effect
remained significant after FDR correction for multiple
comparisons (FDR=0.01, corresponding to a z-score
threshold of 4.27, a p-value threshold of 1.96� 10�5, and
a Cohen’s d threshold approaching infinity). The

corresponding topography revealed that the phase-oppo-
sition effect was maximal over occipital and frontal electro-
des (Fig. 2B,C). The analysis was replicated on low-a
amplitude trials (Fig. 2, bottom raw). The overall strength of
the effect was less important, i.e., effect less extended
across time and frequency, for low-a amplitude trials (re-
mained significant after FDR correction, FDR=0.01, cor-
responding to a z-score threshold of 4.26, a p-value
threshold of 2.08� 10�5, and a Cohen’s d approaching
infinity), and showed a less informative topography of
the effect. A post hoc analysis revealed that POS values,
averaged across electrodes, separately for the occipital
and frontal ROIs at the respective selected time-fre-
quency points (see Materials and Methods), were signifi-
cantly higher for high-a compared with low-a amplitude
trials at (10.7Hz,�77ms) for the occipital ROI (one-tailed
t test: p= 0.0016, Cohen’s d= 1.9645, CI = [0.042; infin-
ity]; Extended Data Fig. 2-1B) and at (10.7Hz, �40ms)
for the frontal ROI (one-tailed t test: p, 0.001, Cohen’s
d= 2.1165, CI = [0.0457; infinity]; Extended Data Fig. 2-
1F). Together, these results suggest that there is an opti-
mal phase of spontaneous a oscillations that predicts
phosphene perception. This phase effect is more robust
across time and across frequencies and is significantly
higher for high-a compared with low-a amplitude trials.
Interestingly, Extended Data Fig. 2-1 further illustrates
the impact of several binning versions of the previous
analysis (from two to five bins). In all versions, there is a
difference of POS between low-a and high-a amplitude
trials (one-tailed t tests for all binning versions show
ps, 0.004 and Cohen’s ds .1.27). However, increasing
the number of bins decreases the number of trials in
each bin. Consequently, all main analyses were per-
formed on the three-bin version (excluding the middle
bin) to clearly separate low-a and high-a amplitude trials
while maximizing the number of trials per condition.
To ensure that the difference in phase effect observed

between low-a and high-a amplitude trials does not de-
pend on a poor estimation of the phase when a amplitude
is low, we performed a control analysis based on simula-
tions (Extended Data Fig. 2-2). The phase-opposition
analysis displayed in Figure 2 was repeated on simulated
data generated with the same parameters (amplitude ratio
between low-a and high-a amplitude trials) than those
observed in the empirical dataset (for more details, see
Materials and Methods). The simulations show that in
both the low-a and high-a amplitude conditions, POS be-
tween perceived-phosphene and unperceived-phos-
phene trials can be observed with similar time-frequency
profiles. Thus, the effect observed in Figure 2 cannot be
simply explained by an underpowered phase estimation
in low-a amplitude trials but indeed reflects a functional
neurophysiological brain process. In addition, we tested
that a oscillations are actually present in prepulse, low-a
amplitude trials (Extended Data Fig. 2-3). An FFT on the
prepulse EEG activity revealed a peak at 10.24Hz in the
occipital ROI for both low-a (one-tailed t test against the
1/f aperiodic activity: p = 0.0354, Cohen’s d=0.7371, CI =
[11.7481; infinity]) and high-a (p=0.0102, Cohen’s
d=0.9999, CI = [60.0927; infinity]) amplitude trials, and in
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the frontal ROI for both low-a (p=0.0465, Cohen’s
d=0.6668, CI = [1.6258; infinity]) and high-a (p=0.0162,
Cohen’s d=0.9527, CI = [29.2137; infinity]) amplitude tri-
als. This analysis confirms that estimating the phase in
low-a amplitude trials is indeed neurophysiologically rele-
vant. Additionally, the peak at 10.24Hz was significantly
higher for high-a compared with low-a amplitude trials,
for both the occipital (one-tailed t tests: p=0.0268,
Cohen’s d=0.2176, CI = [6.8434; infinity]) and the frontal
(p=0.0316, Cohen’s d=0.2485, CI = [4.1668; infinity])
ROI. This difference was unlikely because of a difference
in the 1/f aperiodic activity between low-a and high-a am-
plitude conditions, i.e., there was no significant difference
in the 1/f component at 10.24Hz between low-a and
high-a amplitude conditions for the occipital (two-tailed t
tests: p=0.2362; Cohen’s d=0.1893, CI = [�9.8442;
34.4352]) and the frontal (p=0.0867, Cohen’s d=0.3361,
CI = [�2.5463; 30.6516]) ROI.
To further understand the link between prepulse spon-

taneous a oscillatory phase and amplitude, cortical excit-
ability and phosphene perception, and address further a
possible confound coming from a less accurate phase es-
timation when a amplitude is low (see Materials and
Methods), we analyzed the ERP difference between per-
ceived-phosphene and unperceived-phosphene condi-
tions. Critically, the use of TMS to induce phosphene
perception allows for direct access to the instantaneous
state of the spontaneous brain oscillations. In other
words, the prepulse ERP differences (time before pulse
onset) between perceived-phosphene and unperceived-
phosphene conditions, allows to assess spontaneous os-
cillatory activity. Thus, if there is an optimal phase for per-
ception and an opposite, nonoptimal one, then for each
participant the prepulse ERP for perceived-phosphene
and for unperceived-phosphene should each oscillate in
a, and so would the ERP difference. Additionally, if all par-
ticipants share the same optimal phase, then the prepulse
ERP difference averaged across participants should oscil-
late in a as well. We analyzed the ERP difference between
perceived-phosphene and unperceived-phosphene con-
ditions for electrodes PO3 and AFz (selected,

respectively, in the occipital and frontal ROIs based on
previous studies; Taylor et al., 2010; Dugué et al., 2011a;
Fig. 3). For both electrodes and for both low-a and high-a
amplitude trials, the ERP difference appeared periodic in
the last 400ms preceding the pulse (note that both low-a
and high-a amplitude conditions show this effect). An
FFT applied on the ERP difference of each participant in
the prepulse period (�400–0ms) showed a peak in am-
plitude for both electrode PO3 (10.24Hz for both low-a
and high-a amplitude; Fig. 4A) and electrode AFz
(10.24Hz for low-a and 9.22Hz for high-a amplitude;
Fig. 4B). Additionally, the amplitude of the prepulse os-
cillatory difference between perceived-phosphene and
unperceived-phosphene was significantly higher for
high-a amplitude compared with low-a amplitude trials,
for the frequency window from 5.12 to 11.26Hz for PO3
(one-tailed t test: p= 0.044, Cohen’s d= 0.361, CI =
[0.813; infinity]; see Materials and Methods), and from
7.16 to 10.24Hz for AFz (p= 0.039, Cohen’s d= 0.241, CI
= [0.786; infinity]). This difference was unlikely because
of a difference in the 1/f aperiodic activity between low-a
and high-a amplitude conditions as their aperiodic activ-
ity did not differ significantly, neither for electrode PO3
(two-tailed t test: p= 0.063, Cohen’s d= 0.3131, CI =
[�13.8069; 414.8763]) nor AFz (two-tailed t test: p=
0.806, Cohen’s d= 0.0264, CI = [�76.8006; 95.8066]).
To further assess the interindividual variability, we calcu-
lated the sum of phase-locking values across participants
at 10.24Hz for perceived-phosphene and unperceived-
phosphene conditions, separately for low-a and high-a
amplitude trials, and for PO3 and AFz electrodes. In other
words, we ask whether the prepulse ERP for each condi-
tion oscillates in-phase across all participants, and are in
phase-opposition between perceived-phosphene and un-
perceived-phosphene conditions. We found that there is a
phase-opposition between perceived-phosphene and un-
perceived-phosphene conditions for the electrode PO3, for
high-a amplitude trials (permutation statistics: z-score=
1.9794, p=0.0239, Cohen’s d=1.756), but not for low-a
amplitude trials (z-score =0.9856, p=0.1622, Cohen’s
d=0.6957), nor for AFz low-a (z-score=0.2059, p=

Figure 3. Difference between perceived-phosphene ERP and unperceived-phosphene ERP. This figure is supported by Extended
Data Figure 3-1. A, ERP difference at electrode PO3 between perceived-phosphene and unperceived-phosphene conditions aver-
aged across nine participants. B, ERP difference at electrode AFz. Red, high-a amplitude trials; blue, low-a amplitude trials.
Colored shaded areas, SEM. Striped areas, mask the TMS-induced artifact. Colored solid horizontal lines, significant ERP difference
against zero (significant cluster for PO3, low-a and high-a amplitude and AFz, high-a amplitude; p,0.001). Gray shaded areas, se-
lected time window of interest.
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0.4184, Cohen’s d=0.1375) and high-a (z-score=1.169,
p=0.1212, Cohen’s d=0.8462) amplitude. Phosphene
perception depends on an optimal phase of a oscillation at
the occipital electrode PO3, when a amplitude is high.
Together, these analyses suggest that phosphene percep-
tion alternates between optimal and nonoptimal phases of
the a (10.24Hz) oscillations in the 400-ms window before
the pulse, with all participants sharing a similar optimal
phase. This phase effect is predominant in the occipital re-
gion, and stronger when the a amplitude is high.
Next, for each participant, we sorted low-a and high-a

amplitude trials in nine bins according to the prepulse
EEG phase, for the selected time-frequency points (occi-
pital ROI: �77ms, 10.7Hz; frontal ROI: �40ms, 10.7Hz).
Then, the percentage of phosphene perceived was calcu-
lated for each bin and averaged across participants (Fig.
5). A two-way repeated-measures ANOVA revealed a
significant effect of the phase in both the occipital
(F(1,8) = 2.117, p=0.0467, h2 (effect size) = 20.93, square
sum (SS) = 0.345) and frontal (F(1,8) = 3.360, p=0.0028, h2

= 29.58, SS=0.472) ROIs. There was no main effect of
amplitude in either the occipital (F(1,8) = 1.818, p=0.2145,
h2 = 18.51, SS=0.001) or the frontal (F(1,8) = 0.225,
p=0.6476, h2 = 2.74, SS, 0.001) ROIs, nor interaction in
either the occipital (F(1,8) = 0.249, p=0.9794, SS=0.048)
or the frontal (F(1,8) = 0.462, p=0.8781, SS=0.076) ROIs.
Critically, the results show that the optimal phase for
phosphene perception is centered on p /2 while the oppo-
site phase, between –p /2 and –p /4, is nonoptimal.
Finally, we observe that the percentage of variance ex-
plained by the phase is more important for high-a (occipi-
tal: 16.9% difference between p /2 and –p /2; frontal:
21.2%) compared with low-a (occipital: 13.3%; frontal:
17.6%) amplitude of spontaneous oscillations. We re-
peated this analysis for the individual electrodes PO3 and
AFz and observed similar effects. A two-way repeated-

measures ANOVA showed a significant effect of the
phase for both electrodes PO3 (F(1,8) = 2.113, p=0.0472,
h2 = 20.89, SS=0.937) and AFz (F(1,8) = 2.106, p=0.0479,
h2 = 20.84, SS=0.908), no significant main effect of the
amplitude for either electrode PO3 (F(1,8) = 0.461, p=
0.5164, h2 = 5.45, SS=0.002) or AFz (F(1,8) = 0.002,
p=0.9633, h2 = 0.03, SS, 0.001), and no interaction for
either electrode PO3 (F(1,8) = 0.612, p=0.7648, SS=
0.294) or AFz (F(1,8) = 0.389, p=0.9224, SS=0.2).
To understand the role of spontaneous a oscillations

phase-amplitude tradeoffs on cortical excitability and
subsequent perceptual performance, we then focused on
the postpulse evoked activity. Dugué et al. (2011a) previ-
ously observed a larger postpulse ERP in the perceived-
than in the unperceived-phosphene trials, with a positive
differential activity for PO3, and negative for AFz, be-
tween ;300 and ;600ms. They interpreted these re-
sults as a physiological consequence of phosphene
perception. Here, we computed the ERP difference be-
tween perceived-phosphene and unperceived-phos-
phene conditions, separately for low-a and high-a
amplitude trials and observed a similar effect in both
low-a and high-a amplitude conditions (Fig. 3; see also
Extended Data Fig. 3-1 for ERPs on each condition sep-
arately). An FFT was computed from 400 to 800ms
after the pulse on the perceived-phosphene and un-
perceived phosphene ERP, separately for electrodes
PO3 and AFz, and for low-a and high-a amplitude tri-
als. There was no significant frequency peak at
10.24 Hz in the postpulse ERP amplitude spectra, in
any of the conditions for both electrode PO3 (one-
tailed t tests against the 1/f aperiodic component: low-
a amplitude, perceived: p = 0.9244, Cohen’s d =
�0.4967, CI = [�28.6420; infinity]; unperceived: p =
0.6837, Cohen’s d = �0.1176, CI = [�11.6204; infinity];
high-a amplitude, perceived: p = 0.4279, Cohen’s d =

Figure 4. The prepulse ERP difference between perceived-phosphene and unperceived-phosphene conditions oscillates in a. A,
Frequency spectra computed on the ERP difference between perceived-phosphene and unperceived-phosphene conditions, on the
prepulse period from �400 to 0ms, respectively, for electrode PO3, and, B, electrode AFz. Red color, high-a amplitude trials; blue
color, low-a amplitude trials. Colored solid lines, frequency spectra averaged across the nine participants between 2 and 40Hz.
Shaded area, SEM. Dotted rectangle, significant difference between high-a and low-a amplitude trials averaged across frequency
window from 5.12 to 11.26Hz for electrode PO3, and from 7.16 to 10.24Hz for electrode AFz (one-tailed t tests: p=0.044 for PO3,
p=0.039 for AFz). Frequency peak at 10.24Hz for both low-a and high-a amplitude for electrode PO3; at 10.24Hz for low-a and
9.22Hz for high-a amplitude for electrode AFz.
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0.0643, CI = [�17.1197; infinity]; unperceived: p =
0.0971, Cohen’s d = 0.3345, CI = [�4.1354; infinity])
and AFz (low-a amplitude, perceived: p = 0.9864,
Cohen’s d = �1.3376, CI = [�36.8469; infinity]; unper-
ceived: p = 0.5615, Cohen’s d = �0.0520, CI =
[�15.0938; infinity]; high-a amplitude, perceived:
p = 0.3038, Cohen’s d = 0.0322, CI = [�28.0728; infin-
ity]; unperceived: p = 0.1811, Cohen’s d = 0.0610, CI =
[�17.3280; infinity]). Thus, the postpulse signal likely
does not contain sufficient prepulse information to
translate into a contamination of the postpulse ERP.
Finally, we investigated the link between the prepulse a

phase and amplitude, and the postpulse evoked activity.
For each participant, we sorted the low-a and high-a am-
plitude trials in nine bins, as previously described, sepa-
rately for electrodes PO3 and AFz. For each phase bin
and a-amplitude condition, the maximum perceived-un-
perceived ERP difference was computed on a selected
time-window of interest (see Materials and Methods; Fig.

3, gray shaded areas). A two-way repeated-measures
ANOVA on electrode PO3 (Fig. 6A) revealed a significant
main effect of the phase (F(1,8) = 2.338, p=0.0286, h2 =
22.62, SS=430.66) and a-amplitude (F(1,8) = 13.623, p=
0.0061, h2 = 63, SS=137.62; this is coherent with the se-
lection of the ERP time window of interest and will not be
further interpreted; see Materials and Methods), but no
significant interaction (F(1,8) = 0.377, p=0.9289, SS=
61.76). The two-way repeated-measures ANOVA on elec-
trode AFz (Fig. 6C) showed a significant main effect of
the a-amplitude (F(1,8) = 12.749, p=0.0073, h2 = 61.44,
SS=102.97; this is coherent with the selection of the ERP
time window of interest and will not be further interpreted;
see Materials and Methods), no significant effect of the
phase (F(1,8) = 0.393, p=0.9206, h2 = 4.68, SS=161.37),
and no interaction (F(1,8) = 0.376, p=0.9297, SS=158.75).
In other words, for both low-a and high-a amplitude, the
phase of prepulse spontaneous a oscillations predicts the
ERP difference exclusively for the occipital electrode

Figure 5. The phase p /2 of the a cycle is the optimal phase for phosphene perception. Left panels, Phosphene perception com-
puted for nine phase bins (expressed in radians), normalized according to the average phosphene perception, and averaged across
the nine participants and electrodes of interest, for low-a amplitude trials. Right panels, For high-a amplitude trials. Error bars, SEM.
A, Phosphene perception is plotted according to the instantaneous phase at �77ms, 10.7Hz, for the occipital ROI. Phosphene per-
ception oscillates along with the a phase (two-way repeated-measures ANOVA: F(1,8) = 2.117, p=0.0467, h2 = 20.93), with an opti-
mal phase for phosphene perception at the phase p /2 of the a cycle. The percentage of variance explained by the phase is more
important for high-a (16.9% difference between p /2 and –p /2) compared with low-a (13.3%) amplitude trials. B, Phosphene per-
ception is plotted according to the instantaneous phase at �40ms, 10.7Hz for the frontal ROI. Phosphene perception oscillates
along with the a phase (two-way repeated-measures ANOVA: F(1,8) = 3.360, p=0.0028, h2 = 29.58), with an optimal phase for phos-
phene perception at the phase p /2 of the a cycle. The percentage of variance explained by the phase is more important for high-a
(21.2% difference between p /2 and –p /2) compared with low-a (17.6%) a amplitude trials.
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PO3. Specifically, we observed a higher ERP difference at
–p /4, i.e., around the nonoptimal phase for phosphene
perception (see Fig. 5A). This effect seems to come from
an increased ERP in perceived-phosphene trials specifi-
cally. Indeed, we extracted the peak of the ERP for low-a
and high-a amplitude trials, at –p /4 and p /2 phases of
the a cycle, corresponding, respectively, to the maximum
and the minimum ERP difference observed (see Fig. 5A),
separately for perceived-phosphene and unperceived-
ERPs, for the nine participants (Fig. 6B). We implemented
two linear mixed effects models, one for each

a-amplitude condition. In each model, we entered as
fixed effects the phase (–p /4, p /2), the phosphene condi-
tion (perceived, unperceived), as well as their interaction.
As random effect, we had participants’ intercepts and
slopes for the effect of phase and phosphene condition.
We observed a significant effect of the phosphene condi-
tion for both low-a (t(32) = �3.1, p=0.004, estimate =
�12.2016 3.935, SE) and high-a (t(32) = �3.252, p=0.003,
estimate = �12.1886 3.748, SE) amplitude conditions, a
significant effect of the phase for low-a (t(32) = �2.551,
p=0.0157, estimate = �10.1616 3.983, SE) and high-a

Figure 6. The ERP is higher for perceived-phosphene trials at the nonoptimal phase for phosphene perception, for the electrode
PO3. Left panels, ERP difference between perceived-phosphene and unperceived-phosphene conditions computed for nine phase
bins, and averaged across the nine participants, for low-a amplitude trials. Right panels, For high-a amplitude trials. A, Single trials
were sorted into nine phase bins according to the instantaneous phase at �77ms, 10.7Hz, for the electrode PO3. For each phase
bin, the maximum perceived-unperceived ERP difference was computed. Errors bars, SEM. The ERP difference oscillates along
with the a phase (F(1,8) = 2.338, p=0.0286, h2 = 22.62). The ERP difference was higher at the phase –p /4. B, ERP for the perceived-
phosphene and unperceived-phosphene conditions, for the electrode PO3, for the phase –p /4 and p /2. P., perceived-; Unp., unper-
ceived-phosphene conditions. Gray dots, maximum ERP for each participant; white dots, averaged ERP across the nine partici-
pants. The maximum ERP at the phase –p /4 for perceived-phosphene trials was significantly higher compared with unperceived-
phosphene trials at the phase –p /4 for both low-a (one-tailed t test, p=0.0265) and high-a (p=0.0074) amplitude trials type, and
compared with unperceived-phosphene trials at the phase p /2 for both low-a (p=0.0254) and high-a (p=0.0253) amplitude trials
type. C, Single trials were sorted into nine phase bins according to the instantaneous phase at �40ms, 10.7Hz, for the electrode
AFz. For each phase bin, the maximum perceived-unperceived ERP difference was computed. Errors bars, SEM.
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(t(32) = �2.313, p=0.0273, estimate = �8.8336 3.82, SE)
amplitude conditions, and a significant interaction between
the phosphene condition and the phase for both low-a
(t(32) = 2.468, p=0.0191, estimate=6.1426 2.489, SE) and
high-a (t(32) = 2.237, p=0.033, estimate=5.2926 2.369,
SE) amplitude conditions. A post hoc analysis showed that
the ERP difference at –p /4 for perceived-phosphene trials
was significantly higher compared with unperceived-
phosphene trials at –p /4 for both low-a (one-tailed t
test, p = 0.0265, Cohen’s d = 0.809, CI = [1.09; infinity])
and high-a (p = 0.0074, Cohen’s d = 1.069, CI = [2.753;
infinity]) amplitude conditions, and compared with un-
perceived-phosphene trials at p /2 for both low-a
(p = 0.0254, Cohen’s d = 0.477, CI = [0.747; infinity])
and high-a (p = 0.0253, Cohen’s d = 0.737, CI = [0.984;
infinity]) amplitude conditions. Thus, around –p /4 for
both low-a and high-a amplitude, we observed a low
percentage of perceived-phosphene (Fig. 5A) associ-
ated with a high ERP difference when the phosphene is
perceived (Fig. 6A).

Discussion
In this study, we tested the two clear predictions of the

pulsed inhibition theory (Klimesch et al., 2007; Jensen
and Mazaheri, 2010; Mathewson et al., 2011): (1) high-a
amplitude induces cortical inhibition at specific phases of
the a cycle, leading to periodic perceptual performance;
while (2) low-a amplitude is less susceptible to phasic
(periodic) pulsed inhibition, leading to overall higher per-
ceptual performance. Cortical excitability was assessed
by both phosphene detection and postpulse evoked EEG
activity. We showed that the prepulse phase of spontane-
ous a oscillations (;10Hz) modulates the probability to per-
ceive a phosphene (with a nonoptimal phase between –p /2
and –p /4). This phase effect was stronger for high-a ampli-
tude trials. Moreover, the prepulse nonoptimal phase leads
to an increase in postpulse evoked activity (ERP), in phos-
phene-perceived trials specifically. Together, our results
provide strong evidence in favor of the pulsed inhibition
theory by establishing a causal link between the amplitude
and the phase of spontaneous a oscillations, cortical excit-
ability, and subsequent perceptual performance.

a Phase-amplitude tradeoffs on perception
As previously described in the literature, we found that

the phase of spontaneous oscillations in the a frequency
range predicts whether a near-threshold stimulus would
be successfully perceived (Busch et al., 2009; Mathewson
et al., 2009; Dugué et al., 2011a; Samaha et al., 2015,
2017). The use of TMS to induce phosphene perception
rather than an external stimulation allows for direct access
to the absolute phase of spontaneous oscillations. We
found that a phase between –p /2 and –p /4 was associ-
ated with inhibitory moments leading to lower perceptual
performance while the opposite one (p /2) was optimal for
perception. Critically, as predicted by the pulsed inhibition
theory, our results are in line with some previous studies
showing that the phase of spontaneous a oscillations bet-
ter predicts perceptual performance for high than for low-
a amplitude (Mathewson et al., 2009; Ng et al., 2012; Ai

and Ro, 2014; Bonnefond and Jensen, 2015; Herrmann et
al., 2016; Spitzer et al., 2016; Kizuk and Mathewson,
2017; Alexander et al., 2020) but not others (Busch and
VanRullen, 2010; Zoefel and Heil, 2013; Milton and
Pleydell-Pearce, 2016; Harris et al., 2018; Madsen et al.,
2019). Other studies investigated the specific case in
which a high-a amplitude condition is compared with the
actual absence of a oscillations (Schaworonkow et al.,
2018, 2019; Stefanou et al., 2018; Zrenner et al., 2018;
Bergmann et al., 2019). They found periodic functional in-
hibition induced by m oscillations (a oscillations recorded
in the motor cortex) in the high-a amplitude condition (see
next paragraph for more details). Here, we compared
high-a amplitude trials to trials in which a oscillations
were present but with a lower amplitude, and found a
phase effect in both a-amplitude conditions, but strong-
est when a amplitude is high.

a Phase-amplitude tradeoffs on cortical excitability
We observed that the phase and the amplitude of spon-

taneous a oscillations influence cortical excitability, only
when there is subsequent perception. Indeed, a phase
between –p /2 and –p /4 led to higher ERP exclusively for
phosphene perception trials. Interestingly, this phase was
also associated with lower perceptual performance. The
nonoptimal phase of the a oscillations (between –p /2 and
–p /4) tends to create periodic inhibitory cortical states fa-
voring the absence of phosphene perception, which leads
to a greater ERP response when a phosphene is in fact
perceived. It is important to notice that the paradigm de-
veloped by Dugué et al. (2011a) was designed to specifi-
cally investigate the role of the phase of a oscillations
(and not the phase-amplitude tradeoffs). However, the re-
sults are compelling and in line with other studies observ-
ing similar effects (Bonnefond and Jensen, 2015; Hussain
et al., 2019; and others comparing high-a amplitude
to the absence of a oscillations: Schaworonkow et al.,
2018, 2019; Stefanou et al., 2018; Zrenner et al., 2018;
Bergmann et al., 2019). In the motor modality, they used
single-pulse TMS over the motor cortex to induce MEPs
allowing to estimate corticospinal excitability. They found
an increase in corticospinal excitability and the subse-
quent MEP for high-m amplitude oscillations (i.e., a oscil-
lations observed in somatosensory and motor areas) and
for specific m phases (Schaworonkow et al., 2018, 2019;
Stefanou et al., 2018; Zrenner et al., 2018; Bergmann et
al., 2019; Hussain et al., 2019). Bonnefond and Jensen
(2015) alternatively analyzed the power of high g oscilla-
tions (80–120Hz) considered to reflects neuronal firing
(Ray et al., 2008). They showed that g power was weaker
at the trough of high-a amplitude oscillations (Bonnefond
and Jensen, 2015). As predicted by the pulsed inhibition
theory, high-a amplitude modulates cortical and cortico-
spinal excitability periodically. Interestingly, although the
pulsed inhibition theory (Jensen and Mazaheri, 2010) orig-
inally proposed asymmetrical pulsed inhibition (i.e., inhibi-
tion at one particular phase and no inhibition at the
opposite one), Bergmann et al. (2019) argued in favor of
asymmetrical pulsed facilitation. Indeed, they assessed
the role of the GABAergic system, considered the main
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source of inhibition in the brain (Ribak and Yan, 2000), on
the amplitude and phase of m oscillations, and did not ob-
serve any relation. The symmetry/asymmetry hypothesis
was not explicitly assessed in the present study. Further
investigation is thus necessary to disentangle the three
possibilities: (1) symmetric pulsed inhibition and facilita-
tion; (2) asymmetrical pulsed inhibition; or (3) asymmetri-
cal pulsed facilitation.

a, A top-down process?
Our results show a potential functional link between the

occipital and the frontal lobes. Several authors have pro-
posed that a carries feedback information (van Kerkoerle
et al., 2014; Michalareas et al., 2016) and that the ampli-
tude of occipital a oscillations is modulated by top-down
connections from frontoparietal regions (Klimesch et al.,
2007; Mathewson et al., 2011). Here, we can speculate
that the frontal region plays a role in the emergence of in-
hibitory and excitatory moments in occipital cortex.
Specifically, their top-down influence on the amplitude of
a oscillations would enhance or reduce locally the effect
of the phase of occipital a oscillations on perceptual per-
formance, thus explaining that the link between the phase
and the amplitude of a oscillations and cortical excitability
(ERP) was only present in the occipital ROI. In addition,
the previous study from which the data originate (Dugué
et al., 2011a) shows that the time at which the phase pre-
dicted the perceptual outcome differed by nearly one-half
a-cycle between the occipital (�77ms) and the frontal
(�40ms) ROI. This difference may reflect the delay for
neural information to be transferred from one brain region
to the other, consistent with previous observations of an a
phase difference between occipital and frontal regions
during visual perception (Burkitt et al., 2000; Patten et al.,
2012; Alamia and VanRullen, 2019; Pang et al., 2020;
Tsoneva et al., 2021). Further studies are warranted to in-
vestigate the functional interplay between the frontal and
occipital cortex in the context of the pulsed inhibition
theory.
In conclusion, our study provides strong causal evi-

dence in favor of tradeoffs between the phase and the
amplitude of a oscillations to create periodic inhibitory
moments leading to rhythms in perception. As predicted
by the pulsed inhibition theory, the effect of the phase of
spontaneous a oscillations on perception increases for
larger a amplitude.
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Extended Data  

 

Extended Data Figure 2-1. The phase effect on phosphene perception is higher for high- 

compared to low-alpha amplitude trials. Phase-opposition sum computed for several binning 

versions of alpha amplitude trials, at 10.7 Hz and A-D at -77 ms pre-pulse, and averaged across 

electrodes within the occipital ROI, E-H at -40 ms pre-pulse, and averaged across the electrodes 

within the frontal ROI. Dots, POS for individual participants. Circles, POS averaged across the 

9 participants. All following analyses were performed on the 3-bins condition (B and F), i.e., 

trials were binned in low-, medium- (med) and high-alpha amplitude trials, discarding the 

medium-alpha amplitude bin.  

 

 

Extended Data Figure 2-2. Both low- and high-alpha amplitude oscillations simulated datasets 

show a similar phase effect on perception. Left panel, phase-opposition computed on simulated 

low-alpha amplitude trials. Right panel, simulated high-alpha amplitude trials. Z-scores maps 

of phase-opposition between perceived- and unperceived-phosphene conditions. Colormap, Z-
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scores. Au, Arbitrary Unit. Between low- and high-alpha amplitude simulated trials, there is a 

comparable phase-opposition between perceived- and unperceived-phosphene conditions, from 

5 to 18 Hz. 

 

Extended Data Figure 2-3. Pre-pulse oscillatory activity in the alpha frequency band in both 

low- and high-alpha amplitude conditions. Amplitude spectra computed on the EEG time-series 

from -600 ms to -1 ms relative to pulse onset, for the occipital ROI (left panel) and the frontal 

(right panel) ROI. Red color, high-alpha amplitude condition. Blue color, low-alpha amplitude 

condition. Colored solid lines, amplitude spectra averaged across the 9 participants between 2 

and 40 Hz. Colored shaded areas, standard error of the mean. *, significant difference at 10.24 

Hz between low- and high-alpha amplitude conditions. 

 

 

Extended Data Figure 3-1. ERPs for perceived- and unperceived-phosphene trials. A. ERPs 

at electrode PO3 for perceived- and unperceived-phosphene trials averaged across the 9 
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participants. B. ERPs at electrode AFz. Red, high-alpha amplitude condition. Blue, low-alpha 

amplitude condition. Light colors, perceived-phosphene condition. Dark colors, unperceived-

phosphene condition. Colored shaded areas, standard error of the mean. Striped area, mask the 

TMS-induced artifact. 

 

4. Summary and Discussion 

 

In the first study, we wanted to investigate the role of endogenous attention on the phase 

effect according to the Pulsed Inhibition theory. In a visuo-spatial endogenous attention task, 

we expected to observe a phase effect on cortical excitability and the subsequent visual 

performance only for non-attended stimuli, i.e., associated with a high amplitude of alpha 

oscillations in the brain, and a reduced or an absence of phase effect for attended stimuli, i.e., 

associated with a low amplitude of alpha oscillations in the brain. On the other hand, the study 

from Busch and VanRullen (2010) suggested that the phase of brain oscillations would 

modulate visual perception only in the attended condition (Busch and VanRullen, 2010). We 

wanted to disentangle these two contradictory hypotheses with a combined EEG-TMS 

experiment. Unfortunately, the experiment we designed was not feasible in practical terms. The 

proposed experiment has to be improved or reshaped in order to establish a causal link between 

alpha phase-amplitude tradeoffs, cortical excitability, the subsequent visual perception, and the 

role of endogenous attention. 

 

In the second study (Fakche et al., 2022), we provide strong evidence in favor of the Pulsed 

Inhibition theory by establishing a causal link between the amplitude and the phase of 

spontaneous alpha oscillations, cortical excitability, and subsequent perceptual performance. 

Two clear predictions of the Pulsed Inhibition theory (Jensen and Mazaheri, 2010; Klimesch et 

al., 2007; Mathewson et al., 2011) were tested: 1) high alpha amplitude induces an alternation 

between excitatory and inhibitory cortical states, according to optimal and non-optimal phases 

of brain oscillations, leading to rhythmicity in perceptual performance; and 2) low alpha 

amplitude induces overall higher cortical excitability, less susceptible to phasic (periodic) 

pulsed inhibition, and lead to overall higher perceptual performance. We showed that the phase 

of spontaneous alpha oscillations (~10 Hz) modulated the probability to perceive a phosphene, 

with non-optimal phases between -π/2 and -π/4. This phase effect was higher for high alpha 

amplitude trials. 
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Compared to previous non-invasive human studies which correlated EEG or MEG phase 

with amplitude and associated behavioral measure (Alexander et al., 2020; Bonnefond and 

Jensen, 2015; Busch and VanRullen, 2010; Harris et al., 2018; Kizuk and Mathewson, 2017; 

Mathewson et al., 2009; Milton and Pleydell-Pearce, 2016; Ai and Ro, 2014; Hermann et al., 

2016; Ng et al., 2012; Spitzer et al., 2016; Zoefel and Heil, 2013), the use of TMS in this 

experiment allowed to investigate a causal link between alpha phase-amplitude tradeoffs, visual 

perception and cortical excitability. In addition, we had a direct access to the instantaneous 

phase of brain oscillations. Here, TMS-induced phosphene perception reflects the instantaneous 

excitatory state of the visual cortex and the instantaneous phase of brain oscillations.  

 

5. Future research questions  

 

The Pulsed Inhibition theory highlights the crucial role of the inhibitory processes in the 

brain mechanisms underlying cognitive functions, such as perception. Jensen and Mazaheri 

(2010) summarized this important idea in the following nice and elegant sentence: “In order to 

study the working brain as a network, it is crucial to understand not only how the task-relevant 

regions are engaged but also how the task-irrelevant regions are inhibited.” They proposed that 

the inhibition induced by alpha brain oscillations would be under the control of the GABAergic 

interneurons network (Jensen and Mazaheri, 2010). It would be of great interest in the future to 

investigate the role of these interneurons on the pulses of inhibition induced by alpha 

oscillations on cortical excitability and cognitive functions.  

 

Interestingly, although the Pulsed Inhibition theory (Jensen and Mazaheri, 2010) 

originally proposes asymmetrical pulsed inhibition (i.e., inhibition at one particular phase and 

no inhibition at the opposite one), Bergmann et al. (2019) argues in favor of asymmetrical 

pulsed facilitation. Further investigations are thus necessary to disentangle the three 

possibilities: (1) symmetrical pulsed inhibition and facilitation, (2) asymmetrical pulsed 

inhibition, or (3) asymmetrical pulsed facilitation. 

 

The frontal regions seem to be involved in the emergence of inhibitory pulses in the 

occipital cortex, probably trough feedback connections underlying top-down mechanisms, such 

as endogenous attention. We could investigate in a novel paradigm whether there is functional 

connectivity between frontal and occipital regions, trough phase-to-phase or phase-to-
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amplitude coupling, or by using dynamic causal modeling. We could also use TMS to perturb 

frontal regions and look at the causal consequences on the occipital alpha phase-amplitude 

tradeoffs on perception. 

 

In addition, the time at which the phase predicted the perceptual outcome differed by 

nearly one-half alpha-cycle between the occipital (-77 ms) and the frontal (-40 ms) ROI (Fakche 

et al., 2022). This difference may reflect the delay for neural information to be communicated 

from one brain region to the other, consistent with previous observations of an alpha phase 

difference between occipital and frontal regions during visual perception, and suggesting a 

functional role of macroscopic traveling waves (Burkitt et al., 2000; Patten et al., 2012; Alamia 

and VanRullen, 2019; Pang et al., 2020; Tsoneva et al., 2021). This possibility should be 

explored in the future.  
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Chapter 5. Brain oscillations, the neural dynamics underlying 

serial dependance.  

 

The functional role of brain oscillations in visual perception has been widely studied in 

simple visual processes. In visual detection tasks, the probability to perceive a threshold visual 

stimulus depends on the amplitude (Ergenoglu et al., 2004; Hanslmayr et al., 2007; Van Dijk et 

al., 2008; Wyart and Tallon-Baudry, 2009) and the phase (Nunn and Osselton, 1974; Varela et 

al., 1981; Busch et al., 2009; Mathewson et al., 2009; Busch and VanRullen, 2010; Dugué et 

al., 2011a; Fiebelkorn et al., 2013b; Hanslmayr et al., 2013; Manasseh et al., 2013) of low 

frequency brain oscillations. Other studies investigated visual perception during the deployment 

of spatial endogenous attention and found a functional role of the amplitude (Worden et al., 

2000; Sauseng et al., 2005b; Thut et al., 2006; Händel et al., 2011) and the phase (Landau & 

Fries, 2012; Fiebelkorn et al., 2013a; Song et al., 2014; Huang et al., 2015; Dugué et al., 2015a; 

Dugué et al., 2017; Senoussi et al., 2019; Michel et al., 2021; for review, see Kienitz et al., 

2021) of low frequency oscillations, once more.  

In this project, we asked whether brain oscillations could underlie a more complex visual 

process, serial dependence.  

 

1. Serial dependence in visual perception  

 

In his book Vision Science: Photons to phenomenology (1999), Stephen E. Palmer proposes 

that “people’s perception actually corresponds to the models their visual systems have 

constructed rather than (or in addition to) the sensory stimulations on which they are based.” 

Visual perception is not simply the summation of the visual inputs received by our eyes; it 

depends on a construction built by the brain. In visual neuroscience, one of the most-questioned 

psychological constructs is the apparent stability of the visual world. Indeed, we continuously 

receive numerous visual inputs with a high variability due to internal noise (e.g., blinks, eyes, 

and head movements, that interrupt and disturb the retinal image several times per second) and 

external noise (e.g., changes in lighting). Despite this high variability, our phenomenological 

visual experience remains highly stable over time. A process that may contribute to this 

impression of stability is the continuity field, a spatiotemporal window that integrates present 

visual input and recent stimulus history. This integration is quantified by the phenomenon of 

serial dependence (Fischer and Whitney, 2014; Collins, 2019, 2020), i.e., visual perception is 

biased towards the previous visual inputs. In 2014, Fischer and Whitney developed a 
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psychophysical experiment to investigate visual serial dependence (Fischer and Whitney, 

2014). In their study, participants performed an orientation judgement task of Gabor patches. 

They showed that the orientation perception of the input stimulus was systematically biased 

toward the stimuli seen in the recent past (up to ten seconds) (Figure 5.1, Fischer and Whitney, 

2014). Then, several studies investigated the features of serial dependence in visual perception. 

However, the neural dynamics underlying serial dependence remain ill-defined.  

 

Figure 5.1: Serial dependence in orientation perception, from Fischer and Whitney, 2014. 

Error plot for one participant. Values on the abscissa indicate the distance in degrees between 

the present Gabor patch and the previous one, with positive values corresponding to a more 

clockwise orientation of the previous patch relative to the present patch. Values on the ordinate 

indicate the participant’s error when reporting the present Gabor orientation with a response 

cue, in degrees. Data were fitted with the 1st derivative of a Gaussian curve. The participant’s 

errors in reporting the Gabor’s orientation were biased toward the previous stimulus. 

 

2. The neural dynamics of serial dependence in face perception  

 

2.1. Introduction 

 

Serial dependence has been found to occur across many visual features, from basic attributes, 

such as orientation (Fischer and Whitney, 2014; Fritsche et al., 2017; Cicchini et al., 2017), 

position (Manassi et al., 2018; Collins, 2019), motion (Alais et al., 2017), and numerosity 

(Corbett et al., 2011; Cicchini et al., 2014; Fornaciai and Park, 2018a, b), to higher-level stimuli 

such as face perception (Liberman et al., 2014; Taubert et al., 2016; Xia et al., 2016) and visual 

scenes (Manassi et al., 2017).  
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The spatiotemporal window characterizing the continuity field appears to integrate visual 

information on a ten second time-window (Fischer and Whitney, 2014) and to be retinotopic, 

with a relatively large spatial extend up to 22 degrees of visual angle (John-Saaltink et al., 2016; 

Collins, 2019).  

Although there is plenty of evidence showing that serial dependence occurs at the stage of 

perceptual processing (Fischer and Whitney, 2014; John-Saaltink et al., 2016; Fornaciai and 

Park, 2018a; Collins, 2020), it has also been proposed that serial dependence may bias visual 

perception at later decisional stages (Cicchini et al., 2017; Fritsche et al., 2017). Serial 

dependence presumably occurs at both early and late stages depending on the task and stimuli 

(Collins, 2021). The study of the neural dynamics underlying serial dependence allows to 

contribute to this debate, by identifying at which level of the cortical hierarchy serial 

dependence occurs.   

 

Serial dependence has been widely studied at the perceptual level, and seems to be important 

for the visual processing of various attributes. Yet, the neural dynamics underlying visual serial 

dependence remains ill-defined. One study used an orientation judgement task coupled with 

fMRI recording to identify at which levels of the visual hierarchy serial dependence occurred 

(John-Saaltink et al., 2016). They showed that the orientation signal in V1, V2, and V3, was 

biased toward the orientation of the previous stimuli, just like at the perceptual level, in a 

retinotopic manner. These results suggest that serial dependence occurs at the perceptual level, 

by modulating the low-level sensory representations of the present stimulus according to the 

previous stimuli seen (John-Saaltink et al., 2016). However, MRI recordings suffer from a poor 

temporal resolution, leading to the impossibility to investigate the neural dynamics.  

Recently, the neural dynamics of serial dependence have been investigated in numerosity, 

with EEG recordings (Fornaciai and Park, 2018a, 2020). First, they showed that the amplitude 

of the visual evoked potentials (VEP) induced by the present stimulus was modulated by the 

previously perceived stimulus, i.e., higher VEP amplitude when the previous stimulus had a 

greater numerosity compared to when the previous stimulus had a smaller numerosity. This 

effect occurred around 250-300 ms after the stimulus onset, and had an occipital topography. 

In addition, the modulation of the VEP was in accordance with the behavioral results, which 

showed a strong serial dependence effect (Fornaciai and Park, 2018a, 2020). They also 

demonstrated that the biased representation of visual inputs, due to serial dependence, was 

maintained in sensory memory (Fornaciai and Park, 2020). 
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Here, we studied the neural dynamics of serial dependence in face perception with EEG 

recordings. We chose to use face stimuli because their perception is associated with strong 

neural markers. Several studies have shown that the amplitude of brain oscillations from 5 to 

45 Hz, localized over the parieto-occipital electrodes, increases between 0 and 200 ms after the 

onset of a face (Klopp et al., 1999; Hsaio et al., 2006; Rousselet et al., 2007; Sakihara et al., 

2012). Face perception also evokes a component named N170, and studies have suggested that 

the oscillatory activity between 5 and 45 Hz correlates with the amplitude and latency of the 

N170 component (Tang et al., 2008; Sakihara et al., 2012; Torrence et al., 2021). The use of a 

classifier, i.e., a mathematical algorithm identifying spatial patterns of brain activity across 

time, is also able to distinguish between trials in which participants perceived a face compared 

to trials in which participants perceived a house (Haxby et al., 2001). The classification 

algorithm relies on the hypothesis that if two conditions, e.g., a house and a face, are represented 

by distinct patterns of brain activity, the classifier can, after training, associate each new trial to 

the corresponding condition according to the spatial pattern of brain activity contained in that 

trial.  

In the context of serial dependence, the neural representation of previous stimuli seems to 

be encoded and maintained in early visual areas, leading to an alteration of the perception of 

the present visual input (John-Saaltink et al., 2016; Fornaciai and Park, 2018a, 2020). 

We hypothesized that the spatial pattern of brain activity associated with face perception, 

i.e., the component N170 in the time domain, and the increase in amplitude from 5 to 45 Hz in 

the time-frequency domain, is maintained in the early visual areas after the presentation of a 

face, and that this neural representation is going to bias the following visual perception towards 

face perception. In our study, participants (n=26) performed a categorization task on non-

ambiguous stimuli of cars, houses, and faces, and ambiguous stimuli consisting of morphs 

between car and house, car and face, and face and house, all interleaved. We hypothesized that 

the performance of a classifier trained to disentangle between faces and other objects would be 

able to identify face perception in morph trials preceded by a face. In other words, we proposed 

that the pattern of brain activity identified by the classifier during face perception would be 

found in trials biased towards a face representation due to serial dependence.  

 

2.2. Materials and Methods  
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Participants. 26 participants (18 females, mean age: 25.7 years, ranging from 19 to 41 years) 

were included in the study. All participants were free from medication affecting the central 

nervous system, reported no history of psychiatric or neurological disorders, gave their written 

informed consent and were compensated for their participation. The study was approved by the 

local French ethics committee Ouest IV (IRB #2020-A00859-30) and followed the Declaration 

of Helsinki. 

Stimuli. Stimuli were designed with PsychToolbox 3.0.12, running in Matlab R2014b 64-bit 

(The MathWorks, Natick, MA), and displayed with a ProPixx Projector (VPixx Technologies, 

Saint-Bruno, QC, Canada), on a 1890 * 1060 mm projection screen (1920 * 1080 pixels; 100 

Hz refresh rate), at 101 cm distance. Fixation dots (diameter of 0.25 dva) were displayed at the 

center of a screen with a gray background associated with visual noise. 147 images were used: 

three were non-ambiguous images of face, car, and house, and the remaining images were 

gradual morphs between two conditions. There were 48 morphs of car and house, 48 morphs 

of car and face, and 48 morphs of house and face (Figure 5.2). Images were embedded in visual 

noise.  

 

Figure 5.2: Morphs wheel used in the experiment. The images were gradual morphs between 

face and house, face and car, and car and house. The percentages correspond to the amount of 

the face prototype included in each morph. 
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Eye tracker. Participant’s head was maintained with a chinrest. An infrared video-camera 

system (EyeLink 1000 plus 5.08, SR Research, Ottawa, Canada) was used to ensure that 

participants maintained their gaze on the fixation cross throughout the trial. The trial only 

started when participants were successfully maintaining fixation. When a gaze deviation of >1° 

from the center of the screen was detected or a blink, we considered that the participant broke 

fixation, and the trial was stopped and rerun at the end of the experiment. 

EEG. EEG was recorded using a 128-channels actiChamp system (Brain Products GmbH). The 

ground was placed at the Fpz position, and the right mastoid was used as reference (DC 

recording; 1000 Hz sampling rate). 

Procedure. Participants performed one EEG session composed of 1617 trials. Participants had 

the option to take a break every 100 trials. They were asked to fixate the central dot on the 

screen. Once correct detection was detected for 200 ms, the trial began. One of the 147 images 

was displayed embedded in noise during 300 ms, followed by noise only for at least 300 ms. 

Participants had to indicate whether they perceived a car, a face, or a house, with the left, up, 

and right arrows of the keyboard. The object category-key assignment was counterbalanced 

across participants. When participants gave their answer, a new trial began (Figure 5.3). 

 
Figure 5.3: Experimental protocol. After fixation at screen center for 200 ms, a trial began. A 

morph embedded in noise was presented for 300 ms, followed by a response screen for at least 

300 ms. Participants had to indicate whether they perceived a car, a face, or a house.  
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Behavioral analyses. Behavioral performance was computed and plotted for each condition 

(car/face morphs, face/house morphs, house/car morphs), as a function of the previous stimulus. 

For example, for the 48 car/face morphs, the percentage of “face” responses was computed for 

each morph as a function of the preceding stimulus: preceded by a car versus preceded by a 

face. Individual psychometric curves were obtained by fitting the data to a sigmoid with the 

psignifit 3 toolbox (Schütt, H. H., Harmeling, S., Macke, J. H., & Wichmann, F. A. (2016). 

Painfree and accurate Bayesian estimation of psychometric functions for (potentially) 

overdispersed data. Vision research, 122, 105-123; https://github.com/wichmann-

lab/psignifit/wiki). The point of subjective equality (PSE) was extracted for each participant, 

and we tested with t-tests whether the PSE was shifted between the performance preceded by 

the first vs the second condition, which is a marker of serial dependence. Indeed, we 

hypothesize that morphs preceded by a face will more often be categorized as a face, leading to 

a leftward shift of the psychometric function, relative to when they are preceded by a car. This 

logic can be extended to the two other morph continua (car/house and house/face). 

In addition, we quantified serial dependence by computing the proportion of trials in which 

the errors were biased towards the previous trials, compared to the total number of errors. 

Because we had three different stimuli (car, house, face), the level of chance was at 33%. For 

ease of interpretation, 33% was subtracted, thus 0% corresponds to no serial dependence, 

positive values to a serial dependence, i.e., there are more errors towards the past, and negative 

values to a repulsive effect, i.e., there are more errors opposite to the previous stimuli. T-tests 

were performed to investigate whether serial dependence was significantly different from 

chance.  

 

EEG analyses. EEG analyses were performed with Fieldtrip (Oostenveld et al., 2011; Donders 

Institute for Brain, Cognition and Behavior, Radboud University, Nijmegen, the Netherlands), 

EEGLAB 13.6.5 (Swartz Center for Computational Neuroscience, UC San Diego, California; 

Delorme & Makeig, 2004) and custom software written in Matlab R2014b (The MathWorks, 

Natick, MA). 

Preprocessing. EEG data and channel location were imported into Fieldtrip. A high-pass filter 

at 0.1 Hz and a notch filter around 50 Hz was applied, to respectively remove slow drifts and 

50 Hz electric noise. Visual inspection allowed to identify electrodes with a low signal-to-noise 

ratio, which were then interpolated. EEG data were re-reference to the average reference, and 

epoched from -200 ms to +300 ms according to the image onset.  

https://github.com/wichmann-lab/psignifit/wiki
https://github.com/wichmann-lab/psignifit/wiki
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Definition of ambiguous and non-ambiguous trials. Ambiguous and non-ambiguous morphs 

were defined separately for each participant, based on their psychometric function. We 

considered that the 10% of the upper and lower psychometric curves correspond to a non-

ambiguous perception of the stimuli car, house, and face. Morphs between were considered 

ambiguous, i.e., morphs between car and house, house and face, and face and car. The three 

non-ambiguous categories are illustrated in Figure 5.2 (green: unambiguous car; pink: 

unambiguous face; blue: unambiguous house; white: ambiguous morphs). Note that because 

we used individual psychometric functions, the extent of the ambiguous and non-ambiguous 

categories differed between individuals. 

 

Event-related potentials (ERPs). ERPs, centered on the image onset, were computed as the 

average of trials for each non-ambiguous condition, face, car and house. ERPs were then 

average across participants and parieto-occipital electrodes, and plotted. 

 

Time-frequency decomposition. A time-frequency transform (morelet wavelet) was computed 

on single epochs, with the timefreq function from EEGLAB. The “cycles” parameter was set to 

from 1 to 15. The “freqs” parameter was set to [5, 40], producing 50 frequencies that increase 

logarithmically from 5 to 40 Hz.  

 

Amplitude analysis. The amplitude was extracted with abs function (from Matlab) from the 

time-frequency decomposition for each trial, electrode, and participant. Time-frequency maps 

were plotted on the difference between non-ambiguous trials of face perception (Face) and car 

or house (NonFace) perception, for data averaged across trials, electrodes, and participants.  

 

Multivariate pattern analysis (MVPA) on EEG time series. MVPA were performed with 

MVPA-Light toolbox (Treder, M. S. (2020). MVPA-Light: A Classification and Regression 

Toolbox for Multi-Dimensional Data. Frontiers in Neuroscience, 14, 289. 

https://doi.org/10.3389/FNINS.2020.00289] 

(https://www.frontiersin.org/articles/10.3389/fnins.2020.00289/full)).  

Classification analyses consist in training a classifier to distinguish two or more conditions 

on a set of training trials. After the training phase, the classifier is tested on a set of testing trials, 

composed of trials not used during the training. If the classifier is able to predict the condition 

of the testing trials, it means that the multivariate pattern of brain activity is able to associate a 

brain activity to one of the conditions. Cross-validation was performed to ensure unbiased 

https://doi.org/10.3389/FNINS.2020.00289
https://www.frontiersin.org/articles/10.3389/fnins.2020.00289/full)
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evaluation of classification performance, i.e., the dataset was split in k folds (k = 10), and in 

every iteration (repeat = 2), one of the k folds was used for the training, and the others k folds 

were used for the testing. We used a linear discriminant analysis (LDA) classifier algorithm. 

We performed classification across time, time generalization, i.e., the classifier was trained at 

a given time point t1, and then tested at all time points t2 in the trial; the procedure was repeated 

for every combination of training and testing time points, given a time*time matrix of 

classification, and searchlight analysis, i.e., classification across time at the sensors level.  

For each classification analysis, we subsampled the number of trials in the condition with 

the most trials to match the condition with the fewest trials. This subsampling procedure was 

repeated 10 and 100 times, for the first and second analysis respectively (see below), with a 

different subset of selected trials, and then we averaged the iterations. Please note that we chose 

to perform only 10 and 100 repetitions because of time constraints, the analysis will be done 

with a higher number of repetitions in the near future.  

In addition, classification analysis was performed at the individual level, and then the results 

of the classification were averaged across participants.  

Multivariate pattern classification was first performed on non-ambiguous Face and NonFace 

conditions, to verify that face perception was associated with a specific brain activity pattern. 

We expected to be able to classify faces versus non-faces, replicating previous research (Haxby 

et al., 2001). 

Second, we investigated whether the pattern of brain activity associated with face perception 

was found in ambiguous trials with a face morph more efficiently when the previous stimulus 

was a non-ambiguous face compared to a non-ambiguous car or house, due to serial 

dependence. The classifier was trained on Face and NonFace conditions, and then tested on 

face morphs preceded by a non-ambiguous face or a non-ambiguous car or house.  

To evaluate the significance of the classification analysis, we computed permutations tests 

with 1000 repetitions, and applied a cluster correction. 

 

2.3. Results  

 

Behavior. Behavioral performance was computed for each condition (car/face, face/house, 

house/car) as a function of the previous stimulus. For the house/face condition, we observed a 

significant difference of the PSE between stimuli preceded by a house and stimuli preceded by 

a face (two-tailed t-tests: p-value = 0.0257; CI = [-2.0777; -0.1464]; Cohen’s d = -0.4489), 

suggesting an effect of serial dependence. For the house/car and face/car conditions, the PSE 
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was not significantly different between stimuli preceded by the first or the second stimuli 

(house/car: p-value = 0.2471; CI = [-1.8975; 0.5113]; Cohen’s d = -0.2997; face/car: p-value = 

0.1875; CI = [-0.2701; 1.3093]; Cohen’s d = 0.1719). 

Serial dependence was further quantified by computing the proportion of trials in which the 

errors were biased towards the previous trials, compared to the total number of errors, for each 

of the three pairs of conditions (car/face, face/house, house/car). A significant serial dependence 

effect was observed for the face/house continuum (one-tailed t-test against 0%: p-value = 

0.0162; Cohen’s d = 0.6280; CI = [0.0198; +Infinity]) with a serial dependence of 8%, and 

house/car continuum (p-value = 0.0405; Cohen’s d = 0.5045; CI = [0.0042; +Infinity]) with a 

serial dependence of 7%. Concerning the car/face continuum, the effect observed was not 

significantly different from chance (one-tailed t-test against 0%: p-value = 0.7595; Cohen’s d 

= -0.1984; CI = [-0.0427; +Infinity]).  

Together, the behavioral analysis suggested a reliable serial dependence of 8% and 7% for 

the house/face and house/car continuum, respectively.  

 

ERPs. ERPs averaged across participants and parieto-occipital electrodes were plotted for non-

ambiguous conditions. A negative component identified as the N170 was observed between 

145 and 200 ms, for each condition, face, car, and house (Figure 5.4). The amplitude of the 

N170 was even higher for house compared to face and car stimuli. Consequently, contrary to 

our hypothesis, the N170 component was not a brain activity specifically associated with face 

perception in our data.  

 

Figure 5.4: ERPs plotted for non-ambiguous stimuli. ERPs were averaged across participants 

(n=26) and parieto-occipital electrodes, and plotted for the non-ambiguous conditions face, 
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car, and house. A N170 was identified in face but also in house and car conditions. The highest 

N170 amplitude was found for the house condition. These results suggested that the N170 

component was not a brain activity specifically associated with face perception in our 

experiment. 

 

Time-frequency analysis. To investigate whether the amplitude of brain oscillations between 5 

and 45 Hz was positively associated with face perception, we performed a time-frequency 

decomposition on Face and NonFace epochs and extracted the amplitude. Time-frequency map 

of the amplitude difference between Face and NonFace conditions was plotted for data averaged 

across trials, participants, and all or parieto-occipital electrodes (Figure 5.5). The amplitude in 

the time-frequency window from 40 to 90 ms after the image onset, between 16 to 26 Hz, 

slightly increased in response to face perception, but this effect was very low (~1 µV).  

 

 

Figure 5.5: Face perception was associated with a slight increase in the amplitude of low-

frequencies. Right panel, Time-frequency maps of the difference in amplitude between Face 

and NonFace, averaged across participants (n=26) and all electrodes, Left panel, across 

parieto-occipital electrodes. A very slight difference (~1µV) was observed between 40 and 90 

ms, from 16 to 26 Hz. 

 

MVPA on EEG time series. Multivariate pattern classification analysis (MVPA) was performed 

on the EEG time series epoched from -200 ms to 300 ms relative to morph onset, to investigate 

whether the classifier was able to distinguish between Face and NonFace perception. 

Classification performance across the time dimension was computed on the accuracy and on 

the area under the curve. The permutation tests indicated that the classification was significant 

(cluster corrected; p<0.001) from 130 to 300 ms after the image onset (Figure 5.6.A). The time 
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generalization was performed on both the accuracy and the area under the curve. The results 

are summarized in a matrix (Figure 5.6.B), with the x-and y- axis corresponding to the time 

points on which the classifier was tested and trained, respectively. The diagonal of the matrix 

is equivalent to the classification across the time dimension, i.e., the classifier was trained and 

tested at the same time point. The permutation tested showed that each classifier generalized 

over a transient time period only, corresponding to the diagonal of the time generalization 

matrix (cluster corrected; p<0.001). This result suggests that the pattern of brain activity 

encoding face perception was time specific. The searchlight analysis on accuracy showed that 

the relevant brain activity for face perception was localized in the occipital cortex (Figure 

5.6.C).  
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Figure 5.6: Face perception decoding. MVPA analysis of Face vs NonFace perception 

averaged across the 26 participants. A. Classification across time, of the area under the curve 

and the accuracy metrics, on left and right panels, respectively. The performance was 

significantly higher from 130 to 300 ms. B. Time generalization matrix, of the area under the 

curve and the accuracy metrics, on left and right panels, respectively. Only the diagonal showed 

a significant pattern, suggesting that the brain activity pattern underlying face perception was 

transient. C. Searchlight analysis, on the accuracy. The relevant pattern of brain activity for 

face perception was in the occipital cortex.  

 

Second, the classifier was trained on Face and NonFace conditions, and tested on ambiguous 

morphs, preceded by a non-ambiguous face or by a non-ambiguous car or house. We 

hypothesized that the classifier would identify the pattern of brain activity associated with face 

perception, and be able to find this pattern in morphs more efficiently when the morph was 

preceded by a face compared to other objects. Classification performance across the time 

dimension was computed on the accuracy and the area under the curve. Both metrics were 

always at the chance level (50% for two conditions tested) (Figure 5.7). These results suggested 

that the classifier was not able to find the brain activity associated with face perception more 

efficiently in morphs preceded by a face stimulus.  

 

 

Figure 5.7: The classifier did not find the brain activity associated with face perception more 

efficiently in ambiguous morphs preceded by face perception. MVPA analysis on ambiguous 

morphs preceded by a non-ambiguous face or a non-ambiguous car or house, averaged across 

the 26 participants. Classification across time, of the area under the curve and the accuracy 

metrics, on left and right panels, respectively. The performance was always at the chance level 

(50%), showing that the classifier did not distinguish a special pattern of brain activity between 

the two conditions tested. 
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3. Summary and Discussion 

 

In this study, we hypothesized that the pattern of brain activity identified by a classification 

algorithm specific to face perception (as opposed to the perception of other objects such as cars 

and houses) would also be found in trials with ambiguous objects whose perception was biased 

towards a face representation due to serial dependence.  

 

To test our hypothesis, we designed a categorization task on non-ambiguous images of cars, 

houses, and faces, and ambiguous images consisting of morphs between car and house, car and 

face, and face and house. Previous experiments have found that serial dependence occurred for 

face perception (Liberman et al., 2014; Taubert et al., 2016; Xia et al., 2016). Our behavioral 

analysis also showed serial dependence, but only on the face/house morphs. This result suggests 

that serial dependence occurred for the perception of faces mixed with houses but not with cars, 

which is quite surprising. To better understand these results, we plan to examine the visual 

features, and notably the spatial frequency component, of each morph family. The different 

features of a visual image are processed relatively independently along the visual hierarchy. 

Any difference in the basic features between face-car and face-house morphs may explain why 

they are perceived differently.  

 

At the electrophysiological level, face perception has been associated with a negative 

component N170 in the time domain, and with an increase in the amplitude of brain oscillations 

from 5 to 45 Hz in the time-frequency domain (Klopp et al., 1999; Hsaio et al., 2006; Rousselet 

et al., 2007; Tang et al., 2008; Sakihara et al., 2012; Torrence et al., 2021). Surprisingly, our 

ERP analysis showed that face, but also car and house perception evoked a N170 component. 

Similarly, the difference between faces and other objects in the time-frequency domain was 

associated with a very slight increase of the amplitude of brain oscillations from 16 to 26 Hz. 

Together, the electrophysiological analysis suggests that face perception was not associated 

with specific brain markers, neither in the time domain nor in the time-frequency domain, in 

our experiment.  

 

We performed MVPA on the EEG time series to test whether the pattern of brain activity 

during face perception was significantly different from car or house perception. The pattern of 

brain activity in the occipital cortex from 130 to 300 ms after the image onset allowed us to 

decode face perception. The time generalization analysis showed that the neural code for face 
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perception was linear and time specific, and the searchlight analysis showed that the pattern of 

brain activity identified by the classifier was in the occipital cortex. Interestingly, the classifier 

was able to associate face perception with a specific pattern of brain activity while the ERP and 

time-frequency analysis did not. In addition, the pattern of brain activity associated with face 

perception appeared to emerge in the early visual areas, as shown by the occipital topography.  

Finally, we tested whether a classifier trained to find the pattern of brain activity associated 

with face perception was able to find this brain activity in ambiguous morphs preceded by a 

face, i.e., morphs biased towards the face perception due to serial dependence. Unfortunately, 

the performance of the classifier was at the level of chance, i.e., the classifier was not able to 

find the brain activity associated with face perception more efficiently in face morphs preceded 

by a face stimulus.  

 

Although we hypothesized that the pattern of brain activity underlying face perception would 

be oscillatory, we found no evidence in favor of this hypothesis in our data. Indeed, the time-

frequency map of the difference between face and other objects perception showed a slight 

increase of the amplitude that was low (~1µV). In addition, the shape of the classification across 

time did not appear to present an oscillatory pattern. Similarly, the time generalization did not 

show any evidence of a periodicity in the neural code. In sum, our first analysis did show any 

evidence of a functional role of brain oscillations in serial dependence of face perception.  

 

In this study, we hypothesized that the pattern of brain activity associated with face 

perception (and identified with a classification algorithm) would be found in stimuli biased 

towards face perception due to serial dependence. This hypothesis relies on the fact that: 1) 

Serial dependence occurs robustly in face perception, 2) Face perception is associated with a 

specific pattern of brain activity both in time and time-frequency domains. However, neither 

assumption was validated by our initial behavioral and electrophysiological results. 

Consequently, we cannot conclude that brain oscillations play a functional role in serial 

dependence in face perception at the moment. Further analysis will be performed soon to try to 

understand why we did not find a strong serial dependence in face perception at the behavioral 

level, as well as the absence of a specific pattern of brain activity associated with face 

perception.  
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4. Future research questions 

 

Serial dependence is the phenomenon in which visual perception is strongly and 

systematically biased toward similar visual inputs from the recent past (Fischer and Whitney, 

2014; Liberman et al., 2014; Cicchini et al., 2014; Burr and Cicchini, 2014). These perceptual 

consequences are in line with the ones describes by predictive coding theory. Predictive coding 

theory arises from the Bayesian brain framework, that postulates that the brain is performing 

probabilistic inference to generate an internal model of the external world. The probabilistic 

inferences are computed by the brain in two different steps: Bayesian inference and Bayesian 

learning. 1) The brain generates predictions about the external world according to its internal 

model, based on the past experience, i.e., Bayesian inference. 2) The brain updates its internal 

model by interacting with the external world: each novel input from the external world is used 

to update the internal model and generate new predictions, i.e., Bayesian learning (Friston et 

al., 2012; Lecaignard, 2016). In serial dependence, visual perception would be biased by the 

internal model of the external world constructed from the recent past inputs. The Bayesian brain 

framework implies a communication between brain areas, explained by the predictive coding 

theory. Predictive coding describes that the inferences computed by the Bayesian brain rely on 

the feedback communication of predictions and the feedforward communication of prediction 

errors. There is an exchange of information along the cortical hierarchy, in both directions, 

allowing the Bayesian brain to build and update its internal model of the external world (Rao 

& Ballard, 1999; Friston et al., 2005; Bastos et al., 2012; Fontolan et al., 2014; Lecaignard, 

2016). Brain oscillations have been proposed to be the neural support of the communication 

between brain areas along the cortical hierarchy. High-level brain areas, in the fronto-parietal 

cortices, would send predictions to the lower-level brain areas, the sensory cortices, through 

feedback brain oscillations in low frequency bands (theta, alpha, low beta). In turn, when novel 

input arrives, the lower-level brain areas would send prediction errors, i.e., the difference 

between the actual input and the predictions, to the higher-level brain areas through feedforward 

brain oscillations in high frequency bands (high beta, gamma) (Figure 5.8; VanKerkoerle et 

al., 2014; Han & VanRullen, 2016, 2017; Alamia & VanRullen, 2019).   



Chapter 5. Brain oscillations, the neural dynamics underlying serial dependance. 

 

 
147 

 

 

Figure 5.8: The role of brain oscillations in predictive coding. The predictive coding theory 

postulates that high- and low-level brain areas exchange information through feedback and 

feedforward projections. High-level brain areas send predictions based on the internal model 

of the external world, built on recent inputs, through low-frequency brain oscillations. Low-

level brain areas send in return prediction errors to update the internal model according to the 

novel sensory inputs through high-frequency brain oscillations.  

 

According to predictive coding theory, brain oscillations may be the neural support of serial 

dependence. By comparing the brain dynamics between trials biased by serial dependence and 

trials not biased towards the recent past, several hypotheses could be tested. 1) On trial n-1, the 

incoming visual input generates a strong update of the internal model of the external world by 

sending feedforward prediction errors with a high amplitude and/or an optimal phase. 2) 

Between trials n-1 and n, strong predictions concerning the upcoming visual inputs are sent 

through feedback projections, with a high amplitude and/or an optimal phase. In addition, we 

expect to observe an increase in the communication between high- (frontal) and low- (occipital) 

level brain areas, through phase-amplitude coupling, phase-phase coupling, or amplitude-

amplitude coupling. 3) Finally, on trial n, the prediction error is reduced because the trial is 

biased toward the internal model of the brain, leading to feedforward prediction errors with a 

low amplitude or a non-optimal phase.   

We developed a serial dependence experiment coupled with EEG recordings to test the 

hypothesis on brain oscillations described above. After the pilot session, we realized that 

performing the experiment would require a high number of experimental sessions. Indeed, serial 

dependence is a robust but slight effect, i.e., on average 5-10% on the total number of trials are 

biased due to serial dependence (Fischer and Whitney, 2014; Liberman et al., 2014; Cicchini et 

al., 2014; Burr and Cicchini, 2014). And to perform reliable phase analyses, at least ~250-300 

trials per condition are required (VanRullen, 2016b). Unfortunately, we faced time constraints 

that did not allow us to do this experiment considering the high number of experimental sessions 
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that would be required. Nevertheless, we would like to perform this experiment in the future to 

assess whether brain oscillations underlie serial dependence according to the predictive coding 

theory.  
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Chapter 6. Alpha brain oscillations travel at the mesoscopic scale: 

their propagation influences visual perception. 

 

We hypothesized that the spatial component of brain oscillations plays a crucial role in 

visual perception. First, we focused on mesoscopic oscillatory traveling waves, i.e., neural 

activity that propagates within a single brain area (e.g., V1) throughout few mm of cortex.  

Invasive recordings in animals showed that delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-14 Hz), 

beta (15-30 Hz) and gamma (>30 Hz) oscillations act as traveling waves (Petsche et al., 1984; 

Wright and Sergejew, 1991; Prechtl et al., 1997; Arieli et al., 1995; Freeman and Barrie, 2000; 

Gabriel and Eckhorn, 2003; Benucci et al., 2007; Han et al., 2008; Huang et al., 2010; Ray and 

Maunsell, 2011; Maris et al., 2013; Stroh et al., 2013; Muller et al., 2014; Besserve et al., 2015; 

Zanos et al., 2015; Towsend et al., 2015; Davis et al., 2020; Freeman, 1978; Freeman and Baird, 

1987; Ketchum and Haberly, 1993; Lam et al., 2000, 2003; Murthy and Fetz, 1996; Rubino et 

al., 2006; Takahashi et al., 2015).  

In humans, only a few studies using invasive recordings (intraEEG) in drug-resistant 

epileptic patients showed the propagation of theta, alpha, and beta mesoscopic traveling waves 

(Takahashi et al., 2001; Zhang and Jacobs, 2015; Sreekumar et al., 2021). 

To date, the functional role of mesoscopic oscillatory traveling waves has been poorly 

studied, especially in humans, and thus remains ill-defined. The aim of the studies presented 

below was to investigate whether the spatio-temporal organization of alpha induced brain 

oscillations across the retinotopic space played a role in visual perception.  

 

1. A functional role of mesoscopic alpha traveling waves on visual 

perception: insights from psychophysics  

 

The use of invasive recordings is limited in humans, for obvious ethics reasons, leading to 

the study of mesoscopic traveling waves being more difficult. An elegant manner to overcome 

this problem is to use the power of psychophysics, associated with the great knowledge we have 

about the anatomy, physiology, and functioning of the human visual system. The development  

of the experiments presented in this Chapter relies on two main points: the role of phase on 

visual perception, and the retinotopic organization of the early visual areas.   
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Visual perception is modulated periodically by the phase of low frequency brain 

oscillations (theta, 4-7 Hz; alpha, 8-13 Hz), with periods associated to a high probability of 

stimulus perception, i.e., optimal phase, and, opposite periods associated to a low probability 

of stimulus perception, i.e., non-optimal phase (Busch et al., 2009; Mathewson et al., 2009; 

Varela et al., 1981; Dugué et al., 2011, 2015; Samaha et al., 2015, 2017; Fakche et al., 2022; 

Merholz et al., 2021; for review VanRullen 2016; Kienitz et al., 2021). Interestingly, studies 

suggest that the phase of low-frequency brain oscillations accounts for less than 20% of the 

trial-by-trial variability in behavioral performance (Busch et al., 2009; Dugué et al., 2011a, 

2015; Fakche et al., 2022). By taking into account the spatial organization of brain oscillations, 

we hypothesize that we should explain a larger proportion of the variance observed in the 

empirical data. Indeed, if brain oscillations are propagating across the early visual areas, such 

as V1, the optimal phase for perception would be modulated as a function of time and space. 

To illustrate this hypothesis, let us consider the representation in V1 of two visual stimuli, and 

a low-frequency brain oscillation that propagates across V1, with the optimal phase for 

perception color-coded in red. We observe that at a same moment in time, the representation of 

the visual stimulus 1 is in an optimal phase for perception while the representation of the 

stimulus 2 is in a non-optimal phase for perception (Figure 6.1, Left panel). As time passes, 

the brain oscillation travels, and the pattern reverses (Figure 6.1, Right panel). The optimal 

phase for perception of the two visual stimuli depends on the spatio-temporal organization of 

mesoscopic brain oscillation. 

 

Figure 6.1: Optimal phase shift for perception indexes the presence of a mesoscopic traveling 

wave. Representation of the left hemisphere of an inflated human brain. Black outline, V1 area. 

Dots, representation of two visual stimuli in the retinotopic space. A brain oscillation is 
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propagating across V1, with its optimal phase for perception color-coded in red, and the 

opposite, non-optimal phase color-coded in blue.  

 

Interestingly, this hypothesis can be tested with psychophysics (Sokoliuk and VanRullen, 

2016). According to the retinotopic organization of V1, it is possible to display visual stimuli 

on the screen with known position in the cortex; and then, measure the optimal phase for each 

of these positions. It is thus possible to infer the presence of mesoscopic traveling waves in V1, 

and investigate their role on visual perception with psychophysics.  

 

2. PUBLICATION: Fakche & Dugué. Perceptual cycles travel across the 

retinotopic space.  
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Summary  18 

Visual perception waxes and wanes periodically as a function of the phase of low-frequency 19 

brain oscillations (theta, 4-7 Hz; alpha, 8-13 Hz) [1-9]. Perceptual cycles are defined as the 20 

corresponding periodic modulation of perceptual performance (review [10, 11]). Here, using 21 

psychophysics, we tested the hypothesis that brain oscillations travel across the visual cortex, 22 

leading to predictable perceptual consequences across the visual field, i.e., perceptual cycles 23 

travel across the retinotopic visual space. An oscillating disk (inducer) was presented in the 24 

periphery of the visual field to induce brain oscillations at low frequencies (4, 6, 8 or 10 Hz) at 25 

a specific retinotopic cortical location. Target stimuli at threshold (50% detection) were 26 

displayed at random times during the periodic disk stimulation, at one of three possible 27 

distances from the disk. Electroencephalography (EEG) was recorded while participants 28 

performed a detection task. EEG analyses showed that the periodic stimulation produced a 29 

complex brain oscillation composed of the induced frequency and its first harmonic likely due 30 

to the overlap of the periodic response and the neural response to individual stimuli. This 31 

complex oscillation, which originated from a precise retinotopic position, modulated detection 32 

performance periodically at each target position and at each frequency. Critically, the optimal 33 

behavioral phase, i.e., of highest performance, of the 8 Hz and 10 Hz oscillations (alpha range) 34 

consistently shifted across target distance to the inducer. Together, the results demonstrate 35 

that alpha-induced perceptual cycles traveled across the retinotopic space in human observers 36 

at a propagation speed between 0.2 and 0.4 m/s.  37 

Results 38 

Studies suggest that the phase of low-frequency brain oscillations accounts for <20% of the 39 

trial-by-trial variability in behavioral performance [1, 4-6, 8, 12, 13]. We hypothesize that if brain 40 

oscillations are the support of visual perception, they should explain a larger portion of the 41 

variance observed in empirical data. We propose that not only the temporal aspect of brain 42 

signals but also their spatial organization must be jointly considered when investigating their 43 
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functional role. Invasive studies in mammals reveal that low-frequency oscillatory activity 44 

propagates within individual visual areas (V1, V2, V4, MT) with a phase shift between the 45 

source of the neural activity and more distal retinotopic positions [14-24]. In humans, although 46 

a few invasive studies in patients showed that low-frequency oscillations can propagate within 47 

individual non-visual brain areas [25-27], there is no electro-physiological study to date 48 

investigating the propagation of low-frequency oscillations in individual visual areas. This may 49 

be due to several methodological constraints including, for invasive studies, the usual lack of 50 

intracranial coverage over the visual system, and for non-invasive studies, the poor spatial 51 

resolution of magnetoencephalography (MEG) and EEG. The aim of the present study is to 52 

circumvent these issues. We build on [28] and use a well-established psychophysics approach 53 

combined with EEG and eye-tracking, to assess the propagation of brain oscillations across 54 

the visual cortex, leading to predictable perceptual consequences across the visual field, i.e., 55 

perceptual cycles travel across the retinotopic space. 56 

Participants (n=15) performed a threshold visual detection task, while a luminance oscillating 57 

disk was concurrently presented in the periphery (eccentricity: 7.5°) to induce theta/alpha brain 58 

oscillations (4, 6, 8 and 10 Hz; EEG simultaneously recorded). Near-threshold target stimuli 59 

appeared at one of three possible eccentricities between a central fixation cross and the disk 60 

(Figure 1A; adjusted according to cortical magnification so each target measured 0.8 mm of 61 

diameter and were placed 0.8 mm away from each other in the cortex; see Figure 1B). We 62 

tested whether (1) the periodic disk stimulation modulates detection performance periodically 63 

at each target position, (2) the optimal phase (of highest performance) shifts as a function of 64 

distance from the disk suggesting that perceptual cycles travel across space (Figure 1C), and 65 

(3) the occurrence of such traveling properties depends on the induced frequency.  66 
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 67 

Figure 1. Experimental protocol. A. A luminance oscillating disk (inducer) was presented in 68 

the periphery to induce brain oscillations in the visual cortex (e.g., V1). Participants were 69 

instructed to detect visual targets at threshold (50% detection) at three different positions in 70 

the retinotopic space, based on cortical magnification. Disks oscillated for a 30-seconds period 71 

during which 6 to 18 targets were presented at random times according to a decreasing 72 

probability distribution. Participants pressed the space bar when they detected the target (1-s 73 

response window after target onset) B. In the visual cortex, visual targets measured 0.8 mm 74 

of diameter and were placed 0.8 mm away from each other. C. Hypothesis: the oscillating disk, 75 

presented in the lower right corner, induced a brain oscillation that traveled across the 76 

retinotopic space (note that we concentrate our predictions to the quadrant in which the disk 77 

is presented). At an instant t, position 3 is located at the optimal phase of the oscillation (leading 78 

to the highest performance; i.e., max Amplitude), while position 1 is located at the non-optimal 79 

phase (i.e., min Amplitude).  80 

 81 

EEG activity was analyzed using frequency decomposition (Fast Fourier Transform, FFT, 82 

performed on the time series of each participant and electrode) and Event-Related Potentials 83 

(ERPs) measures to ensure that we successfully induced brain oscillations and to characterize 84 

the shape of the evoked response. First, peaks in the spectrum (as measured per SNR, 85 

averaged across participants and electrodes) were identified for each induced frequency (4, 6, 86 

8 and 10 Hz; SNR > 1.43) and their first harmonics (8, 12, 16 and 20 Hz; SNR > 1.56), with 87 

topographies showing brain activity in the occipital cortex (for simplicity, frequencies were 88 

rounded to a whole number; real values are displayed in Figure 2 left side of each panel). 89 

Second, ERP analyses showed that the evoked signal is a complex oscillation composed of 90 

the induced frequency and its first harmonic (Figure 2 right side of each panel). We further 91 
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computed an FFT on the ERPs of electrode Oz. Peaks were again identified for each induced 92 

frequency (4, 6, 8 and 10 Hz; SNR > 2.52) and their first harmonics (8, 12, 16 and 20 Hz; SNR 93 

> 4.31; data not shown). These complex evoked responses were interpreted as the overlap 94 

between the periodic brain response (i.e., inducer) and the neural population response to 95 

individual stimuli (i.e., contrast change) at low frequencies, or alternatively, to the nonlinear 96 

nature of the visual system, i.e., nonlinear systems produce complex output consisting of the 97 

input frequency and multiple harmonics [29, 30]. Together, the EEG analyses confirm that we 98 

successfully induced theta/alpha oscillations in the visual cortex and show that the evoked 99 

signal is a complex oscillation composed of the induced frequency and its first harmonic [29, 100 

30]. 101 

 102 

Figure 2. The oscillating disk evokes complex brain oscillations in the occipital cortex. 103 

Left side of each panel, Fast Fourier Transform analyses performed on the EEG time series. 104 

Right side of each panel, ERP analyses, for induced frequencies of A. 4, B. 6, C. 8 and D. 10 105 

Hz (rounded frequency values). Signal-to-noise ratio (SNR) amplitude averaged across 15 106 

participants and all 62 electrodes, from 2 to 22 Hz. In each panel, a peak in SNR is identified 107 

for the induced frequency and its first harmonic. Topographies of the two SNR peaks revealed 108 

that we successfully induced brain oscillations in the visual cortex. Black dot, Electrode Oz. 109 

ERP of the Oz electrode computed on one-second epochs (the first-second epoch was 110 

removed to each 30-seconds blocks to avoid the EEG transient evoked response; each block 111 
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represented 29 1-second epochs) averaged across participants (n=15). Solid black line, 112 

averaged ERP. Shaded area, standard error of the mean.  113 

 114 

Second, we investigated whether detection performance was modulated periodically for each 115 

induced frequency and each target position. Targets (from 6 to 18 targets per 30 seconds-116 

blocks) can appear at random delays during the periodic disk stimulation (from 1s to 29s from 117 

disk onset). Targets were binned according to the phase of the oscillating disk (7 bins/cycle; 118 

least number of bins to sample one oscillatory period while allowing a large number of trials 119 

per bin to achieve high statistical power). In each bin, detection performance was computed 120 

as per hit rate (correct target detection) for each participant, frequency, and target position. 121 

Finally, the data were averaged across participants and, given the complex shape of the ERP 122 

(Figure 2), fit to a complex sine function, separately for each frequency and target position 123 

(see STAR Methods). Detection performance showed a significant oscillatory pattern for each 124 

target position and frequency (Monte Carlo, Bonferroni corrected across frequencies and 125 

positions, p-value threshold < 0.01, corresponding to a Z-score threshold of 2.64, and a 126 

Cohen’s d threshold of 1.86; Figure 3), and a clear optimal phase (of highest performance). 127 

The inducer modulated detection performance periodically, at each target position and at each 128 

frequency, with an average amplitude modulation (optimal to non-optimal hit rate difference) 129 

of 44.8 ± 3.4 %. A complementary analysis showed that behavioral performance was better 130 

explained when taking into account the spatial position of the targets. Specifically, we 131 

compared the amplitude modulation when detection performance was calculated disregarding 132 

target position, with the amplitude modulation calculated independently for each target position 133 

and then averaged across positions (two-tailed t-tests Bonferroni corrected for multiple 134 

comparisons: 4 Hz, p-value < 0.01, Cohen’s d = -0.36, CI = [-0.05; -0.02]; 6 Hz, p-value < 0.01, 135 

Cohen’s d = -0.28, CI = [-0.04; -0.01]; 8 Hz, p-value < 0.01, Cohen’s d = -0.30, CI = [-0.04, -136 

0.01]; 10 Hz, p-value < 0.01, Cohen’s d = -0.58, CI = [-0.05; -0.03]). The amplitude modulation 137 

was significantly stronger when calculated position-by-position, suggesting that taking into 138 

account the spatial position of visual targets better explain perceptual performance. 139 
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Critically, we tested whether (1) perceptual cycles propagate across the retinotopic space, and 140 

(2) the occurrence of such traveling properties depends on the induced frequency. Propagation 141 

is defined as a shift in the optimal phase between two positions. To assess whether the optimal 142 

phase shifted as a function of target position, we computed the phase-locking values of the 143 

optimal phase (i.e., phase concentration of the distribution of optimal phases obtained with a 144 

bootstrap procedure; see STAR Methods) for each participant, target position, and frequency. 145 

A linear mixed effects model was implemented with frequency (4, 6, 8, 10 Hz), target position 146 

(1, 2, 3) and their interaction as fixed effects. Participant’s intercepts and slopes for the effect 147 

of frequency and target position were considered random effects. The effects of frequency 148 

(t(176) = 0.01, p-value = 0.99, estimate ± standard error < 0.01 ± 0.01) and target position 149 

were not significant (t(176) = 1.36, p-value = 0.17, estimate = 0.02 ± 0.01). The interaction 150 

between frequency and target position was, however, significant (t(176) = -0.01, p-value = 151 

0.05, estimate = -0.01 ± 0.01). Post-hoc analyses on the optimal phase difference (see STAR 152 

Methods; reported in degrees for easier readability of Figure 3) between each pair of target 153 

position (1 and 3, 1 and 2, and 2 and 3; Monte Carlo, FDR corrected across frequencies and 154 

positions, p-value threshold of 0.01, corresponding to Z-score threshold of 2.24, and a Cohen’s 155 

d threshold of 1.41) revealed a significant phase shift between positions 1 and 2, and 1 and 3 156 

for 8 Hz- and 10 Hz-induced frequencies (Figure 3C,D). We found no significant phase shift 157 

for 4 Hz- and 6 Hz-induced frequencies (Figure 3A,B). Together, the results demonstrate that 158 

the optimal phase of alpha perceptual cycles shifted across target positions, suggesting that 159 

the alpha-induced oscillations traveled across the retinotopic cortical space. This effect cannot 160 

merely be explained by low-level luminance masking as confirmed with a control experiment 161 

(see Supplemental Information, Control experiment) nor by a decreased phase estimation 162 

accuracy at low frequencies (see Supplemental Information, Figure S1, showing that the 163 

amplitude modulation is in fact higher at low compared to high induced frequency). 164 
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 165 

166 

Figure 3. The optimal phase of alpha perceptual cycles shifts between target positions. 167 

Lower graph of each panel, hit rate averaged across participants (n=15), binned as a function 168 

of the phase of the oscillating disk, and fitted to a complex sine function. Shaded colored area, 169 

95 confidence intervals. Solid line, sine fit. Dotted line, optimal phase in degrees. Top graph of 170 

each panel, rose plot distribution of the optimal phase across participants. Colored solid line, 171 

optimal phase averaged across participants. Gray scale, phase bins of the oscillating disk. 172 

Each bin represents 51.4° of the oscillatory cycle. A. results for induced frequencies of A. 4, 173 

B. 6, C. 8 and D. 10 Hz. Performance was significantly modulated periodically at each target 174 

position and frequency (Monte Carlo, Bonferroni corrected across target positions and 175 

frequencies, p-value threshold < 0.01). The optimal phase shifted between positions 1 and 2, 176 

and 1 and 3 for 8 Hz- and 10 Hz-induced frequencies (Monte Carlo, FDR corrected, p-value 177 

threshold of 0.01). There was no significant phase shift for 4 Hz- and 6 Hz-induced frequencies. 178 

Finally, when converting the phase shift observed between target positions 1 and 2, and 1 and 179 

3 into milliseconds (5 ms and 8 ms for 8 Hz, and 8 ms and 12 ms for 10 Hz, respectively) and 180 
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given the cortical distance between two target positions (0.8 mm distance edge-to-edge) as 181 

well as the targets’ cortical size (0.8 mm diameter), one can estimate that alpha-induced brain 182 

oscillations traveled across the retinotopic space at a propagation speed ranging from 0.2 to 183 

0.4 m/s. 184 

Discussion 185 

Using psychophysics and EEG, we investigated whether perceptual cycles travel across the 186 

retinotopic space in humans. The results showed that visual perception at each target position 187 

is modulated periodically at the induced frequency, replicating previous results [31-38]. 188 

Critically, the optimal phase for visual perception shifted between the target position closest to 189 

the inducer and the more distant targets. This effect was observed exclusively for alpha 190 

frequencies (8 Hz and 10 Hz; and cannot be simply explained by a mere luminance masking 191 

confound), with a propagation speed of 0.2-0.4 m/s. Together, the results support the 192 

hypothesis that alpha-induced brain oscillations travel across the visual cortex to modulate 193 

performance periodically across space and time. 194 

Neural traveling waves, a growing, yet largely understudied field. A traveling wave is the 195 

propagation of neural activity over space with a constant shift in the peak latency between the 196 

origin of the signal and more distal positions [39, 40]. A growing literature reports that neural 197 

activity can travel between cortical areas, so-called macroscopic traveling waves. Monkey 198 

electrophysiology studies revealed that alpha oscillations travel between visual regions from 199 

V4 to V1, while gamma oscillations travel from V1 to V4 [41]. In humans, macroscopic 200 

oscillatory traveling waves have been reported using invasive (electrocorticography, ECoG, 201 

[42-47]) and non-invasive (EEG, e.g., [44, 48-60]; MEG, [44, 61-64]) recordings. 202 

Critically, mesoscopic waves [39, 40] travel within individual brain regions (e.g., V1) spanning 203 

millimeters. Studies using invasive recordings with high spatial and temporal resolution (Local 204 

field potential, LFP; Multielectrode arrays, MEAs; Voltage-sensitive dyes, VSDs) showed non-205 

oscillatory traveling activity in visual cortices of mammals (cats, monkeys, rats) (anesthetized: 206 
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[65-75]; awake: [76-82]). Mesoscopic non-oscillatory traveling waves have also been observed 207 

in non-visual, sensory, and motor cortices of mammals (cats, rats, guinea pigs, monkeys) 208 

(anesthetized: [83-89]; awake: [90-94]), and in reptiles (salamander) (anesthetized: [95-97]). 209 

Much fewer studies have focused on mesoscopic oscillatory traveling waves. They showed 210 

that delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-14 Hz), beta (15-30 Hz) and gamma (>30 Hz) 211 

oscillations can propagate within individual visual areas of mammals and turtles [14-24, 98, 212 

99]. Low-frequency oscillations were shown to also propagate in the olfactory bulb and cortex 213 

[100, 101]; and beta oscillations in the motor cortex [102, 103]. In humans, only a few studies, 214 

using invasive recordings in patients, showed the propagation of theta, alpha, and beta 215 

mesoscopic traveling waves [25-27], but only in non-visual cortical areas. There is no electro-216 

physiological study to date investigating the propagation of low-frequency oscillations in 217 

individual human visual areas.  218 

Finally, if a few studies have investigated the functional role of propagating oscillatory activity 219 

at the macroscopic (memory: [47, 51, 52]; attention: [41, 53]; saccadic eye movements: [60]; 220 

visual perception: [48, 49, 54-59]), and mesoscopic levels (attention: [19]; memory: [17]; 221 

motricity: [25, 102]; saccadic eye movements: [24]; visual perception: [23, 104]), very little is 222 

known about the link between oscillatory activity propagation within individual visual areas and 223 

perceptual performance, especially in human.  224 

The present study builds on [28] and addresses this clear gap in the literature. Using 225 

psychophysics, we showed that alpha-induced oscillations travel within individual visual areas, 226 

leading perceptual cycles to travel across the retinotopic space. 227 

Oscillatory Mesoscopic Traveling Waves in visual areas have clear perceptual consequences. 228 

Sokoliuk and VanRullen [28] (2016) reasoned that were an induced-oscillation propagated 229 

across the visual cortex, it should have perceptual consequences across the retinotopic visual 230 

space. Using a similar psychophysical paradigm, they found a shift of the behavioral optimal 231 

phase as a function of distance from the inducer. Contrary to our results, however, they 232 

observed this effect for both frequencies of 5 Hz (theta) and 10 Hz (alpha), but not 15 Hz, while 233 
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here we show a shift exclusively for alpha-induced frequencies (8 Hz and 10 Hz; but not 4 Hz 234 

and 6 Hz). These discrepant results can be explained by a number of critical differences 235 

between the two studies. First, our EEG results revealed that the oscillating disk produced a 236 

complex neural response composed of the induced frequency and its first harmonic, coherent 237 

with the nature of the visual system [29, 30, 36]. Thus, one must fit the behavioral response 238 

with a corresponding complex sine function to accurately capture the non-linearity of the neural 239 

response. Since the EEG was not recorded in Sokoliuk and VanRullen [28] (2016), the shape 240 

of the induced oscillation was unknown. Second, to ensure that the three targets activated the 241 

same number neurons in the visual regions, hence landing in a similar spatial extent (spatial 242 

phase) of the traveling wave, we adjusted the size of each target to cortical magnification. 243 

Third, in our study, the same participants (n=15) performed all four frequency conditions thus 244 

ensuring equal statistical power and no inter-participant variability (n=5 for 5 Hz, n=7 for 10 Hz 245 

and n=15 for a 10-Hz replication set, and n=4 for 15Hz in [28]). Finally, we used eye-tracking 246 

to ensure stable fixation, critical when investigating retinotopic propagation.  247 

Propagation of alpha but not theta oscillations. Attention is the cognitive function that selects 248 

relevant information to facilitate its processing while still being able to flexibly redeploy 249 

resources to other information if necessary [105-107]. Studies have shown that when covert 250 

attention (in the absence of head or eye movements) is sustained at a given spatial location, 251 

information is sampled periodically at the alpha frequency (review [11, 108]).  In other words, 252 

visual performance fluctuates over time along with the phase of alpha oscillations, in detection 253 

tasks in which the target stimulus appeared always at the same spatial location [1-3, 5-8, 13]. 254 

However, when multiple stimuli are presented, attention rhythmically samples information at 255 

the theta frequency [4, 9, 109-113] (review [10, 11, 108]).  256 

Here, while we did not explicitly manipulate covert attention, participants fixated at the center 257 

of the screen and targets appeared in a constrained location suggesting that covert, voluntary 258 

spatial attention was sustained on the bottom right quadrant. This manipulation likely recruited 259 

alpha sampling, which potentially favored the propagation of alpha-induced oscillations 260 
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(although alpha-induced oscillations could also potentially travel in the absence of attention). 261 

One can speculate that the propagation of alpha oscillations away from the main attention 262 

focus could allow the observer to periodically monitor other nearby locations allowing for 263 

flexible attentional reallocation when a target appears. Further studies are necessary to 264 

investigate this hypothesis. 265 

Speed and spatial extent of mesoscopic traveling waves. Our results show that alpha waves 266 

travel across the retinotopic space at a propagation speed of 0.2-0.4 m/s. Such observation is 267 

in line with results from the animal literature showing that transient neural signals travel within 268 

visual regions at a propagation speed of 0.06-0.4 m/s (0.2 m/s on average) from ~2 mm to ~7 269 

mm of cortex [66-68, 70-79, 81, 82], as well as with studies showing that low-frequency 270 

oscillations propagate within visual areas at a speed of 0.01-0.6 m/s (0.25 m/s on average) 271 

[14, 16-18, 21, 23, 24, 98, 99]. Additionally, given a phase difference of ~7° to ~30° between 272 

target positions, it is unlikely that more than one (spatial) cycle (360°) of oscillatory activity 273 

propagates across such a small portion of the visual cortex (see Figure 1), in line with previous 274 

observations [24, 26]. 275 

Finally, given our specific manipulation (contrast change) and the observed propagation of 276 

perceptual cycles, it is likely that our paradigm has preferentially probed alpha traveling waves 277 

in area V1 (with small receptive fields). Studies, however, have shown that a single visual 278 

stimulation can propagate simultaneously within several brain areas, e.g., V1 and V2 [21], 279 

suggesting that this simultaneity may be crucial for the integration of retinotopic information in 280 

parallel, across multiple visual areas [21]. Future electrophysiological studies are necessary to 281 

validate this hypothesis.   282 

Conclusion. Using a carefully designed psychophysical protocol, combined with EEG and eye-283 

tracking, our study demonstrates that alpha perceptual cycles travel across the retinotopic 284 

visual space in humans, at a propagation speed of 0.2-0.4 m/s. These results suggest that 285 

alpha-induced brain oscillations travel across the visual cortex to modulate performance 286 

periodically across space and time. 287 
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 614 

STAR Methods  615 

Participants 616 

18 participants (9 females, 16 right-handed, mean ± sd age: 26.2 ± 4.1 years) were recruited 617 

for the experiment. Three were excluded because they did not fulfill at least one of the analysis 618 

criteria (see analysis section below). 15 participants (7 females, 13 right-handed, mean ± sd 619 

age: 25.5 ± 3 years) were recruited for an additional control experiment (see Supplemental 620 

Information). All participants were free from medication affecting the central nervous system, 621 

reported no history of psychiatric or neurological disorders, gave their written informed consent 622 

and were compensated for their participation. The study was approved by the local French 623 

ethics committee Ouest IV (IRB #2020-A00859-30) and followed the Declaration of Helsinki. 624 

Stimuli 625 
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Stimuli were designed with PsychToolbox 3.0.12, running in Matlab R2014b 64-bit (The 626 

MathWorks, Natick, MA), and displayed with a ProPixx Projector (VPixx Technologies, Saint-627 

Bruno, QC, Canada), on a 139 x 77.5 cm projection screen (1920 x 1080 pixels; 480 Hz refresh 628 

rate), at 122 cm distance. Three different stimuli were generated: a fixation cross, a peripheral 629 

disk, and three small dots (targets). The arms of the fixation cross measured 0.15 degrees of 630 

visual angle (°) of length and 0.03° of width. The size and position of the targets were computed 631 

according to cortical magnification (Human cortical magnification factor = 
23.07

𝑒𝑐𝑐𝑒𝑛𝑡𝑟𝑖𝑐𝑖𝑡𝑦 + 0.75
 632 

[114]) so that each target (diameter) represented a 0.8 mm portion of cortex spaced by 0.8 633 

mm edge-to-edge (radius: 0.09°, 0.1° and 0.12°; eccentricity: 4.1°, 4.5° and 4.9°). The 634 

peripheral disk (inducer) was displayed on the lower right corner at 7.5° of eccentricity (from 635 

the center of the disk; radius: 1.75°). The background color was black, and the fixation cross 636 

at 50% of contrast relative to the background. Target contrasts were titrated for each 637 

participant, each position, and each frequency, using a staircase procedure (see below). The 638 

peripheral disk was oscillating sinusoidally in luminance, from black to white (i.e., from 0% to 639 

100% of contrast; one period: black-to-white-to-black), at frequencies in the theta and alpha 640 

range: 4.07, 6.13, 8.27 and 10.43 Hz. For clarity, we rounded these values to 4, 6, 8, and 10 641 

Hz.  642 

Eye tracker 643 

Participant’s head was maintained with a headrest and chinrest. An infrared video-camera 644 

system (EyeLink 1000 plus 5.08, SR Research, Ottawa, Canada) was used to ensure that 645 

participants maintained their gaze on the fixation cross throughout the block. The block only 646 

started when participants was successfully maintaining fixation. When a gaze deviation of >2° 647 

from the center of the screen was detected during the presentation of a target (-150 ms to 648 

+100 ms around target onset) or a blink, we considered that the participant broke fixation and 649 

the trial was removed from the analysis (112.6 ± 112.5 trials on average across participants, 650 

leading to a total number of trials of 5015.5 ± 209.8 trials per participant). Supernumerary 651 
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blocks were added at the end of each run to compensate for rejected trials. Participants 652 

received feedback at the end of each block to remind them to minimize blinking and to maintain 653 

fixation.  654 

EEG 655 

EEG was recorded using a 64-channels actiChamp system (Brain Products GmbH). The 656 

ground was placed at the Fpz position, and the right mastoid was used as reference (DC 657 

recording; 1000 Hz sampling rate).  658 

Procedure   659 

Participants performed five sessions: four psychophysics sessions (one sessions for each 660 

induced frequency; frequency order randomized across participants), and one EEG session. 661 

The psychophysics sessions were composed of the staircases and two runs of 50 blocks each. 662 

The EEG session contained four runs of 24 blocks each (one run for each induced frequency).  663 

For both the staircases and the main task, each block lasted 30 seconds during which the 664 

peripheral disk continuously oscillated in luminance. 6 to 18 targets were presented at random 665 

times (excluding the first and the last seconds, and with at least one second interval between 666 

targets) during three frames (6.3 ms) according to a decreasing probability distribution (~10 667 

targets per block on average). The number of targets for the three positions was randomized 668 

across blocks (and pseudorandomized across runs). Participants were instructed to press the 669 

space bar when they detected a target (in a 1-second time window after which their response 670 

was not considered; target presentation and response window composed a trial). 671 

A one-up/one-down staircase with decreasing steps was performed separately for each target 672 

position to titrate the contrast of the target to reach about 50% detection. Each staircase was 673 

composed of 7 blocks, as described above, except that the targets appeared always at the 674 

same position. During the main task, target contrasts were adjusted every 15 blocks to 675 

maintain the same detection level across the entire session. Target contrasts averaged across 676 

participants were 2.59 ± 0.18 %, 1.83 ± 0.11 %, 2.37 ± 0.15 %, for position 1, 2, and 3, 677 
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respectively, for the 4 Hz-induced frequency; 2.77 ± 0.2 %, 1.9 ± 0.13 %, 2.41 ± 0.15 %, for 678 

position 1, 2, and 3, respectively, for 6 Hz; 2.09 ± 0.24 %, 1.94 ± 0.15 %, 2.43 ± 0.16 %, for 679 

position 1, 2, and 3, respectively, for 8 Hz; and 2.82 ± 0.3 %, 1.88 ± 0.16 %, 2.32 ± 0.14 %, for 680 

position 1, 2, and 3, respectively, for 10 Hz. 681 

EEG Analysis 682 

Analyses were performed with EEGLab 13.6.5 ([115]; Swartz Center for Computational 683 

Neuroscience, UC San Diego, California) running in Matlab. 684 

Preprocessing. EEG data and channel location were imported into EEGLab. EEG data were 685 

re-referenced to the average of the right and left mastoids. A high-pass filter at 0.1 Hz and a 686 

notch filter between 48 and 52 Hz were applied, to respectively remove slow drifts and 50 Hz 687 

electric noise. The signal was further down sampled to 512 Hz. Visual inspection allowed to 688 

identify electrodes with low signal-to-noise ratio, which were then interpolated (spherical 689 

interpolation). Independent component analysis (ICA) was performed to remove blink 690 

components, after a visual inspection of their time courses and topographies. Data were 691 

epoched from trial onset (0s) to the end of the block (+30s).  692 

Fast Fourier Transform. FFT were computed (Matlab function: fft) on epoched EEG data, and 693 

the amplitude was extracted for each electrode, epoch, and frequency. The signal-to-noise 694 

ratio (SNR) was computed on the amplitude extracted from the FFT, for each electrode, as the 695 

ratio of the amplitude at each frequency to the average of the 20 surroundings frequencies (10 696 

frequencies on either side, excluding the immediately adjacent frequencies; note that the SNR 697 

could mathematically not be estimated at the edges of the spectra), as described in [116, 117]. 698 

SNR averaged across participants, epochs and electrodes were plotted to ensure that the 699 

oscillating disk successfully induced brain signal at the corresponding frequency. 700 

Topographies were plotted at the peak of the induced frequency and its first harmonic.  701 

Event-Related Potentials (ERPs). Previously preprocessed EEG timeseries were further 702 

bandpass filtered between 1.5 Hz and 30 Hz, and baseline corrected from -400 to 0 ms from 703 
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block onset. Epochs of one second were defined, excluding the first second of each 30 704 

seconds-block to avoid the transient EEG response due to stimulus onset. Participants’ ERPs 705 

were computed as the averaged of all resulting epochs. ERPs averaged across participants 706 

for electrode Oz were plotted with the standard error of the mean. Electrode Oz was selected 707 

because it is the electrode with the highest amplitude across the four induced frequencies. The 708 

ERP plots allowed us to identify that the brain oscillation induced by the oscillating disk was a 709 

complex oscillation composed of the induced frequency and its first harmonic. Therefore, we 710 

fitted the behavioral data to a complex sine function.  711 

FFT on ERPs. FFT was computed (1500 points zero padding) on the Oz ERP for each 712 

participant. The amplitude was extracted, and the SNR was computed as previously described.  713 

Behavioral analysis 714 

Behavioral analyses were performed with Matlab R2014b (The MathWorks, Natick, MA). The 715 

following dependent variables were computed: hit rates as main dependent variable, i.e., 716 

percentage of correct responses, and median reaction times as secondary dependent 717 

variables, for each target position and frequency. Hit rates averaged across frequencies were 718 

47.55 ± 0.74 %, 45.75 ± 0.73 %, and 44.78 ± 0.69 % for position 1, 2, and 3, respectively. 719 

Median reaction times averaged across frequencies were 511 ± 8 ms, 512 ± 8 ms, and 510 ± 720 

9 ms for position 1, 2, and 3, respectively. A two-way repeated-measures ANOVA was 721 

performed for each dependent variable to assess the effect of frequency and target position. 722 

For hit rates, there was a main effect of target position (F(2, 28) = 11.02, SS = 237.43, p-value 723 

< 0.01, eta2 = 44.04) but no effect of frequency (F(3, 42) = 0.45, SS = 10.19, p-value = 0.71, 724 

eta2 = 3.15) nor of their interaction (F(6, 84) = 0.29, SS = 10.82, p-value = 0.93). For median 725 

reaction times, there was a main effect of frequency (F(3, 42) = 4.21, SS = 5111.99, p-value = 726 

0.01, eta2 = 23.14), but no main effect of target position (F(2, 28) = 0.34, SS = 98.34, p-value 727 

= 0.71, eta2 = 2.39), nor of their interaction (F(6, 84) = 0.74, SS = 456.48, p-value = 0.61). The 728 

absence of significant interaction between frequency and target positions in any of these two 729 

tests confirm successful contrast manipulation, i.e., the detection performance does not rely 730 
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on an interaction between frequency and target positions. As argued in [11] and [118], reaction 731 

time fluctuations do not unambiguously demonstrate rhythms in cognitive processes as they 732 

can also be the by-product of the external stimulation and are sensitive to changes in decision 733 

criteria [106, 107, 119-121]. The behavioral phase analyses thus focused on hit rates as the 734 

main dependent variable. 735 

Phase effect on detection performance. Each target was assigned to one of 7 phase bins of 736 

the periodic stimulation depending on the delay at which they appeared during the block. Hit 737 

and false alarm rates were computed for each target position, frequency, and phase bin. For 738 

each block and target position, false alarms (participants reported perceiving a target while no 739 

target had been presented; participants were instructed to respond in the 1s-window following 740 

the target, after which the response was considered a false alarm) were binned as a function 741 

of the phase of the oscillating disk. To allow for a fair comparison between hit and false alarms, 742 

only the false alarms that were in the same phase bins as the targets (but in a different 100-743 

ms period) were considered for further analysis (e.g., if 2 targets were presented at position 1 744 

within the given block, and binned in bins number 2 and 6, only false alarms that were binned 745 

in bins number 2 and 6 were considered for further analysis). To allocate a false alarm to one 746 

of the three target positions (a false alarm is, by definition, at none of the position), a bootstrap 747 

procedure was performed (100 repetitions). One participant was excluded from the analysis at 748 

this point because the number of false alarms exceeded the number of targets presented. 749 

Given the ERP results (see Figure 2) showing a complex neural response composed of the 750 

induced frequency and its first harmonic, behavioral data were fitted to a complex sine function 751 

(Eq1) with the following free parameters: 𝑥[1] and 𝑥[2] the amplitude and the phase offset of 752 

the induced frequency, respectively, 𝑥[3] and 𝑥[4] the amplitude and the phase offset of the 753 

first harmonic, respectively, and 𝑥[5] the baseline level. To find the parameters that best fit the 754 

data, we used a Least Squares cost function, i.e., the cost function computed the total squared 755 

errors, i.e., the sum of squared errors, between the fit and the data, thus giving a measure of 756 
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how well the data are fitted. The best fit is the one whose parameters minimize the total error 757 

[122]. 758 

  (𝐸𝑞1)  𝑥[1] ∗ (𝑠𝑖𝑛(2 ∗ 𝜋 ∗ 𝑇 + 𝑥[2])) +  𝑥[3] ∗ (𝑠𝑖𝑛 (2 ∗ 𝜋 ∗
𝑇

2
+ 𝑥[4])) +  𝑥[5] 759 

We then performed a Monte Carlo procedure on the fitted amplitude to evaluate whether the 760 

fitted data was modulated periodically as a function of the phase. 50,000 surrogates were 761 

generated for each participant, target position and frequency, by randomly assigning correct 762 

responses, i.e., for each target, we randomly assigned an incorrect or a correct response 763 

based on the averaged performance, and false alarms, i.e., a number of false alarms at an 764 

associated random delay was randomly assigned to each block, based on the average number 765 

of false alarms throughout the experiment. Hit and false alarm rates were then computed for 766 

each phase bin, position, and frequency, and fitted to the same sine function (Eq1). The 767 

surrogate distributions of the 50,000 fitted amplitudes for the induced frequency and its first 768 

harmonic separately were compared to the empirical fitted amplitudes. P-values were obtained 769 

by computing the proportion of fitted amplitudes equal or higher than the empirical fitted 770 

amplitude (fitted amplitudes: free parameters 𝑥[1] and 𝑥[3] from (Eq1)). Two participants were 771 

excluded from the analysis at this point because no significant phase effect was observed in 772 

the hit rates at position 1 in the 4-Hz condition (Bonferroni correction for multiple comparisons, 773 

i.e., the three positions; p-value threshold of 0.01). The reasoning for selecting this exclusion 774 

criterium is that a slow 4-Hz stimulation should induce a large effect in behavior [28, 123, 124], 775 

and such an effect should be the strongest the closest from the inducer. Note that false alarms 776 

were low in each phase bins (< 0.5%) and not significantly modulated periodically (except for 777 

the induced frequency 8 Hz, at position 1, p < 0.01; the p-value for the others induced 778 

frequencies and positions were not significant: Bonferroni correction across frequencies and 779 

positions, p-value threshold < 0.01, corresponding to a Z-score threshold of 2.64, and a 780 

Cohen’s d threshold of 1.86). Consequently, in the next steps of the analysis, only hit rates 781 

were considered.  782 
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A group level analysis was also performed. Empirical and surrogate data were averaged 783 

across participants, and the same Monte Carlo procedure as presented above was performed. 784 

Bonferroni (p-value threshold < 0.01) was used to correct for multiple comparisons.  785 

Variance explained by the spatial organization of targets. We hypothesized that the spatial 786 

organization of brain oscillations should explain a larger variance in the behavioral phase 787 

effect. To test this hypothesis, the hit rate was computed for each frequency and phase bin, 788 

regardless of target position. The hit rate was then fitted to the complex sine function (Eq1) 789 

and the amplitude modulation, i.e., difference in hit rate between the optimal and the non-790 

optimal phase, was computed for each frequency and participant. Two-tailed t-tests were used 791 

to assess whether the amplitude modulation averaged across the three target positions was 792 

significantly different than the amplitude modulation computed across targets independently of 793 

their position, for each frequency. 794 

Optimal phase shift between target positions for each induced brain oscillation. The optimal 795 

phase, i.e., the position on the fitted curve at maximal performance, was extracted for each 796 

target position and frequency, on data averaged across participants. We asked whether the 797 

optimal phase shift as a function of target positions was different between the four induced 798 

frequency conditions, i.e., whether there is a significant interaction between frequency and 799 

target position. We used a linear mixed effect model [125] to test for such an interaction.  800 

We first computed phase-locking values for each optimal phase. The phase-locking value is 801 

obtained by dividing complex vectors, i.e., amplitude and phase information, by their length 802 

(i.e., amplitude), thus normalizing for amplitude and keeping only the phase, and then, 803 

computing the mean across the normalized vectors [126, 127]. Thus, to convert our measure 804 

of optimal phase in phase-locking values: 1) We created a distribution of optimal phases. The 805 

distribution was obtained with a bootstrap procedure. We generated 1,000 surrogate datasets 806 

by randomly selecting trials with an equal probability sampling from the initial datasets, and 807 

computing the optimal phase from each surrogate dataset, for each participant, frequency, and 808 

target position. 2) We converted the obtained optimal phases into complex vectors. The phase-809 
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locking values were fitted to a linear mixed effects model with frequencies and target positions 810 

as fixed effects, and participants as random effect. Post-hoc tests allowed to assess which 811 

specific frequencies displayed a shift in the optimal phase. Here, the optimal phases were 812 

converted in radians. We created a one-cycle sine wave with the phase offset of the oscillating 813 

disk and extracted the phase values in radians along the entire cycle. We were then able to do 814 

a correspondence between the optimal phase extracted from data fitting, and the phase values 815 

in radians extracted from this one-cycle sine wave fit. Note that the same procedure was 816 

applied participant-by-participant to obtain rose plots of the individual optimal phase with the 817 

function circ_plot from the Circular Statistics Toolbox ([128], P. Berens, CircStat: A Matlab 818 

Toolbox for Circular Statistics, Journal of Statistical Software, Volume 31, Issue 10, 2009, 819 

http://www.jstatsoft.org/v31/i10), for each frequency and target position. The optimal phase in 820 

radians was compared between target positions by computing the pairwise phase difference 821 

with the function circ_dist from the Circular Statistics Toolbox. Statistics were performed with 822 

a Monte Carlo procedure. 50 000 datasets were created for each target position and 823 

frequency, by randomly assigning detection performance according to the average values for 824 

each pair of positions (positions 1 and 2, 1 and 3, 2 and 3), and by considering the original 825 

distribution of the number of targets across participants and phase bins. The data were fitted 826 

to the sine function (Eq1). The optimal phase was computed and converted in radians, and the 827 

phase difference was obtained for each pair of position. Thus, we obtained a surrogate of 828 

50 000 phase differences for each pair of positions and each frequency. By computing the 829 

proportion of surrogate phase difference equal or higher than the real phase difference, we 830 

obtained p-values, FDR corrected for multiple comparisons across target positions and 831 

frequencies (p-value threshold of 0.01).  832 
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Supplemental Information 

 

Supplemental Figure 

 
The amplitude modulation, i.e., difference in hit rate between the optimal and the non-optimal phase, was 

computed on data averaged across participants, for each frequency and target position. A two-way 

repeated-measures ANOVA revealed a significant main effect of the frequency (F(3, 42) = 31.48, SS = 

0.77, p-value < 0.01, eta2 = 69.22), and no main effect of the target position (F(2, 28) = 1.10, SS = 0.01, 

p-value = 0.34, eta2 = 7.29), nor of the interaction (F(6, 84) = 0.73, SS = 0.02, p-value = 0.62). The 

amplitude modulation was of 53.16 ± 2.91 % for 4 Hz, 49.04 ± 3.55 % for 6 Hz, 40.24 ± 2.84 % for 8 Hz, 

and 36.87 ± 2.59 % for 10 Hz (Figure S1). Post-hoc two-tailed t-tests showed that the amplitude 

modulation was higher for 4 Hz compared to 6 Hz (p-value = 0.03, Cohen’s d = 0.32, CI = [0.01; 0.07]), 8 

Hz (p-value < 0.01, Cohen’s d = 1.16, CI = [0.09; 0.16]) and 10 Hz (p-value < 0.01, Cohen’s d = 1.52, CI 

= [0.12; 0.20]), for 6 Hz compared to 8 Hz (p-value < 0.01, Cohen’s d = 0.70, CI = [0.05; 0.12]) and 10 Hz 

(p-value < 0.01, Cohen’s d = 1.01, CI = [0.08; 0.15]), and higher for 8 Hz compared to 10 Hz (p-value = 

0.05, Cohen’s d = 0.32, CI = [0; 0.06]). In summary, the amplitude modulation decreases with increasing 

frequency but is constant across target positions. 
 

 
 

Figure S1. The amplitude modulation decreased with increasing induced frequency. Amplitude 

computed as the difference between the maximum and the minimum hit rate. Dots, individual outlier data. 

A two-way repeated-measures ANOVA revealed a significant main effect of frequency (F(3, 42) = 31.48, 

SS = 0.77, p-value < 0.01, eta2 = 69.22).  
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Control experiment 
Procedure 

The targets were of same size and location as in the main experiment. The peripheral disk was, 

however, not modulated sinusoidally but was flashed (during three frames, for a total of 6.3 ms) at 7 

different levels of luminance (7 contrast levels: 5%, 20.8%, 36.7%, 52.5%, 68.3%, 84.2% and 100%) at 

the same time as target onset to test for luminance masking. There was 20% of catch trials in which the 

disk was flashed but not the target. 

As for the main experiment, the control experiment first included a staircase procedure to adjust the 

contrast of each target, for each participant, to reach 50% detection. In 7 blocks, the luminance of the disk 

was set at 50% contrast. For each block, 6 to 18 targets were presented (~10 targets/trials per block on 

average), thus the staircase procedure contained an average of 70 trials.  

Then, participants performed four runs of 38 blocks each in two separate experimental sessions of 

approximately 1h30 each (no EEG recording for this control experiment). Each contrast level was 

displayed the same number of times (~217 targets per contrast level). Target contrasts were adjusted 

every 15 blocks to maintain the same detection level across the entire session. 

 

Analyses 

47.5 ± 56.4 targets were rejected from the analysis due to blinks or saccade eye movements.  Hit 

rates, i.e., percentage of correct detection, median reaction times and target contrasts were computed for 

each target position. Hit rates were 57.18 ± 1.1 %, 51.74 ± 0.35 %, and 45.82 ± 0.76 % for position 1, 2 

and 3, respectively. Median reaction times were 474 ± 2 ms, 511 ± 3 ms, and 525 ± 3 ms, for position 1, 

2, and 3, respectively. Target contrasts were 0.61 ± 0.01 %, 1.16 ± 0.04 %, and 0.71 ± 0.02 %, for position 

1, 2, and 3, respectively. A one-way repeated-measures ANOVA was performed for each dependent 

variable to assess the effect of target position. For hit rates, there was no main effect of target position 

(F(1,14) = 2.52, p-value = 0.09, eta2 = 15.29).  For median reaction times, there was also no main effect 

of target position (F(1,14) = 1.24, p-value = 0.30, eta2 = 8.16). The absence of a significant main effect of 

target positions in any of these two tests confirm successful contrast manipulation. For target contrast, 
there was a main effect of target position (F(1,14) = 13.68, p-value < 0.01, eta2 = 49.42), which is coherent 

with the staircase manipulation.  

Targets were binned according to the level of luminance of the simultaneously presented disk. To 

emulate an oscillatory cycle (which, in the main experiment, goes from 0% contrast to 100% and back to 

0%), we used a bootstrap procedure (5 000 repetitions) randomly assigning half of the targets to one half 

of the cycle (from contrast 0% to 100%), while the other half was assigned to the second half of the cycle 

(from contrast 100% to 0%), thus resulting in 13 luminance levels. 

The number of false alarms (i.e., participants responded a target was present while it was absent), 

and the number of hits were computed for each target position and for the 13 luminance levels. Individual 

data and data averaged across participants were fit to a one-cycle sine function (EqS1) with the following 

free parameters: the amplitude, 𝑥[1], the phase offset, 𝑥[2], the baseline, 𝑥[3]. To find the parameters that 

best fit the data, we used a Least Squares cost function, i.e., the cost function computed the total squared 

errors, i.e., the sum of squared error, between the fit and the data, giving a measure of how well the data 

are fitted. The best fit is the one whose parameters minimize the total error [122].  

(𝐸𝑞𝑆1)  (𝑥[1] ∗ (𝑠𝑖𝑛(2 ∗ 𝜋 ∗ 𝑇 + 𝑥[2])) +  𝑥[3] 

We performed a Monte Carlo procedure on the fitted amplitudes to assess whether the fitted data 

was modulated periodically by the luminance disk. 50 000 surrogates were generated for each participant 

by randomly assigning detection performance based on the average performance at each contrast and 

position (as for the empirical data, an oscillatory cycle was emulated using a bootstrap procedure). The 

surrogate data was fit to the one-cycle sine function (EqS1). The empirical averaged data was compared 
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to the averaged surrogate distribution by computing the proportion of fitted amplitudes equal or higher than 

the empirical fitted amplitude. P-values were corrected for multiple comparisons using Bonferroni 

correction (p-value threshold of 0.01). There was no significant effect of luminance, at any target position, 

for the false alarm ratio and thus we did not consider this variable any further.  

The optimal phase, i.e., phase of highest performance, was computed for each target position on 

data averaged across participants. To study whether the optimal phase shifted as a function of target 

positions, we computed the pairwise phase difference and assessed the significance using a Monte Carlo 

procedure. 50 000 datasets were created for each target position by randomly assigning detection 

performance according to the average values for each pair of positions (positions 1 and 2, 1 and 3, 2 and 

3), and by considering the original distribution of the number of targets across participants and luminance 

values. The data were fitted to the sine function (EqS1) and the pairwise phase difference was obtained 

for each pair of positions. We obtained a surrogate of 50 000 phase differences for each pair of positions. 

P-values were obtained by computing the proportion of surrogate phase differences equal or higher than 

the empirical phase difference.   

 

Results 

 

To assess whether the periodicity observed in behavioral data was due to luminance masking from 

the disk, 15 participants performed the above-mentioned control experiment. Detection performance 

showed a significant oscillatory pattern at each target position (Monte Carlo, Bonferroni corrected across 

positions, p-value threshold of 0.01, corresponding to a Z-score threshold of 2.12, and a Cohen’s d 

threshold of 1.31, Figure S2A).  

Seven participants took part in both the main and the control experiment. For these participants, we 

overlapped in Figure S2B-H the sine fits from the control experiment and for the 10 Hz induced frequency 

from the main experiment. The oscillatory patterns clearly differed between the two experiments. Crucially, 

unlike in the main experiment, in the control experiment no phase shift between positions was found (p-

value = 1, i.e., the pairwise phase differences were the same between the empirical and surrogate 

datasets). 
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Figure S2. The propagation of perceptual cycles was not due to luminance masking. A. Hit rate for 

each 13 luminance levels and the 3 target positions averaged across participants (n=15) and fitted to a 

one-cycle sine function. Shaded colored area, 95 confidence intervals. Solid line, fit. Dotted line, optimal 

phase. B – H Results from individual participants for the main experiment on the left and the control 

Experiment on the right. Green, position 1. Cyan, position 2. Blue, position 3. 
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3. A novel stimulus  

 

In our first study (Fakche and Dugué, 2022, bioRxiv), we showed with a psychophysics 

experiment that the optimal phase for visual perception shifted as a function of the position of 

visual stimuli in the retinotopic space, suggesting a functional role of alpha induced traveling 

waves in human early visual areas.  

In a second study, we aimed to replicate this result with different parameters, selected to 

optimize the procedure. 

 

3.1.   Introduction 

 

To pursue our investigations on the mesoscopic alpha traveling waves in the human visual 

cortex, we designed a novel stimulus to induced brain oscillations minimizing low-level 

luminance masking confound (thus, improving and validating the control experiment performed 

in the previous study). We decided to use a pattern reversing checkerboard, frequently used in 

SSVEP studies (Srinivasan et al., 2007; Zhu et al., 2010; Vialatte et al., 2010; Funase et al., 

2015; Norcia et al., 2015). This stimulus presents two main advantages: a constant level of 

luminance, and a square function modulation instead of a sine function. Participants performed 

a similar threshold visual detection task while a pattern reversing checkerboard disk was 

presented in the periphery to induce alpha (10 Hz) brain oscillations. We investigated whether 

we were able to replicate the result of our first study, i.e., periodic stimulation modulates visual 

perception periodically for each visual stimulus, and that the optimal phase for perception shifts 

as a function of distance from the stimulating disk, suggesting that perceptual cycles travel 

across the retinotopic space. 

 

3.2.   Materials and Methods 

 

The methods used in this experiment are the same as the ones used in Fakche and Dugué, 2022, 

bioRxiv. We are only pointing out the differences between the two experiments.  

 

Participants. 16 participants (8 females, 15 right-handed, mean age: 24.9 ± 3.3 years) were 

included in the study. All participants were free from medication affecting the central nervous 

system, reported no history of psychiatric or neurological disorders, gave their written informed 

consent and were compensated for their participation. The study was approved by the local 
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French ethics committee Ouest IV (IRB #2020-A00859-30) and followed the Declaration of 

Helsinki. 

 

Stimuli. Each target (diameter) represented 1.3 mm portion of cortex spaced by 1.3 mm edge-

to-edge (radius: 0.1°, 0.12° and 0.15°; eccentricity: 3.1°, 3.5° and 4.1°). The peripheral disk 

was displayed on the lower right corner at 8.37° of eccentricity (from the center of the disk; 

radius: 4°). The background color was grey, and the fixation cross white. The peripheral disk 

was filled with a checkerboard composed of 12*12 white and black squares which pattern 

reversed every 100 ms.  

 

Eye tracker. 16.3 ± 16.9 trials on average across participants were removed from the analysis 

because participants broke fixation.  

 

Procedure. Participants performed two sessions: one psychophysics session and one EEG 

session. The psychophysics session was composed of the staircase and two runs of 42 blocks 

each. The EEG session contained one run of 42 blocks. 

Target contrasts averaged across participants were 33.74 ± 2.69 %, 62.24 ± 1.59%, 48.24 ± 2.55 

%, for the position 1, 2, and 3.  

 

EEG Analysis. Electrode PO3 was selected for ERP analysis because it was the electrode with 

the highest amplitude on the topography of the FFT on EEG time series (Figure 6.3). 

 

Behavioral analysis. Hit rates were 50.55 ± 3.01 %, 51.58 ± 1.08 %, and 50.15 ± 1.7 % for 

position 1, 2, and 3, respectively. Median reaction times were 490 ± 10 ms, 499 ± 9 ms, and 

500 ± 7 ms for position 1, 2, and 3, respectively. A one-way repeated-measures ANOVA was 

performed for each dependent variable to assess the effect of target position. For hit rates, there 

was no main effect of target position (F(2, 30) = 0.148, SS = 17.39, p-value = 0.8634, eta2 = 

0.97), suggesting that we successfully manipulated target contrast across positions. There was 

a main effect of target position for median reaction times (F(2, 30) = 4.357, SS = 996.953, p-

value = 0.0218, eta2 = 22.51) and for target contrasts (F(2, 30) = 84.902, SS = 10565.729, p-

value < 0.0001, eta2 = 84.99). 

 Because we used an inducer modulated by a square function, instead of created a one-

cycle sine wave with the phase offset of the oscillating disk to extract the phase values in radians 
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along the entire circle, we created a one-cycle sine waves with the phase offset observed in the 

ERPs. 

 

3.3.   Results  

 

Participants (n = 16) performed a threshold visual detection task, while a pattern reversing 

checkerboard disk was presented in the periphery to induce brain oscillations at 10 Hz in the 

occipital cortex. Near-threshold target stimuli appeared at one of three possible eccentricities 

between a central fixation cross and the disk (Figure 6.2; adjusted according to cortical 

magnification). We aimed to replicate our previous experiment (Fakche and Dugué, 2022, 

bioRxiv), and investigate whether the optimal phase for perception shifts as a function of target 

position.  

 

Figure 6.2: Experimental protocol. A pattern reversing checkerboard disk was presented in 

the periphery to induce alpha brain oscillations in the occipital cortex (e.g., V1). Participants 

were instructed to detect visual targets at threshold (50% detection) at three different positions 

in the retinotopic space (visual targets measured 1.3 mm and were placed 1.3 mm away from 

each other). The disk was presented for a 30-seconds period during which 6 to 18 targets were 

presented at random times. We hypothesized that the disk, presented in the lower right corner, 

induced a brain oscillation that traveled across the retinotopic space (note that we concentrate 

our predictions to the quadrant in which the disk is presented). At an instant t, position 3 is 

located at the optimal phase of the oscillation (leading to the highest performance; i.e., max 

Amplitude), while position 1 is located at the non-optimal phase (i.e., min Amplitude). 

 

EEG activity was analyzed using a frequency decomposition (Fast Fourier Transform, 

FFT, performed on the time series for each participant and electrode) and Event-Related 

Potentials (ERPs) measures to control for successful frequency inducing at 10 Hz and 

characterize the shape of the evoked response. First, a peak in the spectrum (as measured per 
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SNR, averaged across participants and electrodes) was identified for the induced frequency, 10 

Hz (SNR = 1.56) and its first harmonic, 20 Hz (SNR = 1.39), with topographies showing a brain 

activity in the occipital cortex, lateralized in the left occipital cortex (the checkboard disk was 

displayed in the right visual field; Figure 6.3). We further computed an FFT on the ERP of 

electrode PO3. A peak was again identified for the induced frequency (10 Hz, SNR = 2.68) and 

its first harmonic (20 Hz, SNR = 3.59). ERP analyses showed that the evoked signal was a 

complex oscillation composed of the induced frequency and its first harmonic (Figure 6.3), 

likely corresponding to an overlap between the periodic brain response (i.e., inducer) and the 

neuronal population response to individual stimuli (i.e., contrast change), or alternatively, to 

the nonlinear nature of the visual system (Heinrich, 2010; Norcia et al., 2015). Together, the 

EEG analyses confirm that we successfully induced 10 Hz oscillation in the visual cortex with 

a pattern reversing checkerboard, and show that the evoked signal is a complex oscillation 

composed of the induced frequency and its first harmonic (Heinrich, 2010; Norcia et al., 2015).  

 

 

Figure 6.3: The pattern reversing checkerboard disk evoked complex brain oscillations in 

the visual cortex. Left panel, Fast Fourier Transform analyses performed on the EEG time 

series. Signal-to-noise ratio (SNR) amplitude averaged across 16 participants and all 62 

electrodes, from 2 to 22 Hz. A peak in SNR was identified for the frequency 10 Hz and its first 

harmonic 20 Hz. Topographies of the two SNR peaks revealed that we successfully induced 

brain oscillations in the left visual cortex. Black dot, Electrode PO3. Right panel, ERP analyses. 

ERP of the PO3 electrode computed on one-second epoch (the first-second epoch was removed 

to each 30-seconds block to avoid the EEG transient evoked response; each block represented 

29 1-second epochs) averaged across participants (n=16). Solid black line, averaged ERP. 

Shaded area, standard error of the mean. 

 

Then, we investigated whether detection performance was modulated periodically at 10 

Hz, for each target position. Targets (from 6 to 18 targets per 30-seconds-blocks) can appear at 



Chapter 6. Alpha brain oscillations travel at the mesoscopic scale: their propagation influences 

visual perception. 

 
188 

 

random delays during the periodic disk stimulation (from 1s to 29s from disk onset), and were 

binned according to the periodic stimulation (7 bins/cycle). In each bin, detection performance 

was computed as per hit rate (correct target detection), for each participant and target position. 

Finally, the data were averaged across participants and given the complex shape of the ERP 

(Figure 6.3), fitted to a complex sine function, separately for each target position. Detection 

performance showed a significant oscillatory pattern for each target position (Monte Carlo, 

Bonferroni corrected across positions, p-value threshold of 0.01, corresponding to a Z-score 

threshold of 2.13, and a Cohen’s d threshold of 1.26; Figure 6.4), and a clear optimal phase (of 

highest performance). The inducer modulated detection performance periodically, with an 

amplitude modulation (hit rate difference between the optimal and the non-optimal detection 

performance) of 45.73 ± 2.9 %, 27.8 ± 2.08 %, and 18.21 ± 1.9 % for position 1, 2, and 3, 

respectively. We further observed that all 16 participants showed a significant oscillatory 

pattern (Monte-Carlo, Bonferroni corrected across positions, p-value < 0.01) for the position 1, 

7 participants showed a significant oscillatory pattern for the position 2, and for the position 3, 

only one participant showed a significant oscillatory pattern.  

The checkerboard inducer modulated detection performance periodically, however, our 

results suggest that the amplitude of induced brain oscillation decreased drastically according 

to the distance of travel. Especially for the position 3, the amplitude of the oscillation appeared 

to be very low, and consequently, it made it more difficult to estimate the optimal phase for 

perception at this position. We still performed some exploratory analyses to investigate the 

presence of traveling perceptual cycles despite the underestimation of the optimal phase at 

target positions 2 and 3.  

 

To assess whether the optimal phase shifted as a function of target position, we 

computed the optimal phase difference (reported in degrees for easier readability in Figure 6.4) 

between each pair of target positions (1 and 3, 1 and 2, and 2 and 3). There was a significant 

shift of the optimal phase between positions 2 and 3 (Figure 6.4; Monte Carlo, Bonferroni 

corrected across pairs, p-value threshold of 0.01, corresponding to a Z-score threshold of 2.13, 

and a Cohen’s d threshold of 1.26), but not between the other pairs of positions (p > 0.09). We 

further observed a significant phase difference (Monte-Carlo, FDR corrected across pairs, p-

value < 0.05) between position 2 and 3 for three participants, between position 1 and 3 for three 

participants, and between position 1 and 2 for five participants.  

When converting the phase shift observed into milliseconds (13.1 ms) and given the 

cortical distance between two target positions (1.3 mm distance edge-to-edge) as well as the 
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targets’ cortical size (1.3 mm diameter), one can estimate that alpha-induced brain oscillations 

traveled across the retinotopic space at a propagation speed of 0.2 m/s between the position 2 

and 3.  

 

Our results suggest that alpha-induced brain oscillations traveled between position 2 and 

3. However, the amplitude of the oscillatory pattern was very low for the third position, and 

almost absent at the level of the participant, leading to a non-robust estimation of the optimal 

phase for position 3. In addition, when we computed the optimal phase participant by participant 

(polar plots in Figure 6.4), we observed a great interindividual variability.  

 

 

Figure 6.4: The amplitude of the oscillatory pattern decreased with distance from the 

checkerboard. Lower graphs, hit rate averaged across participants (n=16), binned as a 

function of the phase of the checkerboard, and fitted to a complex sine function. Shaded colored 

area, 95 confidence intervals. Solid line, Sine fit. Dotted line, Optimal phase in degrees. Upper 

graphs, rose plot of the optimal phases across participants. Colored solid line, Optimal phases 

averaged across participants.  

 

The evoked brain activity was a complex oscillation composed of the induced frequency 

at 10 Hz and it first harmonic at 20 Hz. We asked whether the induced frequency or the first 
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harmonic alone could better explain the behavioral performance. To investigate separately the 

role of the 10 Hz and the 20 Hz component, we repeated the previous analysis with a fit to a 

one-cycle sine function, on data binned every 100 ms (same binning as previously) and every 

50 ms, respectively.  

For the 10 Hz component, detection performance averaged across participants showed 

a significant oscillatory pattern for each target positions (Monte Carlo, Bonferroni corrected 

across positions, p-value threshold of 0.01, corresponding to a Z-score threshold of 2.13, and a 

Cohen’s d threshold of 1.26). We further observed that 14 participants showed a significant 

oscillatory pattern (Monte-Carlo, Bonferroni corrected across positions, p-value < 0.01) for 

position 1, 7 participants showed a significant oscillatory pattern for position 2, and for the 

position 3, only one participant showed a significant oscillatory pattern. Concerning the phase 

shift, we found no significant phase difference for any pair of target positions (p-value > 0.14). 

We also observed a significant phase difference (Monte-Carlo, FDR corrected across positions, 

p-value < 0.05) between position 1 and 2 for 5 participants, between position 1 and 3 for 6 

participants, and between position 1 and 2 for one participant. Our results are very similar 

between fitting the data binned every 100 ms to the complex sine function compared with fitting 

to the one-cycle sine function, suggesting a strong role of the 10 Hz component.  

For the 20 Hz component, detection performance averaged across participants showed a 

significant oscillatory pattern only for target position 1 (Monte Carlo, Bonferroni corrected 

across positions, p-value threshold of 0.01, corresponding to a Z-score threshold of 2.13, and a 

Cohen’s d threshold of 1.26). We further found that two participants showed a significant 

oscillatory pattern (Monte Carlo, Bonferroni corrected across positions, p-value < 0.01) for the 

position 1, none for the position 2, and only one for the position 3. Consequently, it seems that 

the variance explained by the 20 Hz component in our data was very low.  

 

3.4.   Discussion  

 

In this study, we aimed to replicate our previous results (Fakche and Dugué, 2022, bioRxiv) 

with a checkerboard inducer instead of a disk oscillating in luminance to induce alpha brain 

oscillations in the occipital cortex. The use of this novel stimulus was two-fold: minimize the 

luminance masking and induce brain oscillations with a stimulus modulated by a square 

function.  

We successfully induced brain oscillations at 10 Hz with our novel stimulus. The pattern 

reversing checkerboard produced a complex brain activity consisting of the induced frequency 
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and its first harmonic, coherent with the non-linear nature of the visual system (Heinrich, 2010; 

Spaak et al., 2014; Norcia et al., 2015).  

Visual perception was modulated periodically by the inducer. However, the amplitude of 

the modulation was very low at the position the farthest to the inducer. Consequently, the 

estimation of the optimal phase was not relevant for the three visual stimuli tested. Indeed, we 

did not observe a reliable shift of the optimal phase between target positions, likely because the 

optimal phase estimation was not reliable across participants.  

 

4. PUBLICATION: Galas, Fakche, Baudouin & Dugué (in preparation). 

Spatial dynamics of perceptual rhythms.  

 

The use of a peripheral pattern reversing checkerboard at 10 Hz did not allow us to replicate 

our previous results (Fakche and Dugué, 2022, bioRxiv). Thus, we decided to develop a third 

experiment, in collaboration with a PhD student, Laurie Galas, leading the project.  

 

4.1. Introduction  

 

To maximize the amplitude of the induced oscillations, we used an annulus filled with a 

checkerboard, instead of a peripheral disk. Based on electrophysiology (Srinivasan et al., 2007; 

Zhu et al., 2010; Vialatte et al., 2010; Funase et al., 2015; Norcia et al., 2015), we reasoned that 

such a stimulus should induce alpha brain oscillations which should tend to travel inward. This 

novel stimulus should thus induce a high, reliable modulation of the detection performance and 

a robust estimation of the optimal phase at all target positions. Then, we investigated the same 

hypothesis as before: 1) Inducer modulates visual perception periodically at each target 

position. 2) The optimal phase for perception shifts as a function of distance from the inducer, 

suggesting that perceptual cycles travel across the retinotopic space. 

 

4.2. Materials and Methods  

 

The methods used in this experiment are the same as the ones used in Fakche and Dugué, 2022, 

bioRxiv. We are only pointing out the small differences between the two experiments.  
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Participants. 21 participants (16 females, mean ± sd age: 23.2 ± 3.7 years) performed the 

experiment. All participants presented no neurological or psychiatric history, and they were free 

from medication affecting the central nervous system. All participants gave their written 

informed consent and received compensation for their participation. The study was conducted 

according to the Declaration of Helsinki and approved by a local French ethics committee Ouest 

IV (IRB #2020-A00859-30). 7 participants were removed from the analysis. One because of 

inability to perceive targets, one because of a too high false alarm ratio, one who failed the 

staircase procedure, and four who failed behavioral induced oscillations (see Behavioral 

Analysis section). Finally, the data of 14 participants were analyzed.  

Stimuli. Each target (diameter) represented 1.3 mm portion of cortex spaced by 1 mm edge-to-

edge (radius: 0.07°, 0.09° and 0.11°; eccentricity: 2.16°, 2.45° and 2.81°). An annulus filled 

with a checkerboard was used to induce brain oscillations. The annulus (internal radius: 3°, 

external radius: 15°) was surrounding the fixation cross. Each black and white square of the 

checkerboard annulus measured 0.31° for a spatial frequency of 3.2 squares/degree. Every 100 

ms the pattern was reversed to induced 10-Hz brain oscillations (Figure 6.5). The background 

color was grey, and the fixation white.  

 

Figure 6.5: A checkerboard annulus to induce 10-Hz brain oscillations. A. Participants 

performed a near-threshold detection task while a checkerboard annulus pattern reversed every 

100 ms. In 1/3 of the trials, EEG was simultaneously recorded. B. The checkerboard pattern 

reversed from black to white or white to black every 100 ms.  

 

Eye tracker. When a gaze deviation of >1.75° from the center of the screen was detected during 

the presentation of a target or a blink, we considered that the participant broke fixation and the 
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trial was removed from the analysis (30.8 ± 19.4 trials on average across participants). 

Participants performed 1256.5 ± 5.3 trials on average.  

 

Procedure. Participants performed two sessions: one psychophysics session and one EEG 

session. The psychophysics session was composed of the staircase procedure and two runs of 

42 blocks each. The EEG session contained one run of 42 blocks. 

Target contrasts averaged across participants were 61 ± 12.4 %, 51.8 ± 8.4 %, 78.2 ± 13.2 %, 

for the position 1, 2, and 3.  

 

EEG analysis. One electrode with the highest amplitude on the topography of the FFT on EEG 

time series at 10 Hz was selected individually for each participant to plot ERPs.  

 

Behavioral analysis. Hit rates were 53.7 ± 1.5 %, 50.5 ± 0.6 %, and 49.3 ± 1.6 % for position 

1, 2, and 3, respectively. We excluded participants from further analysis when non-significant 

amplitude fit was observed at position 1 (FDR corrected: p-value = 0.01), the closest position 

from the annulus. 

Because we used an inducer modulated by a square function, instead of created a one-cycle 

sine wave with the phase offset of the oscillating disk to extract the phase values in radians 

along the entire circle, we created a one-cycle sine waves with the phase offset observed in the 

ERPs. 

 

4.3. Results  

 

EEG activity was analyzed using FFT and ERP measures to control for successful 10 Hz-

induced signal and characterize the shape of the evoked response. First, a peak in the spectrum 

(as measured per SNR, averaged across participants and electrodes) was identified for the 

induced frequency, 10 Hz (SNR = 2.44) and its first harmonic, 20 Hz (SNR = 1.96), with 

topographies showing a brain activity in the occipital cortex (Figure 6.6). ERP analyses showed 

that the evoked signal was a complex oscillation composed of the induced frequency and its 

first harmonic (Figure 6.6). Together, the EEG analyses confirm that we successfully induced 

10 Hz oscillation in the visual cortex with a pattern reversing checkerboard annulus, and show 

that the evoked signal is a complex oscillation composed of the induced frequency and its first 

harmonic (Heinrich, 2010; Norcia et al., 2015). 
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Figure 6.6: The checkerboard annulus induced 10-Hz brain oscillations with a complex 

shape. Left panel, Fast Fourier Transform analyses performed on the EEG time series. Signal-

to-noise ratio (SNR) amplitude averaged across 14 participants and all 62 electrodes, from 2 

to 22 Hz. A peak in SNR was identified for the frequency 10 Hz and its first harmonic 20 Hz. 

Topographies of the two SNR peaks revealed that we successfully induced brain oscillations in 

the visual cortex. Right panel, ERP analyses. ERP of one electrode selected for each 

participant, i.e., the one with highest amplitude in the 10-Hz topography of the SNR, computed 

on one-second epoch, averaged across participants (n=14). Solid black line, averaged ERP. 

Shaded area, standard error of the mean. 

 

Then, we tested whether detection performance was modulated periodically at 10 Hz, for 

each target position. Targets (from 6 to 18 targets per 30-seconds-blocks) could appear at 

random delays during the periodic disk stimulation (from 1s to 29s from disk onset), and were 

binned according to the periodic stimulation (7 bins/cycle). In each bin, detection performance 

was computed as per hit rate (correct target detection), for each participant and target position. 

Individual data and data averaged across participants were fitted to a complex sine function, 

separately for each target position. Detection performance showed a significant oscillatory 

pattern for each target position on data averaged across participants (Monte Carlo, Bonferroni 

corrected across positions, p-value threshold of 0.01; Figure 6.7.A). One optimal phase (of 

highest performance) was identified for the position 1, while two optimal phases were observed 

for the position 2 and 3. Interestingly, the distance between the two optimal phases seemed to 

increase from position 2 (122°) to position 3 (163°). We also hypothesized that two optimal 
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phases were present at position 1, but sufficiently close to each other to merge into one optimal 

phase (Figure 6.7.A). This pattern was also found in individual data (Figure 6.7.B-O).  

 

 

Figure 6.7: Two optimal phases for perception were observed at position 2 and 3. A. Hit rate 

averaged across participants (n=14), binned as function of the phase of the checkerboard 

annulus, and fitted to a complex sine function. Dots, Hit rate computed for each phase bin. 

Solid line, Complex sine fit. Shaded area, 95 confidence intervals. Dotted line, Optimal phases. 

B-O. Results from individual participants.  
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4.4. Discussion 

 

The annulus checkerboard used in this third experiment, as the peripheral checkerboard 

used in the second experiment, induced 10-Hz brain oscillations with a complex shape 

consisting of the induced frequency and its first harmonic (Heinrich, 2010; Spaak et al., 2014; 

Norcia et al., 2015).  

This novel inducer modulated visual performance periodically at each target position. 

Surprisingly, two optimal phases were observed at position 2 and position 3, i.e., the farthest 

from the checkerboard annulus. The distance between the two optimal phases increased from 

position 2 (122°) to position 3 (136°). Although two optimal phases were sometimes observed 

in the individual data for position 1, only one optimal phase was identified on data averaged 

across participants. It is possible that indeed two optimal phases were present in the data of 

position 1, but too close from each other to disentangle them. We hypothesized that behavioral 

data reflects the overlap between two mesoscopic alpha brain oscillations. One oscillation 

would emerge in the early visual areas, i.e., V1, and the other one in higher level areas, such as 

V4. According to the short cortical distance between the stimuli, we may observe a shift of the 

optimal phase for perception only for the oscillation in V1, because of the high spatial resolution 

of the receptive fields in this area. On the contrary, the lower spatial resolution of the receptive 

fields in V4 would not allow us to observe a phase shift between the stimuli, that would be 

represented in the same receptive field (Figure 6.8). Further analysis is ongoing to test this 

hypothesis. In particular, we plan to perform a source reconstruction analysis on the EEG data, 

in order to investigate whether brain activity is supported by one neural source in the early 

visual areas, and a second one in the late visual areas.  
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Figure 6.8: Why did we observe two optimal phases? We hypothesized that the annulus 

checkerboard induced two brain oscillations, one in the early visual areas (V1) and another 

one in the late visual areas (V4). Considering the short cortical distance between the three 

target positions, the travel would be observed for the brain activity in V1 and not the one in V4 

because of the reduced spatial resolution along the visual hierarchy.  

 

5. Summary and Discussion  

 
In the first study (Fakche and Dugué, 2022, bioRxiv), we tested whether low-frequency 

brain oscillations traveled across the visual cortex, leading to predictable perceptual 

consequences across the visual field, i.e., perceptual cycles traveled across the retinotopic 

visual, with psychophysics and EEG recordings. As previously shown in the literature, we 

found that visual performance was modulated periodically as a function of the phase of the 

inducer, at the induced frequency (Stefanics et al., 2010; Mathewson et al., 2012; Henry et al., 

2012, 2014; Graaf et al., 2013; Spaak et al., 2014; ten Oever and Sack, 2015; Kizuk and 

Mathewson, 2017). Critically, the optimal phase, i.e., of highest performance, shifted as a 

function of stimulus position, at alpha frequency, with a propagation speed of 0.2-0.4 m/s. 

These results are in favor of a functional role of mesoscopic alpha traveling waves on visual 

perception in humans.  

 

In a second study, we aimed to replicate our previous results with a novel stimulus, a pattern 

reversing checkerboard, which presents two main advantages: a constant level of luminance, 

and square function modulation instead of a sine function. Unfortunately, the modulation of the 

perceptual performance by the checkerboard inducer was very low at the position the farthest 

from the inducer. The estimation of the optimal phase was not reliable at all stimulus positions, 

and consequently, we were not able to find a robust effect on the phase shift.  

 

In a third study, performed in collaboration with Laurie Galas, we used a checkerboard 

annulus around the fixation to maximize the amplitude of the induced oscillations. Visual 

performance was modulated periodically by the visual inducer. Surprisingly, we observed two 

optimal phases for perception at target positions the farthest to the checkerboard annulus. We 

hypothesized that two brain oscillations are induced, one in the early visual areas and one in the 

late visual areas. Considering the short cortical distance between the three target positions, a 

phase shift would be observed for the brain activity in the early but not in the late visual areas, 
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because of the reduced spatial resolution along the visual hierarchy. Further analysis is ongoing 

to test this hypothesis.  

 

6. Future research questions 

 

Psychophysics is a powerful tool to investigate the role of mesoscopic traveling waves in 

healthy human participants. The studies presented in this Chapter demonstrated that we can use 

this methodology to better characterize the properties and the functional role of mesoscopic 

traveling waves on human cognition.  

 

In the first study (Fakche and Dugué, 2022, bioRxiv), we showed that perceptual cycles 

traveled at alpha frequencies (8, 10 Hz) but not at theta frequencies (4, 6 Hz). We hypothesized 

that during our experiment, participants deployed their spatial endogenous attention to the lower 

right quadrant of the screen, i.e., to a unique position in the visual field, leading to a sampling 

of the visual information at the alpha frequency (Dugué and VanRullen, 2017; Kienitz et al., 

2021). However, endogenous attention rhythmically samples information at the theta frequency 

when different spatial positions have to be processed (VanRullen, 2016a; Dugué and 

VanRullen, 2017; Kienitz et al., 2021). We would like to develop a new experiment to test 

whether theta, and not alpha, mesoscopic traveling waves modulate perceptual performance 

during the deployment of endogenous attention at multiple spatial positions.  

 

We tested our hypothesis with a periodic stimulation to induce brain oscillations in the 

visual regions. Invasive studies in animals have shown that spontaneous activity acts as a 

traveling wave (Volgushev et al., 2006; Lippert, Takagaki et al., 2007; Luczak et al., 2007; 

Takagaki et al., 2008; Nauhaus et al., 2009, 2012). In the future, it would be of great interest to 

test whether 1) Spontaneous alpha oscillations in the human visual cortex are mesoscopic 

traveling waves, and 2) The optimal phase for perception shifts as a function of spontaneous 

alpha waves.  

 

The periodic stimulations we used in the three experiments consisted of a contrast change, 

ideally suited for V1. We could use other stimulations, e.g., color change, to induce brain 

oscillations in other retinotopic visual areas, e.g., V4, and investigate their traveling properties.   

 



Chapter 6. Alpha brain oscillations travel at the mesoscopic scale: their propagation influences 

visual perception. 

 
199 

 

Finally, in the first study (Fakche and Dugué, 2022, bioRxiv), we tested whether the shift 

of the optimal phase for performance depends on the frequency of induced brain oscillations. 

Numerous questions remain concerning the spatial extent of this phase effect.   

For the moment, we do not know whether the propagation of mesoscopic traveling waves 

is isotropic across the retinotopic space, or anisotropic, and consequently biased toward the 

fovea, or the periphery, or to functionally relevant neuronal populations.  

We tested the propagation of traveling waves only in the left visual hemisphere, we would 

like to investigate whether the propagation in the two hemispheres is similar or whether it 

depends on anatomical, functional, physiological differences, e.g., ocular dominance.  

In sum, psychophysics experiments could be used in the future to investigate the spatial 

properties of mesoscopic traveling waves in human, and their functional role on visual 

perception.   
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Chapter 7. The role of the direction of propagation of alpha 

macroscopic traveling waves. 

 

The results of the previous Chapter suggest that alpha brain oscillations travel at the 

mesoscopic scale in humans, within the retinotopic space early visual areas, e.g., V1. Their 

propagation influences visual perception periodically across space and time. These results 

highlight the importance of taking into account the spatio-temporal organization of brain 

oscillations in our research. In this Chapter, we are interested in the propagation of alpha brain 

oscillations at the macroscopic scale, i.e., between cortical areas.  

In healthy humans, macroscopic oscillatory traveling waves have been reported in a 

broad range of frequency bands and during various cognitive tasks, with non-invasive 

recordings (EEG/MEG). Delta (0.5-4 Hz), theta (4-7 Hz), alpha (8-14 Hz), beta (15-30 Hz) and 

gamma (>30 Hz) oscillatory traveling waves have been recorded during resting state (Adrian 

and Yamagiwa, 1935; Cohn, 1948; Goldman et al., 1949; Liske et al., 1967; Giannitrapani et 

al., 1966, 1970; Hori et al., 1969; Barlow and Estrim, 1971; Hoovey et al., 1972; Hord et al., 

1972, 1974; Inouye et al., 1983, 1995; Manjarrez et al., 2007; Nolte et al., 2008; Bahramisharif 

et al., 2013; Alamia and VanRullen, 2019; Pang et al., 2020), sleep (Giannitrapani et al., 1966; 

Massimini et al., 2004, 2007; Murphy et al., 2009), visual perception (Barlow and Estrim, 

1971; Brenner et al., 1981; Maclin et al., 1983; Rodriguez et al., 1999; Shevelev et al., 2000; 

Burkitt et al., 2000; Schack et al., 2003; Srinivasan et al., 2006; Thorpe et al., 2007; Cottereau 

et al., 2011; Fellinger et al., 2012; Patten et al., 2012; Alexander et al., 2013; van Ede et al., 

2015; Alamia and VanRullen, 2019; Lozano-Soldevilla and VanRullen, 2019; Pang et al., 2020; 

Tsoneva et al., 2021), auditory perception (Giannitrapani, 1970; Ribary et al., 1991; 

Alexander et al., 2006b, 2008, 2009), memory processing (Schack et al., 1999; Sauseng et al., 

2002; Alexander et al., 2006a, 2008, 2009; Zhang et al., 2018), and motor and oculomotor 

tasks (Cooper and Mundy-Castle, 1960; Alexander et al., 2013; Giannini et al., 2018). 

Macroscopic oscillatory traveling waves are characterized by various features: their 

frequency, their speed, their number, and their direction. In this Chapter, we are interested in 

the functional role on the propagation direction of oscillatory traveling waves during visual 

perception and the deployment of endogenous spatial attention. 
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1. A functional role of traveling waves propagation’s direction?  

 

Macroscopic oscillatory traveling waves are propagating across the whole brain. Because 

the cortex is organized in a hierarchal manner, with high- and low-level areas, e.g., 

multisensorial integrative areas vs. primary sensory areas, the direction of propagation is 

crucial. We hypothesized that traveling waves direction has a functional role on cognitive 

functions.  

A few studies showed the presence of rotating traveling waves (Goldman, 1949; Muller et 

al., 2016), of traveling waves propagating between the left and the right hemispheres (Liske et 

al., 1967; Giannitrapani, 1970; Hoovey et al., 1972; Schack et al., 2003; Ito et al., 2007), and 

from the midline to the periphery or toward the midline (Hughes et al., 1995; Alexander et al., 

2006b). But macroscopic traveling waves mostly propagate along the antero-posterior axis 

(e.g., Zhang et al., 2018; Giannini et al., 2018; Alamia and VanRullen, 2019; Halgren et al., 

2019; Lozano-Soldevilla and VanRullen, 2019; Pang et al., 2020; King and Wyart, 2021; 

Tsoneva et al., 2021).  

Interestingly, the propagation direction of traveling waves seems to play a functional role 

on cognition. One ECoG study demonstrated that the performance during a working memory 

task depended on traveling waves maintaining their optimal propagation direction, and not on 

a change in the propagation speed or in the oscillatory frequency (Zhang et al., 2018). In a task 

involving working and long-term memory systems, it has been shown that the memory 

performance was associated with the timing of the change of traveling waves’ direction, from 

the anterior-posterior trajectory, supposed to reflect working memory processes, to a posterior-

to-anterior trajectory, expected to account for long-term memory processes (Sauseng et al., 

2002). In the visual modality, the direction of traveling waves appears to predict visual illusion 

(Shevelev et al., 2000), and word processing (Schack et al., 2003). During visual perception, 

alpha traveling waves shift from a feedback propagation, during the pre-stimulus period, to a 

feedforward propagation from the occipital to the frontal cortices at the onset of the visual 

stimulation, presumably to communicate visual information from the sensory cortex to higher-

order level brain areas (Schack et al., 1999; Patten et al., 2012; Alamia and VanRullen, 2019; 

Pang et al., 2020). 

 

In a first experiment, we studied the direction of macroscopic oscillatory traveling 

waves according to the cognitive function engaged in the task.  
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In addition, to date, a causal link between the direction of traveling waves propagation and 

cognition has not been studied. The second experiment described in this Chapter aims to fill 

this gap. We hypothesized that visual perception causally triggers a traveling wave in the 

anterior-to-posterior direction.  

 

2. Fakche & Dugué. Manipulating cognition to manipulate traveling waves 

direction. 

 

In this study, we designed an experiment allowing the engagement of two cognitive 

functions: the deployment of covert, endogenous spatial attention, and visual perception. We 

were interested in how the manipulation of different cognitive functions influences the direction 

of alpha macroscopic traveling waves.  

2.1.  Introduction 

The propagation of brain oscillations across the cortex has been observed the first time by 

the EEG pioneers Adrian and Yamagiwa, in 1935, in humans. They found that the resting state 

alpha rhythm “moves” across the cortex, i.e., the peaks and throughs of the alpha cycle did not 

coincide between the recording oscillographs placed over the scalp (Adrian and Yamagiwa, 

1935). They discovered macroscopic oscillatory traveling waves, with a constant phase shift 

between the origin of the signal and more distal positions (Muller et al., 2018). Since, several 

studies have recorded macroscopic oscillatory traveling waves in humans, with non-invasive 

recordings (EEG/MEG). Macroscopic oscillatory traveling waves are characterized by a 

propagation at a speed ranging from 0.3 to 20 m/s, over a cortical distance from 5 to 25 cm. 

They mostly propagate along the anteroposterior axis and the phase shift between anterior and 

posterior brain regions is ranging from 30 to 240° (Walter et al., 1966; Cohn, 1948; Hord et al., 

1972, 1974; Suzuki, 1974; Burkitt et al., 2000; Ito et al., 2005; Zhang et al., 2018).  

Interestingly, the propagation direction of traveling waves seems to play a functional 

role on cognition (Shevelev et al., 2000; Sauseng et al., 2002; Schack et al., 1999, 2003; Patten 

et al., 2012; Zhang et al., 2018; Alamia and VanRullen, 2019; Pang et al., 2020). The aim of 

this study is to investigate how the manipulation of cognitive functions, more specifically, 

visual perception and the deployment of spatial endogenous attention, influences the 

propagation of oscillatory traveling waves.  
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To date, only one study has investigated the relation between oscillatory traveling waves 

and attention, but without explicitly manipulating attention. They compared the brain activity 

recorded with EEG of healthy children and children with Attention Deficit Hyperactivity 

Disorder (ADHD), and they found that the amount of traveling waves activity was reduced in 

AHDH children, and negatively correlated with a hyperactivity score (Alexander et al., 2008). 

Attention is the cognitive function that selects relevant information to facilitate its processing, 

while being flexible to be redeployed to other sources of information if necessary (Carrasco, 

2011). Numerous studies found that covert spatial endogenous attention, i.e., when attention is 

voluntarily deployed to a specific location in space, without any eye or head movements, was 

associated with alpha brain oscillations. The deployment of visuo-spatial attention leads to a 

decrease in the amplitude of alpha oscillations in the occipital cortex contralateral to the 

attended stimuli, and simultaneously to an increase in alpha oscillations in the ipsilateral cortex, 

presumably to inhibit the processing of incoming stimuli in the non-attended visual field. This 

is known as alpha lateralization (Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 2006; 

Händel et al., 2011). We hypothesized that during the deployment of spatial endogenous 

attention, a top-down process, alpha oscillations would emerge in the frontal regions and travel 

anterior to posterior toward the occipital regions where we observe alpha lateralization.  

Additionally, the propagation of macroscopic brain oscillations has been widely studied 

during visual perception. Several studies showed that a visual stimulation was associated to 

alpha traveling waves propagating from posterior to anterior brain areas (Barlow and Estrim, 

1970; Burkitt et al., 2000; Srinivasan et al., 2006; Cottereau et al., 2011; Giannini et al., 2018; 

Alamia and VanRullen, 2019; Lozano-Soldevilla and VanRullen, 2019; Tsoneva et al., 2021). 

This propagation direction presumably reflects the communication of visual information from 

the primary sensory cortices to higher level regions.  

In this study, we manipulated cognition to manipulate alpha traveling waves direction. We 

designed a cueing task aimed to manipulate spatial endogenous attention and in which a 10 Hz 

visual stimulation additionally induced alpha brain oscillations. EEG was simultaneously 

recorded. We expected to observe a reversal in the directionality of alpha traveling waves, from 

an anterior-to-posterior propagation during endogenous attention orienting (post-cue to pre-

target period), to a posterior-to-anterior propagation during the visual stimulation.   

 

2.2.  Materials and Methods  
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Participants. 7 participants (4 females, mean ± sd age: 27.7 ± 5 years) were included in the 

study. All participants were free from medication affecting the central nervous system, reported 

no history of psychiatric or neurological disorders, gave their written informed consent and 

were compensated for their participation. The study was approved by the local French ethics 

committee Ouest IV (IRB #2020-A00859-30) and followed the Declaration of Helsinki. More 

participants will be recruited soon to reach a total number of 15-20 participants.  

Stimuli. Stimuli were designed with PsychToolbox 3.0.12, running in Matlab R2014b 64-bit 

(The MathWorks, Natick, MA), and displayed with a ProPixx Projector (VPixx Technologies, 

Saint-Bruno, QC, Canada), on a 185x104.5 cm projection screen (1920*1080 pixels; 480 Hz 

refresh rate), at 122 cm distance. The stimuli consisted in a fixation cross, visual cues, small 

dots, and part of an annulus, i.e., named annulus for ease of reading. The arms of the fixation 

cross measured 0.15 degrees of visual angles (°) of length and 0.03° of width. The visual cues 

were a lengthening and a widening of the lower arms of the fixation cross, i.e., the left or the 

right lower arm to instruct the participant to orient their attention either to the left or to the right 

side of the screen, respectively, or both of them for the neutral cue. Left and right cues had an 

arm of 0.65° of length and 0.1° of width. The neutral cue had two lower arms of 0.4° of length 

and 0.05° of width. The annulus had an inner arc at 3.35° of eccentricity, and an outer arc at 

14.88° of eccentricity, with the largest diameter of 22°. The annulus was filled with a radial 

checkerboard of black and white squares. The small dots were used as targets. They were 

displayed at 3° of eccentricity (center of dots) with a radius of 0.2°, and at a 55° angle from the 

horizontal line, either on the lower left or right side of the screen. The background color was 

grey, the fixation cross and the visual cues white. Target contrasts varied between black and 

grey, and were titrated for each participant according to a one-up/two-down staircase procedure 

to reach 70-75% detection performance. Target contrasts averaged across participants were 

13.43 ± 4.21%. 

Eye tracker. Participant’s head was maintained with a chinrest. An infrared video-camera 

system (EyeLink 1000 plus 5.08, SR Research, Ottawa, Canada) was used to ensure that 

participants maintained their gaze on the fixation cross throughout the trial. The trial only 

started when participants were successfully maintaining fixation. When a gaze deviation of >2° 

from the center of the screen was detected or a blink, we considered that participants broke 

fixation, and the trial was removed from the analysis (108 ± 47 trials on average across 

participants). Supernumerary trials were added at the end of each block to compensate for 

rejected trials.  
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EEG. EEG was recorded using a 128-channels actiChamp system (Brain Products GmbH). The 

ground was placed at the Fpz position, and the right mastoid was used as reference (DC 

recording; 1000 Hz sampling rate). 

MRI. Anatomical MRI images were obtained using a 3-T Siemens Prisma MRI scanner with a 

T1-weighted gradient-recalled echo (GRE) MRI sequence. The field of view (FOV) was 256 

mm and voxels were 0.8*0.8*0.8 mm. MR images were acquired using echo sequences with a 

TE of 2.22 ms, a TR of 2400 ms and a flip angle at 9°. A multi-echo fast low angle shot 

(FLASH) sequence with flip angles at 5° and 30° was also used to facilitate the source 

reconstruction analysis (not presented). Voxels were 1*1*1 mm. The TR was 12 ms and the TE 

were 1.52, 2.77, 4.02, 5.27, 6.52, 7.77, 9.02, and 10.27 ms. Functional MRI consisted in four 

sequences where clockwise, counterclockwise wedges, expanding or contracting rings were 

displayed on the screen (Dougherty et al., 2003; Larsson and Heeger, 2006; Dugué et al., 2020). 

Stimuli were generated using Matlab R2021b 64-bit (The MathWorks, Natick, MA) and the 

MGL toolbox (Gardner et al., 2018) on a Macintosh computer. Voxels were 2*2*2 mm and 

sequences had a flip angle at 62°. The TR was 1000 ms and the TE was 35 and 32.5 ms. Each 

cycle took 24 s, with a pattern-reversal occurring every 250 ms. 

 

Procedure. Participants performed two EEG sessions. The first session was composed of a 

training block, the staircase, and 10 blocks of 44 trials of the main task. The second session was 

composed of 10 blocks of 44 trials, for a total of 880 trials across the two sessions.  

Each trial began with a fixation cross for 300 ms. Then, a left or a right cue was 

displayed for 150 ms to instruct the participant to orient their attention to the left or to right side 

of the screen, respectively. The number of trials with a left and a right cue was pseudo-

randomized across the two sessions. After a fixed delay of 1500 ms, the 10Hz pattern reversing 

checkerboard annulus was displayed below the fixation cross, in the center, for 4500 ms. The 

target appeared randomly between 2500 and 3500 ms. Trials could be valid (75%) if the target 

was presented at the attended location, or invalid (25%) if the target was presented at the 

unattended location, requiring participants to reorient their attention. Between 3500 and 4500 

ms, the fixation cross became black to indicate participants to give their answer, i.e., press the 

space key if they perceived the target (detection task). Each trial was separated by a random 

delay varying from 1500 to 2500 ms, with a 100-ms step (Figure 7.1). Participants were 

allowed to blink and close their eyes during this delay.  
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The staircase procedure was composed of 80 trials, as described above, except that we 

used a neutral cue.  

 

 

Figure 7.1: Experimental procedure. A white fixation cross was displayed for 300 ms, followed 

by a left or right endogenous cue for 150 ms, used to orient participant’s endogenous spatial 

attention. After a delay of 1500 ms, a 10Hz pattern reversing checkerboard annulus was 

displayed below the fixation cross, in the center, for 4500 ms. The target appeared randomly 

between 2500 and 3500 ms. Trials could be valid (75%) if the target was presented at the 

attended location, or invalid (25%) if the target was presented at the unattended location, 

requiring the participants to reorient their attention. Between 3500 and 4500 ms, the fixation 

cross become black to indicate participants to give their answer, i.e., press the space key if they 

perceived the target (detection task). Each trial was separated by a random delay varying from 

1500 to 2500 ms, with a 100-ms step. 

 

Behavioral analyses. Behavioral analyses were performed with Matlab R2014b (The 

MathWorks, Natick, MA). The hit rate, i.e., percentage of detection, and median reaction times 

were computed for each participant, for valid and invalid trials separately. T-tests were 

performed on hit rates and median reaction times to assess whether spatial endogenous attention 

was successfully manipulated. Indeed, we expected a higher hit rate for valid compared to 

invalid trials, and no difference or a higher median reaction time for invalid trials, suggesting 

that the allocation of endogenous attention facilitated visual processing, and that there were no 

speed-accuracy tradeoffs.  
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EEG analyses. EEG analyses were performed with EEGLAB 13.6.5 (Swartz Center for 

Computational Neuroscience, UC San Diego, California; Delorme & Makeig, 2004) and 

custom software written in Matlab R2014b (The MathWorks, Natick, MA). 

 

Preprocessing. EEG data and channel location were imported into EEGLab. EEG data were re-

referenced to average reference. A high-pass filter at 0.1 Hz and a notch filter between 48 and 

52 Hz were applied, to respectively remove slow drifts and 50 Hz electric noise. The signal was 

further downsampled to 512 Hz. Visual inspection allowed to identify electrodes with low 

signal-to-noise ratio, which were then interpolated (spherical interpolation). Time series were 

epoched from trial onset (0 s) to the end of the trial (8 s), and epochs corresponding to a trial 

removed in the behavioral analyses because of a fixation break, were removed from the EEG 

analyses. Epoched were merged into continuous data, and further epoched from -300 ms to 

+1650 ms according to the onset of the cue, separately for left and right cue, i.e., left-cue-epoch 

and right-cue-epoch, and from 0 ms to +3500 ms according to the onset of the 10Hz pattern 

reversing checkerboard annulus, i.e., annulus-epoch. The cue-epoch allows us to analyze the 

EEG signal during the deployment of endogenous spatial attention, and the annulus-epoch to 

study the EEG signal during the repetitive visual stimulation, before the response of the 

participant. The data were also epoched from -1500 ms to +300 ms according to the fixation 

cross onset, i.e., precue-epoch, in order to identify the individual alpha frequency during the 

precue period.  

Visual inspection allowed to reject the epochs with artifacts, e.g., muscle activity, for 

each participant and epoch-condition (cue-epoch, annulus-epoch, and precue-epoch).  

 

Time-frequency decomposition. A time-frequency transform (morelet wavelet) was computed 

on single epochs, separately for cue-epoch and annulus-epoch, with the timefreq function from 

EEGLAB. The “cycles” parameter was set from 1 to 15. The “freqs” parameter was set to [2, 

20], producing 50 frequencies that increased logarithmically from 2 to 20 Hz. 

 

Alpha Lateralization. This analysis was performed on cue and annulus-epochs. The amplitude 

was extracted with the abs function (from Matlab) from the time-frequency decomposition of 

each trial, electrode, cue, and participant. Time-frequency maps were plotted for left- and right-

cue-epochs on data averaged across trials, electrodes, and participants. A time-frequency 

window of brain activity was extracted, and used to plot the topography of the difference 

between left- and right-cue-epochs.  
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Fast Fourier Transform (FFT) on the visual inducer. FFT were computed (Matlab function: fft) 

on annulus-epoch data. The amplitude was extracted for each electrode, trial and frequency. 

Data were averaged across trials and participants. A frequency spectrum was plotted to ensure 

that we induced brain oscillations at 10 Hz. The topography was plotted to identify the scalp 

location of the alpha-induced brain oscillations.  

 

Resting State (RS). In order to identify the individual alpha frequency (IAF) during RS, we 

recorded two minutes of resting state eyes closed and eyes open, for each participant. The EEG 

resting state data were re-referenced to average reference, high-pass filtered at 0.1 Hz, notch 

filtered between 48 and 52 Hz, and downsampled to 512 Hz. Electrodes with a low signal-to-

noise ratio were interpolated. The continuous data were epoched into 1-second epochs, and 

epochs with artifacts were rejected. The cleaned epoched data was merged into continuous data, 

and an FFT was applied. The amplitude was extracted for each electrode and frequency. The 

frequency spectrum was plotted for each participant, for both eyes closed and open, to identify 

the IAF during RS in both conditions.  

 

Alpha peak modulation. We aimed to test whether the peak of alpha oscillations was modulated 

between the RS conditions, the precue and the postcue period. The IAF during RS was 

identified as explained above (Resting State (RS) section) for both eyes closed and open 

conditions. To identify the alpha frequency in the precue period, we computed an FFT on 

precue-epoch, extracted the amplitude for each electrode, trial and frequency. The amplitude 

was averaged across trials and occipital electrodes. A frequency spectrum was plotted to find 

the individual alpha frequency during the precue period. Concerning the alpha peaks during the 

postcue period, the amplitudes extracted from the time-frequency decomposition on cue-epoch 

were averaged across trials, occipital electrodes, and times from 800 ms to 1200 ms, i.e., during 

the alpha lateralization pattern. A frequency spectrum was plotted to identify the alpha 

frequency evoked by the sum of amplitude during left and the right cues for each participant. A 

one-way repeated-measures ANOVA was performed to test whether the alpha frequency was 

significantly modulated between the four conditions: RS eyes open, RS eyes closed, Precue and 

Postcue.  

 

Traveling waves analysis at the sensor level.  

Event Related Potentials (ERPs). Previously preprocessed EEG data were further filtered 

between 1.5 Hz and 30 Hz, and baseline corrected from -300 to 0 ms from the onset of the cue 
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or from the onset of the inducer, for cue- and annulus-epoch, respectively. We applied a second 

bandpass filter between 8 and 12 Hz on cue-epochs to reveal the alpha frequency component 

previously observed in the time-frequency analysis, in the ERPs data. Participant’s ERPs were 

computed as epoch averaging for left-cue-, right-cue-, and annulus-epochs. We plotted the 

ERPs at different scalp locations, on Oz, POz, Pz, CPz, Cz, Fz, electrodes for annulus-ERPs, 

and on O2, PO4, P4, CP4, C4, F4, and O1, PO3, P3, CP3, C3, F3, electrodes for cue-ERPs, for 

each participant and for data averaged across participants. A constant phase shift of the ERP 

peak between the scalp locations is a signature of a macroscopic traveling wave (Lozano-

Soldevilla and VanRullen, 2019).  

 

Pairwise phase difference. The presence of oscillatory traveling waves was investigated by 

computing pairwise phase differences between non-contiguous electrodes with the function 

circ_dist from the Circular Statistics Toolbox (P. Berens, CircStat: A Matlab Toolbox for 

Circular Statistics, Journal of Statistical Software, Volume 31, Issue 10, 2009, 

http://www.jstatsoft.org/v31/i10), for each trial. The selected electrodes were the same as the 

ones chosen for the ERPs computation. We plotted the time course of the phase difference 

averaged across trials, participants, and pairs of electrodes, with the circ_mean function, for the 

alpha frequency. The standard deviation across participants was computed with the circ_std 

function. To test whether the phase differences were significantly different from 0, we 

computed Watson Williams test against 0 with the circ_wwtest function. In addition, rose plots 

visualized the individual phase differences averaged across trials and pairs of electrodes, with 

the circ_plot function.  

 

2DFFT. To assess the presence of traveling waves and their propagation direction, we first 

stacked the EEG trials from previously selected electrodes to form a 2D electrode*time map, 

these maps were averaged across trials and participants, and then we applied a 2DFFT on the 

2D map (Alamia and VanRullen, 2019; Pang et al., 2020). The results were maps with temporal 

frequencies on the x-axis and spatial frequencies on the y-axis. The upper and bottom quadrants 

represent forward and feedback traveling waves, respectively.  

 

2.3.  Results  

 

Behavior. Participants performed a visual detection task associated with the deployment of 

covert, spatial endogenous attention. To ensure that endogenous attention was successfully 

http://www.jstatsoft.org/v31/i10
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manipulated, hit rates, i.e., the percentage of detection, and median reaction times were 

computed separately for valid and invalid trials. The detection performance was significantly 

higher for valid compared to invalid trials (Figure 7.2; one-tailed t-test: p-value = 0.0015; 

Cohen’s d = 2.2218; CI = [0.0583; Infinity]). Indeed, the allocation of endogenous attention to 

a specific location of the visual field facilitates the processing of the incoming visual 

information in the valid condition. There was also a significant difference in the median reaction 

times with higher reaction times for the valid condition (Figure 7.2; two-tailed t-test: p-value 

= 0.0011; Cohen’s d = 0.7166; CI = [0.0244; 0.0592]). Thus, we could not conclude that higher 

performance in the valid condition did not depend on speed-accuracy tradeoff.  

 

 

Figure 7.2: Hit rates were higher in the valid condition. Left panel, Hit rates, Right panel, 

Median reaction times, computed separately for valid and invalid conditions. Color dots, 

Individual data. Black circles, Data averaged across participants (n=7). Both hit rates (one-

tailed t-test: p-value = 0.0015; Cohen’s d = 2.2218; CI = [0.0583; Infinity]) and median 

reaction times (two-tailed t-test: p-value = 0.0011; Cohen’s d = 0.7166; CI = [0.0244; 0.0592]) 

were higher for the valid condition.  

 

Alpha Lateralization. The deployment of endogenous visuo-spatial attention leads to the 

emergence of a specific brain pattern, i.e., a decrease in the amplitude of alpha oscillations in 

the occipital cortex contralateral to the visual field of the attended stimulus, and simultaneously 

to an increase in alpha oscillations in the ipsilateral cortex. This is known as alpha lateralization 

(Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 2006; Händel et al., 2011). To ensure 

that the attentional manipulation was associated with the alpha lateralization pattern, EEG data 

were epoched from -300 ms to +1650 ms according to the onset of the cue, separately for left 
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and right cue, i.e., left-cue-epochs and right-cue-epochs, and a time-frequency decomposition 

was applied on both cue-epochs. A time-frequency map of the amplitude was plotted on data 

averaged across participants, trials, and electrodes (Figure 7.3). The deployment of endogenous 

visuo-spatial attention was associated with the presence of brain oscillations in the alpha range, 

from 8 to 11 Hz, from 800 to 1200 ms after the cues’ onset. The topography of the amplitude 

difference between left- and right-cue-epochs averaged across the previous time-frequency 

window showed an increase in the amplitude of alpha brain oscillations in the occipital cortex 

ipsilateral to the attended visual field, and a decrease in the amplitude in the contralateral 

occipital cortex (Figure 7.4). The deployment of endogenous visuo-spatial attention induced 

the expected alpha lateralization pattern in the occipital cortex.  

 

 

Figure 7.3: Alpha oscillations emerged after cues’ onset. Left panel, Time-frequency maps 

averaged across participants (n=7), trials, and electrodes, of the amplitude after the left cue 

onset, Right panel, After the right cue onset. Brain oscillations showed a high amplitude 

between 8 Hz and 11 Hz, from 800 to 1200 ms after both cues’ onsets. 

 

 

Figure 7.4: Alpha lateralization. Topography of the amplitude difference between left and right 

cues conditions, averaged across the time-frequency window from 8 Hz to 11 Hz, and from 800 

to 1200 ms, and across participants (n=7). There was a high amplitude of alpha oscillations in 

the cortex ipsilateral to the attended visual field (i.e., left one), and a low amplitude in the 

contralateral cortex.  
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10-Hz induced brain oscillations. EEG activity during the 10Hz pattern reversing checkerboard, 

i.e., annulus-epochs, was analyzed using an FFT. We observed in the frequency spectrum 

averaged across trials, participants, and occipital electrodes, a peak at the induced frequency, 

i.e., 10 Hz, but also a peak at 9.14 Hz (Figure 7.5). This frequency could correspond to alpha 

brain oscillations associated with the deployment of endogenous attention, or to the endogenous 

alpha, naturally present in the occipital cortex. The time course of the trials consisted of a cue 

presentation during 150 ms, followed by a 1500-ms delay, in order to observe the deployment 

of spatial endogenous attention. After this delay, the checkboard was displayed for 4500 ms. 

Endogenous attention is a long process; thus, attention should still be under deployment during 

the presentation of the 10Hz pattern reversing checkerboard. For this reason, we performed the 

alpha lateralization analysis on the annulus-epochs. The topography of the amplitude difference 

between left- and right-trials of annulus-epochs averaged from 8 to 11 Hz, and from 500 to 

3000 ms, showed that the alpha lateralization pattern observed during the post-cue period 

(Figure 7.4) was maintained during the checkerboard presentation, with a more central location 

(Figure 7.6).  

 

 

Figure 7.5: Brain oscillations during the 10Hz pattern reversing checkerboard. Frequency 

spectrum of annulus-epoch data averaged across participants (n=7), trials, and occipital 

electrodes. Two frequency peaks were observed during the 10 Hz pattern reversing 

checkerboard, one at 9.14 Hz, and the other one at 10 Hz. The topographies showed that both 

frequency activities emerged in the occipital cortex.   
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Figure 7.6: Alpha lateralization pattern subsisted during the 10Hz pattern reversing 

checkerboard. A. Time-frequency maps averaged across participants (n=7), trials, and 

electrodes, of the amplitude after the checkerboard onset, separately for left and right cue trials. 

Brain oscillations showed a high amplitude between 8 Hz and 11 Hz, from 500 to 3000 ms after 

the checkerboard onset. B. Topography of the brain activity difference between left and right 

cues trials, averaged across the time-frequency window from 8 Hz to 11 Hz, and from 500 to 

3000 ms after the checkerboard onset, and across trials and participants (n=7). The pattern of 

alpha lateralization observed in Figure 7.4 after the cue onset was still present during the 10 

Hz pattern reversing checkerboard, but with a more central topography. 

 

Alpha peak modulation. We investigated whether the individual alpha frequency was 

modulated between resting state (RS) eyes closed, RS eyes open, Precue, and Postcue 

conditions. The frequency peaks were, on averaged across participants, 10.6 Hz, 9.8 Hz, 10.6 

Hz, and 10 Hz, for RS eyes closed, RS eyes open, Precue, and Postcue conditions, respectively. 

A one-way repeated-measures ANOVA showed a significant main effect of the factor condition 

(Figure 7.7; F(4,7) = 3.787; p-value = 0.0288; eta² = 38.69; SS = 3.645). Post-hoc analysis 

revealed that the alpha frequency was significantly higher for both the precue, and the RS eyes 

closed compared to RS eyes open (one-tailed t-test: p-value = 0.0168; Cohen’s d = 0.8619; CI 

= [0.2368; Infinity]; p-value = 0.022; Cohen’s d = -0.8715; CI = [0.1935; Infinity]). The other 

post-hoc tests were not significant (p-value > 0.0874).  
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Figure 7.7: Modulation of individual alpha frequency. Alpha frequency peaks extracted for 

RS eyes closed, RS eyes open, Precue and Postcue conditions. Color dots, Individual data. 

Black dots, Data averaged across participants (n=7). Post-hoc analysis showed that the 

frequencies of RS eyes closed and Precue periods were significantly higher than the frequency 

of RS eyes open. 

 

Traveling waves analysis at the sensor level. In this study, we hypothesized that brain 

oscillations during the deployment of endogenous attention were alpha traveling waves 

propagating from the frontal to the occipital electrodes. Inversely, visual stimulation would be 

associated with alpha traveling waves propagating in the opposite direction. We first tested 

whether we could identify signature of traveling waves at the sensor level.  

 

ERPs. During the deployment of endogenous attention, we plotted the ERPs averaged across 

participants for spatial locations along the antero-posterior axis, lateralized in the left (O1, PO3, 

P3, CP3, C3, F3) or in the right (O2, PO4, P4, CP4, C4, F4) cortical hemisphere. We observed 

a constant shift of the ERP peaks from the frontal to the occipital electrodes between the scalp 

locations, suggesting that endogenous attention was associated with macroscopic traveling 

waves propagating in the antero-posterior direction (Figure 7.8).  

During the 10 Hz pattern reversing checkerboard, we plotted the ERPs averaged across 

participants for spatial locations along the antero-posterior axis in the midline (Oz, POz, Pz, 

CPz, Cz, Fz – note that the checkerboard was presented in the center of the screen). There was 

a constant shift of the ERP peaks from the occipital to the frontal electrodes, suggesting that the 
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visual stimulation induced alpha traveling waves with a posterior-to-anterior direction (Figure 

7.9). 

 

Figure 7.8: The ERP peaks shifted from frontal to occipital electrodes during the deployment 

of endogenous attention. A. ERPs averaged across participants (n=7) and plotted for 

electrodes along the antero-posterior axis on the left (O1, PO3, P3, CP3, C3, F3) and on the 

right (O2, PO4, P4, CP4, C4, F4) hemisphere, from 800 to 1700 ms after the cue onset. B. 

Zoom for selected time-windows. The ERP peaks shifted along the antero-posterior axis, 

suggesting the presence of a traveling wave with an anterior-to-posterior direction. 

 

 

Figure 7.9: The ERP peaks shifted from occipital to frontal electrodes during the 10 Hz 

pattern reversing checkerboard. A. ERPs averaged across participants (n=7) and plotted for 
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midline electrodes along the antero-posterior axis (Oz, POz, Pz, CPz, Cz, Fz), from 0 to 1300 

ms after the onset of the checkerboard. B. Zoom on the period around 500 ms after the onset of 

the checkerboard. The ERP peaks shifted along the antero-posterior axis, suggesting the 

presence of a traveling wave with a posterior-to-anterior direction. 

 

Pairwise phase difference. We computed the pairwise phase differences between non-

contiguous electrodes for spatial locations along the antero-posterior axis, lateralized in the left 

(O1, PO3, P3, CP3, C3, F3) or in the right (O2, PO4, P4, CP4, C4, F4) cortical hemisphere, 

during the deployment of endogenous attention. The phase differences were averaged across 

trials and pairs of electrodes, and extracted at the alpha frequency (10.8 Hz, the closest 

frequency to the one of 10.6 Hz identified in the Alpha peak modulation section, due to time-

frequency decomposition). Both the time courses and the rose plots showed a phase difference 

of approximatively 10°, suggesting the presence of an alpha traveling wave (Figure 7.10). The 

post-hoc analysis (Watson Williams test against 0, p < 0.05, uncorrected) suggested that the 

phase difference was significant from 400 to 1500 ms after the cue onset, except for the phase 

difference computed on the left electrodes for the right cue, where the time window of 

significance was less important.  
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Figure 7.10: Phase differences between non-contiguous pairs of electrodes during the 

deployment of endogenous attention. Black line, Phase differences between non-contiguous 

pairs of electrodes along the antero-posterior axis on the left (O1, PO3, P3, CP3, C3, F3) and 

on the right (O2, PO4, P4, CP4, C4, F4) hemisphere, averaged across pairs of electrodes, 

trials, and participants, extracted at 10.8 Hz and plotted from 400 to 1500 ms after the cue 

onset. Shaded area, Standard Error of the Mean (SEM) across participants. Insert, Rose plots 

with black dots, individual data, and black line, mean across participants. We observed a phase 

difference of approximately 10° on average.  

 

We performed the same analysis for spatial locations along the antero-posterior axis in the 

midline (Oz, POz, Pz, CPz, Cz, Fz), for the 10 Hz pattern reversing checkerboard, at 10.3 Hz 

(the closest frequency to the one of 10 Hz identified in the 10-Hz induced brain oscillations 
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section, due to time-frequency decomposition). Both the time courses and the rose plots showed 

a phase difference of approximatively 30°, suggesting the presence of an alpha traveling wave 

(Figure 7.11). The post-hoc analysis (Watson Williams test against 0, p < 0.05, uncorrected) 

suggested that the phase difference was significant from 500 to 750 ms, and from 2100 to 3000 

ms.  

 

Figure 7.11: Phase differences between non-contiguous pairs of electrodes during the 10Hz 

pattern reversing checkerboard. Black line, Phase differences between non-contiguous pairs 

of electrodes along the antero-posterior axis in the midline (Oz, POz, Pz, CPz, Cz, Fz) averaged 

across pairs of electrodes, trials, and participants, extracted at 10.3 Hz and plotted from 500 

to 3000 ms after the checkerboard onset. Shaded area, Sem across participants. Insert, Rose 

plot with black dots, individual data, and black line, mean across participants. We observed a 

phase difference of approximately 30° on average.  

 

2DFFT. Finally, to further investigate the direction of traveling waves, EEG trials were stacked 

according to the previously selected electrodes along the posterior-to-anterior axis. Theses 2D 

maps were then transformed with a 2DFFT, allowing to identify forward traveling waves in the 

upper left quadrant, and feedback traveling waves in the bottom left quadrant. During the 

deployment of endogenous attention, we observed both forward and feedback traveling waves 

at 9.48 Hz (Figure 7.12). The checkerboard was associated with a strong forward traveling 

wave, and a lower feedback traveling wave, at 10 Hz (Figure 7.13).  
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Figure 7.12: 2DFFT during the deployment of endogenous spatial attention revealed both 

forward and feedback traveling waves at 9.48 Hz. Cue-epochs were stacked according to left 

(O1, PO3, P3, CP3, C3, F3) and right (O2, PO4, P4, CP4, C4, F4) electrodes to form 2D maps, 

that were then transformed with a 2DFFT. We observed an activity in the upper and lower left 

quadrants for each condition, suggesting the presence of feedforward and feedback traveling 

waves after the cue onset.  
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Figure 7.13: 2DFFT during the 10Hz pattern reversing checkerboard showed the presence 

of feedforward traveling waves at 10 Hz. Annulus-epochs were stacked according to electrodes 

Oz, POz, Pz, CPz, Cz, Fz to form a 2D map, that was then transformed with a 2DFFT. We 

observed a strong amplitude in the upper left quadrant suggesting that the checkerboard was 

mainly associated with a feedforward traveling wave.  

 

2.4.  Discussion  

 

In this study, we investigated whether manipulating the cognitive function engaged in a task 

allowed to change the direction of propagation of alpha traveling waves. We hypothesized that 

the deployment of spatial endogenous attention was associated with traveling waves 

propagating from the frontal to the occipital brain areas, and that the perception of a visual 

stimulation would be associated with a shift of the propagation from the occipital to the frontal 

areas.  

 

First, we observed that endogenous attention was manipulated. At the behavioral level, the 

performance was higher for the valid condition compared to invalid, suggesting that the 

deployment of endogenous attention allowed to facilitate the processing of visual inputs in valid 

trials. There were also longer reaction times for the valid trials, thus, we could not exclude a 

speed-accuracy tradeoff at the moment. At the electrophysiological level, the pattern of alpha 

lateralization, associated to the deployment of spatial endogenous attention in numerous studies 

(Worden et al., 2000; Sauseng et al., 2005b; Thut et al., 2006; Händel et al., 2011), was observed 

in every participant (data not shown) and on data averaged across participants.  

The 10 Hz pattern reversing checkerboard induced alpha brain oscillations in the occipital 

cortex, as expected. Spatial endogenous attention was still deployed during the 10 Hz pattern 

reversing checkerboard, as shown by the presence of the alpha lateralization pattern after the 

onset of the checkerboard. 

These results confirmed that we successfully manipulated endogenous attention and visual 

perception, both associated with the emergence of brain oscillations in the alpha frequency 

band.  

 

Then, we investigated whether brain oscillations were propagating at the macroscopic scale, 

from frontal-to-occipital electrodes during the deployment of endogenous attention, and in the 

reverse direction during visual perception. Our preliminary results validated both hypotheses. 

After the cue onset, 9-Hz traveling waves were propagating from the frontal to occipital regions, 
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with an approximate phase shift of 10°. Inversely, we observed 10-Hz traveling waves 

propagating from the occipital to the frontal electrodes during the 10 Hz pattern reversing 

checkerboard, with a phase shift of approximately 30°.  

 These preliminary results are in line with our hypothesis. At the moment, we recorded 

and analyzed the data of 7 participants. We plan to recruit a larger number of participants soon 

to reach 15 to 20 participants in total. Statistical analysis, especially on the traveling waves 

analysis at the sensor level, will also be performed when we will have recruited all participants.  

 

3. Fakche, Galas, VanRullen, Marque & Dugué. Visual perception causally 

triggers occipital-to-frontal alpha traveling waves. 

 

In this second project, we tested whether there is a causal link between visual perception 

and the propagation of alpha traveling waves in the posterior-to-anterior direction. We used 

single pulses of TMS applied over V1 to induce phosphene perception, with the aim to 

investigate a causal relation between oscillatory traveling waves, cortical excitability, and the 

associated visual perception.  

This study was performed in collaboration with Rufin VanRullen, in Toulouse. The covid 

pandemic has strongly impacted us and delayed the moment at which we were able to begin the 

data collection in human participants.  

 

3.1.  Introduction   

 

The perception of a visual stimulus has been associated with the propagation of alpha 

traveling waves from occipital to frontal regions (Barlow and Estrim, 1970; Schack et al., 1999, 

2003; Burkitt et al., 2000; Srinivasan et al., 2006; Cottereau et al., 2011; Giannini et al., 2018; 

Alamia and VanRullen, 2019; Lozano-Soldevilla and VanRullen, 2019; Tsoneva et al., 2021). 

Interestingly, the traveling direction seems to have functional relevance. During resting state, 

alpha oscillations seem to travel from the frontal to the occipital cortices, in a feedback manner 

(Inouye et al., 1983, 1995; Ito et al., 2007; Nolte et al., 2008; Alamia and VanRullen, 2019; 

Pang et al., 2020). When a visual stimulus is presented, the direction of alpha traveling waves 

shifts to a feedforward propagation, from the occipital to the frontal cortices, presumably to 

allow communication with higher-order brain areas (Schack et al., 1999; Patten et al., 2012; 

Alamia and VanRullen, 2019; Pang et al., 2020). In addition, the direction of traveling waves 

appears to predict visual illusion (Shevelev et al., 2000), and visual word processing (Schack et 
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al., 2003). To date, however, a causal relation between visual perception and the propagation 

of alpha traveling waves from occipital to frontal brain areas has not been established.  

Single pulses of TMS applied over V1/V2 can elicit phosphenes (illusory percepts) 

depending on cortical state, i.e., phosphene perception occurs when cortical excitability is 

sufficiently high. Indeed, phosphene perception leads to a higher event-related potential (ERP) 

(Dugué et al., 2011a; Taylor et al., 2010; Samaha et al., 2017). TMS-induced phosphene 

perception allowed to establish a causal link between alpha oscillations, cortical excitability, 

and the associated perceptual performance (Romei et al., 2008; Dugué et al., 2011; Samaha et 

al., 2017; Fakche et al., 2022). The probability to perceive a phosphene is higher when the 

amplitude of alpha oscillations is low (Romei et al., 2008; Samaha et al., 2017), and fluctuates 

along with the alpha phase (Dugué et al., 2011a; Samaha et al., 2017), predominantly when 

alpha amplitude is high (Fakche et al., 2022).  

Single pulses of TMS applied over the occipital cortex were also used to identify the natural 

frequency of the visual regions. Indeed, a way to find the intrinsic rhythm of a system is to 

directly perturbs it, and to measure the ensuing oscillations, i.e., the natural frequencies. Single 

pulses of TMS can be used as a tool to disturb the brain to investigate the features of the natural 

frequencies (Rosanova et al., 2009). This paradigm showed that the occipital, parietal, and 

frontal regions, respectively present natural frequencies in the alpha (8-12 Hz), beta (13-20 Hz) 

and gamma (21-50 Hz) range (Rosanova et al., 2009).  

We hypothesized that the natural frequencies elicited by single pulses of TMS in the 

occipital regions are alpha traveling waves. In addition, we aimed to test whether there is a 

causal link between the feedforward propagation of traveling waves of natural frequencies and 

phosphene perception. We applied single pulses of TMS over V1 at perceptual threshold (~50 

%) in human participants, simultaneously of an EEG recording.   

3.2.  Materials and Methods  

 

Participants. Given the delays to obtain the contract to perform our experiment in Toulouse 

and to obtain the ethics approval, as well as the constraints of the Covid-19 pandemic, to date, 

the experiment is completely set up in Toulouse and the data of one participant was collected. 

(Note that five other participants have been also included in the study, and screened on their 

ability to perceived TMS-induced phosphene; their data will be collected soon.) The participant 

was free from medication affecting the central nervous system, reported no history of 
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psychiatric or neurological disorders, and fulfilled the standard inclusion criteria for TMS 

application (Rossi et al., 2009) as evaluated during a visit with a medical doctor. The participant 

gave its written informed consent and was compensated for their participation. The study was 

approved by the local French ethics committee Nord-Ouest I (IRB # 2020-A01026-33) and 

followed the Declaration of Helsinki.  

Stimuli. Stimuli were designed with PsychToolbox 3.0.11, running in Matlab R2014b 32-bit 

(The MathWorks, Natick, MA), and displayed on a 1920 * 1080 pixels screen, with a 120 Hz 

refresh rate, at 57 cm distance, in a dark experiment room. The stimulus used was a fixation 

cross with the arms measuring 0.2 degrees of visual angle (°) of length and 0.05° of width. 

Eye tracker. Participant’s head was maintained with a chinrest. An infrared video-camera 

system (EyeLink 1000, SR Research, Ottawa, Canada) was used to ensure that the participant 

maintained their gaze on the fixation cross throughout the trial. The trial only started when the 

participant was successfully maintaining fixation. When a gaze deviation of >2° from the center 

of the screen was detected or a blink, we considered that the participant broke fixation and the 

trial was removed from the analysis (30 trials for the participant). Supernumerary trials were 

added at the end of each block to compensate for rejected trials.  

MRI. Anatomical and functional MRI scans were collected with a 3T Philips (Amsterdam, The 

Netherlands) ACHIEVA scanner with a 32-channel head coil. Anatomical images were 

recorded with 212 sagittal slices, 0.8 mm3 voxel size, a repetition time (TR) of 10 ms, a time 

echo (TE) of 4.6 ms, and a field of view (FOV) of 256 mm. A multi-echo fast low angle shot 

(FLASH) sequence with flip angles at 5° and 30° was also recorded to improve the source 

reconstruction analysis (not presented here). Functional MRI images were acquired in the 

transverse plan with 28 slices, 2 mm3 voxel size, a TR of 1000 ms, a TE of 35 ms, a FOV of 

192 mm, and a flip angle of 62°. We recorded four sequences with clockwise and 

counterclockwise wedges, expanding and contracting rings (Dougherty et al., 2003; Larsson 

and Heeger, 2006; Dugué et al., 2018, 2020), in order to perform individual retinotopic 

mapping. Each cycle lasted 24 s, with a pattern-reversal occurring every 250 ms. Stimuli were 

generated using Matlab R2021b 64-bit (The MathWorks, Natick, MA) and the MGL toolbox 

(Gardner et al., 2018) on a Macintosh computer. 

 

Brain-navigated TMS and EEG. EEG was recorded using a 64-channels actiChamp system 

(Brain Products GmbH). The ground was placed at the FCz position, and the reference at the 



Chapter 7. The role of the direction of propagation of alpha macroscopic traveling waves. 

 
224 

 

AFz position (DC recording; 5000 Hz sampling rate). The participant’s head was maintained 

using a chinrest and a headrest. A 70-mm figure-of-eight coil was placed over the right or left 

occipital pole (V1/V2; ~1 cm above the inion and ~2 cm away from the midline). Biphasic TMS 

pulses were applied with a Magstim Rapid2 stimulator of 3.5 Tesla (Magstim, Spring Garden 

Whitland, Great 137 Britain). A neuronavigation system (Brainsight, Rogue Research Inc., 

Montreal, Canada) was used to record the positions of the TMS coil, the EEG channels, 

digitized with a tracking system, and the participant’s head defined by the position of the three 

fiducials (the nasion, the left and right periauricular points) on their anatomical MRI. 

Procedure.  

Phosphene screening and titration. The participant was selected based on their ability to 

perceive TMS-induced phosphenes. A train of 5 pulses at 20 Hz and 70% of the TMS machine 

output intensity, i.e., suprathreshold, was applied over the right or left occipital pole (i.e., 

V1/V2; Dugué et al., 2011, 2016, 2019; Lin et al., 2021) while participant kept fixating at a 

central fixation. The participant was asked to draw their phosphenes as precisely as possible by 

pressing the mouse-button to delimit the outlines of the phosphenes (see Figure 7.14 for 

phosphene’s drawing examples). Then, an individual phosphene perception threshold was 

determined. Single pulses of TMS with a fixed output intensity at 90% were applied. The 

participant was asked to report whether they perceived a phosphene or not (left or right arrow 

on the computer keyboard, respectively). At each trial, the background color of the screen was 

varying according to one-up/one-down staircase procedure to reach a threshold of 50% of 

phosphene perception.  

 

 

Figure 7.14: Overlap of three phosphene drawings from the participant. 
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Experimental session. The participant performed 10 blocks of 50 trials each, composed of 8 

blocks of test trials, and 2 blocks of catch trials (randomly interleaved). In the test trials, single 

pulses of TMS with an output intensity at 90% were applied, while in catch trials, the output 

intensity was at 50%. Throughout the experiment, the participant kept fixating a central cross. 

After a delay varying between 500 and 1500 ms, with a 100-ms step, the TMS pulse was 

applied. 1000 ms after the pulse, the fixation cross turned green, the participant had to indicate 

whether they perceived a phosphene or not (left or right arrow on the computer keyboard, 

respectively), followed by a 500-ms delay (Figure 7.15). The percentage of perceived-

phosphene was monitored at the end of each block of test trials, and a new staircase was 

performed when above 75% or below 25%. 

 

Figure 7.15: Experimental design. After a random delay between 500 and 1500 ms, a single 

pulse of TMS was applied over V1/V2. After a 1000-ms delay, the participant indicated whether 

they perceived the phosphene or not with the right and left arrow, respectively.  

 

Behavioral analyses. Behavioral analyses were performed with Matlab R2014b (The 

MathWorks, Natick, MA). Phosphene perception and median reaction times were computed for 

each participant, for test and catch trials separately, to ensure that the performance was 

significantly lower in the catch condition, i.e., with a low TMS pulse intensity. 

EEG analysis. EEG analyses were performed with Fieldtrip (Oostenveld et al., 2011; Donders 

Institute for Brain, Cognition and Behavior, Radboud University, Nijmegen, the Netherlands) 

and custom software written in Matlab R2014b (The MathWorks, Natick, MA). 

Preprocessing. EEG data and channels positions were imported into Fieldtrip. Visual inspection 

allowed to identify electrodes with a low signal-to-noise ratio, which were then interpolated. 

EEG data were re-reference to the average reference, and epoched from -800 ms to +1000 ms 

according to the TMS pulse onset, separately for test and catch conditions. Data were 
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downsampled to 512 Hz. Epochs with a loss of fixation, an absence of response, and with 

artifacts were rejected from the analysis. Finally, the EEG signal around the TMS pulse, 15 ms 

before and 60 ms after, was erased and replaced by a linear interpolation, to clean the artifact 

induced by the TMS pulse. An Independent Component Analysis (ICA) was also performed to 

identify and remove the decay.  

Time-frequency decomposition. A time-frequency transform (morelet wavelet) was computed 

on single epochs, separately for test and catch conditions, and for perceived- and unperceived-

phosphene trials, with the ft_freqanalysis function from Fieldtrip. We used cycles that linearly 

increased from 1 to 20, and 93 frequencies that increased linearly from 2 to 48 Hz. 

Natural frequency analysis. Rosanova et al. (2009) showed that a single pulse of TMS applied 

over the visual cortex induced brain oscillations in the alpha frequency band, i.e., the visual 

cortex responded at its natural frequency. To investigate whether we were able to replicate the 

results from Rosanova et al. (2009), we extracted the amplitude with abs function in Matlab 

from the time-frequency decomposition, and applied a baseline correction from -400 to -100 

ms according to the onset of the TMS pulse, for each trials, channels, and frequencies. We 

computed the difference between normal and catch conditions, i.e., in the catch condition, we 

applied a pulse of TMS with a very low intensity, less susceptible to induce the brain to respond 

at its natural frequency, separately for perceived- and unperceived-phosphene conditions. 

Time-frequency maps of the difference were then plotted on data averaged across electrodes, 

as well as the topography.  

 

3.3. Results  

 

Behavior. The percentage of perceived-phosphene and median reaction times were computed 

separately for test and catch conditions. The percentage of perceived phosphene was 55.4% and 

1%, respectively for test and catch conditions (Figure 7.16, left panel). The median reaction 

times were 294 ms and 378 ms, respectively for test and catch conditions (Figure 7.16, right 

panel). These results validate our procedure to obtain catch trials, i.e., a TMS pulse with an 

intensity low enough to not induce phosphene perception, and test trials with a 50%-threshold 

perception. We also observed that the participant was longer to respond in catch trials, 

presumably because phosphene perception was very low.  
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Figure 7.16: Phosphene perception was successfully manipulated. Left panel, Percentage of 

perceived-phosphene, Right panel, Median reaction times, for the test and the catch conditions. 

Phosphene perception in the catch condition was almost null and around 50% in the test 

condition, as expected according to our experimental manipulation.  

 

Natural frequency. We hypothesized that single pulses of TMS applied over the occipital cortex 

in the test condition, i.e., with high TMS intensity, induced the brain to respond at its natural 

frequency, which is in the alpha frequency band for the occipital cortex (Rosanova et al., 2009). 

Time-frequency maps of the difference between normal and catch conditions of the amplitude 

baseline-corrected were plotted separately for perceived- and unperceived-phosphene trials, on 

data averaged across all electrodes. After the TMS pulse, we observed a strong brain activity in 

the alpha frequency band, from 10 Hz to 14 Hz, and from 0 to 700 ms, in the perceived-

phosphene condition (Figure 7.17.A). The TMS-induced activity was localized over the left 

occipital cortex, i.e., where the TMS pulse was applied (Figure 7.17.C). Interestingly, this brain 

activity was not observed in the unperceived-phosphene conditions (Figure 7.17.B).  
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Figure 7.17: Single pulses of TMS applied over the left occipital cortex evoked brain 

oscillations at their natural frequency. Amplitude difference between test and catch conditions 

averaged across all 61 electrodes for the participant, A. for the perceived-phosphene condition, 

B. for the unperceived-phosphene condition. The TMS pulse evoked brain oscillations between 

0 and 700 ms, in the frequencies from 10 Hz to 14 Hz, for the perceived-phosphene condition 

only. C. Topography of the amplitude difference for the perceived-phosphene condition, 

averaged across 0 to 700 ms according to the pulse onset, for frequencies between 10 Hz and 

14 Hz. Natural frequencies were mainly evoked in the left occipital cortex, at the location of 

the TMS pulse.  

 

3.4. Discussion 

 

In this second study, we hypothesized that natural frequencies evoked by a single pulse of 

TMS applied over the occipital cortex was feedforward traveling waves. We also aimed to 

investigate whether there was a causal link between traveling waves of natural frequencies and 

phosphene perception. To date, we have recorded and analyzed the data of one participant.  

  First, we observed that single pulses of TMS applied over the visual cortex induced 

brain oscillations in the alpha frequency band, i.e., natural frequency of the occipital cortex 

(Rosanova et al., 2009). Interestingly, natural frequencies were found only in the perceived-

phosphene condition, and not in the unperceived-phosphene one. The link between behavioral 

performance and natural frequency has not been studied yet. Our preliminary results suggest 

that natural frequencies in the occipital cortex are evoked only when perception occurs.  

We planned to investigate whether brain oscillations at their natural frequencies are 

traveling waves. The data on one participant did not allow us to perform reliable analyses. Our 

preliminary results allowed us to validate our experimental paradigm. We will record 

approximately 20 participants in the following months in order to complete this study, and 

provide responses to our hypothesis.  

 

4. Summary and Discussion  

 

In the first study (Fakche and Dugué), we were interested in how the manipulation of 

different cognitive functions, i.e., the deployment of endogenous covert spatial attention and 

visual perception, influences the direction of alpha macroscopic traveling waves. At the 

moment, we have recorded and analyzed the data of 7 participants. Our first results showed that 

we efficiently manipulated endogenous attention, with the presence of the alpha lateralization 
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pattern in the EEG. Similarly, the 10 Hz pattern reversing checkerboard induced alpha brain 

oscillations in the occipital cortex. Our experimental design allowed us to manipulate two 

cognitive functions associated with alpha brain oscillations. We hypothesized that during the 

deployment of endogenous attention, brain oscillations act as traveling waves propagating from 

frontal to occipital areas, and that visual perception is associated with feedforward traveling 

waves. Our preliminary results validated both hypothesis. We observed 9-Hz traveling waves 

propagating from the frontal to occipital regions, with an approximate phase shift of 10°, during 

endogenous attention. Inversely, we observed 10-Hz traveling waves propagating from the 

occipital to the frontal electrodes during the 10 Hz pattern reversing checkerboard, with a phase 

shift of approximately 30°.  

 

In the second study (Fakche et al.), we tested whether there was a causal link between 

feedforward macroscopic traveling waves at their natural frequencies and phosphene 

perception. Unfortunately, the data collection has been strongly delayed due to the covid 

pandemic and other important administrative delays. We recorded and analyzed the data of one 

participant. Our preliminary results suggest that single pulses of TMS applied over the visual 

cortex induced brain oscillations at their natural frequencies, replicating previous observation 

(Rosanova et al., 2009), but only when perception occurred. This is a first encouraging step to 

investigate our hypothesis on the causal link between feedforward traveling waves induced by 

TMS and visual perception.   

 

5. Future research questions  

 

Macroscopic oscillatory traveling waves have been mainly recorded in humans with 

electrophysiological techniques (MEG/EEG). Their direction of propagation at the sensor level 

has been linked to cognitive functions (Schack et al., 1999, 2003; Shevelev et al., 2000; Sauseng 

et al., 2002; Patten et al., 2012; Alamia and VanRullen, 2019; Pang et al., 2020). In the future, 

we would like to investigate the functional role of the direction of propagation of macroscopic 

oscillatory traveling waves at the source level. To this aim, a model considering the link 

between the neural sources of macroscopic traveling waves and their projection at the sensors 

level is currently being developed in the lab (Grabot et al., in prep). The anatomical and 

functional MRI recorded in both experiments will be used to model individual macroscopic 

traveling waves at the source level.  
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Chapter 8. Discussion. 

 

In this PhD, we studied the functional role of the spatio-temporal organization of brain 

oscillations on visual perception and cortical excitability, with a multimodal approach 

including psychophysics, neuroimaging (EEG, MRI, oculometry), and non-invasive 

stimulation (TMS), applied to healthy human participants. Four projects for a total of 8 

experiments have been developed to address this topic. In the following part, I will summarize 

our results and highlight the critical findings, in light with the current literature. I will also 

discuss outstanding questions that remains to be investigated in the future regarding the 

functional role of brain oscillations.  

 

1. Synthesis of the results and general discussion 

 

1.1. Thesis summary 

 

For almost a century, scientists have tried to characterize the functional role of brain 

oscillations on cognition. Cognition encompasses many brain functions; in this PhD, we 

focused on visual perception (and attention to some extent). The temporal features of brain 

oscillations, i.e., the phase and the amplitude, have been associated to visual perception, mainly 

independently from each other. A low amplitude of alpha oscillations localized in the parieto-

occipital cortices has been associated to a higher probability to perceive a subsequent visual 

stimulus (Ergenoglu et al., 2004; Hanslmayr et al., 2007; Van Dijk et al., 2008; Wyart and 

Tallon-Baudry, 2009). In visual detection tasks, the same stimulus led to differential perceptual 

outcomes (e.g., perceived vs unperceived) as a function of the instantaneous phase of low 

frequency (delta, theta, alpha) spontaneous brain oscillations over the fronto-occipital areas 

(Nunn and Osselton, 1974; Varela et al., 1981; Busch et al., 2009; Mathewson et al., 2009; 

Busch and VanRullen, 2010; Dugué et al., 2011; Fiebelkorn et al., 2013b; Hanslmayr et al., 

2013; Manasseh et al., 2013). In addition, the phase and the amplitude of alpha oscillations both 

modulate cortical excitability, assessed with single pulses of TMS (Romei et al., 2008; Dugué 

et al., 2011a; Samaha et al., 2017) or with MRI (Goldman et al., 2002; Moosman et al., 2003; 

Scheeringa et al., 2011). 

 

In this PhD, we hypothesized that the phase and the amplitude of alpha oscillations 

jointly and causally modulate cortical excitability and the subsequent visual performance.  
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In the first project (Chapter 4), we studied the causal role of the interaction between the 

amplitude and the phase of brain oscillations in perceptual performance, according to the 

predictions made by the Pulsed Inhibition theory (Jensen and Mazaheri, 2010; Klimesch et al., 

2007; Mathewson et al., 2011). This theory makes two clear predictions: (1) High alpha 

amplitude induces an alternation between cortical states of inhibition and excitation along with 

phase, leading to periodic perceptual performance. (2) Low alpha amplitude is less susceptible 

to this phase effect. We provided strong evidence in favor of the Pulsed Inhibition theory 

by establishing a causal link between the phase and the amplitude of alpha oscillations, 

cortical excitability, and visual perception (Fakche et al., 2022, eNeuro; Figure 8.1). The 

phase of spontaneous alpha oscillations modulates TMS-induced phosphene perception 

periodically, and this phasic effect was significantly lower when the amplitude of alpha 

oscillations was low. The use of single pulses of TMS over the occipital cortices to induce 

phosphene perception allows to have a direct access to the instantaneous state of the cortex, and 

to the instantaneous phase of brain oscillations. In comparison to previous non-invasive, 

correlational, human studies (Alexander et al., 2020; Bonnefond and Jensen, 2015; Busch and 

VanRullen, 2010; Harris et al., 2018; Kizuk and Mathewson, 2017; Mathewson et al., 2009; 

Milton and Pleydell-Pearce, 2016; Ai and Ro, 2014; Hermann et al., 2016; Ng et al., 2012; 

Spitzer et al., 2016; Zoefel and Heil, 2013), we showed that the phase of spontaneous alpha 

oscillations between -π/2 and -π/4 was associated to a lower state of cortical excitability, 

associated with a periodic decrease in perceptual performance, mainly when the amplitude of 

alpha brain oscillations were high (Fakche et al., 2022).  

 

Figure 8.1: Phase-amplitude tradeoffs of alpha brain oscillations predicts cortical excitability 

and the subsequent visual perception, Visual Abstract from Fakche et al., 2022. Phosphene 

perception is modulated periodically by the phase of alpha oscillations. This phase effect is 

stronger for high alpha amplitude, in red, compared to low alpha amplitude, in blue.  
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The functional role of brain oscillations on visual perception has been widely studied 

with simple tasks. We proposed that brain oscillations could underlie a more complex 

visual process: serial dependance. Serial dependance describes that the perception of a visual 

stimulus is biased toward the previous similar visual inputs (Fischer and Whitney, 2014; 

Liberman et al., 2014; Cicchini et al., 2014; Burr and Cicchini, 2014), i.e., visual perception is 

built on an integrative spatiotemporal window that considers both the present visual input and 

the recent past. Serial dependance has been widely studied at the behavioral level, however, its 

neural dynamics remains ill-defined. A previous study has shown that a classification algorithm 

on the spatial pattern of brain activity allowed to distinguish face vs. house perception (Haxby 

et al., 2001). We hypothesized that the pattern of brain activity associated with face perception 

(and identified with a classification algorithm) would be found in stimuli biased towards face 

perception due to serial dependence. In addition, we hypothesized that this brain activity is 

oscillatory (Chapter 5). Two assumptions should be validated to test these hypotheses. First, 

serial dependence has been demonstrated to occur in face perception. Second, face perception 

has been associated with specific patterns of brain activity both in time and in time-frequency 

domains. However, neither assumption was validated by our first behavioral and 

electrophysiological results. Consequently, we cannot conclude that brain oscillations play 

a functional role in serial dependence at the moment. 

 

The neuroscientific community has focused their research on the functional role of the 

temporal dynamics of brain oscillations for decades.  

In our lab, we hypothesized that the spatio-temporal organization of brain 

oscillations have a functional role on cognition.  

In the third project (Chapter 6), we investigated whether brain oscillations 

propagate across the retinotopic cortex in humans, as a mesoscopic traveling wave, 

leading to specific perceptual consequences. The propagation of brain oscillations within 

individual visual areas (V1, V2, V4, MT) have been widely recorded with invasive methods in 

animals (Sanchez-Vives and McCormick, 2000; Huang et al., 2004; Benucci et al., 2007; Han 

et al., 2008; Ray and Maunsell, 2011; Maris et al., 2013; Stroh et al., 2013; Muller et al., 2014; 

Zanos et al., 2015; Townsend et al., 2015; Davis et al., 2020). In humans, for ethics reasons, 

the use of invasive recordings is limited to patients, leading to a more complicated investigation 

of mesoscopic traveling waves. To overcome this issue, we developed, based on Sokoliuk and 

VanRullen (2016), a psychophysics experiment capitalizing on the role of phase on visual 
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perception (Busch et al., 2009; Mathewson et al., 2009; Varela et al., 1981; Dugué et al., 2011, 

2015; Samaha et al., 2015, 2017; Fakche et al., 2022; Merholz et al., 2021; for review 

VanRullen 2016; Kienitz et al., 2021), and the retinotopic organization of early visual areas. 

We showed that visual perception was modulated periodically across space and time by 

the phase of an oscillatory inducer, suggesting that alpha-induced brain oscillations travel 

across the retinotopic space, at a propagation speed of 0.2-0.4 m/s, to influence visual 

perception (Fakche and Dugué, 2022, bioRxiv; Galas, Fakche, Baudouin and Dugué, in 

preparation; Figure 8.2). Our studies demonstrated that psychophysics is a powerful tool to 

investigate the functional role of mesoscopic traveling waves in humans.  

 

Figure 8.2: Alpha perceptual cycles travel across the visual retinotopic space. An alpha 

oscillation is propagating across the retinotopic space of V1. The optimal phase for perception, 

in red, shifts between stimuli position.  

 

Finally, we were interested in the functional role of macroscopic oscillatory traveling 

waves (Chapter 7). Some studies suggest that the direction of traveling waves is modulated by 

cognition, during memory tasks (Sauseng et al., 2002; Zhang et al., 2018) and visual tasks 

(Shevelev et al., 2000; Schack et al., 1999, 2003; Patten et al., 2012; Alamia and VanRullen, 

2019; Pang et al., 2020). In a first study, we tested whether the direction of alpha 

macroscopic traveling waves changed as a function of the cognitive function engaged in 

the task. We hypothesized that during the deployment of endogenous attention, traveling waves 

have an anterior-to-posterior propagation, that is reversed during visual perception. Our 

preliminary results showed that alpha traveling waves were propagating from the frontal to 

occipital regions, with an approximate phase shift of 10°, during endogenous attention. 

Inversely, we observed 10-Hz traveling waves propagating from the occipital to the frontal 

electrodes during visual perception, with a phase shift of approximately 30°. Our first results 
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suggest that manipulating cognition induces a change in the direction of macroscopic 

alpha traveling waves (Figure 8.3).  

 

 

Figure 8.3: The deployment of endogenous attention and visual perception are associated 

with frontal-to-occipital and occipital-to-frontal alpha traveling waves, respectively. ERPs 

averaged across participants (n=7) and plotted for electrodes aligned along the antero-

posterior axis.  

 

In a second study, we hypothesized that a single pulse of TMS applied over the occipital 

cortex causally triggered a feedforward traveling wave at its natural frequency, i.e., alpha. 

This study, performed in collaboration with Rufin VanRullen in Toulouse, has been strongly 

delayed by the covid pandemic and other administrative considerations. Our preliminary results 

on one participant suggest that a single pulse of TMS applied over the visual cortex induced 

brain oscillations at their natural frequencies, replicating previous findings (Rosanova et al., 

2009), but only when perception occurred. Our experimental paradigm allowed us to observe a 

modulation of natural frequencies by phosphene perception. This is a first encouraging step to 

investigate our hypothesis on the causal link between feedforward traveling waves induced by 

TMS and visual perception.   

 

1.2. Considering the role of phase-amplitude tradeoffs of alpha traveling waves on 

cortical excitability and visual perception?  

 

We established a causal link between the phase and the amplitude of spontaneous alpha 

oscillations, cortical excitability, and visual perception (Chapter 4; Fakche et al., 2022). 

Interestingly, we found that the phase effect had a frontal and an occipital topographic 

organization. In addition, the time at which the phase predicted the perceptual outcome differed 

by nearly half an alpha cycle between the occipital (-77 ms) and the frontal (-40 ms) regions. 
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This result may suggest that the neural information underlying phosphene perception is delayed 

with a phase shift between the frontal and the occipital regions as a macroscopic traveling wave 

(Figure 8.4). By considering the observed time difference (37 ms) and the alpha frequency 

recorded in our experiment (~10 Hz), the delay between the frontal and the occipital regions 

reflects a phase shift of 133°, which is coherent with the previous studies that observed a phase 

shift between occipital and frontal electrodes ranging from 145° to 180° (Cohn, 1948; Hord et 

al., 1972, 1974; Suzuki, 1974; Burkitt et al., 2000; Ito et al., 2005). 

Several studies have already shown that visual perception was associated with alpha 

traveling waves propagating from the occipital to the frontal regions (Schack et al., 1999; Patten 

et al., 2012; Alamia and VanRullen, 2019; Pang et al., 2020). This propagation presumably 

reflects the communication of visual information from the sensory cortices to higher-order level 

brain areas.  

On the other hand, it has been proposed that alpha oscillations in the occipital regions could 

be controlled by top-down processes from fronto-parietal areas (Klimesch et al., 2007a; 

Mathewson et al., 2011). Indeed, impairment of alpha oscillations in the frontal regions is 

associated with altered perceptual performance (Capotosto et al., 2009; Marshall et al., 2015), 

and alpha oscillations have been shown to carry neural information from frontal to sensory areas 

through feedback connections (Michalareas et al., 2016; van Kerkoerle et al., 2014). Through 

their top-down influence, frontal alpha could modulate the amplitude and the associated phase 

effect in the occipital regions (Klimesch et al., 2007).   

The phase difference observed in our study (Fakche et al., 2022) is likely due to a 

macroscopic alpha traveling wave. According to the propagation of this traveling wave, from 

the frontal to the occipital electrodes or the opposite, we could disentangle the two functional 

roles proposed above. A member of the lab, David M. Alexander, is currently investigating this 

question by performing traveling waves analyses on our dataset (Alexander et al., 2019).  
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Figure 8.4: Macroscopic alpha traveling waves hypothesis. The topography of the phase effect 

from Fakche et al., 2022 showed a frontal and an occipital component. A macroscopic alpha 

traveling waves propagating between the occipital and the frontal regions could explain the 

delays observed in the respective phase effects, i.e., -77 ms in the occipital region and -40 ms 

in the frontal region. 

 

1.3. Oscillatory traveling waves and predictive coding  

 

We hypothesized that brain oscillations were the neural dynamics underlying serial 

dependance. The study that we developed did not allow us to respond to this question (Chapter 

5). We would like to investigate whether brain oscillations underlie serial dependance according 

to the predictive coding theory. This theory describes that high-level brain areas send 

predictions on the following sensory inputs to the low-level brain areas, through feedback 

projections, and low-level brain areas compute the difference between the predictions and the 

actual input, i.e., prediction errors, and send it back to the high-level brain areas through 

feedforward projections, so that the brain can update its internal model and generate novel, 

adjusted predictions (Rao & Ballard, 1999, Friston et al., 2005, Bastos et al., 2012, Fontolan et 

al., 2014, VanKerkoerle et al., 2014, Lecaignard, 2016, Han & VanRullen, 2016, 2017, Alamia 

& VanRullen, 2019). In the context of serial dependance, the predictive coding explains well 

that visual perception is biased toward previous past visual inputs. Interestingly, the feedback 

and feedforward projections described in the predictive coding theory could be macroscopic 

oscillatory traveling waves. The predictions could be sent by traveling waves that propagate 

with an anterior-to-posterior direction, from the frontal to the occipital brain areas, while the 

prediction errors would be transmitted by traveling waves of opposite direction, i.e., posterior-

to-anterior. One study showed that a predictive coding model with feedforward and feedback 
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brain oscillations was able to explain the emergence of traveling waves (Alamia and VanRullen, 

2019). Applied to real EEG data, the model found feedforward and feedback traveling waves, 

in response to a visual stimulus and at rest, respectively (Alamia and VanRullen, 2019). The 

predictive coding theory also describes a modulation of brain activity as a function of behavior. 

Applied to visual perception, we can make two predictions. 1) A modulation of feedback 

traveling waves depends on the predictions sent to low-level brain areas, based on the strength 

of the brain internal representation of the external world. For example, if the same visual 

stimulus is presented many times, the predictions on the incoming stimulus will be very strong. 

We could observe a modulation of the temporal features of oscillatory traveling waves, such as 

a higher amplitude or an optimal phase, or of their spatiotemporal properties, e.g., a change in 

the propagation speed (Schack et al., 2003; Fellinger et al., 2012; Patten et al., 2012), the 

number of traveling waves (Alexander et al., 2006, 2008, 2009) or the timing of the change of 

the traveling waves direction, from postero-anterior to antero-posterior (Sauseng et al., 2002). 

2) The feedforward traveling waves depend on the prediction errors, i.e., the difference between 

the predictions and the actual stimulus. Similarly, if the prediction error is strong, we expect to 

observe the same modulation of the spatio-temporal organization of traveling waves as the ones 

described above.  

The predictive theory allows the investigation of the emergence of macroscopic traveling 

waves with a theoretical model, and to test the functional role of the traveling waves’ properties 

on visual perception. A well-suited experimental protocol to study those questions would be an 

oddball paradigm (Lecaignard, 2016). Two visual stimuli are presented in a temporal sequence. 

One of them is displayed frequently, i.e., standard stimulus, while the other one presents a low 

probability of happening, i.e., deviant stimulus (Figure 8.5). The standard stimulus allows to 

generate a strong internal model of the external world, and consequently, strong predictions. 

The deviant stimulus will initiate a prediction error, that will be modulated according to the 

difference between the standard and the deviant. With this paradigm, we can study the 

functional role of feedforward and feedback traveling waves in response to standard stimulus 

inducing a strong vs. a low prediction, and deviant stimulus inducing a strong vs. a low 

prediction error.  
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Figure 8.5: Predictive coding consequences in an oddball paradigm. The oddball paradigm 

is designed with temporal sequences of a frequent stimulus, i.e., standard, and a rare stimulus, 

i.e., deviant. In this example, standard stimuli are vertical Gabor patches. The number of 

consecutives standard stimuli displayed allows to modulate the brain predictions. In addition, 

two rare stimuli are proposed, one Gabor patch slightly tilted to the right, i.e., small difference 

with the standard, and the other is a horizontal Gabor patch, i.e., strong difference. The two 

deviant stimuli allow to change the prediction error.  

 

1.4. Investigating the functional role of mesoscopic traveling waves in humans with 

psychophysics  

 

With psychophysics coupled with EEG recordings, we found that alpha perceptual cycles 

traveled across the retinotopic visual space in humans, suggesting a functional role of 

mesoscopic alpha traveling waves on visual perception (Chapter 6; Fakche and Dugué, 2022, 

bioRxiv; Galas, Fakche, Baudouin and Dugué, in preparation). This study brings a novel 

methodology to study the role of mesoscopic traveling waves on human cognition (see also 

Sokoliuk & VanRullen, 2016).  

The inducer that we used in the first experiment was a disk oscillating in luminance, that 

suffers from a masking effect. In the two following experiments, we used a pattern reversing 

checkerboard to induce brain oscillations, aimed to reduce luminance masking. However, the 

modulation of the visual performance according to the checkerboard inducer was very low for 

the stimuli the farthest from the inducer. Other stimulation to induce brain oscillations should 

be considered to improve this experimental protocol. One possibility would be to change the 

visual inducer, e.g., instead of modulating the luminance or using a pattern reversal, we could 

modulate another visual feature such as the color. This is not the best option because modulating 

the visual feature of the inducer will always have some confounding effect on visual perception.  
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Another elegant way to induce brain oscillations is to use rhythmic TMS (Thut and Pascual-

Leone, 2010; Thut et al., 2011; Romei et al., 2011; Valero-Cabre et al., 2017). Rhythmic TMS, 

i.e., any combination of more than two pulses separated by a delay inferior to 2 seconds, allows 

to induced brain oscillations with a precise frequency and cortical location (Thut et al., 2011; 

Valero-Cabre et al., 2017), by directly modulating cortical excitability. Rhythmic TMS is thus 

a powerful tool to study the functional role of the spatio-temporal organization of mesoscopic 

traveling waves on perception.  

Finally, the use of visual inducer or TMS allows to study the functional role of induced 

brain oscillations, and one cannot directly conclude on the effect of spontaneous oscillations. 

Invasive studies in animals have suggested that spontaneous activity acted as a traveling wave 

(Volgushev et al., 2006; Lippert, Takagaki et al., 2007; Luczak et al., 2007; Takagaki et al., 

2008; Nauhaus et al., 2009, 2012). We could use the psychophysics experiment developed in 

this PhD without any inducer, and investigate whether 1) Perceptual performance is modulated 

periodically by the individual alpha frequency of each participant (identified with EEG 

recordings), and 2) The optimal phase for perception shifts between the position of the stimuli 

on the visual field. However, in comparison to alpha induced brain oscillations, the spontaneous 

ones have a lower amplitude, and it would be more difficult to estimate the phase at each 

position of the visual field. 

 

1.5. What is the spatial extent of the phase effect of mesoscopic traveling waves?  

 

  In Fakche and Dugué (2022, bioRxiv) and the two follow-up studies (Galas, Fakche, 

Baudouin and Dugué, in preparation), we tested whether perceptual cycles traveled between 

three positions in the same quadrant of the retinotopic space (Figure 8.6.1). In Sokoliuk and 

VanRullen (2016), they tested five (Figure 8.6.2) and nine positions (Figure 8.6.3), in the same 

and in different quadrants, respectively. Each time, the stimuli were all aligned diagonally with 

the central fixation. Those studies always found a significant shift of the optimal phase between 

the stimulus the closest to the inducer, and the other positions.  
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Figure 8.6: Positions of the stimuli tested to investigate whether perceptual cycles across the 

visual retinotopic space, in this PhD and in Sokoliuk and VanRullen (2016). 1. Fakche and 

Dugué, 2022, bioRxiv. 2. and 3. Sokoliuk and VanRullen, 2016. 

 

Further studies could be done to investigate the spatial extent of this phase shift.  

An important question is the one of anisotropy, i.e., non-uniform propagation across 

space. Numerous studies provided strong evidence in favor of a propagation of mesoscopic 

traveling waves through the unmyelinated long-horizontal fibers present in the superficial 

layers (II-III) of the cortex (Tanifuji et al., 1994; Nelson and Katz, 1995; Bringuier et al., 1999; 

Wu et al., 2001; Contreras and Llinas, 2001; Peterson et al., 2003a; Tucker and Katz, 2003; 

Ferezou et al., 2006; Song et al., 2006; Knapen et al., 2007; Nauhaus et al., 2009; Reynaud et 

al., 2012; Muller et al., 2014; Besserve et al., 2015; Davis et al., 2020). In addition, a recent 

review proposed that the horizontal fibers in V1 were connected preferentially to neurons with 

a similar preferred orientation across short distance, and to larger neuronal populations at long 

distance (Chavane et al., 2022). Consequently, the question of whether neuronal activity 

propagates in an anisotropic or an isotropic way still needs to be answered. 

One possibility would be to display numerous visual stimuli, not only aligned on the 

diagonal between the central fixation and the inducer, to study the propagation of mesoscopic 

traveling waves in multiple directions within the early visual areas (Figure 8.7.1). Indeed, we 

do not know whether mesoscopic traveling waves are propagating preferentially toward the 

fovea, i.e., on the diagonal between the repetitive stimulation and the central fixation in the 

experimental design displayed in Figure 8.6 and Figure 8.7.1, or towards every direction in 

the retinotopic space.  

We could also test whether the propagation is biased toward the fovea or toward the 

periphery, by presenting stimuli between the inducer and the central fixation, and between the 

inducer and the periphery (Figure 8.7.2). 
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Figure 8.7: Testing the spatial extent of the role of phase across space. 1. Testing multiple 

positions. 2. Testing for propagation towards the fovea vs. towards the periphery.   

 

1.6. A model to study mesoscopic and macroscopic traveling waves with MEG/EEG 

 

To overcome the issue of invasive recordings, we can also use modeling techniques to study 

the functional role of mesoscopic traveling waves with MEG/EEG recordings in humans. 

MEG/EEG are non-invasive electrophysiological techniques widely used in healthy 

humans, patients, and children. Both EEG and MEG record excitatory and inhibitory 

postsynaptic potentials from the dendrites and soma of thousands of cortical pyramidal cells 

that are activated synchronously, i.e., they allow to measure the neural activity at the level of 

population of neurons. The main difference between the two techniques is their sensitivity to 

the dipole orientation. MEG is more sensitive to tangential dipoles (localized in the sulci), while 

EEG is sensitive to both tangential and radial dipoles (localized in the gyri). Although those 

methods have a very high temporal resolution, they suffer from a low spatial resolution, 

impacted by a strong space averaging due to volume conduction effect. For this reason, the 

development of models is required.  

In the lab (work headed by Laetitia Grabot), a two part model (Kupers et al., 2021, 2022) 

is currently under development to measure mesoscopic traveling waves non-invasively. The 

first part aims to model the neural sources of an oscillatory mesoscopic traveling wave in V1, 

using individual retinotopic mapping from fMRI recordings, i.e., encoding model (Figure 

8.8.1). The second part corresponds to the projection of the neural sources onto the MEG/EEG 

sensors, i.e., forward model (Figure 8.8.2). By comparing the predicted and the real MEG/EEG 

signal, Laetitia Grabot found that the model was able to distinguish MEG/EEG recordings while 

participants viewed a traveling compared to a standing stimulus. This first result allows to 

validate the model, that will be applied in the future to identify the presence and the features of 

mesoscopic traveling waves with MEG/EEG in humans. 
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Figure 8.8: Mesoscopic traveling waves two-part modeling, by Laetitia Grabot, Garance 

Merholz, Jonathan Winawer, David J. Heeger and Laura Dugué. 1. Encoding model, based 

on the individual retinotopy, the neural sources of a mesoscopic traveling wave in V1 are 

modeled across space and time. 2. Forward model, the encoding model is projected to the 

MEG/EEG sensors level. 

 

Importantly, the same approach can be used to study macroscopic traveling waves in 

humans with MEG/EEG. Neural sources of a macroscopic traveling wave that propagates 

between brain regions can be modeled and then projected to the sensors space. It is thus possible 

to investigate which brain regions are involved in the emergence of macroscopic traveling 

waves. Once again, a model to measure macroscopic traveling waves at the source level will be 

developed soon in the lab, and applied to the two projects presented in Chapter 7.  

 

1.7. Studying the functional role of brain oscillations: inputs from TMS  

 

TMS is a non-invasive interventional method allowing to alter the state of cortical 

excitability by generating a magnetic field at the cortical surface that creates, in turn, an 

electrical current in the brain tissues. In this PhD, we used TMS to establish causal links 

between brain oscillations, the state of cortical excitability, and the subsequent visual 

performance, i.e., TMS was used as a probe of cortical excitability, and gave us access to the 

instantaneous phase of spontaneous brain oscillations (Chapter 4 and 7).  

In addition, TMS can be used to identify the natural frequency of the cortex. The natural 

frequencies of brain oscillations have been described the first time by Rosanova et al., (2009). 

In their paper, they write: “In principle, a straightforward way of probing the frequency tuning 

of a system is to directly perturb it to detect the main rate of the ensuing oscillations, the so-

called natural frequency. This approach is commonly used in physics and geology but also when 

1 Encoding Model 2 Forward Model 
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one tunes a musical instrument or, instinctively, knocks on the surface of an object to appreciate 

its internal structure.” To better understand the intrinsic features of the cortex, we could thus 

disturb the brain, considered here as a system, and measure the responding brain oscillations. 

Rosanova et al. (2009) used single pulses of TMS to disturb the brain, applied over three distinct 

cortical areas: the middle/superior occipital gyrus, the superior parietal gyrus, and the 

middle/superior frontal gyrus. The occipital region showed brain oscillations in the alpha range 

(8-12 Hz), brain oscillations over the parietal region was in the beta range (13-20 Hz), and high-

beta/gamma oscillations (21-50 Hz) were identified in the frontal region (Figure 8.9). Thus, 

each brain region showed an intrinsic rhythm, in a specific frequency range. Interestingly, the 

stimulation of the occipital region led to a response in the occipital, the parietal, and the frontal 

region, at respectively 10.8 Hz, 20 Hz, and 31.3 Hz; the stimulation of the parietal region led to 

a response in the occipital, the parietal, and the frontal region, at respectively 13.5 Hz, 18.6 Hz, 

and 27.3 Hz; the stimulation of the frontal region led to a response in the occipital, the parietal, 

and the frontal region, at respectively 10.6 Hz, 19 Hz, and 29 Hz. Whether the brain is activated 

directly by the single pulses of TMS or through long-range connections, each cortical region 

expressed oscillations at their own natural frequencies (Rosanova et al., 2009). In our last study, 

we hypothesized that these natural frequencies were traveling waves (Chapter 7). If this 

hypothesis is validated in the future, it will demonstrate that traveling waves are an endogenous 

brain process, naturally present in the cortex.  

 

 

Figure 8.9: Single pulses of TMS makes the cortex resonate at its natural frequency, from 

Rosanova et al., 2009. The three cortical regions of stimulation were selected for each 

participants based on their anatomical MRI. The time-frequency map of the amplitude spectrum 

of the entrained oscillations presents a distinct frequency peak, for each brain regions.  
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In this PhD, we used single pulses of TMS, either to establish causal links or to makes 

the brain resonate at its natural frequency. Two other ways of using TMS present a great interest 

to study the functional role of brain oscillations: rhythmic and online TMS.  

Rhythmic TMS consists at sending several pulses at a defined stimulation frequency 

(Thut and Pascual-Leone, 2010; Valero-Cabre et al., 2017), to induce brain oscillations at a 

precise frequency and location. One study identified the specific frequency and location of 

alpha oscillations evoked during the deployment of endogenous, covert, spatial, attention, i.e., 

alpha lateralization, for each participant. They demonstrated that rhythmic TMS bursts applied 

at this specific location, at the individual alpha frequency, allowed to drive natural brain 

oscillations by entrainment. This effect relied mainly on an increase in phase synchrony 

between endogenous alpha brain oscillations (before the rTMS) and TMS-induced oscillations 

(Thut et al., 2011). rTMS can be used to entrain brain oscillations naturally present during a 

cognitive task. It is then possible to investigate the causal, functional role of brain oscillations 

on cognitive performance. One study showed that alpha rTMS (10 Hz) applied over the parieto-

occipital influenced perceptual performance, i.e., visual detection of targets contralateral to the 

rTMS was facilitated, while the visual performance ipsilateral to the rTMS was impaired. This 

effect was not observed for rTMS at 5 Hz and 20 Hz (Romei et al., 2010).  

Online TMS consists in sending TMS pulses as a function of spontaneous brain 

oscillations (Valero-Cabre et al., 2017). By sending single pulses of TMS over the motor cortex 

according to the phase of spontaneous mu oscillations, some studies found a causal role of the 

phase on cortico-spinal excitability and the subsequent motor performance (Figure 8.10; 

Schaworonkow et al., 2018, 2019; Zrenner et al., 2018; Bergmann et al., 2019).  

Rhythmic and online TMS can thus be used to investigate the causal role of oscillatory 

traveling waves on cognition.  
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Figure 8.10: Motor Evoked Potentials (MEP) amplitude is modulated by real-time EEG 

triggered pulses of TMS over the motor cortex, from Bergmann et al., 2019. Single pulses of 

TMS were applied over the human motor cortex, as a function of the phase of spontaneous mu 

oscillations, recorded with online EEG. The MEP amplitude was significantly higher when the 

TMS pulses were sent at the trough and at the rising phase of mu oscillations, compared to 

TMS pulses sending at the peak or at the falling phase.  

 

1.7. What about perception under overt condition?  

 

Every experiment performed in this PhD was done under covert condition, i.e., participants 

were not allowed to make eyes or head movements during the task. This constraint allows stable 

retinal image in the brain visual areas. Covert perception is a powerful constraint to investigate 

the functional role of brain oscillations on visual perception. However, this does not reflect 

daily life behavior.  

During visual exploration (or natural reading), we are under overt condition, i.e., head and 

eyes movements occur. Foveal and parafoveal visual information are present in the visual field 

at the same time (Murray et al., 2013). In a recent review, Jensen et al. (2021) proposed a 

pipelining processing of the visual information, i.e., several visual information is processed 

simultaneously at different levels of the cortical hierarchy. Alpha brain oscillations would be 

the key mechanism to coordinate the pipelining processing across space and time. In the Figure 

8.11, at moment t0, the viewer is fixating the woman. The foveal image of the woman is 

processed sequentially through the cortical hierarchy, from the retina to the inferior temporal 
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cortex, involved in object recognition. Simultaneously, the parafoveal image of the dog is also 

processed, at different levels of the cortical hierarchy. Visual exploration thus depends on a 

serial processing within specific brain regions, and on parallel processing across different brain 

regions. Jensen et al. (2021) proposed that the phase of alpha brain oscillations would time the 

processing of the foveal and the parafoveal information, as well as the timing of the saccades 

towards a new visual input. Interestingly, the transfer of visual representations between the 

different levels of the cortical hierarchy would be coordinated by the propagation of alpha 

traveling waves (Jensen et al., 2021). According to this theory, alpha traveling waves would 

have a functional role on visual perception under overt condition.  

 

 

Figure 8.11: Pipelining processing gated by alpha oscillations during visual exploration, 

from Jensen et al., 2021. (A, B) Participants fixate the boy, and then saccade to the woman, to 

finally saccade to the dog. (C) The temporal organization of the pipelining mechanism is 

supported by alpha brain oscillations, here, a 12 Hz oscillation. At the peak of the alpha cycle, 

the brain is in a state of cortical inhibition, while as we go to the trough of the alpha cycle, 

inhibition decreases. At time t0, participants are making a saccade toward the woman, phase-

locked to the peak of the alpha cycle. The visual features of the woman and the dog are 

processed sequentially in V4. Interestingly, when the woman representation reaches the stage 

of the object selective cortex, the representation of the dog is simultaneously processed in V4. 

This parallel processing is well explained by an alpha traveling wave propagating across the 

visual cortical hierarchy.  
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2. Perspectives  

 

2.1. Multiple traveling waves: how their interaction can modulate cognitive functions?  

 

In this PhD, we investigated the functional role of one oscillatory mesoscopic and one 

oscillatory macroscopic traveling wave on visual perception. But the brain receives 

continuously numerous perceptual inputs at the same time on top of its endogenous activity. 

Multiple oscillatory activities occur simultaneously in the cortex. We hypothesize that multiple 

traveling waves are present at the same time within a single brain area (mesoscopic traveling 

waves), and in distinct cortical regions (macroscopic traveling waves), and that their interaction 

should modulate cognitive functions.  

 

Indeed, some studies have already demonstrated that multiple mesoscopic traveling waves 

take place simultaneously in V1 (Grinvald et al., 1994; Wu et al., 1999; Contreras and Llinas, 

2001; Civillico and Contreras, 2006; Gao et al., 2012; Reynaud et al., 2012; Chemla et al., 

2019). Interestingly, according to their spatio-temporal characteristics, e.g., their frequency, the 

delay between their onset of activity, etc., they could: 1) Exert a suppressive mechanism on 

each other, 2) Merge with each other, 3) Remain segregated. We hypothesize that the different 

interactions between mesoscopic traveling waves should affect differently visual perception. 

Let us consider two traveling waves in V1 evoked by two distinct visual stimuli. If the traveling 

waves exert a suppressive mechanism on each other, we could imagine that the perception of 

one visual stimulus is improved and facilitated at the expense of the other one, or maybe that 

the visual perception of both stimuli is impaired. Similarly, we could imagine that the fusion of 

traveling waves influences the perception of the visual stimuli, maybe by favoring the 

perception of a unique percept although two visual stimuli are presented. In fact, it is possible 

to propose lots of different predictions on the functional role of the interaction of multiple 

traveling waves. Interestingly, Gao et al. (2012) proposed an efficient paradigm, in anesthetized 

animals, to elicit the three possible interactions between traveling waves by simply modulating 

the inter-stimulus interval between the two presented visual stimuli. We would like to use this 

paradigm in human participants, either with invasive recordings in drug-resistant epileptic 

patients with intraEEG, or in healthy participants with the development of a new psychophysics 

experiment.  
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The triggering of two macroscopic traveling waves at the same time has been poorly studied 

for the moment. One study found that two alpha traveling waves, evoked respectively in the left 

and right visual cortices, appeared simultaneously, and were superimposed on the scalp 

(Lozano-Soldevilla and VanRullen, 2019). However, their functional role on visual perception 

has not yet been investigated. At a macroscopic scale, it has already been shown that brain 

oscillations localized in distinct cortical regions could interact with each other, with the 

coupling of their properties, i.e., phase-phase coupling, phase-amplitude coupling, amplitude-

amplitude coupling, and that this coupling mechanism has a functional role on cognition 

(Canolty and Knight, 2010; Hyafil et al., 2015). It has been suggested that such interactions 

would underlie the communication of information between different brain regions, e.g., 

between visual and motor regions during motor imagery (deLange et al., 2008), or between 

visual and frontal regions during a visual attention task (Mazaheri et al., 2009, 2010). By taking 

into account the interaction between multiple traveling waves, we should better explain their 

functional role on cognition.  

 

2.2. What is the link between mesoscopic and macroscopic traveling waves?  

 

Macroscopic and mesoscopic traveling waves present several differences, notably their 

speed and their spatial extent, i.e., macroscopic traveling waves are ten times faster than the 

mesoscopic ones, and they are propagating over several cm of cortex compared to a few mm 

for the mesoscopic traveling waves. They also share common features. Both mesoscopic and 

macroscopic oscillatory traveling waves present a positive correlation between their frequency 

and their propagation speed (Petsche and Stumpf, 1960; Freeman and Barrie, 2000; Zhang and 

Jacobs, 2015; Patten et al., 2012; Zhang et al., 2018; Tsoneva et al., 2021). In addition, only 

one cycle of the oscillation appears to travel within a single brain area (Bao and Wu, 2003; 

Zanos et al., 2015; Zhang and Jacobs, 2015), and between brain regions (Walter et al., 1966; 

Cohn, 1948; Hord et al., 1972, 1974; Suzuki, 1974; Burkitt et al., 2000; Ito et al., 2005; Zhang 

et al., 2018). Numerous studies suggest that their spatio-temporal characteristics influence 

cognitive functions. Consequently, we wonder what is the link between the brain activity 

recorded at the mesoscopic and at the macroscopic level? One theory has been proposed by 

Hendriks et al. (2014). They showed with a model that macroscopic traveling waves recorded 

with EEG could be explained by the slow propagation of mesoscopic traveling waves over 

small cortical distance, mediated by intra-cortical axons, at a propagation speed of 0.3 m/s 

(Hendriks et al., 2014). We would like to investigate this hypothesis by analyzing data from 
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local, invasive iEEG recordings in epileptic patients, simultaneously of an EEG recording. 

Thus, we will be able to investigate the presence and the interaction of mesoscopic and 

macroscopic traveling waves at the same time.  

 

3. Final word 

 

Brain oscillations are ubiquitous in the brain. They emerge at different scales, i.e., in cells, 

local neuronal networks, and at the whole brain scale; and they have been recorded in a wide 

range of species. Since their discovery in 1929, brain oscillations have been proposed to be a 

crucial neural mechanism of cognition. In this PhD, we provide strong evidence in favor of a 

functional role of the spatiotemporal organization of brain oscillations in human visual 

perception, with a multimodal approach including psychophysics, neuroimaging and non-

invasive stimulation. We have made a conscious effort to continuously share our research with 

the scientific community, leading to interesting feedback on our works, possibilities of 

collaborations, and discussions on numerous outstanding questions. I strongly believe that a 

better understanding of brain oscillations will lead to important discoveries in neuroscience. 

With this PhD, I am happy to have contributed to this important research on brain oscillations, 

and I wish to pursue this line of research in the future.  
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