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Mes parents, mon frère, comment vous dire merci pour tout l'amour que vous m'avez donné ? Je suis si ému en écrivant ces lignes que je ne sais pas par où commencer, sinon par vous dire que sans vous auprès de moi, il y aurait un vide immense dans ma vie.

Maman, papa, je devrais dire d'abord que j'ai reçu tout ce dont j'avais besoin pour m'épanouir en tant qu'enfant, adolescent et adulte heureux de vivre, heureux de se sentir aimé et bien entouré. Que j'ai trouvé, sans avoir eu à le chercher, à la maison, un lieu où raconter mon dernier exploit sportif, ma dernière bonne note obtenue à l'école, mon dernier mal-être, mon dernier avis politique, mon dernier chagrin, mon dernier fantasme sur la technologie sauveuse du peuple, ma dernière lecture, mon dernier morceau de piano, ma dernière soirée, bref, où j'ai pu tout dire, sans crainte d'être jugé, face à des oreilles attentives et des yeux bienveillants. Ces centaines, ces milliers et ces millions d'heures de discussion, à apprendre, à me tromper, à écouter, à rire, à pleurer, à m'énerver, à se disputer, à me faire gronder, à négocier, à expliquer, constituent les fondations et le socle de mon esprit et ce sont d'elles que découlent mes convictions, mes idées, mes désirs, mes connaissances, mes valeurs, en somme, ma personne toute entière. Papa, Maman, je n'aurais pas pu souhaiter meilleure éducation et je vous suis infiniment reconnaissant pour tout ce que vous avez fait et tout ce que vous continuez à faire pour moi, pour Léonard, pour tout
ce que vous nous avez apporté d'amour et d'enseignements. Je souhaite que cela dure toujours.
Merci Mamie de penser autant à nous, de te soucier de savoir si nous avons assez de brioche pour le goûter et de nous avoir apporté de quoi nous en acheter, merci de te préoccuper de notre santé, de nos études (qui touchent enfin au but), merci d'être toujours aussi aimante et aussi heureuse de nous voir.

Merci Laurent, Corinne, Christian, Emma, Bixente pour tous ces joyeux déjeuners et dîners, pour tous ces moments partagés avec la mamie, dans la bonne humeur et la bienveillance.

Dear Shari, I am so very happy to have met you, thank you for giving me the warmest welcome I have ever received from anyone. Thank you for sharing with me a portion of the immense love you hold - a love that makes you shine, brings joy to all around you, and has taught me how to grow into a better human being.

Léa, merci de t'être installée aussi naturellement dans la famille, auprès de Léonard. La liste de nos souvenirs communs ne cesse de s'allonger et à chaque fois que tu étais là, en vacances, à la maison, à un dîner, à un verre, à Zanzibar, au moulin, j'ai l'image d'un moment heureux auquel ta présence a grandement contribué.

Léonard, tu es mon frère, mon meilleur ami, mon plus bel interlocuteur, ma fierté, mon compagnon de jeu, celui qui me comprendra et qui me supportera toujours quoi qu'il advienne, l'être qui m'est le plus cher.

Nous voici déjà arrivés à la conclusion de ces remerciements et de cette aventure pompeusement nommée doctorat. Avant de vous laisser vous délecter des quelque 223 pages que contient ce manuscrit, $\mathrm{j}^{\prime}$ 'aimerais remercier une dernière fois les êtres qui me sont chers, qui sont, en somme, tous les êtres qui ont partagé avec moi leur goût de la vie, toutes celles et ceux qui m'ont souri ces trois dernières années et dans le sourire desquels j'ai trouvé des marques affectueuses de joie, d'intelligence, et de bienveillance. Merci.
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#### Abstract

In essence, this Ph.D. strives to fathom the crossroads of traditional tree-based methods and modern neural architectures, exploring potential synergies, benefits, and theoretical underpinnings from a statistical perspective. The theoretical setting is generally that of non-parametric regression with finite samples. Two pieces of work (Chapters 2 and 3) involve the Deep Forest algorithm (DF, Zhou et al. 2017), which stacks Random Forests (RF) in a Neural Network (NN) fashion. We theoretically analyse the benefit of stacking trees in a simplified DF architecture (Chapter 2), while numerically we use pre-trained DF, among other tree-based methods, to initialize NN training and thereby boost their performances (Chapter 3). In a further development, we examine the behaviour of RF algorithms in the interpolation regime, thus extending the study of interpolating estimators (such as neural networks and kernel methods) to random forests. Rates of convergence are established for interpolating median RF, and the influence of interpolation on the prediction performances is also measured through the volume of the interpolation zone, characterized for interpolating Breiman forests (Chapter 4). Finally, we present an ongoing implementation work consisting in training neural networks with different objectives inspired from the PAC-Bayes framework in order to reach faster optimisation and better generalisation performances.
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## Chapter 1

## Introduction

Many objects and concepts with complex relationships appear in this work. We present here the main ones who are, by order of importance, i) Random Forests (RF), ii) Neural Networks (NN) iii) interpolation and regularization.

## Preliminaries - A Bit of Learning

This work is dedicated to the study of estimators in the context of supervised learning. This framework corresponds to the most usual tasks of machine learning: given some labelled data (such as classified images), our aim is to develop an algorithm to estimate the relationship between the input features and the corresponding label in order to make predictions on unlabeled data based on inputs only.

Supervised Learning In the context of supervised learning, we observe i.i.d. instances $\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$ of a random (i.e. complex) phenomenon $(X, Y)$ of unknown distribution with $X \in \mathcal{X} \subset \mathbb{R}^{d}$ and $Y \in \mathcal{Y} \subset \mathbb{R}$. The variable $Y$ is often referred to as the output or answer, which is considered to be real-valued in this work (either continuous or discrete). Our goal is to predict $Y$ given the input $X$ (also called the input variables). In statistical terms, we want to estimate the conditional quantities $\mathbb{E}[Y \mid X=x]$ in regression, or $\mathbb{P}(Y \mid X=x)$ in classification, for all $x \in \mathcal{X}$. In order to achieve this goal, we introduce estimators, generically written $f_{n}: \mathcal{X} \rightarrow \mathcal{Y}$, whose construction depends on the data $\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$.

Non-parametric Regression Consider the simple framework of nonparametric regression estimation, in which an input random vector $X \in \mathbb{R}^{d}$ is observed, and the goal is to predict the random response $Y \in \mathbb{R}$. Typically, we have

$$
\begin{equation*}
Y=f^{\star}(X)+\varepsilon \tag{1.1}
\end{equation*}
$$

where $f^{\star}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $\varepsilon$ is a random noise independent of $X$ verifying $\mathbb{E}[\varepsilon]=0$ and $\mathbb{E}\left[\varepsilon^{2}\right]=$ $\sigma^{2}>0$. To determine how good an estimator $f_{n}$ is, we measure the distance between the prediction of the estimator and the original label with the $L^{2}$ cost averaged on the data, and we call this distance the risk of $f_{n}$ :

$$
\operatorname{Risk}\left(f_{n}\right):=\mathbb{E}\left[\left(Y-f_{n}(X)\right)^{2}\right]
$$

However, there is an inextricable randomness in $Y$ that we cannot hope to predict. Therefore, we write:

$$
\begin{aligned}
\operatorname{Risk}\left(f_{n}\right) & =\mathbb{E}\left[\left(f^{\star}(X)+\varepsilon-f_{n}(X)\right)^{2}\right] \\
& =\underbrace{\mathbb{E}\left[\left(f^{\star}(X)-f_{n}(X)\right)^{2}\right]}_{\mathcal{R}\left(f_{n}\right)}+\mathbb{E}\left[\varepsilon^{2}\right]
\end{aligned}
$$

where $\mathcal{R}\left(f_{n}\right)$ is called the excess risk of $f_{n}$. Our target is thus the best estimator possible without taking into account the additional noise $\varepsilon$. It is called the Bayes estimator and writes $f^{\star}(x)=$ $\mathbb{E}[Y \mid X=x]$. We also refer to it as the regression function.

Our goal is thus to make the best possible use of the i.i.d. data points $\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$ distributed as $(X, Y)$ in order to construct an estimator $f_{n}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ of the function $f^{\star}$.

Estimator Properties A good indicator of the quality of an estimator is the excess risk defined above. Such an excess risk can be decomposed into two parts:

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{n}(X)-f^{\star}(X)\right)^{2}\right]=\underbrace{\mathbb{E}\left[\left(\mathbb{E}\left[f_{n}(X) \mid X\right]-f^{\star}(X)\right)^{2}\right]}_{\text {bias }}+\underbrace{\mathbb{E}\left[\left(f_{n}(X)-\mathbb{E}\left[f_{n}(X) \mid X\right]\right)^{2}\right]}_{\text {variance }} . \tag{1.2}
\end{equation*}
$$

1. The bias quantifies how close the estimator can be from $f^{\star}$ in expectation. In general, the more complex the estimator, the lower the bias.
2. The variance, which measures the sensitivity of the estimator to the noise of the training data. A priori, the more complex the estimator, the higher the variance (although modern algorithms challenge this paradigm, as we will see in Section 1.3).

We should expect from a well-behaved estimator that, given an infinite amount of data, both its variance and bias converge to 0 . This is formalized in the following definition of consistency:

Definition 1.0.1. An estimator $f_{n}$ is said to be consistent ${ }^{1}$ if $\lim _{n \rightarrow \infty} \mathcal{R}\left(f_{n}\right)=0$.
Consistency is one of the most fundamental properties for an estimator. One of the goals of the statistician is therefore to prove consistency and compute convergence rates under hypotheses that are as general as possible. This property as well as the convergence rates often allow us to better understand the behavior of the algorithm at hand and eventually to refine it. A traditional proof technique consists in upper-bounding the bias and the variance separately in order to prove consistency. In the following, we will very often discuss specific estimators from the bias-variance perspective.

### 1.1 Random Forests

Although simple in appearance, the Random Forests (RF) algorithm achieves great performances and raises many theoretical questions that resonate with the fundamentals of statistics. We first draw an overview of these algorithms before diving into their theoretical challenges.

[^0]
### 1.1.1 Presentation

Introduced in the early 2000s, Random Forests (Breiman 2001a) (RF) are still among the most popular machine learning algorithms. They are particularly efficient to deal with tabular data in a supervised setting (both regression and classification), and are applied to a wide range of applications (Díaz-Uriarte et al. 2006; Prasad et al. 2006; Chen et al. 2012; Belgiu et al. 2016). The simplicity of the RF design and hyperparameter tuning, as well as its powerful predictive performances, are key ingredients to its success. The algorithm relies on a "divide and conquer" principle: sample fractions of the data, grow a randomized tree predictor on each subsample, then aggregate the predictors together. Many variations of RF algorithms were built over the years; unless specified otherwise, the generic term RF refers to Breiman's original algorithm, detailed below. As our theoretical studies focus on the regression setting, we present the algorithm in this case. We start by presenting the decision tree construction, at the core of the RF algorithm.

Decision Tree Breiman RF use specific decision trees (DT) called Classification And Regression Trees (CART, Breiman et al. 1984). CART recursively partitions the input space $\mathcal{X}$ with hyperplanes, parallel to one of the axes. Each node of the tree thus takes the form of a hyper-rectangular node included in $\mathcal{X}$, the root cell. Starting from the root, at each step of the construction, a cell is split into two parts. It goes on until a stopping criterion is reached (for instance, a pre-specified number of splits). More precisely, given a cell $A=\prod_{\ell=1}^{d}\left[a_{\ell}, b_{\ell}\right]$, in order to compute the next split, we compute the optimal couple feature/split-value $\left(j_{A}, z_{A}\right)$ satisfying:

$$
\begin{equation*}
\left(j_{A}, z_{A}\right)=\underset{(j, z) \in \mathcal{E}_{A}}{\arg \max } L_{A}(j, z), \tag{1.3}
\end{equation*}
$$

where $\mathcal{E}_{A}=\left\{(j, z): j \in\{1, \ldots, d\}, z \in\left(a_{j}, b_{j}\right)\right\}$ is the set of eligible split in the cell $A$ and where $L_{A}$ measures a decrease in impurity (the variance in regression, the Gini criterion or the entropy in classification). In regression, denoting $X^{(j)}$ the $j$-th coordinate of $X, L$ writes for all $A, j, z$ :

$$
\begin{aligned}
L_{A}(j, z)= & \frac{1}{N_{n}(A)} \sum_{i=1}^{n}\left(Y_{i}-\bar{Y}_{A}\right)^{2} \mathbb{1}_{X_{i} \in A} \\
& -\frac{1}{N_{n}(A)} \sum_{i=1}^{n}\left(\left(Y_{i}-\bar{Y}_{A_{L}} \mathbb{1}_{X_{i} \in A_{L}}-\bar{Y}_{A_{R}} \mathbb{1}_{X_{i} \in A_{R}}\right)^{2} \mathbb{1}_{X_{i} \in A}\right.
\end{aligned}
$$

where $A_{L}=\left\{X \in A: X^{(j)}<z\right\}, A_{R}=\left\{X \in A: X^{(j)} \geqslant z\right\}$, and $\bar{Y}_{A}$ (resp., $\bar{Y}_{A_{L}}, \bar{Y}_{A_{R}}$ ) is the average of the $Y_{i}$ 's belonging to $A$ (resp., $A_{L}, A_{R}$ ), with the convention $0 / 0=0$. Finally, for a given point $x$, the prediction of a tree at the point $x$ is made by averaging the values $Y_{i}$ for which the $X_{i}$ fall into the leaf of $x$ (see eq. 1.4). We provide a schematic view of a DT in Figure 1.1.

Mathematical Definition of RF A random forest is a predictor consisting of a collection of $M$ randomized regression trees. Randomness is introduced in the tree construction to ensure that the trees are diverse enough for the averaging to be efficient. For the $j$-th tree in the family, the predicted value at the query point $X$ is denoted by $f_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)$, where $\Theta_{1}, \ldots, \Theta_{M}$ are independent random variables, distributed the same as a generic random variable $\Theta$ and independent of $\mathcal{D}_{n}$. In practice, the variable $\Theta$ is used to resample the training set prior to the growing of individual trees and to select the successive directions for splitting-more precise definitions


Figure 1.1: Schematic view of a decision tree.
will be given later. In mathematical terms, the $j$-th tree estimate takes the form

$$
\begin{equation*}
f_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)=\sum_{i \in \mathcal{D}_{n}^{\star}\left(\Theta_{j}\right)} \frac{\mathbb{1}_{X_{i} \in A_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)} Y_{i}}{N_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)}, \tag{1.4}
\end{equation*}
$$

where $\mathcal{D}_{n}^{\star}\left(\Theta_{j}\right)$ is the set of data points selected prior to the tree construction, $A_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)$ is the cell containing $X$, and $N_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)$ is the number of (preselected) points that fall into $A_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right)$. At this stage, we note that the trees are combined to form the (finite) forest estimate

$$
\begin{equation*}
f_{M, n}\left(X ; \Theta_{1}, \ldots, \Theta_{M}, \mathcal{D}_{n}\right)=\frac{1}{M} \sum_{j=1}^{M} f_{n}\left(X ; \Theta_{j}, \mathcal{D}_{n}\right) \tag{1.5}
\end{equation*}
$$

An illustration of a RF is presented on Figure 1.2. To lighten the notations, we drop the dependencies on $\mathcal{D}_{n}$.

By letting $M$ tend to infinity, according to the law of large numbers, we obtain the infinite RF:

$$
f_{\infty, n}(x)=\mathbb{E}_{\Theta}\left[f_{n}(x, \Theta)\right] .
$$

Such object is easier to study theoretically than the finite forest, while being close to finite RF when $M$ is large (the distance between finite and infinite RF typically decreases as $1 / M$, see (Scornet 2016a) for more details). Here, $\mathbb{E}_{\Theta}$ denotes the expectation w.r.t. $\Theta$, conditional on $\mathcal{D}_{n}$.

Tree randomness As stated above, in order to diversify the trees of a random forest, we introduce two complementary processes of randomization. The bootstrap method involves randomly sampling $n$ observations with replacement from the dataset for each tree, essentially subsampling rows if the data is seen as a $\mathbb{R}^{n \times d}$ matrix. Conversely, feature subsampling selects a random subset of features at each node for optimal splitting, akin to column subsampling in matrix representation. Note that this process is repeated for each node of each tree, unlike bootstrap, which is done only once for each tree, at the beginning of their construction. We draw a small review of the theoretical analysis of these processes in the next section.

Parameters Several libraries in many programming languages implement the RF algorithm (see, for instance, Scikit-learn in Python (Pedregosa et al. 2011) or the randomForest package


Figure 1.2: Schematic view of a RF.
in R). We will mention the parameters as they are named in the famous library Scikit-learn (Pedregosa et al. 2011).

- Number of Trees. The first thing to set is the number of trees used in the forest. It can be made arbitrarily large (even infinite in our theoretical studies) and is usually limited by computing performances. The influence of the number of trees is well understood, it has been studied in, e.g., Genuer et al. 2010; Díaz-Uriarte et al. 2006; Scornet 2016a. Roughly, from a prediction performance perspective, the more trees the better.
- Stopping Criterion. The second parameter to define is the stopping criterion that is applied to all the trees of the RF. It is possible to set this criterion in several ways, for instance by fixing a limiting depth for each tree, a minimum number of points in each leaf, a minimum impurity/variance value in each leaf, etc. As we discuss later, this parameter has a lot of influence on the behavior of the RF: it determines the convergence rates of upper bounds on the excess risk, for instance. As depth increases, the number of leaves increases as well, and the number of points contained in each leaf decreases: the bias decreases but the variance increases for a tree (the averaging effect is less efficient in each leaf).
- Max-Features. The parameter max-features determines, in each node, how many directions are randomly subsampled from $\{1, \ldots, d\}$ for the computation of the best split. We denote it as an integer $m \in\{1, \ldots, d\}$. The lower $m$, the more random the construction of a tree and the more diverse the RF.
- Bootstrap parameters. Finally, a few parameters also calibrate the bootstrap procedure. In particular, max-samples sets the number of points sampled to train each tree. Note that we can also easily deactivate bootstrap in order to train each tree on the whole dataset, as we will do in several theoretical studies of RF.

Intuition Statistical wisdom advocates the optimization of a bias-variance trade-off as a fundamental principle to design a good estimator. Regarding each RF tree, this could a priori mean enforcing each leaf to contain a certain amount of data points, or equivalently, limiting the depth of each tree. Limiting the depth increases the bias, but as the prediction of a tree involves averaging the $Y_{i}$ 's in each leaf, it helps to reduce the variance. However, in practice, RF are often built with fully-grown trees (it is the default setting in the scikit-learn library) and exhibit good performances in high-depth regimes. The latter strategy can be viewed as starting from a strong learner (a fully grown tree) with a low bias as well as high noise sensitivity, and then introducing regularization processes that reduce the variance while preserving a low bias.

The following section studies several aspects of the bias-variance tradeoff in RF, as well as the regularization processes that allow RF (even those composed of fully-grown trees) to reduce their sensitivity to data noise.

### 1.1.2 Theoretical Insights and their Empirical Consequences

Several decades have elapsed since the introduction of Classification and Regression Trees (CART) and Random Forests (RF), yet a comprehensive mathematical understanding of their behavior remains elusive. Random Forests, in particular, pose a range of theoretical challenges, and in this section, the focus is on the aspects of consistency. Establishing necessary and sufficient conditions for the consistency of these algorithms is an open problem. In the subsequent paragraphs, we outline a few steps toward addressing this issue.

## CART

First, with regard to proving the consistency of a single CART, the main difficulty lies in the strong dependence of the CART construction on the data distribution. As CART's construction takes into account the positions $X_{i}$ 's and the values $Y_{i}$ 's, analyzing its behavior requires several assumptions on both the distribution of $Y \mid X$ and that of $X$. We examine these desirable hypotheses following a standard bias-variance decomposition obtained by applying Jensen inequality:

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{n}(X, \Theta)-f^{\star}(X)\right)^{2}\right] \leqslant 2 \mathbb{E}\left[\left(\sum_{i=1}^{n} W_{i}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right)^{2}\right]+\underbrace{2 \mathbb{E}\left[\left(\sum_{i=1}^{n} W_{i}\left(Y_{i}-f^{\star}(X)\right)\right)^{2}\right]}_{\text {bias }} \tag{1.6}
\end{equation*}
$$

where $W_{i}=\frac{1_{X \in A_{n}\left(X_{i}, \Theta\right)} Y_{i}}{N_{n}\left(X_{i}, \Theta\right)}$.
Bias In order to obtain convergence of the bias, one strategy is to ensure that the variation of $f^{\star}$ within each leaf can be made arbitrary small. To that end, one could assume that $f^{\star}$ is continuous (or uniformly continuous (Scornet et al. 2015)), has bounded derivatives (Klusowski 2021a) or bounded variations (Klusowski 2021b). However, this is not sufficient to ensure that the bias vanishes. Thus, a second assumption is needed to guarantee that the leaves of CART become small enough on directions where the variation of $f^{\star}$ is not negligible. Consequently, on these directions, CART should make enough splits to reduce the size of the leaves. To this aim, it is necessary (but not sufficient) that the depth $k_{n}$ grows to infinity. The size of the leaf is sufficiently reduced when we add a final hypothesis: in the case of additive models, thanks to feature disentanglement, CART performs enough splits on each important direction so that it achieves low variations of $f^{\star}$ in each leaf when the depth verifies $k_{n}=o\left(\log _{2}(n / \log (n d))\right)$
(Klusowski 2021b) or is such that the number of leaves $t_{n}$ satisfies $t_{n}(\log n)^{9}=o(n)$ (Scornet et al. 2015). These results were later extended in Elie-Dit-Cosaque et al. 2022 who identified a broader class of functions, which we call the "CART-friendly" class in the sequel, for which this condition is verified, and CART consistency is obtained (see Definition 4.1 in Elie-Dit-Cosaque et al. 2022). Finally, we also mention the first consistency proof of CART, where it is directly supposed that the leaves shrink as $n$ grows (Breiman et al. 1984). Other consistency results on more general data-dependent partitioning algorithms (including CART) also require assumptions from which we can deduce cell shrinking as $n$ grows (Lugosi et al. 1996).

Variance Regarding the variance, we first recall that the predictions of CART in each leaf are made by averaging all the $Y_{i}$ 's contained in the leaf. In a leaf, the variance decreases toward 0 if and only if the number of data points is sufficient (i.e. grows to infinity) in order to average the noise out. This situation is opposite to the one we faced when controlling the bias, in which the leaves needed to be as small as possible, thus leading to a low number of observations per leaf. Therefore, it is necessary to limit the depth and to make assumptions that guarantee a minimum number of points in each leaf. The hypothesis considered in Wager et al. 2015 (Definition 1) perfectly answers our needs: it assumes that each child node contains a minimum portion of the data points belonging to the parent node and that the terminal nodes all contain a minimum number of points. Wager et al. 2015 also require the use of weakly-dependent features. With these hypotheses, they obtain a control on the estimation error of any tree of order $O\left(\sqrt{\log (d) \log (n) / n_{\text {leaf }}}\right)$ with high probability, with $n_{\text {leaf }}$ the minimum number of samples per leaf. Convergence of the estimation error was also obtained without assumptions on the behavior of the tree: in the case of additive models, (Scornet et al. 2015; Klusowski 2021b) for instance, with an extension to the "CARTfriendly" class introduced above (Elie-Dit-Cosaque et al. 2022). Indeed, for a limited depth, the estimation error of CART can be controlled via the hypotheses introduced in Nobel 1996, namely a subexponential growth of their shattering number, a restricted number of cells.

Consistency The above discussion enlightens the role of the depth parameter $k_{n}$ as a lever to control the bias/variance trade-off. The higher $k_{n}$, the lower the bias, the greater the variance. In order to obtain the consistency of CART, one should calibrate $k_{n}$ such that $(i)$ it tends to infinity to decrease the bias towards 0 and (ii) the number of points in each leaf tends to infinity so that the variance is reduced to 0 . This is typically achieved when $k_{n}$ is of the order $\alpha \log n$, with $\alpha \in(0,1)$ (the tree roughly contains $n^{\alpha}$ leaves, each leaf containing $n^{1-\alpha}$ data points). Following this general comment, Scornet et al. 2015 proves the first consistency result in the case of additive models; it was later extended to a more general class of functions in Elie-Dit-Cosaque et al. 2022. Recently, Klusowski 2021b proved consistency of CART and obtained the first (and only, to the best of our knowledge) consistency rates. Note that these rates also hold in a high-dimensional setting. More precisely, in the case of the additive models, Klusowski 2021b proves that the excess risk of a CART $f_{n}$ verifies

$$
\mathcal{R}\left(f_{n}\right) \leqslant \frac{\left\|f^{\star}\right\|_{\mathrm{TV}}}{k_{n}+3}+C \frac{2^{k_{n}} \log (n d)}{n}
$$

where $C$ is a constant and $\|\cdot\|_{\text {TV }}$ indicates the total variation norm. This bound is optimal when $k_{n}=\frac{1}{2} \log _{2}(n)$. This is the first result providing consistency rates for CART, and it remains to know whether this rate is improvable or not. Indeed, it is of the order $O\left((\log n)^{-1}\right)$ which is very slow: it is possible to obtain speed in $O(\sqrt{(\log (n) d) / n})$ with similar assumptions (Tan et al. 2019). This matter is discussed in Section 4.3 of Klusowski 2021b. The interested reader can find a summary of the work on CART consistency in Klusowski 2021b Section 1.1.

## Random Forests - Quantifying the Randomization Effects

The idea of averaging several randomized estimators, referred to as bagging, is a few years older than the conception of RF (Breiman 1996). The benefits of bagging over a single learner were soon identified (Bühlmann et al. 2002) and it was proved in Biau et al. 2008 that it is possible to build a consistent estimator from the aggregation of non-consistent 1-NN which individually have a high variance.

Regarding RF, the benefits of averaging several randomized CART are clearly observed in practice, but hard to quantify mathematically. Several consistency proofs of RF rely on conditions that already guarantee the consistency of a single DT: they remain in a regime where the number of samples per leave tend to infinity (Scornet et al. 2015; Elie-Dit-Cosaque et al. 2022). Proving RF consistency without relying on that of CART requires levering the RF randomization processes, bootstrap and feature subsampling, which are quite difficult to analyze even individually. We discuss their effects on variance reduction in the two following paragraphs.

Feature Subsampling In order to better understand the effect of feature subsampling, several papers study the consistency of several kinds of RF when bootstrap is turned off. As Breiman RF are difficult to study theoretically, we begin with the analysis of a simpler model, the Centered Random Forests (CRF), which are built independently of the data (in each node, the cut is performed at the middle along a random direction). When a RF is built depending on the $X_{i}$ 's only we call it semi-adaptive and when it is built independently of the data we call it non-adaptive (it is sometimes called purely random forest in the literature).

To the best of our knowledge, Proposition 2 of Biau 2012b is one of the first results exhibiting a vanishing estimation error, in a high depth regime, with bootstrap off, in the case of CRF (see also Breiman 2004). It was recently improved in Klusowski 2021a where nearly-optimal convergence rates for non-adaptive RF with bootstrap off are obtained. The upper bound on the risk of the CRF $f_{\infty, n}^{\mathrm{CRF}}$ reads (in a slightly simplified manner):

$$
\begin{equation*}
\mathcal{R}\left(f_{\infty, n}^{\mathrm{CRF}}\right) \lesssim 2^{2 k_{n} \log _{2}\left(1-\frac{1}{2 d}\right)}+\frac{2^{k_{n}}}{n}\left(\log _{2} k_{n}\right)^{-\frac{d-1}{2}}+e^{-n 2^{-k_{n}} / 2} \tag{1.7}
\end{equation*}
$$

This bound is minimal when $k_{n}=\left(n\left(\log _{2}^{d-1} n\right)^{1 / 2}\right)^{1-\alpha}$ and $\alpha=2 \log _{2}(1-p / 2) /\left(2 \log _{2}(1-p / 2)-1\right)$, according to a classical bias-variance trade-off. Remarkably, the estimation error still converges to 0 in the regime $k_{n}=\log _{2} n$ although it deteriorates the convergence rate. The variance reduction thus directly benefits from the feature subsampling effect, but it is still not as efficient as limiting tree depth. More precisely, compared to a single centered tree, the improvement on the estimation error is in $O\left(\left(\log _{2} k_{n}\right)^{-\frac{d-1}{2}}\right)$. As shown in Lin et al. 2006 (and in Theorem 5 of Klusowski 2021b), it is only improvable up to $O\left(\left(\log _{2} k_{n}\right)^{-(d-1)}\right)$ for any RF whose construction does not depend on the $Y_{i}{ }^{\prime}$ s, in particular CRF. Indeed, the prediction of a RF at a given point only depends on a few of its nearest neighbors (potentially chosen adaptively). Consequently, the averaging effect is limited by the number of such neighbors, which scales as $(\log n)^{d-1}$ if the density of $X$ is bounded away from 0 in $[0,1]^{d}$.

Remark 1.1.1. Although lower bounded in the case of non-adaptive $R F$, the reduction of variance due to feature subsampling can reach statistical optimality when combined with a wise split scheme, as used in Mondrian RF (Mourtada et al. 2020). In a Mondrian tree (Lakshminarayanan et al. 2014), a cell is split at a random time which depends on its perimeter (the greater, the bigger the split probability) and the direction to split over is randomly chosen depending on the sizes of sides of the cell (the greater the length of the side, the higher the probability). Mourtada et al. show that Mondrian RF achieve minimax rates on
the class of $s$-Hölder functions for $s \in(0,2]$. Moreover, when $s \in(1,2]$, these rates cannot be reached by a single tree, which emphasizes the role played by the feature subsampling process.

Regarding the feature subsampling process, one parameter plays a key role: the max-features parameter $m$, which indicates in each node how many directions are sampled as split candidates for the best-split search. In the case of CRF, the choice of the direction is completely random, which corresponds to $m=1$. Setting $m>1$ is only pertinent when dealing with adaptive random trees, for which the splitting direction can be chosen in an adaptive manner, for which the theoretical analysis is more complicated. An empirical analysis of the performance of a RF w.r.t. the Signal-to-Noise Ratio (SNR) of the data is provided in Mentch et al. 2019. Their findings are in line with the mathematical intuition that the lower the SNR, the more regularization is needed, the lower $m$ should be. They also provide some insights on how feature subsampling reduces the variance of an aggregation of randomized Ordinary-Least-Square (OLS) linear estimators: it causes a regularization process similar to training an OLS with $\mathbb{L}^{2}$-penalty. In details, if $f_{B}$ is the averaging of $B$ OLS estimators, each one being computed on a random subset of features $m$ among $d$ features, then,

$$
f_{B} \xrightarrow[B \rightarrow \infty]{ } \frac{m}{d} f_{\mathrm{OLS}}
$$

where $f_{\text {OLS }}$ is the standard OLS estimator computed on all $d$ features. We clearly see here the influence of the max-features parameter, and it would be interesting to quantify a similar phenomenon in the case of RF.

Another peculiar result from Kobak et al. 2020 suggests that the regularization effect of feature subsampling is enhanced by simply artificially adding noisy features to the input data: it shows that adding random noise features to the data $X$, computing an OLS on the augmented data and selecting only $d$ features of the estimator accounts for applying a ridge penalty to a classical OLS estimator when the number of noisy features tends to infinity. Mentch et al. 2022 empirically shows that augmenting the data with noisy features contributes to regularizing RF as well.

Bootstrap To the best of our knowledge, the benefits of any data subsampling process (including bootstrap) have not been quantified yet in the case of Breiman RF. Nevertheless, the effects of data subsampling without replacement are pretty well understood for Quantile RF or Median RF (which cut at a given quantile of the sample of each node along a randomly chosen direction) independently of the $Y_{i}$ 's. Scornet 2016a provides a first result on quantile RF consistency, where the variance reduction only stems from the data subsampling process. In particular, RF consistency is obtained even when trees are fully grown and individually inconsistent (although convergence rates are not obtained, as the proof relies on Stone's theorem). Consistency rates were later obtained in Duroux et al. 2018, where it is proved that controlling the tree depth or the data subsampling results in the same variance reduction. Indeed, reducing the subsampling size mechanically limits the depth of each DT, which does not grow more leaves than the number of samples. In detail, the upper bound on the excess risk writes:

$$
\mathcal{R}\left(f_{n, \infty}\right) \lesssim \frac{2^{k_{n}}}{n}+d\left(1-\frac{3}{4 d}\right)^{k_{n}}
$$

It can be minimized by either optimizing the depth $k_{n}$ and neglecting the subsampling effect ( $a_{n}=n$ ), or by fixing $k=\log _{2} a_{n}$ (fully-grown trees) and calibrating the subsampling rate $a_{n}=n^{\frac{\log (1-34 / 4)}{\log 2-\log (1-3 d / 4)}}$. This rate was improved for Median RF in Klusowski 2021a, and proved to be minimax only when $d=1$.

Consistency of Breiman RF Overall, to the best of our knowledge, for a fixed dimension $d$, the only consistency results on Breiman RF (without rates) can be found in Scornet et al. 2015; Elie-Dit-Cosaque et al. 2022, mentioned above. Very recently, (Chi et al. 2022) took another step forward by proving consistency of the original Breiman RF in a high-dimensional setting and computing rates. The only non-standard assumption, with regard to that of non-parametric regression, is a Sufficient Impurity Decrease (SID) condition which guarantees that each split lessens the impurity of the current node sufficiently. Denoting $\alpha>1$ the SID parameter and $b \in(0,1)$ the proportion of bootstrap samples for each tree, their bound (Theorem 1) roughly writes:

$$
\begin{equation*}
\mathcal{R}\left(f_{\infty, n}\right) \lesssim \alpha(\lceil b n\rceil)^{-\eta}+\left(1-\frac{m}{d \alpha}\right)^{k_{n}}+(\lceil b n\rceil)^{-\delta+c} \tag{1.8}
\end{equation*}
$$

with $k_{n} \leqslant c \log _{2}(b n+1), c \leqslant 1 / 4 \eta<1 / 8,2 \eta<\delta<1 / 4$ and $C$ a constant. The second term on the right-side of Equation (1.8) corresponds to the bias term and its behavior is in line with the common observation that the higher $k_{n}$, the lower the bias and the higher $m$, the more the impurity of each tree decreases at each step of the construction, the better the bias. The first term is part of both the variance and bias and is mostly non-informative: dependencies on $m$ and $k_{n}$ are hidden and as the computations are made per tree for a fixed number of samples, they do not take advantage of the bootstrap effect on the variance reduction. The last term is, according to the authors, a technical residual that corresponds to the impossibility to control the discrepancy between the estimate $\mathbb{E}\left[\frac{1}{N_{A}} \sum_{X_{i} \in A} Y_{i}\right]$ and $\mathbb{E}\left[f^{\star}(X) \mid X \in A\right]$ when the cell $A$ is too small; it also limits the depth of the RF by enforcing $c \leqslant \delta$.

## Conclusion

In a nutshell, we summarize the main steps taken toward a theory of RF consistency and point out a few directions to conduct further research:

- Bootstrap. The effect of data subsampling without replacement is well understood in the case of semi-adaptive RF (see Scornet 2016a, Duroux et al. 2018). From a theoretical point of view, its regularizing effect is high, as reducing the sample size accounts for limiting tree depth. However, this is not exactly the bootstrap process, and it has yet to be quantified in the case of Breiman RF.
- Feature subsampling. To the best of our knowledge, the only quantification of variance reduction due to this effect is shown in the upper bound of the CRF estimation error in Proposition 2 of Biau 2012b and Theorem 2 of Klusowski 2021a. Our recent work Arnould et al. 2023 provides an analysis in the case of Median RF (see Chapter 4). The benefits of feature subsampling on the variance reduction of non- and semi-adaptive RF are limited by the number of nearest neighbors at each point (Lin et al. 2006). Full adaptivity (CART) allows the algorithm to build a weighted average of the values of the nearest neighbors. We think that quantifying the benefits of a weighted average over a simple average on the estimation error for simple cases could shed some light on the feature subsampling effect.
- Overall understanding of RF. In general, the bias part of the excess risk is pretty well understood in the case of decision trees, as it is directly linked to the size of a leaf. Then, the extension to RF via averaging is pretty straightforward. One exception is the geometry of CART, which remains hard to deal with, and extending the work of Scornet et al. 2015, Elie-Dit-Cosaque et al. 2022 or Chi et al. 2022 could allow us to better understand what conditions a function should satisfy in order to guarantee that the leaves of a CART shrink sufficiently.

In Elie-Dit-Cosaque et al. 2022, the authors offer a characterization of a particular set of functions termed as "CART-friendly". For a function $f$ to be classified as "CART-friendly", it must satisfy the condition that if the expected value $z \in \mathbb{R}^{d-1} \mapsto \mathbb{E}\left[f_{j}\left(z, X^{(j)}\right) \mathbb{1}_{X^{(j)} \in A_{j}}\right]$ remains constant along the $j$-th side $A_{j}$ of any given rectangle $A=\prod A_{j}$, then $f$ itself must also remain constant throughout the entirety of that rectangle. Elie et al. have demonstrated that certain functions, including additive and product functions, inherently belong to this "CART-friendly" class. By achieving an explicit understanding of the "CART-friendly" class, we would be able to gain a deeper comprehension of the conditions under which both CART and Random Forests (RF) are anticipated to be consistent. Regarding the variance of Breiman RF, the picture becomes a bit blurry. As detailed above, the effects of both randomization processes have yet to be well analyzed individually before being put together and/or being compared.

Finally, we mention that the theoretical study of RF is not limited to the consistency aspect. Among other angles of study we find variable importance, asymptotic normality or the connection with kernel methods. The interested reader can find a starting point to these subjects in Biau et al. 2016 or in Criminisi et al. 2012.

### 1.2 Neural Networks

In this section, we succinctly overview neural network algorithms, beginning with an examination of fundamental principles and design considerations, followed by an introduction to the central mathematical challenges posed by neural networks.

### 1.2.1 Presentation

Neural Networks (NN) are among the most famous machine learning algorithms. Their recent successes at solving vision and natural language processing tasks made them famous far beyond the machine learning community. A key element of their success is that they combine simple conception and training principles (composing non-linear parametric transformations and learning their parameters via Stochastic Gradient Descent (SGD)) with very flexible architectures.

Basic Principles Although more generic presentations of the algorithm can be found (Shrestha et al. 2019), we restrain ourselves to Multi-Layer Perceptrons (MLP, Rumelhart et al. 1986) in a supervised setting.

Architecture A NN is composed of several $(L \in \mathbb{N})$ layers, each layer $\ell$ representing a composition of a non-linear function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ applied element-wise and an affine function $f_{\ell}: x \in \mathbb{R}^{d_{\ell-1}} \rightarrow W_{\ell} x+b_{\ell} \in \mathbb{R}^{d_{\ell}}$ where $W_{\ell} \in \mathbb{R}^{d_{\ell-1} \times d_{\ell}}$ and $b_{\ell} \in \mathbb{R}^{d_{\ell}}$. The widths of the layers correspond to the dimension of the latent spaces in which they inject the data $d_{0}, \ldots, d_{L}$. Obviously, $d_{0}=d$ and $d_{L}$ are fixed by the dimension of the input $X$ and output $Y$. Overall, a neural network estimator $f_{n}$ writes

$$
\begin{equation*}
f_{n}(x)=W_{L}\left(\phi \odot\left(W_{L-1}\left(\ldots\left(\phi \odot\left(W_{0} x+b_{0}\right)\right) \ldots\right)+b_{L-1}\right)+b_{L}\right. \tag{1.9}
\end{equation*}
$$

see Figure 1.3 for a schematic view. We concatenate all the parameters of the network $\left\{\left(W_{0}, b_{0}\right), \ldots,\left(W_{L}, b_{L}\right)\right\}$ into a vector $\theta \in \mathbb{R}^{p}$ where $p=\sum_{\ell=1}^{L-1}\left(d_{\ell} d_{\ell+1}+d_{\ell}\right)+d_{0} d_{1}$ and denote $f_{n, \theta}$ the corresponding NN. We sometimes refer to the parameters as the weights and the biases of the NN. The design of a NN involves the choice of numerous hyper-parameters such


Figure 1.3: Schematic view of a 3-layer neural network.
as the layer type (e.g., convolutional, recurrent, fully connected, ..., see paragraph "data type" below), the number of neurons per layer, the number of layers (also referred to as "depth"), etc. Hyperparameter selection (or search) is a whole area of research that is beyond the scope of the current work.

Data Type One of the big advantages of NN is that their architecture can adapt to different types of data, in particular images and text. Their empirical success was illustrated first and foremost by Convolutional Neural Networks (CNN, LeCun et al. 1995) on the ImageNet dataset (Deng et al. 2009). Convolutional operations indeed fit very well to image processing, as they are invariant to translation of the input signal. Other kinds of networks such as Recurrent Neural Networks (RNN, Rumelhart et al. 1985) or transformers (Vaswani et al. 2017) were also specially designed to process sequential or temporal data. They leverage the sequential structure by using memory processes and/or refined inner-product-like operations. In contrast, there is no natural NN architecture that matches tabular data. By default, the MLP architecture is still largely used due to its generalist nature. Improving the performances of MLP on tabular data is challenging, and several levers can be considered: changes of hyperparameters, optimization schemes, or initialization methods. In this work, we focus mostly on the initialization aspect, detailed below.

Training Recall that ideally, we would like to find the neural network minimizing the theoretical risk. However, the data distribution is unknown (and so is the theoretical risk), and we only have access to a finite training sample, $\mathcal{D}_{n}=\left\{\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ of i.i.d. copies of a generic pair $(X, Y) \in \mathbb{R}^{d} \times \mathcal{Y}$, to do so. Therefore, we learn a NN predictor by minimizing the empirical risk (surrogate of the risk), that measures the performance of a NN $f_{n}$ on the training set $\mathcal{D}_{n}$,i.e.,

$$
r_{n}\left(f_{n}\right):=\frac{1}{n} \sum_{i=1}^{n} \ell\left(f\left(X_{i}\right), Y_{i}\right)
$$

where $\ell$ is either the quadratic cost in a regression setting or the cross-entropy loss in a classification setting. In order to minimize the training loss of a NN with respect to the NN parameters, the most usual training procedure consists of using Stochastic Gradient Descents (SGD, Ruder 2016). This is an iterative procedure where, at each step $t$, a subset $\mathcal{S}_{t}$ (mini-batch) of the data is randomly selected, and the parameters are updated as follows:

$$
\begin{equation*}
\theta_{t+1}=\theta_{t}-\eta \frac{1}{\left|\mathcal{S}_{t}\right|} \sum_{\left(X_{i}, Y_{i}\right) \in \mathcal{S}_{t}} \nabla_{\theta} \ell\left(f_{n, \theta}\left(X_{i}\right), Y_{i}\right) \tag{1.10}
\end{equation*}
$$

with $\eta \in \mathbb{R}$ the learning rate. There exists an abundant literature of studies and variations of this algorithm (see Ruder 2016; Bottou et al. 2018 for a review). The stochastic gradient algorithm requires an initial value $\theta_{0}$ as an input. Due to the non-convexity of the problem to be solved, the initialization is a delicate issue.

Initialization Initialization is a crucial phase of the design of a NN as it will impact its optimization behavior and, ultimately, the quality of the minimum obtained at the end of training. Indeed, we are minimizing non-convex objectives based on algorithms conceived to deal with convex problems, so it is very delicate to ensure convergence independently of the starting point. As NN are very complex methods (often referred to as black-box models), it is hard to precisely measure the impact of initialization on both their optimization behavior and their generalization performances. The choice of the initialization scheme is thus often guided by empirical precepts and mathematical intuition. We distinguish two kinds of initialization methods: random and deterministic. A review on initialization of NN can be found in Section 4.2 of Sun 2020.

The success of NN is partially due to several widely used random initialization methods, e.g., Glorot et al. 2010; He et al. 2015. For each layer, the weights are generally drawn according to uniform or normal distributions with a variance decreasing w.r.t. the width of the layer. For instance, a normalized Glorot initialization of a layer $\ell$ (Glorot et al. 2010) corresponds to a uniform distribution

$$
\mathcal{U}\left(\left[-\sqrt{\frac{6}{d_{\ell-1}+d_{\ell}}}, \sqrt{\frac{6}{d_{\ell-1}+d_{\ell}}}\right]\right) .
$$

The goal of such a scheme is to maintain a constant signal amplitude throughout the network which allows stable gradient back-propagation. The use of a uniform distribution instead of a normal distribution or any other distribution is not clearly motivated.

It is also possible to initialize NN weights in a deterministic way. A typical method consists in training a NN on another similar dataset and retrieving the weights to use them as a starting point for the initial task on the original dataset (Zhuang et al. 2020).Another idea is to benefit from the training of another kind of estimator on the original dataset (such as tree-based methods) in order to initialize an MLP. This approach was considered in Welbl 2014 and Biau et al. 2019. Remark that this scheme can constrain the NN architecture.

### 1.2.2 Challenges

The huge and sudden success of NN 10 years ago challenged our mathematical understanding of many aspects of machine learning and statistics, the main ones being generalization, optimization, and approximation. We stress the non-exhaustive character of this list: NN have been the sources of an uncountable number of publications over the last 15 years, and the study of NN involves many fields. It is hard to enumerate them all concisely, and we focus on the "main" ones considered from a statistical perspective: i) approximation and ii) generalization. We refer the reader to Sun 2020 for a thorough presentation of optimization, or to Belkin 2021 for a high-level introduction to overparameterized NN.

Approximation The first universal approximation results on NN in the 1990s (Cybenko 1989; Hornik et al. 1989) (Pinkus 1999 provides a detailed review of such results) suggested that NN needed an exponential number of parameters (w.r.t. the dimension of the input space) in order to become universal approximators. The benefits of using several hidden layers compared to a single layer were still unclear. In practice, NN with many layers and (relatively) few parameters per layer still achieve low training error (low bias). Many articles try to close the gap between
practice and theory by demonstrating approximation rates that seem closer to reality in terms of number of parameters, dimension of the input space and hypothesis on $f^{\star}$. The problem of evaluating the approximation power of NN can be addressed w.r.t. the regularity of the regression function.

The first approximation results were based on typical regularity hypothesis in the sense of functional analysis, i.e., smoothness hypothesis (including $f^{\star}$ being continuous, Lipschitz or $\mathbb{L}^{p}$ ( $p \geqslant 1$ ) on a compact set of $\mathbb{R}^{d}$, etc.) Under these assumptions, the number of parameters required by NN to approximate any $f^{\star}$ at precision $\varepsilon$ is typically in $O\left(\varepsilon^{d}\right)$ (Pinkus 1999).

Another line of search consists of looking for regularities that neural networks can leverage in order to improve their approximation rates (w.r.t. their number of parameters). Three families of such regularities can be identified: i) a hierarchical structure ii) a sparse structure and iii) a NN-like continuous structure. The hierarchical structure can refer to a signal that is composed of different levels of expression such as text (letters, words, phrases, etc.) and can be modelled as a composition of different functions. Sparsity is a more traditional hypothesis that statisticians consider. It can be seen as a way to model the fact that the signal is null in a part of the space. One way to express it is to define $f^{\star}$ as living in a submanifold of dimension $d^{\prime}$ living in an ambient space of dimension $d>d^{\prime}$. Finally, the last class mostly refers to the class of Barron functions (Barron 1994), which can be seen as a continuous extension of NN in the space of functions. As explained in Petersen 2020, under such assumptions, it is possible to obtain much better rates that are independent of the ambient dimension of the input space.

Generalization Overparametrized NN are able to generalize well (reach a low error on a test set) despite having a zero training error, i.e. perfectly fitting the training set. This observation, empirical at first, is currently being studied by statisticians, who sometimes refer to it as the implicit regularization occurring during NN training. We discuss in more details in Section 1.3 of this type of favorable behavior that overparametrized / interpolating predictors can exhibit and that requires generally a particular theoretical analysis. Another way of analyzing the generalization error of overparameterized NN is to adopt a PAC-Bayes approach.

In one sentence, PAC-Bayes allows one to upper bound the excess risk of a probability distribution $Q$ on the parameters $\theta$ of a NN by a sum of i) the empirical risk of $Q$ and ii) a Kullback-Leibler (KL) divergence between $Q$ and a reference distribution $Q_{0}$. Remarkably, the first non-vacuous generalization bounds on NN were obtained a few years ago in Dziugaite et al. 2017. After that, many efforts have been conducted to improve the PAC-Bayes bounds in order to close the gap between theory and practice that we will present in Chapter 5. Here, we simply guide the interested reader to the great introduction of P. Alquier (Alquier 2023).

### 1.3 Interpolation - Regularization

In the previous sections, we have introduced NN and RF, two powerful estimators that have the ability to perfectly fit the data, i.e. to reach a loss equal to 0 on the training set. This phenomenon is called interpolation, and the purpose of this section is to provide a different light on the behavior of several estimators through the prism of interpolation. We first look at NN which are historically the first successful interpolators, then at kernel methods which attain minimax rates in interpolation regimes under mild assumptions, and finally at RF which are at the core of the present work. Nice and friendly introductions to this subject can be found in Belkin 2021; Bartlett et al. 2021.

### 1.3.1 Motivation - Neural Networks

The paradigm stating that high model complexity leads to bad generalization capacity has recently been challenged by the behavior of NN: deeper and larger NN still empirically exhibit high predictive performances (Goodfellow et al. 2016). NN are indeed the first algorithms to achieve a very low training loss (close to 0 ) on large datasets while maintaining a low generalization gap, i.e. a small difference between the training and the testing losses. In that sense, they avoid overfitting the data and the traditional bias-variance tradeoff falls short to explain their good results and to help designing this kind of estimator. The question raised by this observation can be expressed as follows: how does an overparametrized NN interpolating the training data still maintains good generalization performances? This question is vast and is explored in, e.g., Bartlett et al. 2021. We focus here on a specific aspect, that is, what regularization processes allow very complex NN with low bias to preserve a low variance?

Implicit regularization Consider a typical regression model as introduced in Equation (1.1) with

$$
Y=f^{\star}(X)+\varepsilon
$$

where $\varepsilon$ is a random variable independent of all $\left(X_{i}, Y_{i}\right)$ that verifies $\mathbb{E}[\varepsilon]=0, \mathbb{E}\left[\varepsilon^{2}\right]=\sigma^{2}$. If the model is overparametrized, it can easily fit the data, and at locations $X_{i}$, the prediction of is close to $Y_{i}=f\left(X_{i}\right)+\varepsilon_{i}$ which is noisy. The fact that overparametrized NN preserve a good generalization score, despite interpolating the training data, means that its global sensitivity to the noise is very low. In other words, regularization processes are strong enough to constrain the noise sensitivity locally and allow the NN to properly estimate the signal in most of the space. This phenomenon is often referred to as implicit regularization as, a priori, NN are trained to minimize the empirical risk without explicit complexity penalty. This phenomenon seems driven by two key components: the hyperparameters of the NN (i.e., width, depth, etc.) and the optimization algorithm (SGD).

Indeed, as shown on Figure 1.4, increasing the number of parameters can decrease the generalization error. It means that, as the number of parameters increases, a stronger regularization process occurs. Either better minima appear (in terms of low complexity, such as quadratic norm), or finding them via SGD becomes easier, or both options take place at the same time.

Regarding the first option, as observed in Belkin 2021, as the size of the functional class of NN increases, the norm of the minimal interpolating NN within this class directly decreases (for any norm or any complexity measure). Therefore, the bigger the class, the better the optimal NN in terms of minimal norm or minimal complexity.

Regarding the second option, according to Belkin 2021, one of the key roles achieved by overparameterization is to release the constraints on the learning problem which eases the search for minimal-complexity estimators (e.g., in the sense of lowest norm). To give a simplistic illustration, in the under-parameterized regime, increasing the generalization capacity of a linear estimator can be done via the addition of a quadratic penalty to the objective. It writes

$$
\min _{\beta \in \mathbb{R}^{d}}\|X \beta-y\|_{2}^{2}+\lambda\|\beta\|_{2}^{2}
$$

with $\lambda>0$ to tune according to a classical bias/variance trade-off. However, in the overparameterized regime, the constraint $X \beta=y$ is easily satisfied, and we can simply look for

$$
\min _{\beta \in \mathbb{R}^{d} \text { s.t.X } \beta=y}\|\beta\|_{2}^{2}
$$

And indeed, it can be easily shown that in the simple cases of overparameterized linear regression,


Figure 1.4: Illustration of the double-descent phenomenon: adding parameters to a NN increase its performances after the interpolation threshold. From Nakkiran et al. 2021.
training a linear estimator with GD applied to the quadratic loss yields the minimal-norm estimator (see, e.g., Bartlett et al. 2021).

Several papers try to extend similar results to other settings, including shallow NN. As these results fall outside the scope of this work, we do not examine them further and refer the interested reader to Bach et al. 2021. Finally, remark that the impact of over-parameterization of NN goes far beyond the generalization aspect. In particular, it affects their optimization behavior, as discussed in Sun 2020; Belkin 2021.

### 1.3.2 Kernel Methods

Kernel methods provide great insights on the behavior of interpolating estimators. They have been theoretically studied in Belkin et al. 2019b and Devroye et al. 1998 for instance. In Belkin et al. 2019b, the authors prove that interpolating singular-kernel methods reach minimax rates in a regression setting under standard assumptions on the regression function. The kernel used is of the form $K: x \rightarrow \frac{\mathbb{1}_{\|x\| \leq 1}}{\|x\|}$ which is exploding in 0 . Plugging this kernel into a Nadaraya-Watson-type estimator yields

$$
\begin{equation*}
f_{h}(x):=\frac{\sum_{i=1}^{n} Y_{i} K\left(\frac{x-X_{i}}{h}\right)}{\sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h}\right)} \tag{1.11}
\end{equation*}
$$

where $h$ is a window parameter which sets the averaging level (the greater $h$, the greater the averaging effect). This interpolating estimator can reach minimax-rates by calibrating $h$ properly. As illustrated in Figure 1.5, the estimator is globally smooth (thanks to the averaging effect) and locally deviates from the signal in order to perfectly fit the training data (thanks to its singular property). Therefore, the estimator is only affected locally by the data noise, which does not deteriorate its convergence to the signal (minimax rate).

In contrast to standard underparametrized methods which suffer from the curse of dimensionality, it is suggested by several authors that regularization of kernel methods could benefit from higher-dimensional settings. For instance, consistency of Laplace kernel method was disproved


Figure 1.5: Interpolating kernel estimator (from Belkin et al. 2019b).
if the input dimension is constant in Rakhlin et al. 2019. This idea is also supported by Liang et al. 2020a where it is shown that, under several assumptions on the geometry of the data, as $d$ tends to infinity, a phenomenon of implicit regularization starts to occur and the variance decreases toward 0. In Belkin et al. 2019b as well, the variance of the kernel estimator decreases exponentially fast towards 0 w.r.t. the dimension $d$. The benefits of high dimension are also mentioned in several other contexts (e.g., in terms of computation (Kainen 1997) or optimization (Huang et al. 2020)) and are sometimes referred to as the "blessing of dimensionality" (Kainen 1997; Belkin et al. 2018). To elucidate this phenomenon, we remark that the disparity between "local" and "global" scales augment exponentially with respect to dimensionality. Subsequently, as by nature, the data appears in the form of several discrete points, data noise only manifests at a local level, and a regularized estimator can effectively confine the noise's impact to an assortment of neighborhoods, which contract exponentially with $d$.

A good illustration of this effect can be found in Belkin et al. 2018 where a simplicial interpolator (a variation of the 1-nearest neighbor estimator) reaches near-optimal convergence rates in a high-dimensional setting. This behavior is in line with the smooth-spiky decomposition mentioned in Bartlett et al. 2021 or in Wyner et al. 2017 for RF and boosting methods: they argue that interpolating estimators can be seen as a sum of a smooth term capturing most of the signal and a spiky one locally deviating from the signal to interpolate the data.

Finally, we also mention Wang et al. 2022 who recently proved consistency of interpolating kernel methods, defined on Riemannian manifolds, whose kernels can be written as weighted random partition kernels on the sphere.

### 1.3.3 Random Forests

Understanding the behavior of interpolating RF is a natural question, as RF are usually designed with deep trees (see the default versions in Scikit-learn (Pedregosa et al. 2011) or randomForest in $\mathbf{R}$ ) and still yield good performances in generalization. Furthermore, as explained in 1.1.2, in the interpolating (or high-depth) regime, the variance reduction is only due to the randomization processes of the RF. Therefore, proving any variance reduction in this regime (or even better, consistency) is of particular interest as it enlightens the benefits we get from averaging randomized trees in a RF fashion. Finally, from a more mathematical perspective, it also globally improves our understanding of interpolating methods with respect to the behavior of complex/regularized methods and to the smooth/spiky decomposition as introduced in Bartlett et al. 2021. For instance, Wyner et al. 2017 argues that the interpolation property is a key element explaining the good performances of RF. Their empirical analysis relates to the smooth-spiky decomposition already discussed in the case of NN and kernel methods. They advocate that deep (and spiky) RF are
more robust to the noise compared to shallow (and "smooth") RF as their high complexity could allow them to circumscribe noise sensitivity locally, as illustrated on Figure 1.6. This hypothesis is difficult to assess theoretically, as it would require a tight control over the dependence of the estimation error on the depth of the RF $k_{n}$.


Figure 1.6: Abstract illustration of the benefits of interpolation. (a) SVM estimator. (b) An interpolating estimator robust to data noise (filled lines) and a classical SVM sensitive to data noise (dashed lines). From Wyner et al. 2017.

### 1.3.4 The Interpolation Prism - Open Questions

After this brief presentation of the behavior of some interpolating estimators, it seems natural to wonder if interpolation is intrinsically linked to their good performances or if they perform well despite perfectly fitting the training data. To clarify our ideas, we begin with a short summary of this section and introduce a short comparison with the standard underparametrized regime.

1. NN. Overparameterized NN trained with SGD benefit from an implicit bias and reach good minima (in the sense of low complexity). Here, interpolation is a direct consequence of overparameterization which, intuitively, eases the optimization problem w.r.t. the search of a good minimum obtained via SGD. In practice, it seems that increasing the number of parameters can improve both the train and test errors (see, e.g., the performances of different NN on ImageNet w.r.t. their number of parameters [link]).
2. Kernel Methods. Singular kernel estimators are a great illustration of smooth-spiky interpolators. Their noise robustness proceeds from their ability to deviate locally from the signal (and thus interpolate). Although they can achieve minimax rates on the class of $\beta$-Hölder functions $(\beta \in(0,2])$, it is unclear whether the interpolating power of the kernel benefits the estimator or not. Indeed, as shown in Larry Wasserman's course on density estimation [link], non-singular kernel estimators can also reach minimax rates under the same hypotheses.
3. RF. The design of deep RF is also a good case-study of interpolating estimators: from a low-bias CART highly sensitive to data noise, a regularization process (diversification and averaging) is introduced to diminish the variance while maintaining a low bias.

Can we draw a bigger picture from these elements, that is, can we establish a comparison between the classical and interpolation regimes that is not specific to a kind of estimator? An eventual path toward answering this question would be to introduce a measure to quantify either
the regularization of the algorithm or its complexity. This obviously requires a proper definition of complexity and/or of regularization based on, for instance, a specific norm, how many points are averaged to make a prediction, etc. W.r.t. this quantity, the double-descent curve would be a single descent, also observed in the case of RF or kernel methods as well.

Nevertheless, to design good estimators, regularizing a very complex method seems very efficient, maybe more than optimizing a bias-variance tradeoff based on a limitation of the complexity of the estimator.

### 1.4 Summary of Contributions

Two of my works (Chapters 2 and 3) study or use the Deep Forest algorithm (Zhou et al. 2017). Deep Forest (DF) is a RF-based algorithm that stacks RF in a NN fashion, each RF of each layer taking as input the outputs of the RF of the previous layer. The improvements of this estimator, compared to a single RF, raise the question of how DT/RF benefit from the prediction of previous DT/RF. We investigate this problem in Chapter 2. In Chapter 3, we try to improve the performances of MLP on tabular data by leveraging pretrained tree-based methods (including DF) to initialize the network.

Finally, in Chapter 4, we examine the behavior of RF algorithm in the interpolation regime, thus extending the study of interpolating estimators (neural networks and kernel methods) to random forests.

The first three chapters have been published in international conferences on machine learning. The last chapter is dedicated to an ongoing work that has not been published yet. A more detailed description of each chapter is to be found below.

- Chapter 2 focuses on studying the DF algorithm both empirically and theoretically. This work, published in ICML 21 (Arnould et al. 2021), has been conducted under the supervision of my Ph.D. advisors Claire Boyer and Erwan Scornet.
- Chapter 3 presents an initialization scheme for NN derived from tree-based methods in order to improve the generalization performances and optimization of the NN. This work has been published in ICLR 2023 (Lutz et al. 2022). It is a joint work with Patrick Lutz (Boston University), under the supervision of my Ph.D. advisors.
- Chapter 4 is a theoretical study of RF consistency in the interpolation regime. It has been published in AISTATS 2023 (Arnould et al. 2023). This work was carried out under the supervision of my Ph.D. advisors.
- Chapter 5 presents an attempt to leverage PAC-Bayes objective to improve the generalization of NN. This work is currently supervised by Benjamin Guedj (UCL), it has not been submitted for publication yet.


### 1.4.1 Analysis of the Deep Forest Algorithm

Chapter 2 focuses on the study of the Deep Forest estimator. More precisely, we analyze the benefit of combining trees in network architectures, both theoretically and numerically. As DF performance has already been validated by the literature (Zhou et al. 2017), the main goals of our study are (i) to quantify the potential benefits of DF over RF, and (ii) to understand the mechanisms at work in such complex architectures. We show in particular that much lighter configuration can be on par with DF default configuration, leading to a drastic reduction of
the number of parameters in few cases. For most datasets, considering DF with two layers is already an improvement over the basic RF algorithm. However, the performance of the overall method is highly dependent on the structure of the random forests present in the first layer of the DF architecture, which leads to instability problems. By establishing tight lower and upper bounds on the risk, we prove that a shallow tree-network may outperform an individual tree in the specific case of a well-structured dataset if the first encoding tree is rich enough. This is a first step to understand the interest of extracting features from trees, and more generally the benefit of tree networks.

### 1.4.2 Initialization of NN from Tree-Based Methods

In Chapter 3, we propose a new method to initialize a potentially deep MLP for learning tasks with tabular data. Indeed, as discussed in Section 1.2.1, the performances of NN on tabular data are lacking compared to other data types, and we leverage the strong performances of tree-based methods to improve them. Our method consists in first training a tree-based predictor (RF, GBDT or Deep Forest) and then using its translation into an MLP as initialization for the first two layers, the deeper ones being randomly initialized. With the subsequent standard GD training, this procedure is shown to outperform the widely used uniform initialization of MLP (Paszke et al. 2019). It improves the final generalization score of the MLP and accelerates the training process. Initializing the first few layers of the MLP with the translation of the tree-based method and initializing randomly the deeper layers proved to be very successful. This supports the idea that, in our method, the (first) tree-based initialized layers act as relevant feature extractors that allow the MLP to detect the dependence structure in the inputs.

### 1.4.3 Theoretical Study of Interpolating RF

Following the introduction of interpolating estimators in Section 1.3, we study in Chapter 4 the trade-off between interpolation and consistency, in the context of regression, for different types of RF. We prove theoretically that interpolation regimes and consistency cannot be achieved simultaneously for non-adaptive centered RF. The major problem arises from empty cells in tree partitions. We then study a more refined version of the CRF, the Kernel Random Forest (KeRF), built by averaging over all connected data points. By neglecting empty cells, this method is consistent for larger tree depths, but does not meet the exact interpolation requirement. Since adaptivity seems to be the cornerstone to conciliate interpolation and consistency, we study the interpolating Median RF, which is proved to be consistent in the exact interpolation regime. For the first time, it is shown that the averaging effect of the feature randomization inside RF (without bootstrap) is sufficient to "average the noise out" (interpolating trees being sensitive to the noise), i.e. to decrease the variance toward 0 . The bias of interpolating trees can still be classically controlled. Numerical experiments show that Breiman RF are consistent when exactly interpolating, i.e. when the whole data set is used to build each fully-grown tree (no bootstrap). It seems that the key randomization mechanism at work in RF is sufficient to achieve consistency in spite of interpolation. Finally, we prove that the volume of the interpolation zone (where the noise sensitivity is maximum) for an infinite Breiman RF tends to 0 at an exponential rate in the dimension $d$. This supports the idea that the decay of the interpolation volume could be fast enough to retrieve consistency despite interpolation.

### 1.4.4 PAC-Bayes Objective for NN Training

This ongoing work is presented in Chapter 5 and has not yet been published. PAC-Bayes is a mathematical framework used to derive generalization bounds. It is based on the work of

Perez-Ortiz et al. 2021 which introduces PAC-Bayes-inspired training objectives to optimize (probabilistic) neural networks to obtain generalization guarantees. Our objectives are two-folds: i) improving the generalization capacities of NN directly on the training set by reducing the empirical generalization gap and ii) studying the curvature of NN hessian (via its eigenvalues) when minimizing PAC-Bayes objectives. The last point is motivated by the belief that flatter minima generalize better, as discussed in Section 1.2.2.
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## Chapter 2

## Analyzing Deep Forest


#### Abstract

Random forests on the one hand, and neural networks on the other hand, have met great success in the machine learning community for their predictive performance. Combinations of both have been proposed in the literature, notably leading to the so-called deep forests (DF, Zhou et al. 2017). In this paper, our aim is not to benchmark DF performances, but to investigate instead their underlying mechanisms. Additionally, DF architecture can be generally simplified into more simple and computationally efficient shallow forests networks. Despite some instability, the latter may outperform standard predictive tree-based methods. We exhibit a theoretical framework in which a shallow tree network is shown to enhance the performance of classical decision trees. In such a setting, we provide tight theoretical lower and upper bounds on its excess risk. These theoretical results show the interest of tree-network architectures for well-structured data provided that the first layer, acting as a data encoder, is rich enough.


### 2.1 Introduction

Deep Neural Networks (DNNs) are among the most widely used machine learning algorithms. They are composed of parameterized differentiable non-linear modules trained by gradient-based methods, which rely on the backpropagation procedure. Their performance mainly relies on layer-by-layer processing as well as feature transformation across layers. Training neural networks usually requires complex hyper-parameter tuning (Bergstra et al. 2011) and a huge amount of data. Although DNNs recently achieved great results in many areas, they remain very complex to handle and unstable to input noise (Zheng et al. 2016).

Recently, several attempts have been made to consider networks with non-differentiable modules. Among them the Deep Forest (DF) algorithm (Zhou et al. 2017), which uses Random Forests (RF, Breiman 2001a) as neurons, has received a lot of attention in recent years in various applications such as hyperspectral image processing (Liu et al. 2020), medical imaging (Sun et al. 2020), drug interactions (Su et al. 2019; Zeng et al. 2020) or even fraud detection (Zhang et al. 2019).

Since the DF procedure stacks multiple layers, each one being composed of complex nonparametric RF estimators, the rationale behind the procedure remains quite obscure. However DF methods exhibit impressive performances in practice, suggesting that stacking RFs and extracting features from these estimators at each layer is a promising way to leverage on the RF performance
in the neural network framework. The goal of this paper is not an exhaustive empirical study of prediction performances of DF (see Zhou et al. 2017) but rather to understand how stacking trees in a network fashion may result in competitive infrastructure.

Related Works. Different manners of stacking trees exist (see Ghods et al. 2020 for a general survey on stacking methods), as the Forwarding Thinking Deep Random Forest (FTDRF), proposed by Miller et al. 2017, for which the proposed network contains trees which directly transmit their output to the next layer (contrary to Deep Forest in which their output is first averaged before being passed to the next layer). A different approach by Feng et al. 2018 consists in rewriting tree gradient boosting as a simple neural network whose layers can be made arbitrary large depending on the boosting tree structure. The resulting estimator is more simple than DF but does not leverage on the ensemble method properties of random forests.

In order to prevent overfitting and to lighten the model, several ways to simplify DF architecture have been investigated. Pang et al. 2018 considers RF whose complexity varies through the network, and combines it with a confidence measure to pass high confidence instances directly to the output layer. Other directions towards DF architecture simplification are to play on the nature of the RF involved (Berrouachedi et al. 2019b, using Extra-Trees instead of Breiman's RF), on the number of RF per layer (Jeong et al. 2020, implementing layers of many forests with few trees), or even on the number of features passed between two consecutive layers (Su et al. 2019) by relying on an importance measure to process only the most important features at each level. The simplification can also occur once the DF architecture is trained, as in Kim et al. 2020 selecting in each forest the most important paths to reduce the network time- and memory-complexity. Approaches to increase the approximation capacity of DF have also been proposed by adjoining weights to trees or to forests in each layer (Utkin et al. 2017; Utkin et al. 2020), replacing the forest by more complex estimators (cascade of ExtraTrees Berrouachedi et al. 2019a), or by combining several of the previous modifications notably incorporating data preprocessing (Guo et al. 2018). Overall, the related works on DF exclusively represent algorithmic contributions without a formal understanding of the driving mechanisms at work inside the forest cascade.

Contributions. In this paper, we analyze the benefit of combining trees in network architecture both theoretically and numerically. As the performances of DF have already been validated by the literature (see Zhou et al. 2017), the main goals of our study are (i) to quantify the potential benefits of DF over RF, and (ii) to understand the mechanisms at work in such complex architectures. We show in particular that much lighter configuration can be on par with DF default configuration, leading to a drastic reduction of the number of parameters in few cases. For most datasets, considering DF with two layers is already an improvement over the basic RF algorithm. However, the performance of the overall method is highly dependent on the structure of the first random forests, which leads to stability issues. By establishing tight lower and upper bounds on the risk, we prove that a shallow tree-network may outperform an individual tree in the specific case of a well-structured dataset if the first encoding tree is rich enough. This is a first step to understand the interest of extracting features from trees, and more generally the benefit of tree networks.

Agenda. DF are formally described in Section 2.2. Section 2.3 is devoted to the numerical study of DF, by evaluating the influence of the number of layers in DF architecture, by showing that shallow sub-models of one or two layers perform the best, and finally by understanding the influence of tree depth in cascade of trees. Section 2.4 contains the theoretical analysis of the shallow centered tree network. For reproducibility purposes, all codes together with all experimental procedures are to be found in the supplementary materials.

### 2.2 Deep Forests

### 2.2.1 Description

Deep Forest (Zhou et al. 2017) is a hybrid learning procedure in which random forests are used as the elementary components (neurons) of a neural network. Each layer of DF is composed of an assortment of Breiman's forests and Completely-Random Forests (CRF, Fan et al. 2003) and trained one by one. In a classification setting, each forest of each layer outputs a class probability distribution for any query point $x$, corresponding to the distribution of the labels in the node containing $x$. At a given layer, the distributions output by all forests of this layer are concatenated, together with the raw data. This new vector serves as input for the next DF layer. This process is repeated for each layer and the final classification is performed by averaging the forest outputs of the best layer (without raw data) and applying the argmax function. The overall architecture is depicted in Figure 2.1.


Figure 2.1: Deep Forest architecture (the scheme is taken from Zhou et al. 2017).

### 2.2.2 DF Hyperparameters

Deep Forests contain an important number of tuning parameters. Apart from the traditional parameters of random forests, DF architecture depends on the number of layers, the number of forests per layer, the type and proportion of random forests to use (Breiman or CRF). In Zhou et al. 2017, the default configuration is set to 8 forests per layer, 4 CRF and 4 RF, 500 trees per forest (other forest parameters are set to sk-learn Pedregosa et al. 2011 default values), and layers are added until 3 consecutive layers do not show score improvement.

Due to their large number of parameters and the fact that they use a complex algorithm as elementary bricks, DF consist in a potential high-capacity procedure. However, as a direct consequence, the numerous parameters are difficult to estimate (requiring specific tuning of the optimization process) and need to be stored which leads to high prediction time and large memory consumption. Besides, the layered structure of this estimate, and the fact that each neuron is replaced by a powerful learning algorithm makes the whole prediction hard to properly interpret.

As already pointed out, several attempts to lighten the architecture have been conducted. In this paper, we will propose and assess the performance of a lighter DF configuration on tabular datasets.

Remark 2.2.1. DF was first designed to classify images. To do so, a pre-processing network called Multi Grained Scanning (MGS) based on convolutions is first applied to the original images. Then the Deep Forest algorithm runs with the newly created features as inputs.

### 2.3 Refined Numerical Analysis of DF Architectures

In order to understand the benefit of using a complex architecture like Deep Forests, we compare different configurations of DF on six datasets in which the output is binary, multi-class or continuous, see Table 2.1 for description. All classification datasets belong to the UCI repository, the two regression ones are Kaggle datasets (Housing data and Airbnb Berlin 2020) ${ }^{1}$. Note that the Fashion Mnist features are built using the Multi Grained Scanning process from the DF original article (Zhou et al. 2017) (see S1.3 for the encoding details).

| Dataset | Type (Nb of classes) | Train/Val/Test Size | Dim |
| :---: | :---: | :---: | :---: |
| Adult | Class. (2) | $26048 / 6512 / 16281$ | 14 |
| Higgs | Class. (2) | $120000 / 28000 / 60000$ | 28 |
| Fashion Mnist | Class (10) | $24000 / 6000 / 8000$ | 260 |
| Letter | Class. (26) | $12800 / 3200 / 4000$ | 16 |
| Yeast | Class. (10) | $830 / 208 / 446$ | 8 |
| Airbnb | Regr. | $73044 / 18262 / 39132$ | 13 |
| Housing | Regr. | $817 / 205 / 438$ | 61 |

Table 2.1: Description of the datasets.
In what follows, we propose a light DF configuration. We show that our light configuration performance is comparable to the performance of the default DF architecture of Zhou et al. 2017, thus questioning the relevance of deep models. Therefore, we analyze the influence of the number of layers in DF architectures, showing that DF improvements mostly rely on the first layers of the architecture. To gain insights about the quality of the new features created by the first layer, we consider a shallow tree network for which we evaluate the performance as a function of the first-tree depth.

### 2.3.1 Towards DF Simplification

Setting. We compare the performances of the following DF architectures on the datasets summarized in Table 2.1:

1. the default setting of DF, described in Section 2.2;
2. the best DF architecture obtained by grid-searching over the number of forests per layer, the number of trees per forest and the maximum depth of each tree. The selected architecture is chosen with respect to the performances achieved on validation datasets;
3. a new light DF architecture, composed of 2 layers, 2 forests per layer (one RF and one CRF) with only 50 trees of depth 30 trained only once;
4. the first layer of the best DF;
5. the first layer of the light DF;
6. a "Flattened best DF as RF" which consists in one RF with as many trees as in the best DF with similar forest parameters (refer to Supplementary Materials S1.2 and Table S3 for details);
7. a "Flattened light DF as RF" which corresponds to one RF with as many trees as in the light DF with similar forest parameters.
${ }^{1}$ https://www.kaggle.com/raghavs1003/airbnb-berlin-2020
https://www.kaggle.com/c/house-prices-advanced-regression-techniques/data

Results. Results are presented in Figures 2.2 and 2.3. Each bar plot respectively corresponds to the average accuracy or the average $R^{2}$ score over 10 tries for each test dataset; the error bars stand for accuracy or $R^{2}$ standard deviation. The description of the resulting best DF architecture for each dataset is given in Table S3 (Supplementary Materials).


Figure 2.2: Accuracy of different DF architectures for classification datasets (10 runs per bar plot).


Figure 2.3: $R^{2}$ score of different DF architectures for regression datasets (10 runs per bar plot).
As highlighted in Figure 2.2, the performance of the light configuration for classification datasets is comparable to the default and the best configurations' one, while being much more computationally efficient: faster to train, faster at prediction, cheaper in terms of memory (see Table S2 in the Supplementary Materials for a comparison of computing time and memory consumption). Moreover, except on the Letter dataset, the DF performs better than its RF equivalent. The results for the Letter dataset can be explained by the fact that the CRFs within the DF are outperformed by Breiman RFs in this specific case. Overall, for classification tasks, the small performance enhancement of Deep Forests (Default or Best DF) over our light configuration should be assessed in the light of their additional complexity. This questions the usefulness of stacking several layers made of many forests, resulting in a heavy architecture. We further propose an in-depth analysis of the role of each layer to the global DF performance.

### 2.3.2 Tracking the Best Sub-Model

Setting. On all the previous datasets, we train a DF architecture by specifying the maximal number $p$ of layers. Unspecified hyper-parameters are set to default value (see Section 2.2). For each $p$, we consider the truncated sub-models composed of layer 1 , layer $1-2, \ldots$, layer $1-p$, where layer $1-p$ is the original DF with $p$ layers. For each value of $p$, we consider the previous nested sub-models with $1,2, \ldots, p$ layers, and compute the predictive accuracy of the best sub-model.

Results. We only display results for the Adult dataset in Figure 2.4 (all the other datasets show similar results, see Section S1.5 of the Supplementary Materials). The score (accuracy or $R^{2}$-score) corresponds to the result on the test dataset. We observe that, over 10 runs, adding layers to the Deep Forest seems not to significantly change the accuracy score. Even if the variance changes
by adding layers, we are not able to detect any pattern, which suggests that the variance of the procedure performance is unstable with respect to the maximal number of layers.


Figure 2.4: Adult dataset. Boxplots over 10 runs of the accuracy of a DF sub-model with 1 (Breiman) forest by layer (left) or 4 forests (2 Breiman, 2 CRF) by layer (right), depending on the maximal number of layers of the global DF model.


Figure 2.5: Adult dataset. Heatmap counting the optimal layer index over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests ( 2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers. The number corresponding to $(n, m)$ on the $x$ and $y$-axes indicates how many times out of 10 the layer $m$ is optimal when running a cascade network with a maximal number $n$ of layers.

Globally, we observe that the sub-models with one or two layers often lead to the best performance (see Figure 2.5 for the Adult dataset and Supplementary Materials S1.5). When the dataset is small (Letter or Yeast), the sub-model with only one layer (i.e. a standard RF or an aggregation of RFs) is almost always optimal since a single RF with no maximum depth constraint already overfits on most of these datasets. Therefore the second layer, building upon the predictions of the first layer, entails overfitting as well, therefore leading to no improvement of the overall model. Besides, one can explain the predominance of small sub-models by the weak additional flexibility created by each layer: on the one hand, each new feature vector size corresponds to the number of classes times the number of forests which can be small with respect to the number
of input features; on the other hand, the different forests within one layer are likely to produce similar probability outputs, especially if the number of trees within each forest is large. The story is a bit different for the Housing dataset, for which the best submodel is between 2 and 6. As noticed before, this may be the result of the frustratingly simple representation of the new features created at each layer. Eventually, these numerical experiments corroborate the relevance of shallow DF as the light configuration proposed in the previous section.

We note that adding forests in each layer decreases the number of layers needed to achieve a pre-specified performance. This is surprising and is opposed to the common belief that in Deep Neural Networks, adding layers is usually better than adding neurons in each layer.

We can conclude from the empirical results that the first two layers convey the performance enhancement in DF. Contrary to NNs, depth is not an important feature of DFs. The following studies thus focus on two-layer architectures which are deep enough to reproduce the improvement of deeper architectures over single RFs.

### 2.3.3 A Precise Understanding of Depth Enhancement

In order to finely grasp the influence of tree depth in DF, we study a simplified version: a shallow CART tree network, composed of two layers, with one CART per layer.

Setting. In such an architecture, the first-layer tree is fitted on the training data. For each sample, the first-layer tree outputs a probability distribution (or a value in a regression setting), which is referred to as "encoded data" and given as input to the second-layer tree, with the raw features as well. For instance, considering binary classification data with classes 0 and 1, with raw features $\left(x_{1}, x_{2}, x_{3}\right)$, the input of the second-layer tree is a 5-dimensional feature vector $\left(x_{1}, x_{2}, x_{3}, p_{0}, p_{1}\right)$, with $p_{0}$ (resp. $p_{1}$ ) the predicted probabilities by the first-layer tree for the class 0 (resp. 1 ).

For each dataset of Table 2.1, we first determine the optimal depth $k^{\star}$ of a single CART tree via 3 -fold cross validation. Then, for a given first-layer tree with a fixed depth, we fit a second-layer tree, allowing its depth to vary. We then compare the resulting shallow tree networks in three different cases: when the (fixed) depth of the first tree is (i) less than $k^{\star}$, (ii) equal to $k^{\star}$, and (iii) larger than $k^{\star}$. We add the optimal single tree performance to the comparison.

Results. Results are displayed in Figure 2.6 for the Adult dataset only (see Supplementary Materials S1.4 for the results on the other datasets). Specifically noticeable in Figure 2.6 (top), the tree network architecture can introduce performance instability when the second-layer tree grows (e.g. when the latter is successively of depth 7, 8 and 9).

Furthermore, when the encoding tree is not deep enough (top), the second-layer tree improves the accuracy until it approximately reaches the optimal depth $k^{\star}$. In this case, the second-layer tree compensates for the poor encoding, but cannot improve over a single tree with optimal depth $k^{\star}$. Conversely, when the encoding tree is more developed than an optimal single tree (bottom) - overfitting regime, the second-layer tree may not lead to any improvement, or worse, may degrade the performance of the first-layer tree.

On all datasets, the second-layer tree is observed to always make its first cut over the new features (see Figure 2.7 and Supplementary Materials).

In the case of binary classification, a single cut of the second-layer tree along a new feature yields to gather all the leaves of the first tree, predicted respectively as 0 and 1 , into two big leaves, therefore reducing the predictor variance (cf. Figure 2.6 (middle and bottom)). Furthermore, when considering multi-label classification with $n_{\text {classes }}$, the second-layer tree must cut over at least $n_{\text {classes }}$ features to recover the partition of the first tree (see Figure S15). Similarly, in the


Figure 2.6: Adult dataset. Accuracy on the test dataset of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 2 (top), 9 (middle), and 15 (bottom). rtree is a single tree of respective depth 2 (top), 9 (middle), and 15 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 9 and the tree with the optimal depth is depicted as rtree_9 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.
regression case, the second tree needs to perform a number of splits equal to the number of leaves of the first tree in order to recover the partition of the latter.


Figure 2.7: Adult dataset. Focus on the first levels of the second-layer tree structure when the first layer tree is of depth 9 (optimal depth). Raw features range from $X[0]$ to $X[13], X[14]$ and $X[15]$ are the features built by the first-layer tree.

In Figure 2.6 (middle), one observes that with a first-layer tree of optimal depth, the secondlayer tree may outperform an optimal single tree, by improving both the average accuracy and its variance. We aim at theoretically quantifying this performance gain in the next section.

### 2.4 Theoretical Study of a Shallow Tree Network

In this section, we focus on the theoretical analysis of a simplified tree network. Our aim is to exhibit settings in which a tree network outperforms a single tree. Recall that the second layer of a tree network gathers tree leaves of the first layer with similar distributions. For this reason, we believe that a tree network is to be used when the dataset has a very specific structure, in which
the same link between the input and the output can be observed in different subareas of the input space. Such a setting is described in Section 2.4.2

To make the theoretical analysis possible, we study centered trees (see Definition 2.4.1) instead of CART. Indeed, studying the original CART algorithm is still nowadays a real challenge and analyzing stacks of CART seems out-of-reach in short term. As highlighted by the previous empirical analysis, we believe that the results we establish theoretically are shared by DF. All proofs are postponed to the Supplementary Materials.

### 2.4.1 The Network Architecture

We assume to have access to a dataset $\mathcal{D}_{n}=\left\{\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right\}$ of i.i.d. copies of the generic pair $(X, Y)$ with $X$ living in $[0,1]^{d}$ and $Y \in\{0,1\}$ being the label associated to $X$.

Notations. Given a decision tree, we denote by $L_{n}(X)$ the leaf of the tree containing $X$ and $N_{n}\left(L_{n}(X)\right)$ the number of data points falling into $L_{n}(X)$. The prediction of such a tree at point $X$ is given by

$$
f_{n}(X)=\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}
$$

with the convention $0 / 0=0$, i.e. the prediction for $X$ in a leaf with no observations is arbitrarily set to zero.

A shallow centered tree network. We want to theoretically analyze the benefits of stacking trees. To do so, we focus on two trees in cascade and will try to determine, in particular, the influence of the first (encoding) tree on the performance of the whole tree network. To catch the variance reduction property of tree networks already emphasized in the previous section, we consider a regression setting: let $f^{\star}(x)=\mathbb{E}[Y \mid X=x]$ be the regression function and for any function $f$, its quadratic risk is defined as $\mathcal{R}(f)=\mathbb{E}\left[\left(f(X)-f^{\star}(X)\right)^{2}\right]$, where the expectation is taken over $\left(X, Y, \mathcal{D}_{n}\right)$. We emphasize that although $Y \in\{0,1\}$, we are not interested in classifying $Y$ but rather to estimate the regression function.

Definition 2.4.1 (Shallow centered tree network). The shallow tree network consists of two trees in cascade:

- (Encoding layer) The first-layer tree is a cycling centered tree of depth $k$. It is built independently of the data by splitting recursively on each variable, at the center of the cells. The first cut is made along the first coordinate, the second along the second coordinate, etc. The tree construction is stopped when exactly $k$ cuts have been made. For each point $X$, we extract the empirical mean $\bar{Y}_{L_{n}(X)}$ of the outputs $Y_{i}$ falling into the leaf $L_{n}(X)$ and we pass the new feature $\bar{Y}_{L_{n}(X)}$ to the next layer, together with the original features $X$.
- (Output layer) The second-layer tree is a centered tree of depth $k^{\prime}$ for which a cut can be performed at the center of a cell along a raw feature (as done by the encoding tree) or along the new feature $\bar{Y}_{L_{n}(X)}$. In this latter case, two cells corresponding to $\left\{\bar{Y}_{L_{n}(X)}<1 / 2\right\}$ and $\left\{\bar{Y}_{L_{n}(X)} \geqslant 1 / 2\right\}$ are created.

The resulting predictor composed of the two trees in cascade, of respective depth $k$ and $k^{\prime}$, trained on the data $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ is denoted by $f_{k, k^{\prime}, n}$.

The two cascading trees can be seen as two layers of trees, hence the name of the shallow tree network. Note in particular that $f_{k, 0, n}(X)$ is the prediction given by the first encoding tree only and outputs, as a classical tree, the mean of the $Y_{i}$ 's falling into a leaf containing $X$.


Figure 2.8: Arbitrary chessboard data distribution for $k^{\star}=6$ and $N_{\mathcal{B}}=40$ black cells ( $p$ is not displayed here). Partition of the (first) encoding tree of depth $4,6,8$ (from left to right) is displayed in blue. The optimal depth of a single centered tree for this chessboard distribution is 6.

### 2.4.2 Problem Setting

Data generation. The data $X$ is assumed to be uniformly distributed over $[0,1]^{d}$ and $Y \in\{0,1\}$. Let $k^{\star}$ be a multiple of $d$ and let $p \in(1 / 2,1]$. We build a regular partition of the space with cells $C_{1}, \ldots, C_{2^{k}}$ of generic form

$$
\prod_{k=1}^{d}\left[\frac{i_{k}}{2^{k^{\star} / d}}, \frac{i_{k}+1}{2^{k^{\star} / d}}\right)
$$

for $i_{1}, \ldots, i_{d} \in\left\{0, \ldots, 2^{k^{\star} / d}-1\right\}$. We arbitrary assign a color (black or white) to each cell, which has a direct influence on the distribution of $Y$ in the cell. More precisely, for $x$ in a given cell $C$,

$$
\mathbb{P}[Y=1 \mid X=x]=\left\{\begin{array}{cl}
p & \text { if } C \text { is a black cell, }  \tag{2.1}\\
1-p & \text { if } C \text { is a white one }
\end{array}\right.
$$

We define $\mathcal{B}$ (resp. $\mathcal{W}$ ) as the union of black (resp. white) cells and $N_{\mathcal{B}} \in\left\{0, \ldots, 2^{k^{\star}}\right\}$ (resp. $N_{\mathcal{W}}$ ) as the number of black (resp. white) cells. Note that $N_{\mathcal{W}}=2^{k^{\star}}-N_{\mathcal{B}}$. The location and the numbers of the black and white cells are arbitrary. This distribution corresponds to a generalized chessboard structure. The whole distribution is thus parameterized by $k^{\star}\left(2^{k^{\star}}\right.$ is the total number of cells), $p$ and $N_{\mathcal{B}}$. Examples of this distribution are depicted in Figures 2.8 and 2.9 for different configurations and $d=2$.

Why such a structured setting? The data distribution introduced above is highly structured, which can be seen as a restrictive study setting. However, the generalized chessboard is nothing but a discretized quantification of the regression function $r$ using only 2 values (see Equation (2.1)). Going further than quantification towards general discretization does not seem appropriate for tree networks. To see this, consider a more general distribution such as

$$
\mathbb{P}[Y=1 \mid X=x]=P_{i j} \text { when } x \in C_{i j},
$$

where $P_{i j}$ is a random variable drawn uniformly in $[0,1]$.
Lemma 2.4.2. Assume that the data follows the generalized chessboard distribution described above with parameter $k^{\star}, N_{\mathcal{B}}$ and $p$. Suppose that $k \geqslant k^{\star}$. In the infinite sample setting, the risks of a single tree and
a shallow tree network are given by $\mathcal{R}\left(f_{k, 0, \infty}\right)=0$ and

$$
\mathcal{R}\left(f_{k, 1, \infty}\right) \geqslant \frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)+\frac{1}{2^{2^{\star}}} \frac{9}{24} .
$$

Lemma 2.4.2 highlights the fact that a tree network has a positive bias, which is not the case for a single tree. Besides, by letting $k^{\star}$ tend to infinity (that is the size of the cells tends to zero), the above chessboard distribution boils down to a very generic classification framework. In this latter case, the tree network performs poorly since its risk is lower bounded by $1 / 48$. In short, when the data distribution is disparate across the feature space, the averaging performed by the second tree leads to a biased regressor. Note that Lemma 2.4.2 involves a shallow tree network, performing only one cut on the second layer. But similar conclusions could be drawn for a deeper second-layer tree, until its depth reaches $k^{\star}$. Indeed, considering $f_{k, k^{\star}, \infty}$ would result in an unbiased regressor, with comparable performances as of a single tree, while being much more complex.

Armed with Lemma 2.4.2, we believe that the intrinsic structure of DF and tree networks makes them useful to detect similar patterns spread across the feature space. This makes the generalized chessboard distribution particularly well suited for analyzing such behavior. The risk of a shallow tree network in the infinite sample regime for the generalized chessboard distribution is studied in Lemma 2.4.3.

Lemma 2.4.3. Assume that the data follows the generalized chessboard distribution described above with parameter $k^{\star}, N_{\mathcal{B}}$ and $p$. In the infinite sample regime, the following holds for the shallow tree network $f_{k, k^{\prime}, n}$ (Definition 2.4.1).

1. Shallow encoding tree. Let $k<k^{\star}$. The risk of the shallow tree network is minimal for all configurations of the chessboard if the second-layer tree is of depth $k^{\prime} \geqslant k^{\star}$ and if the $k^{\star}$ first cuts are performed along raw features only.
2. Deep encoding tree. Let $k \geqslant k^{\star}$. The risk of the shallow tree network is minimal for all configurations of the chessboard if the second-layer tree is of depth $k^{\prime} \geqslant 1$ and if the first cut is performed along the new feature $\bar{Y}_{L_{n}(X)}$.

In the infinite sample regime, Lemma 2.4 .3 shows that the pre-processing is useless when the encoding tree is shallow $\left(k<k^{\star}\right)$ : the second tree cannot leverage on the partition of the first one and needs to build a finer partition from zero.

Lemma 2.4.3 also provides an interesting perspective on the second-layer tree which either acts as a copy of the first-layer tree or can simply be of depth one.

Remark 2.4.4. The results established in Lemma 2.4.3 for centered-tree networks also empirically hold for CART ones (see Figures 2.6,S12,S15,S17,S19,S21: (i) the second-layer CART trees always make their first cut on the new feature and always near 1/2; (ii) if the first-layer CART is biased, then the first cuts of the second-layer tree will not improve the accuracy of the first tree and the improvement of the deeper cuts is not significant (see Figure 2.6 (top)); (iii) if the first-layer CART is developed enough, then the second-layer CART acts as a variance reducer (see Figure 2.6 (middle)).

### 2.4.3 Main Results

Building on Lemma 2.4.2 and 2.4.3, we now focus on a shallow network whose second-layer tree is of depth one, and whose first cut is performed along the new feature $\bar{Y}_{L_{n}(X)}$ at $1 / 2$. Two main regimes of training can be therefore identified when the first tree is either shallow ( $k<k^{\star}$ ) or deep $\left(k \geqslant k^{\star}\right)$.


Figure 2.9: Chessboard data distribution for $k^{\star}=6$ and $N_{\mathcal{B}}=2^{k^{\star}-1}$. Partition of the (first) encoding tree of depth $4,6,8$ (from left to right) is displayed in blue. The optimal depth of a single centered tree for this chessboard distribution is 6 .

In the first regime $\left(k<k^{\star}\right)$, to establish precise non-asymptotics bounds, we study the balanced chessboard distribution (see Figure 2.9). Such a distribution has been studied in the unsupervised literature, in order to generate distribution for $X$ via copula theory (Ghosh et al. 2002; Ghosh et al. 2009) or has been mixed with other distribution in the RF framework (Biau et al. 2008). Intuitively, this is a worst-case configuration for centered trees in terms of bias. Indeed, if $k<k^{\star}$, each leaf contains the same number of black and white cells. Therefore in expectation the mean value of the leaf is $1 / 2$ which is non informative.

Proposition 2.4.5 (Risk of a single tree and a shallow tree network when $k<k^{\star}$ ). Assume that the data is drawn according to a balanced chessboard distribution with parameters $k^{\star}, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p>1 / 2$ (see Figure 2.9).

1. Consider a single tree $f_{k, 0, n}$ of depth $k \in \mathbb{N}^{\star}$. We have,

$$
\mathcal{R}\left(f_{k, 0, n}\right) \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k}}{2(n+1)}+\frac{\left(1-2^{-k}\right)^{n}}{4}
$$

and

$$
\mathcal{R}\left(f_{k, 0, n}\right) \geqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k}}{4(n+1)}+\frac{\left(1-2^{-k}\right)^{n}}{4}\left(1-\frac{2^{k}}{n+1}\right) .
$$

2. Consider the shallow tree network $f_{k, 1, n}$. We have

$$
R\left(f_{k, 1, n}\right) \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+3}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n}}+\frac{7 \cdot 2^{2 k+2}}{\pi^{2}(n+1)}\left(1+\varepsilon_{k, p}\right)+\frac{p^{2}+(1-p)^{2}}{2}\left(1-2^{-k}\right)^{n}
$$

where $\varepsilon_{k, p}=o\left(2^{-k / 2}\right)$ uniformly in $p$, and

$$
R\left(f_{k, 1, n}\right) \geqslant\left(p-\frac{1}{2}\right)^{2}
$$

First, note that our bounds are tight in both cases ( $k<k^{\star}$ and $k \geqslant k^{\star}$ ) since the rates of the upper bounds match that of the lower ones. The first statement in Proposition 2.4.5 quantifies the bias of a single tree of depth $k<k^{\star}$ : the term $(p-1 / 2)^{2}$ appears in both the lower and upper bounds, which means that no matter how large the training set is, the risk of the tree does not tend to zero. The shallow tree network suffers from the same bias term as soon as the first-layer tree is not deep enough. Here, the flaws of the first-layer tree transfer to the whole network. In
all bounds, the term $\left(1-2^{-k}\right)^{n}$ corresponding to the probability of $X$ falling into an empty cell is classic and cannot be eliminated for centered trees, whose splitting strategy is independent of the dataset.

Proposition S1 in the Supplementary Materials extends the previous result to the case of a random chessboard, in which each cell has a probability of being black or white. The same phenomenon is observed: the bias of the first layer tree is not reduced, even in the infinite sample regime.

In the second regime $\left(k \geqslant k^{\star}\right)$, the tree network may improve over a single tree as shown in Proposition 2.4.6.

Proposition 2.4.6 (Risk of a single tree and a shallow tree network when $k \geqslant k^{\star}$ ). Consider a generalized chessboard with parameters $k^{\star}, N_{\mathcal{B}}$ and $p>1 / 2$.

1. Consider a single tree $f_{k, 0, n}$ of depth $k \in \mathbb{N}^{\star}$. We have

$$
\mathcal{R}\left(f_{k, 0, n}\right) \leqslant \frac{2^{k} p(1-p)}{n+1}+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}
$$

and

$$
\mathcal{R}\left(f_{k, 0, n}\right) \geqslant \frac{2^{k-1} p(1-p)}{n+1}+\left(p^{2}+(1-p)^{2}-\frac{2^{k} p(1-p)}{n+1}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}
$$

2. Consider the shallow tree network $f_{k, 1, n}$. Letting

$$
\bar{p}_{\mathcal{B}}^{2}=\left(\frac{N_{\mathcal{B}}}{2^{k^{\star}}} p^{2}+\frac{2^{k^{\star}}-N_{\mathcal{B}}}{2^{k^{\star}}}(1-p)^{2}\right)\left(1-2^{-k}\right)^{n}
$$

we have

$$
\mathcal{R}\left(f_{k, 1, n}\right) \leqslant 2 \cdot \frac{p(1-p)}{n+1}+\frac{2^{k+2} \varepsilon_{n, k, p}}{n}+\bar{p}_{\mathcal{B}}^{2}
$$

where $\varepsilon_{n, k, p}=n\left(1-\frac{1-e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}\right)^{n}$, and for all $n \geqslant 2^{k+1}(k+1)$,

$$
R\left(f_{k, 1, n}\right) \geqslant \frac{2 p(1-p)}{n}-\frac{2^{k+3}\left(1-\rho_{k, p}\right)^{n}}{n}+\bar{p}_{\mathcal{B}}^{2}
$$

where $0<\rho_{k, p}<1$ depends only on $p$ and $k$.
Proposition 2.4 .6 shows that there exists a benefit from using this network when the first-layer tree is deep enough. In this case, the risk of the shallow tree network is $O(1 / n)$ whereas that of a single tree is $O\left(2^{k} / n\right)$. In presence of complex and highly structured data (large $k^{\star}$ and similar distribution in different areas of the input space), the shallow tree network benefits from a variance reduction phenomenon by a factor $2^{k}$. These theoretical bounds are numerically assessed in the Supplementary Materials (see Figures S35 to S40) showing their tightness for a particular choice of the chessboard configuration.

Finally, note that although the dimension $d$ does not explicitly appear in our bounds, it is closely related to $k^{\star}$. Indeed, in high dimensions, modelling the regression function requires a finer partition, hence a direct relation of the form $k^{\star} \gg d$. Therefore, obtaining an unbiased estimator with a reduced variance as in Proposition 2.4.5 is more stringent in high dimensions, since it requires to choose $k \geqslant k^{\star} \gg d$.

### 2.5 Conclusion

In this paper, we study both numerically and theoretically DF and its elementary components. We show that stacking layers of trees (and forests) may improve the predictive performance of the algorithm. However, based on the empirical study, it seems that most of the improvements rely on the first DF-layers. We show that the performance of a shallow tree network (composed of single CART) depends on the depth of the first-layer tree. When the first-layer tree is deep enough, the second-layer tree may build upon the new features created by the first tree by acting as a variance reducer.

To quantify this phenomenon, we propose a first theoretical analysis of a shallow tree network (composed of centered trees). Our study exhibits the crucial role of the first (encoding) layer: if the first-layer tree is biased, then the entire shallow network inherits this bias, otherwise the second-layer tree acts as a good variance reducer. One should note that this variance reduction cannot be obtained by averaging many trees, as in RF structure: the variance of an averaging of centered trees with depth $k$ is of the same order as one of these individual trees (Biau 2012a; Klusowski 2018), whereas two trees in cascade (the first one of depth $k$ and the second of depth 1) may lead to a variance reduction by a $2^{k}$ factor. This highlights the benefit of tree-layer architectures over standard ensemble methods. We thus believe that this first theoretical study of this shallow tree network paves the way of the mathematical understanding of DF.

First-layer trees, and more generally the first layers in DF architecture, can be seen as datadriven encoders. More precisely, the first layers in DF create an automatic embedding of the data, building on the specific conditional relation between the output and the inputs, therefore potentially improving the performance of the overall structure. Since preprocessing is nowadays an important part of all machine learning pipelines, we believe that our analysis is interesting beyond the framework of DF.

## S1 Additional Figures

## S1.1 Computation Times for Section 2.3

|  | Yeast | Housing | Letter | Adult | Airbnb | Higgs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Default DF time | 13 m 19 s | 9 m 38 s | 20 m 31 | 13 m 57 s | 23 m 23 s | 43 m 53 s |
| Light DF time | 7 s | 6 s | 8 s | 8 s | 10 s | 13 s |
| Default DF MC (MB) | 11 | 6 | 174 | 139 | 166 | 531 |
| Light DF MC (MB) | 5 | 4 | 109 | 72 | 100 | 318 |

Table S2: Comparing the time and memory consumption of DF and Light DF.

## S1.2 Table of Best Configurations, Supplementary to Section 2.3.2

| Dataset | Best configuration hyperparam. | Optimal sub-model |
| :---: | :---: | :---: |
| Adult | 6 forests, 20 trees, max depth 30 | 2 |
| Higgs | 10 forests, 280 trees, max depth None | 2 |
| Fashion Mnist | 8 forests, 500 trees, max depth None (default) | 2 |
| Letter | 8 forests, 500 trees, max depth None (default) | 1 |
| Yeast | 6 forests, 200 trees, max depth 30 | 1 |
| Airbnb | 10 forests, 400 trees, max depth None | 1 |
| Housing | 8 forests, 280 trees, max depth 100 | 14 |

Table S3: Details of the best configurations obtained in Figures 2.2 and 2.3.
To find the best configuration, we ran a grid search over the following parameters : number of forests per layer (from 2 to 10), number of trees per forest (from 30 to 1000), max depth of each tree (from 5 to 100 plus None).

## S1.3 Fashion Mnist MGS Encoding

The Fashion Mnist dataset was encoded using the MGS process with two forests, one Breiman RF, one CRF, both of them having 150 trees, 10 samples per leaf minimum and other parameters set to default. Three windows were used of sizes/strides. Then we apply a mean pooling process of size $(3,3)$ to each created filter.

## S1.4 Additional Figures to Section 2.3.3



Figure S10: Adult dataset. Accuracy of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 2 (top), 9 (middle), and 15 (bottom). rtree is a single tree of respective depth 2 (top), 9 (middle), and 15 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 9 and the tree with the optimal depth is depicted as rtree_9 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.


Figure S11: Adult dataset. Second-layer tree structure of depth 4 when the first-layer tree is of depth 9 (optimal depth). Raw features range from $X[0]$ to $X[13], X[14]$ and $X[15]$ are the features built by the first-layer tree.



Figure S12: Higgs dataset. Accuracy of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 2 (top), 9 (middle), and 15 (bottom). rtree is a single tree of respective depth 2 (top), 9 (middle), and 15 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 9 and the tree with the optimal depth is depicted as rtree_9 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.


Figure S13: Higgs dataset. Second-layer tree structure of depth 5 when the first-layer tree is of depth 2 (low depth). Raw features range from $X[0]$ to $X[13], X[14]$ and $X[15]$ are the features built by the first-layer tree.


Figure S14: Higgs dataset. Second-layer tree structure of depth 4 when the first-layer tree is of depth 9 (optimal depth). Raw features range from $X[0]$ to $X[27], X[28]$ and $X[29]$ are the features built by the first-layer tree.
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Figure S15: Letter dataset. Accuracy of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 10 (top), 18 (middle), and 26 (bottom). rtree is a single tree of respective depth 10 (top), 18 (middle), and 26 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 18 and the tree with the optimal depth is depicted as rtree_18 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs


Figure S16: Letter dataset. Second-layer tree structure of depth 30 when the first-layer tree is of depth 18 (optimal depth). We only show the first part of the tree up to depth 10. Raw features range from $X[0]$ to $X[15]$. The features built by the first-layer tree range from $X[16]$ to $X[41]$.


Figure S17: Yeast dataset. Accuracy of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 1 (top), 3 (middle), and 8 (bottom). rtree is a single tree of respective depth 1 (top), 3 (middle), and 8 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 3 and the tree with the optimal depth is depicted as rtree_3 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.


Figure S18: Yeast dataset. Second-layer tree structure of depth 4 when the first-layer tree is of depth 3 (optimal depth). Raw features range from $X[0]$ to $X[7]$. The features built by the first-layer tree range from $X[8]$ to $X[17]$.


Figure S19: Airbnb dataset. $R^{2}$ score of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 10 (top), 27 (middle), and 32 (bottom). rtree is a single tree of respective depth 10 (top), 27 (middle), and 32 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 27 and the tree with the optimal depth is depicted as rtree_27 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.


Figure S20: Airbnb dataset. Second-layer tree structure of depth 28 when the first-layer tree is of depth 26 (optimal depth). We only show the first part of the tree up to depth 5 . Raw features range from $X[0]$ to $X[12], X[13]$ is the feature built by the first-layer tree.


Figure S21: Housing dataset. $R^{2}$ score of a two-layer tree architecture w.r.t. the second-layer tree depth, when the first-layer (encoding) tree is of depth 3 (top), 7 (middle), and 12 (bottom). rtree is a single tree of respective depth 3 (top), 7 (middle), and 12 (bottom), applied on raw data. For this dataset, the optimal depth of a single tree is 9 and the tree with the optimal depth is depicted as rtree_7 in each plot. The green dashed line indicates the median score of the rtree. All boxplots are obtained by 10 different runs.


Figure S22: Housing dataset. Second-layer tree structure of depth 10 when the first-layer tree is of depth 7 (optimal depth). We only show the first part of the tree up to depth 5 . Raw features range from $X[0]$ to $X[60], X[61]$ is the feature built by the first-layer tree.

## S1.5 Additional Figures to Section 2.3.2



Figure S23: Adult dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S24: Adult dataset. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests ( 2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.


Figure S25: Higgs dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S26: Higgs dataset. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests ( 2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.


Figure S27: Letter dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S28: Letter dataset. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests ( 2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.


Figure S29: Yeast dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S30: Yeast dataset. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests ( 2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.


Figure S31: Airbnb dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S32: Airbnb datase. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests (2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.


Figure S33: Housing dataset. Boxplots over 10 tries of the accuracy of a DF with 1 forest by layer (left) or 4 forests by layer (right), with respect to the DF maximal number of layers.


Figure S34: Housing dataset. Heatmap counting the index of the sub-optimal model over 10 tries of a default DF with 1 (Breiman) forest per layer (left) or 4 forests (2 Breiman, 2 CRF) per layer (right), with respect to the maximal number of layers.

## S1.6 Additional Figures to Section 2.4



Figure S35: Illustration of the theoretical bounds for a single tree of Proposition 2.4.5 1. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$, and $p=0.8$. The single tree is of depth $k=2$. We draw a sample of size $n$ (x-axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation.


Figure S36: Illustration of the theoretical bounds for a single tree of Proposition 2.4.6 1. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p=0.8$. The single tree is of depth $k=4$. We draw a sample of size $n$ ( x -axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation.


Figure S37: Illustration of the theoretical bounds for a single tree of Proposition 2.4.6 1. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p=0.8$. The single tree is of depth $k=6$. We draw a sample of size $n$ (x-axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation.


Figure S38: Illustration of the theoretical bounds for a shallow tree network of Proposition 2.4.5 2. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p=0.8$. The first-layer tree is of depth $k=2$. We draw a sample of size $n$ (x-axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation. Note that in such a case, the theoretical lower bound is constant and equal to the bias term.


Figure S39: Illustration of the theoretical bounds for a shallow tree network of Proposition 2.4.6 2. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p=0.8$. The first-layer tree is of depth $k=4$. We draw a sample of size $n$ (x-axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation. Note that in such a case, the theoretical lower bound is constant and equal to the bias term. Note that the lower bound and the upper bound are merged.


Figure S40: Illustration of the theoretical bounds for a shallow tree network of Proposition 2.4.6 2. for a chessboard with parameters $k^{\star}=4, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p=0.8$. The first-layer tree is of depth $k=6$. We draw a sample of size $n$ ( x -axis), and a single tree $f_{k, 0, n}$ is fitted for which the theoretical risk is evaluated. Each boxplot is built out of 20000 repetitions. The outliers are not shown for the sake of presentation. Note that in such a case, the theoretical lower bound is constant and equal to the bias term.

## S2 Technical Results on Binomial Random Variables

Lemma S1. Let $Z$ be a binomial $\mathfrak{B}(n, p), p \in(0,1], n>0$. Then,
1.

$$
\frac{1-(1-p)^{n}}{(n+1) p} \leqslant \mathbb{E}\left[\frac{\mathbb{1}_{Z>0}}{Z}\right] \leqslant \frac{2}{(n+1) p}
$$

2. 

$$
\mathbb{E}\left[\frac{1}{1+Z}\right] \leqslant \frac{1}{(n+1) p}
$$

3. 

$$
\mathbb{E}\left[\frac{1}{1+Z^{2}}\right] \leqslant \frac{3}{(n+1)(n+2) p^{2}}
$$

4. 

$$
\mathbb{E}\left[\frac{\mathbb{1}_{Z>0}}{\sqrt{Z}}\right] \leqslant \frac{2}{\sqrt{n p}}
$$

5. Let $k$ be an integer $\leqslant n$. Then,

$$
\mathbb{E}[Z \mid Z \geqslant k]=n p+(1-p) k \frac{\mathbb{P}(Z=k)}{\sum_{i=k}^{n} \mathbb{P}(Z=i)}
$$

6. Let Z be a binomial $\mathfrak{B}\left(n, \frac{1}{2}\right), n>0$. Then,

$$
\mathbb{E}\left[Z \left\lvert\, Z \leqslant\left\lfloor\frac{n+1}{2}\right\rfloor-1\right.\right] \geqslant \frac{n}{2}-\left(\frac{\sqrt{n}}{\sqrt{\pi}}+\frac{2 \sqrt{2 n}}{\pi \sqrt{2 n+1}}\right) .
$$

7. Let Z be a binomial $\mathfrak{B}\left(n, \frac{1}{2}\right), n>0$. Then,

$$
\mathbb{E}\left[Z \left\lvert\, Z \geqslant\left\lfloor\frac{n+1}{2}\right\rfloor\right.\right] \leqslant \frac{n}{2}+1+\frac{1}{\sqrt{\pi(n+1)}}
$$

Proof. The reader may refer to the Lemma 11 of Biau 2012a to see the proof of 2., 3. and the righthand side of 1 . The left-hand side inequality of 1 can be found in the Section 1 of Cribari-Neto et al. 2000.
4. The first two inequalities rely on simple analysis :

$$
\begin{aligned}
\mathbb{E}\left[\frac{\mathbb{1}_{Z>0}}{\sqrt{Z}}\right] & \leqslant \mathbb{E}\left[\frac{2}{1+\sqrt{Z}}\right] \\
& \leqslant \mathbb{E}\left[\frac{2}{\sqrt{1+Z}}\right]
\end{aligned}
$$

To go on, we adapt a transformation from Section 2 of Cribari-Neto et al. 2000 to our setting:

$$
\begin{aligned}
\mathbb{E}\left[\frac{2}{\sqrt{1+Z}}\right] & =\frac{2}{\Gamma(1 / 2)} \int_{0}^{\infty} \frac{e^{-t}}{\sqrt{t}} \mathbb{E}\left[e^{-t Z}\right] d t \\
& =\frac{2}{\Gamma(1 / 2)} \int_{0}^{\infty} \frac{e^{-t}}{\sqrt{t}}\left(1-p+p e^{-t}\right)^{n} d t \\
& =\frac{2}{\Gamma(1 / 2)} \int_{0}^{-\log (1-p)} g(r) e^{-r n} d r
\end{aligned}
$$

with $g(r):=p^{-1} e^{-r}\left(-\log \left(1+\frac{1-e^{-r}}{p}\right)\right)^{-1 / 2}$ after the change of variable $\left(1-p+p e^{-t}\right)=e^{-r}$.
Let's prove that

$$
\begin{equation*}
g(r) \leqslant \frac{1}{\sqrt{r p}} \tag{2.2}
\end{equation*}
$$

It holds that $\log (1+x) \leqslant \frac{2 x}{2+x}$ when $-1<x \leqslant 0$, therefore

$$
g(r)^{2}=p^{-2} e^{-2 r}\left(-\log \left(1+\frac{1-e^{-r}}{p}\right)\right)^{-1} \leqslant p^{-2} e^{-2 r} \frac{2 p+e^{-r}-1}{2\left(1-e^{-r}\right)}
$$

Furthermore,

$$
\begin{aligned}
2 p & \geqslant 2 p\left(e^{-r}+r e^{-2 r}\right) \\
& \geqslant 2 p\left(e^{-r}+r e^{-2 r}\right)+r\left(e^{-3 r}-e^{-2 r}\right) \\
& =r e^{-2 r}\left(2 p-1+e^{-r}\right)+2 p e^{-r}
\end{aligned}
$$

and then dividing by $r p^{2}$,

$$
\frac{2}{r p}\left(1-e^{-r}\right) \geqslant \frac{1}{p^{2}} e^{-2 r}\left(2 p-1+e^{-r}\right) \quad \Longleftrightarrow \quad \frac{1}{r p} \geqslant p^{-2} e^{-2 r} \frac{2 p+e^{-r}-1}{2\left(1-e^{-r}\right)}
$$

which proves (2.2).
Equation (2.2) leads to

$$
\begin{equation*}
\mathbb{E}\left[\frac{2}{\sqrt{1+Z}}\right] \leqslant \frac{2}{\Gamma(1 / 2)} \int_{0}^{-\log (1-p)} \frac{1}{\sqrt{p r}} e^{-r n} d r \tag{2.3}
\end{equation*}
$$

Note that $\Gamma(1 / 2)=\sqrt{\pi}$. After the change of variable $u=\sqrt{r n}$, we obtain :

$$
\mathbb{E}\left[\frac{2}{\sqrt{1+Z}}\right] \leqslant \frac{4}{\sqrt{n p \pi}} \int_{0}^{\sqrt{-n \log (1-p)}} e^{-u^{2}} d u \leqslant \frac{4}{\sqrt{n p \pi}} \int_{0}^{\infty} e^{-u^{2}} d u \leqslant \frac{2}{\sqrt{n p}}
$$

which ends the proof of (iv).
5.(a) We recall that $p=1 / 2$. An explicit computation of the expectation yields :

$$
\begin{aligned}
\mathbb{E}\left[Z \left\lvert\, Z<\left\lfloor\frac{n+1}{2}\right\rfloor\right.\right] & =\frac{1}{\mathbb{P}\left(Z \leqslant\left\lfloor\frac{n+1}{2}\right\rfloor-1\right)} \sum_{i=1}^{\left\lfloor\frac{n+1}{2}\right\rfloor-1} \frac{i}{2^{n}}\binom{n}{i} \\
& =\frac{2}{1} \frac{n}{2^{n}}\left(\frac{2^{n}}{2}-\frac{1}{2}\binom{n-1}{\frac{n-1}{2}}\right) \mathbb{1}_{n \% 2=1} \\
& +\frac{n}{\frac{1}{2}-\frac{1}{2} \mathbb{P}(Z=n / 2)}\left(\sum_{i=1}^{n / 2} i\binom{n}{i}-\frac{n}{2}\binom{n}{n / 2}\right) \frac{\mathbb{1}_{n \% 2=0}}{2^{n}} \\
& =n\left(\frac{1}{2}-\frac{1}{2^{n}}\binom{n-1}{\frac{n-1}{2}}\right) \mathbb{1}_{n \% 2=1}+\frac{n \cdot \mathbb{1}_{n \% 2=0}}{1-\mathbb{P}(Z=n / 2)}\left(\frac{1}{2}-\frac{1}{2^{n}}\binom{n}{n / 2}\right) .
\end{aligned}
$$

We use that for all $m \in 2 \mathbb{N}^{*}$,

$$
\begin{equation*}
\binom{m}{m / 2} \leqslant \frac{2^{m}}{\sqrt{\pi(m / 2+1 / 4)}} \tag{2.4}
\end{equation*}
$$

and

$$
\frac{1}{1-\mathbb{P}(Z=m / 2)} \geqslant 1+\frac{\sqrt{2}}{\sqrt{\pi n}}
$$

where the last inequality can be obtained via a series expansion at $n=\infty$. Replacing the terms by their bounds, we have :

$$
\begin{aligned}
\mathbb{E}\left[Z \left\lvert\, Z<\left\lfloor\frac{n+1}{2}\right\rfloor\right.\right] & \geqslant n\left(\left(\frac{1}{2}-\frac{1}{\sqrt{\pi(2 m-1)}}\right) \mathbb{1}_{n \% 2=1}\right. \\
& \left.+\left(1+\frac{\sqrt{2}}{\sqrt{\pi n}}\right)\left(\frac{1}{2}-\frac{2}{\sqrt{\pi(2 n+1)}}\right) \mathbb{1}_{n \% 2=0}\right) \\
& \geqslant n\left(\frac{1}{2}-\frac{1}{\sqrt{n \pi}}-\frac{2 \sqrt{2}}{\pi \sqrt{n(2 n+1)}}\right) \\
& \geqslant \frac{n}{2}+\sqrt{n}\left(\frac{1}{\sqrt{\pi}}-\frac{2 \sqrt{2}}{\pi} \sqrt{(2 n+1)}\right)
\end{aligned}
$$

which ends the proof of this item (v)(a).
5.(b) We also begin with an explicit computation of the expectation :

$$
\begin{aligned}
\mathbb{E}\left[Z \left\lvert\, Z \geqslant\left\lfloor\frac{n+1}{2}\right\rfloor\right.\right] & =\frac{1}{\mathbb{P}\left(Z \geqslant\left\lfloor\frac{n+1}{2}\right\rfloor\right)} \sum_{i=\left\lfloor\frac{n+1}{2}\right\rfloor}^{n} \frac{i}{2^{n}}\binom{n}{i} \\
& =\frac{2}{1} \frac{1}{2^{n}}\left(2^{n-2}+2^{n-1}+\frac{1}{2}\binom{n-1}{\frac{n-1}{2}}\right) \mathbb{1}_{n \% 2=1} \\
& +\frac{n}{\frac{1}{2}+\frac{1}{2} \mathbb{P}(Z=n / 2)}\left(\sum_{i=\left\lfloor\frac{n+1}{2}\right\rfloor}^{n} i\binom{n}{i}\right) \frac{\mathbb{1}_{n \% 2=0}}{2^{n}} \\
& =\left(\frac{n}{2}+1+\frac{1}{2^{n}}\binom{n-1}{\frac{n-1}{2}}\right) \mathbb{1}_{n \% 2=1}+\frac{n \cdot \mathbb{1}_{n \% 2=0}}{1+\mathbb{P}(Z=n / 2)}\left(\frac{1}{2}+\frac{1}{2^{n}}\binom{n}{n / 2}\right) .
\end{aligned}
$$

The computation of the upper bound relies on the following inequalities : $\forall m \in 2 \mathbb{N}^{*}$,

$$
\begin{equation*}
\binom{2 m}{m} \leqslant \frac{2^{2 m}}{\sqrt{\pi(m+1 / 4)}} \tag{2.5}
\end{equation*}
$$

as well as

$$
\frac{1}{1+\mathbb{P}(Z=n / 2)} \leqslant 1-\frac{\sqrt{2}}{\sqrt{\pi n}}+\frac{2}{\pi n}
$$

where the last bound can be found via a series expansion at $n=\infty$. Replacing all terms by their bound and simplifying roughly gives the result.
Lemma S2 (Uniform Bernoulli labels: risk of a single tree). Let $K$ be a compact in $\mathbb{R}^{d}, d \in \mathbb{N}$. Let $X, X_{1}, \ldots, X_{n}, n \in N^{*}$ be i.i.d. random variables uniformly distributed over $K, Y, Y_{1}, \ldots, Y_{n}$ i.i.d Bernoulli variables of parameter $p \in[0,1]$ which can be considered as the labels of $X, X_{1}, \ldots, X_{n}$. We denote by $f_{0, k, n}, k \in \mathbb{N}^{*}$ a single tree of depth $k$. Then we have, for all $k \in N^{*}$,
(i)

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{0,0, n}(X)-f^{\star}(X)\right)^{2}\right]=\frac{p(1-p)}{n} \tag{2.6}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
2^{k} \cdot \frac{p(1-p)}{n}+\left(p^{2}-\frac{2^{k}}{n}\right)\left(1-2^{-k}\right)^{n} \leqslant \mathbb{E}\left[\left(f_{0, k, n}(X)-f^{\star}(X)\right)^{2}\right] \leqslant 2^{k+1} \cdot \frac{p(1-p)}{n}+p^{2}\left(1-2^{-k}\right)^{n} \tag{2.7}
\end{equation*}
$$

Proof. (i) In the case $k=0, f_{0,0, n}$ simply computes the mean of all the $\left(Y_{i}\right)$ 's over $K$ :

$$
\begin{align*}
\mathbb{E}\left[\left(f_{0,0, n}(X)-f^{\star}(X)\right)^{2}\right] & =\mathbb{E}\left[\left(\frac{1}{n} \sum_{i} Y_{i}-p\right)^{2}\right]  \tag{2.8}\\
& =\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i}\left(Y_{i}-p\right)^{2}\right]  \tag{2.9}\\
& =\frac{p(1-p)}{n} \tag{2.10}
\end{align*}
$$

(ii)

$$
\begin{align*}
\mathbb{E}\left[\left(f_{0, k, n}(X)-f^{\star}(X)\right)^{2}\right] & =\mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]  \tag{2.11}\\
& +p^{2} \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)=0\right) \\
& =\mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}^{N_{n}\left(L_{n}(X)\right)^{2}} \sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-p\right)^{2}\right]+p^{2} \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)=0\right)}{}\right. \\
& =p(1-p) \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right]+p^{2}\left(1-2^{-k}\right)^{n} \tag{2.12}
\end{align*}
$$

Noticing that $N_{n}\left(L_{n}(X)\right)$ is a binomial $\mathfrak{B}\left(n, \frac{1}{2^{k}}\right)$, we obtain the upper bound using Lemma S1 (i) :

$$
\begin{equation*}
\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \leqslant 2 \cdot \frac{2^{k}}{n} \tag{2.14}
\end{equation*}
$$

the lower bound is immediately obtained by applying Lemma S1, (i):

$$
\begin{equation*}
\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \geqslant \frac{2^{k}}{n}\left(1-\left(1-2^{-k}\right)^{n}\right) \tag{2.15}
\end{equation*}
$$

## S3 Proof of Lemma 2.4.2

Recall that $\mathcal{B}$ (resp. $\mathcal{W}$ ) is the union of black (resp. white) cells of the dataset.
Note that

$$
\begin{align*}
\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2}\right] & =\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{B}}\right] \\
& +\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{W}}\right] . \tag{2.16}
\end{align*}
$$

Now, we analyze the first term in Equation (2.16). We have

$$
\begin{align*}
\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{B}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mid N_{\mathcal{B}}\right]\right]  \tag{2.17}\\
& =\sum_{i, j} \mathbb{E}\left[\mathbb{E}\left[\left.\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \mathbb{1}_{X \in C_{i j} \cap \mathcal{B}} \right\rvert\, N_{\mathcal{B}}\right]\right] \\
& =\sum_{i, j} \mathbb{E}\left[\mathbb{E}\left[\left.\mathbb{1}_{X \in C_{i j}} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \right\rvert\, N_{\mathcal{B}}\right]\right] \\
& +\sum_{i, j} \mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{X \in C_{i, j} \cap \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}=0} p_{i, j}^{2} \mid N_{\mathcal{B}}\right]\right] . \tag{2.18}
\end{align*}
$$

We begin with the second term in Equation (2.18). We have, for all $i, j$,

$$
\begin{align*}
\mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{X \in C_{i, j} \cap \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}=0} p_{i, j}^{2} \mid N_{\mathcal{B}}\right]\right] & =\mathbb{E}\left[\mathbb{1}_{X \in C_{i, j}} \mathbb{1}_{N_{\mathcal{B}}=0} \mathbb{E}\left[p_{i, j}^{2} \mathbb{1}_{X \in \mathcal{B}} \mid X, N_{\mathcal{B}}\right]\right]  \tag{2.19}\\
& =\mathbb{E}\left[\mathbb{1}_{X \in C_{i, j}} \mathbb{1}_{N_{\mathcal{B}}=0} \mathbb{E}\left[p_{i, j}^{2} \mathbb{1}_{p_{i, j} \geqslant \frac{1}{2}}\right]\right] . \tag{2.20}
\end{align*}
$$

As $p_{i, j}$ is drawn uniformly in $[0,1]$,

$$
\begin{aligned}
\mathbb{E}\left[p_{i, j}^{2} \mathbb{1}_{p_{i, j} \geqslant \frac{1}{2}}\right] & =\mathbb{E}\left[p_{i, j}^{2} \left\lvert\, p_{i, j} \geqslant \frac{1}{2}\right.\right] \mathbb{P}\left(p_{i, j} \geqslant \frac{1}{2}\right) \\
& =\frac{7}{24} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{X \in C_{i, j} \cap \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}=0} p_{i, j}^{2} \mid N_{\mathcal{B}}\right]\right] & =\frac{7}{24} \mathbb{P}\left(X \in C_{i, j}\right) \mathbb{P}\left(N_{\mathcal{B}}=0\right)  \tag{2.21}\\
& =\frac{1}{2^{2^{k^{\star}}} \frac{7}{24}} . \tag{2.22}
\end{align*}
$$

Regarding the first term of Equation (2.18),

$$
\begin{align*}
& \mathbb{E}\left[\left.\mathbb{1}_{X \in C_{i j}} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \right\rvert\, N_{\mathcal{B}}\right] \\
& =\mathbb{E}\left[\mathbb{1}_{X \in C_{i j}} \mathbb{E}\left[\left.\mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime}}\left(p_{i^{\prime}, j^{\prime}}-p_{i, j}\right)\right)^{2} \right\rvert\, X, N_{\mathcal{B}}\right]\right]  \tag{2.23}\\
& =\mathbb{E}\left[\mathbb{1}_{\left.X \in C_{i j}\right]}\right] \mathbb{E}\left[\left.\mathbb{1}_{p_{i, j} \geqslant \frac{1}{2}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}}\left(p_{i^{\prime}, j^{\prime}}-p_{i, j}\right)\right)^{2} \right\rvert\, N_{\mathcal{B}}\right]  \tag{2.24}\\
& =\mathbb{E}\left[\mathbb{1}_{\left.X \in C_{i j}\right]}\right] \mathbb{E}\left[\frac { 1 } { N _ { \mathcal { B } } ^ { 2 } } \left(\sum_{i^{i^{\prime}, j^{\prime}, i^{\prime \prime}, j^{\prime \prime} \in \mathcal{B}}\left(i^{\prime}, j^{\prime}\right) \neq\left(i^{\prime \prime}, j^{\prime \prime}\right)}\left(p_{i^{\prime} j^{\prime}}-p_{i j}\right)\left(p_{i^{\prime \prime} j^{\prime \prime}}-p i j\right)\right.\right. \\
& \quad+\sum_{\substack{i^{\prime}, j^{\prime} \in \mathcal{B},\left(i^{\prime}, j^{\prime} \neq(i, j)\right)}}^{\left.\left.\left(p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2}\right) \mid N_{\mathcal{B}}, N_{\mathcal{B}}>0, p_{i, j} \geqslant \frac{1}{2}\right] \cdot \mathbb{P}\left(p_{i, j} \geqslant \frac{1}{2} \cap N_{\mathcal{B}}>0\right) .} \tag{2.25}
\end{align*}
$$

Recall that $p_{i j}$ is drawn uniformly over $[0,1]$. Therefore, $\mathbb{P}\left(p_{i, j} \geqslant \frac{1}{2} \cap N_{\mathcal{B}}>0\right)=\mathbb{P}\left(p_{i, j} \geqslant \frac{1}{2}\right)=\frac{1}{2}$.

Thus,

$$
\begin{aligned}
& \mathbb{E}\left[\left.\mathbb{1}_{X \in C_{i j}} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \right\rvert\, N_{\mathcal{B}}\right] \\
& =\frac{1}{2^{k^{\star}}} \mathbb{E}\left[\frac{1}{N_{\mathcal{B}}^{2}}\left(N_{\mathcal{B}}-1\right)\left(N_{\mathcal{B}}-2\right) \operatorname{Var}\left(p_{i, j} \left\lvert\, p_{i, j} \geqslant \frac{1}{2}\right.\right)\right. \\
& \left.\left.\quad+\sum_{\substack{\left.i^{\prime}, j^{\prime} \in \mathcal{B}, i^{\prime}, j^{\prime} \neq(i, j)\right)}} 2 \operatorname{Var}\left(p_{i, j} \left\lvert\, p_{i, j} \geqslant \frac{1}{2}\right.\right) \right\rvert\, N_{\mathcal{B}}, N_{\mathcal{B}}>0, p_{i, j} \geqslant \frac{1}{2}\right] \\
& =\frac{1}{2^{k^{\star}}} \mathbb{E}\left[\left.\frac{1}{N_{\mathcal{B}}^{2}}\left(\left(N_{\mathcal{B}}-1\right)\left(N_{\mathcal{B}}-2\right) \frac{1}{48}+2 \frac{1}{48}\left(N_{\mathcal{B}}-1\right)\right) \right\rvert\, N_{\mathcal{B}}, N_{\mathcal{B}}>0\right] \mathbb{P}\left(p_{i, j} \geqslant \frac{1}{2} \cap N_{\mathcal{B}}>0\right) \\
& =\frac{1}{2^{k^{\star}+1}} \mathbb{E}\left[\left.\frac{1}{48 N_{\mathcal{B}}^{2}}\left(N_{\mathcal{B}}^{2}-N_{\mathcal{B}}\right) \right\rvert\, N_{\mathcal{B}}, N_{\mathcal{B}}>0\right] \\
& = \\
& \frac{1}{48 \cdot 2^{k^{\star}+1}}\left(1-\mathbb{E}\left[\left.\frac{1}{N_{\mathcal{B}}} \right\rvert\, N_{\mathcal{B}}, N_{\mathcal{B}}>0\right]\right) .
\end{aligned}
$$

We now have:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{E}\left[\left.\mathbb{1}_{X \in C_{i j}} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \right\rvert\, N_{\mathcal{B}}\right]\right] \\
& =\mathbb{E}\left[\frac{1}{48 \cdot 2^{k^{\star}+1}}\left(1-\mathbb{E}\left[\left.\frac{1}{N_{\mathcal{B}}} \right\rvert\, N_{\mathcal{B}}, N_{\mathcal{B}}>0\right]\right)\right] \\
& =\frac{1}{48 \cdot 2^{k^{\star}+1}}\left(1-\mathbb{E}\left[\left.\frac{1}{N_{\mathcal{B}}} \right\rvert\, N_{\mathcal{B}}>0\right]\right) .
\end{aligned}
$$

Notice that $N_{\mathcal{B}}$ is a binomial variable of parameters $2^{k^{\star}}, 1 / 2$. Thus we can apply Lemma S1 to deduce

$$
\begin{aligned}
\mathbb{E}\left[\left.\frac{1}{N_{\mathcal{B}}} \right\rvert\, N_{\mathcal{B}}>0\right] & =\mathbb{E}\left[\frac{\mathbb{1}_{Z>0}}{Z}\right] \frac{1}{\mathbb{P}(Z>0)} \\
& \leqslant \frac{4}{2^{k^{\star}}+1} \frac{1}{\mathbb{P}(Z>0)}
\end{aligned}
$$

Moreover, as $\mathbb{P}(Z>0) \geqslant \frac{1}{2}$, we have:

$$
\mathbb{E}\left[\mathbb{E}\left[\left.\mathbb{1}_{X \in C_{i j}} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{\mathcal{B}}>0}\left(\frac{1}{N_{\mathcal{B}}} \sum_{i^{\prime}, j^{\prime} \in \mathcal{B}} p_{i^{\prime} j^{\prime}}-p_{i j}\right)^{2} \right\rvert\, N_{\mathcal{B}}\right]\right] \geqslant \frac{1}{48 \cdot 2^{k^{\star}+1}}\left(1-\frac{8}{2^{k^{\star}}+1}\right)
$$

In the end, the first term of Equation (2.16) verifies

$$
\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{B}}\right] \geqslant \frac{1}{2}\left(\frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)\right)+\frac{1}{2^{2^{k^{\star}}}} \frac{7}{24}
$$

Similar computations show that the second term of Equation (2.16) verifies:

$$
\begin{align*}
\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{X \in \mathcal{W}}\right] . & \geqslant \frac{1}{2}\left(\frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)\right)+\mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{X \in C_{i j \cap \mathcal{W}}} \mathbb{1}_{N_{\mathcal{W}}=0} p_{i j}^{2} \mid N_{\mathcal{W}}\right]\right] \\
& \geqslant \frac{1}{2}\left(\frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)\right)+\frac{1}{2^{k^{\star}}} \frac{1}{2^{2^{k^{\star}}}} \mathbb{E}\left[p_{i j}^{2} \left\lvert\, p_{i j}<\frac{1}{2}\right.\right]  \tag{2.26}\\
& \geqslant \frac{1}{2}\left(\frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)\right)+\frac{1}{2^{2^{k^{\star}}}} \frac{1}{12} \tag{2.27}
\end{align*}
$$

All in all, we have

$$
\mathbb{E}\left[\left(f_{k, 1, \infty}(X)-f^{\star}(X)\right)^{2}\right] \geqslant \frac{1}{48}\left(1-\frac{8}{2^{k^{\star}}-1}\right)+\frac{1}{2^{2^{\star}}} \frac{9}{24} .
$$

## S4 Proof of Lemma 2.4.3

First, note that since we are in an infinite sample regime, the risk of our estimators is equal to their bias term. We can thus work with the true distribution instead of a finite data set.

1. The risk of a second-layer tree cutting $k^{\prime}$ times, $k^{\prime} \geqslant k^{\star}$ along the raw features equals 0 (thus being minimal) as each leaf is included in a cell. We now exhibit one configuration for which any second-layer tree of depth $k^{\prime}<k^{\star}$ is biased. We consider the balanced chessboard with parameters $k^{\star}, N_{\mathcal{B}}=2^{k^{\star}-1}$ and $p$, defined in Proposition 2.4.5 and shown in Figure 2.9. For all $k<k^{\star}$, each leaf of the first tree contains exactly half black and half white cells, thus predicting $1 / 2$ and having a risk of $\left(p-\frac{1}{2}\right)^{2}$. Therefore a second-layer tree building on raw features only would predict $1 / 2$ everywhere and would also be biased. If the second-layer tree performs a cut on the new feature provided by the first-layer tree, it creates two leaves: all the leaves where the prediction of the first tree is greater than or equal to $1 / 2$ are gathered in the right leaf, all the other leaves are gathered in the left leaf. The left leaf is empty and the prediction of the second-layer tree is also $1 / 2$ everywhere. Any new cut along the new feature would create one leaf predicting $1 / 2$ on $[0,1]^{2}$ and other leaves being empty. In any case, the second-layer tree is biased. Thus the minimal risk for all configurations is obtained by a second-layer tree of depth $k^{\prime} \geqslant k^{\star}$ which cuts along the raw features only.
2. When $k \geqslant k^{\star}$, the first tree is unbiased since each of its leaves is included in only one chessboard data cell. Splitting on the new feature in the second-layer tree induces a separation between cells for which $\mathbb{P}[Y=1 \mid X \in C]=p$ and cells for which $\mathbb{P}[Y=1 \mid X \in C]=1-p$ since $p \neq 1 / 2$. Taking the expectation of $Y$ on these two regions leads to a shallow tree network of risk zero.

## S5 Proof of Proposition 2.4.5

## S5.1 Proof of statement 1.: Risk of a Single Tree

Recall that if a cell is empty, the tree prediction in this cell is set (arbitrarily) to zero. Thus,

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right]  \tag{2.28}\\
& =\mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right], \tag{2.29}
\end{align*}
$$

where

$$
\begin{align*}
\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right] & =\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0} \mathbb{1}_{X \in \mathcal{B}}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0} \mathbb{1}_{X \in \mathcal{W}}\right] \\
& =\left(\frac{p^{2}}{2}+\frac{(1-p)^{2}}{2}\right) \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)=0\right)  \tag{2.30}\\
& =\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2} \tag{2.31}
\end{align*}
$$

We now study the first term in (2.29), by considering that $X$ falls into $\mathcal{B}$ (the same computation holds when $X$ falls into $\mathcal{W})$. Letting $\left(X^{\prime}, Y^{\prime}\right)$ a generic random variable with the same distribution as $(X, Y)$, one has

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0} \mathbb{1}_{X \in \mathcal{B}}\right]  \tag{2.32}\\
& =\frac{1}{2} \mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in L_{n}(X)\right]\right)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]  \tag{2.33}\\
& \quad+\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in L_{n}(X)\right]-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right] \\
& =\frac{1}{2} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}^{N_{n}\left(L_{n}(X)\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in L_{n}(X)\right]\right)\right)^{2} \mid N_{n}\left(L_{n}(X)\right)\right]\right]}{}\right. \\
& \quad+\frac{1}{2}\left(p-\frac{1}{2}\right)^{2} \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)>0\right), \tag{2.34}
\end{align*}
$$

where we used the fact that $\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in L_{n}(X)\right]=1 / 2$ as in any leaf there is the same number of black and white cells. Moreover, conditional to $N_{n}\left(L_{n}(X)\right), \sum_{X_{i} \in L_{n}(X)} Y_{i}$ is a binomial random variable with parameters $\mathfrak{B}\left(N_{n}\left(L_{n}(X)\right), \frac{1}{2}\right)$. Hence we obtain :

$$
\begin{align*}
& \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in L_{n}(X)\right]\right)^{2} \mid N_{n}\left(L_{n}(X)\right)\right]\right]\right.  \tag{2.35}\\
& =\frac{1}{4} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] . \tag{2.36}
\end{align*}
$$

The same computation holds when $X$ falls into $\mathcal{W}$. Indeed, the left-hand side term in (2.148) is unchanged, as for the right-hand side term, note that $\left(\frac{1}{2}-p\right)^{2}=\left(\frac{1}{2}-(1-p)\right)^{2}$. Consequently,

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]  \tag{2.37}\\
& =\frac{1}{4} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right]+\left(p-\frac{1}{2}\right)^{2}\left(1-\left(1-2^{-k}\right)^{n}\right) . \tag{2.38}
\end{align*}
$$

Injecting (2.38) into (2.29), we have

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right]  \tag{2.39}\\
& =\frac{1}{4} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right]+\left(p-\frac{1}{2}\right)^{2}\left(1-\left(1-2^{-k}\right)^{n}\right)+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}  \tag{2.40}\\
& =\frac{1}{4} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right]+\left(p-\frac{1}{2}\right)^{2}+\left(p^{2}+(1-p)^{2}-2\left(p-\frac{1}{2}\right)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}  \tag{2.41}\\
& =\frac{1}{4} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right]+\left(p-\frac{1}{2}\right)^{2}+\frac{\left(1-2^{-k}\right)^{n}}{4} . \tag{2.42}
\end{align*}
$$

Noticing that $N_{n}\left(L_{n}(X)\right)$ is a binomial random variable $\mathfrak{B}\left(n, \frac{1}{2^{k}}\right)$, we obtain the upper and lower bounds with Lemma S1 (i):

$$
\begin{equation*}
\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \leqslant \frac{2^{k+1}}{n+1}, \tag{2.43}
\end{equation*}
$$

and,

$$
\begin{equation*}
\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \geqslant\left(1-\left(1-2^{-k}\right)^{n}\right) \frac{2^{k}}{n+1} . \tag{2.44}
\end{equation*}
$$

Gathering all the terms gives the result,

$$
\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right] \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k}}{2(n+1)}+\frac{\left(1-2^{-k}\right)^{n}}{4}
$$

and

$$
\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right] \geqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k}}{4(n+1)}+\frac{\left(1-2^{-k}\right)^{n}}{4}\left(1-\frac{2^{k}}{n+1}\right)
$$

## S5.2 Proof of statement 2.: Risk of a Shallow Tree Network

Let $k \in \mathbb{N}$. Denote by $\mathcal{L}_{k}=\left\{L_{i, k}, i=1, \ldots, 2^{k}\right\}$ the set of all leaves of the encoding tree (of depth $k)$. We let $\mathcal{L}_{\tilde{\mathcal{B}}_{k}}$ be the set of all cells of the encoding tree containing at least one observation, and such that the empirical probability of $Y$ being equal to one in the cell is larger than $1 / 2$, i.e.

$$
\begin{gathered}
\tilde{\mathcal{B}}_{k}=\cup_{L \in \mathcal{L}_{\tilde{\mathcal{B}}_{k}}}\{x, x \in L\} \\
\mathcal{L}_{\tilde{\mathcal{B}}_{k}}=\left\{L \in \mathcal{L}_{k}, N_{n}(L)>0, \frac{1}{N_{n}(L)} \sum_{X_{i} \in L} Y_{i} \geqslant \frac{1}{2}\right\} .
\end{gathered}
$$

Similarly,

$$
\mathcal{L}_{\tilde{\mathcal{W}}_{k}}=\left\{L \in \mathcal{L}_{k}, N_{n}(L)>0, \frac{1}{N_{n}(L)} \sum_{X_{i} \in L} Y_{i}<\frac{1}{2}\right\} .
$$

and

$$
\tilde{\mathcal{W}}_{k}=\cup_{L \in \mathcal{L}_{\tilde{w}_{k}}}\{x, x \in L\}
$$

## Proof of 2. (Upper-Bound)

Recall that $k<k^{\star}$. In this case, each leaf of the encoding tree contains half black square and half white square (see Figure 2.9a). Hence, the empirical probability of $Y$ being equal to one in such leaf is close to $1 / 2$. Recalling that our estimate is $f_{k, 1, n}$, we have

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& +\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& +\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}}\left(1-\mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}-\mathbb{1}_{\left.X \in \tilde{\mathcal{W}}_{k}\right)}\right)\right. \\
& +\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}}\left(1-\mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}-\mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right)\right] \tag{2.45}
\end{align*}
$$

Note that $X \notin \tilde{\mathcal{B}}_{k} \cup \tilde{\mathcal{W}}_{k}$ is equivalent to $X$ belonging to an empty cell. Besides, the prediction is null by convention in an empty cell. Therefore, the sum of the last two terms in (2.45) can be written as

$$
\begin{equation*}
\left.\left.\mathbb{E}\left[p^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{n}\left(C_{n}(X)\right)=0}\right)\right]+\mathbb{E}\left[(1-p)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{N_{n}\left(C_{n}(X)\right)=0}\right)\right]=\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n} \tag{2.46}
\end{equation*}
$$

To begin with we focus on the first two terms in (2.45). We deal with the last two terms at the very end as similar computations are conducted.

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \mathbb{P}\left(X \in \tilde{\mathcal{B}}_{k}, X \in \mathcal{B} \mid \tilde{\mathcal{B}}_{k}\right)\right] \\
& \quad+\mathbb{E}\left[\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-p\right)^{2} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k}, X \in \mathcal{B} \mid \tilde{\mathcal{W}}_{k}\right)\right] . \tag{2.47}
\end{align*}
$$

Regarding the left-hand side term in (2.47),

$$
\begin{equation*}
\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \leqslant\left(p-\frac{1}{2}\right)^{2} \tag{2.48}
\end{equation*}
$$

since $p>1 / 2$ and, by definition of $\tilde{\mathcal{B}}_{k}$,

$$
\sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i} \geqslant N_{n}\left(\tilde{\mathcal{B}}_{k}\right) / 2
$$

Now, regarding the right-hand side term in (2.47), we let

$$
Z_{\tilde{\mathcal{W}}_{k}}=\mathbb{E}\left[\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]
$$

where $N_{1}, \ldots, N_{2^{k}}$ denote the number of data points falling in each leaf $L_{1}, \ldots, L_{2^{k}}$ of the encoding tree. Hence,

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-p\right)^{2} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \\
& =\mathbb{E}\left[\frac { 1 } { N _ { n } ( \tilde { \mathcal { W } } _ { k } ) ^ { 2 } } \mathbb { E } \left[\left(\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-Z_{\tilde{\mathcal{W}}_{k}}\right)^{2}+\left(Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p\right)^{2}\right.\right.  \tag{2.49}\\
& \left.\left.+2\left(\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-Z_{\tilde{\mathcal{W}}_{k}}\right)\left(Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p\right) \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right] \mid \tilde{\mathcal{W}}_{k}\right] \tag{2.50}
\end{align*}
$$

The cross-term is null according to the definition of $Z_{\tilde{\mathcal{W}}_{k}}$, and since $\left(Z_{\tilde{W}_{k}}-N_{n}\left(\tilde{W}_{k}\right) p\right)$ is
$\left(N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right)$-measurable. Therefore,

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-p\right)^{2} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \\
& =\mathbb{E}\left[\left.\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-Z_{\tilde{\mathcal{W}}_{k}}\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right] \right\rvert\, \tilde{\mathcal{W}}_{k}\right]  \tag{2.51}\\
& \quad+\mathbb{E}\left[\left.\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{2}} \mathbb{E}\left[\left(Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right] \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \\
& =I_{n}+J_{n}, \tag{2.52}
\end{align*}
$$

where $I_{n}$ and $J_{n}$ can be respectively identified as variance and bias terms. Indeed,

$$
\mathbb{E}\left[\left(\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-Z_{\tilde{\mathcal{W}}_{k}}\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]
$$

is the variance of a binomial random variable $B\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right), \frac{1}{2}\right)$ conditioned to be lower or equal to $N_{n}\left(\tilde{\mathcal{W}}_{k}\right) / 2$. According to Technical Lemma S1, we have

$$
\begin{equation*}
I_{n} \leqslant \frac{1}{4} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right) \mathbb{P}\left(B\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right), 1 / 2\right) \leqslant N_{n}\left(\tilde{\mathcal{W}}_{k}\right) / 2\right)} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \leqslant \frac{1}{2} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \tag{2.53}
\end{equation*}
$$

Regarding $J_{n}$,

$$
\begin{align*}
Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p & =\mathbb{E}\left[\sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p  \tag{2.54}\\
& =\mathbb{E}\left[\sum_{j=1}^{2^{k}} \sum_{X_{i} \in L_{j}} Y_{i} \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p  \tag{2.55}\\
& =\sum_{j=1}^{2^{k}}\left(\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]-p N_{j}\right) \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}} \tag{2.56}
\end{align*}
$$

since $\mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}}$ is $\tilde{\mathcal{W}}_{k}$-measurable and $N_{n}\left(\tilde{\mathcal{W}}_{k}\right)=\sum_{i=1}^{2^{k}} N_{j}$. Noticing that

$$
\begin{equation*}
\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right]=\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{W}}_{k}\right], \tag{2.57}
\end{equation*}
$$

we deduce

$$
\begin{equation*}
Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p=\sum_{j=1}^{2^{k}}\left(\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{W}}_{k}\right]-N_{j} p\right) \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}} \tag{2.58}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p\right)^{2}=\left(\sum_{j=1}^{2^{k}} f_{j} \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}}\right)^{2} \tag{2.59}
\end{equation*}
$$

with $f_{j}=\left(N_{j} p-\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{W}}_{k}\right]\right)$. For all $j$, such that $L_{j} \subset \tilde{\mathcal{W}}_{k}, \mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{W}}_{k}\right]$ is a binomial random variable $\mathfrak{B}\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right), \frac{1}{2}\right)$ conditioned to be lower or equal to $N_{n}\left(\tilde{\mathcal{W}}_{k}\right) / 2$. Using Lemma S1 (6), we obtain :

$$
\begin{align*}
f_{j} & \leqslant N_{j}\left(p-\frac{1}{2}\right)+\sqrt{N_{j}}\left(\frac{1}{\sqrt{\pi}}+\frac{2 \sqrt{2}}{\pi \sqrt{(2 n+1)}}\right)  \tag{2.60}\\
& \leqslant N_{j}\left(p-\frac{1}{2}\right)+\sqrt{N_{j}}+\frac{2}{\pi} \tag{2.61}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\left(Z_{\tilde{\mathcal{W}}_{k}}-N_{n}\left(\tilde{\mathcal{W}}_{k}\right) p\right)^{2} & \leqslant\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right)\left(p-\frac{1}{2}\right)+\sum_{j=1}^{2^{k}} \sqrt{N_{j}} \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}}+\frac{2^{k+1}}{\pi}\right)^{2}  \tag{2.62}\\
& \leqslant\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right)\left(p-\frac{1}{2}\right)+2^{k / 2} \sqrt{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)}+\frac{2^{k+1}}{\pi}\right)^{2} \tag{2.63}
\end{align*}
$$

since, according to Cauchy-Schwarz inequality,

$$
\begin{equation*}
\sum_{j=1}^{2^{k}} \sqrt{N_{j}} \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k}} \leqslant 2^{k / 2} N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{1 / 2} \tag{2.64}
\end{equation*}
$$

Overall

$$
\begin{align*}
J_{n} & \leqslant \mathbb{E}\left[\left.\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{2}} \mathbb{E}\left[\left.\left(N_{n}\left(\tilde{\mathcal{W}}_{k}\right)\left(p-\frac{1}{2}\right)+2^{k / 2} N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{1 / 2}+\frac{2^{k+1}}{\pi}\right)^{2} \right\rvert\, N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{W}}_{k}\right] \right\rvert\, \tilde{\mathcal{W}}_{k}\right]  \tag{2.65}\\
& \leqslant\left(p-\frac{1}{2}\right)^{2}+2^{k} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \mid \tilde{\mathcal{W}}_{k}\right]}{}\right. \\
+\frac{2^{2 k+2}}{\pi^{2}} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{2}} \mid \tilde{\mathcal{W}}_{k}\right]+2^{k / 2+1}\left(p-\frac{1}{2}\right) \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{1 / 2}} \mid}{} \right\rvert\, \tilde{\mathcal{W}}_{k}\right]}{}\right. & +\frac{2^{k+2}}{\pi}\left(p-\frac{1}{2}\right) \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \mid \tilde{\mathcal{W}}_{k}\right]+\frac{2^{\frac{3 k}{2}+2}}{\pi} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{3 / 2}} \mid \tilde{\mathcal{W}}_{k}\right]}{}\right.}{}=\right.\text { (2.66) }
\end{align*}
$$

All together, we obtain

$$
\begin{aligned}
& I_{n}+J_{n} \\
& \leqslant\left(p-\frac{1}{2}\right)^{2}+\left(2^{k}+\frac{1}{2}+\frac{2^{k+2}}{\pi}\left(p-\frac{1}{2}\right)\right) \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \right\rvert\, \tilde{\mathcal{W}}_{k}\right]+\frac{2^{2 k+2}}{\pi^{2}} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{2}} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \\
& +2^{k / 2+1}\left(p-\frac{1}{2}\right) \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{1 / 2}} \right\rvert\, \tilde{\mathcal{W}}_{k}\right]+\frac{2^{\frac{3 k}{2}+2}}{\pi} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{3 / 2}} \right\rvert\, \tilde{\mathcal{W}}_{k}\right]
\end{aligned}
$$

We apply Lemma $\mathrm{S} 1(\mathrm{i})(\mathrm{iv})$ to $N_{n}\left(\tilde{\mathcal{W}}_{k}\right)$ which is a binomial $\mathfrak{B}\left(n, p^{\prime}\right)$ where $p^{\prime}=\mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k} \mid \tilde{\mathcal{W}}_{k}\right)$ :

$$
\begin{aligned}
& \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \mid \tilde{\mathcal{W}}_{k}\right] \leqslant \frac{2}{(n+1) p^{\prime}},}{\mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}}\left(\tilde{\mathcal{W}}_{k}\right)>0}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)^{1 / 2}} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \leqslant \frac{2}{\sqrt{n \cdot p^{\prime}}}} .\right.
\end{aligned}
$$

We deduce that

$$
I_{n}+J_{n} \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+2}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n \cdot p^{\prime}}}+\frac{2}{(n+1) \cdot p^{\prime}}\left(2^{k}+\frac{1}{2}+\frac{2^{k+2}}{\pi}+\frac{2^{3 k / 2+2}}{\pi \sqrt{\pi}}+3 \cdot \frac{2^{2 k+2}}{\pi^{2}}\right)
$$

Finally,

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
\leqslant & \left(p-\frac{1}{2}\right)^{2} \mathbb{P}\left(X \in \tilde{\mathcal{B}}_{k}, X \in \mathcal{B}\right)+\mathbb{E}\left[\left(I_{n}+J_{n}\right) \mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k}, X \in \mathcal{B} \mid \tilde{\mathcal{W}}_{k}\right)\right]
\end{aligned}
$$

Since for all $\tilde{\mathcal{B}}_{k}$, there is exactly the same number of black cells and white cells in $\tilde{\mathcal{B}}_{k}$, we have

$$
\mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k}, X \in \mathcal{B} \mid \tilde{\mathcal{W}}_{k}\right)=\frac{\mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k} \mid \tilde{\mathcal{W}}_{k}\right)}{2}
$$

yielding

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right]  \tag{2.67}\\
\leqslant & \frac{1}{2}\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+1}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n}}+\frac{1}{(n+1)}\left(2^{k}+\frac{1}{2}+\frac{2^{k+2}}{\pi}+\frac{2^{3 k / 2+2}}{\pi \sqrt{\pi}}+3 \cdot \frac{2^{2 k+2}}{\pi^{2}}\right)  \tag{2.68}\\
\leqslant & \frac{1}{2}\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+1}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n}}+\frac{3 \cdot 2^{2 k+2}}{(n+1) \pi^{2}}\left(1+\varepsilon_{1}(k)\right) \tag{2.69}
\end{align*}
$$

where $\varepsilon_{1}(k)=\frac{\pi^{2}}{3 \cdot 2^{(2 k+2)}}\left(2^{k}+\frac{1}{2}+\frac{2^{k+2}}{\pi}+\frac{2^{3 k / 2+2}}{\pi \sqrt{\pi}}\right)$.

The two intermediate terms of (2.45) can be similarly bounded from above. Indeed,

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right]  \tag{2.70}\\
& =\mathbb{E}\left[\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-(1-p)\right)^{2} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \mathbb{P}\left(X \in \tilde{\mathcal{B}}_{k}, X \in \mathcal{W} \mid \tilde{\mathcal{B}}_{k}\right)\right] \\
& \quad+\mathbb{E}\left[\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \mathbb{P}\left(X \in \tilde{\mathcal{W}}_{k}, X \in \mathcal{W} \mid \tilde{\mathcal{W}}_{k}\right)\right], \tag{2.71}
\end{align*}
$$

where, by definition of $\tilde{\mathcal{W}}_{k}$,

$$
\mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \right\rvert\, \tilde{\mathcal{W}}_{k}\right] \leqslant\left(p-\frac{1}{2}\right)^{2} .
$$

The first term in (2.71) can be treated similarly as above:

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-(1-p)\right)^{2} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \\
& = \\
& \quad \mathbb{E}\left[\left.\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-Z_{\tilde{\mathcal{B}}_{k}}\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right] \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \\
&  \tag{2.72}\\
& \quad+\mathbb{E}\left[\left.\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left(Z_{\tilde{\mathcal{B}}_{k}}-N_{n}\left(\tilde{\mathcal{B}}_{k}\right)(1-p)\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right] \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \\
& =
\end{align*}
$$

where

$$
Z_{\tilde{\mathcal{B}}_{k}}=\mathbb{E}\left[\sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right],
$$

and the cross-term in (2.72) is null according to the definition of $Z_{\tilde{\mathcal{B}}_{k}}$. Regarding $I_{n}^{\prime}$, note that

$$
\mathbb{E}\left[\left(\sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-Z_{\tilde{\mathcal{B}}_{k}}\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]
$$

is the variance of a binomial random variable $B\left(N_{n}\left(\tilde{\mathcal{B}}_{k}\right), \frac{1}{2}\right)$ conditioned to be strictly larger than $N_{n}\left(\tilde{\mathcal{B}}_{k}\right) / 2$. According to Technical Lemma S1, we have

$$
\begin{equation*}
I_{n}^{\prime} \leqslant \frac{1}{4} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right) \mathbb{P}\left(B\left(N_{n}\left(\tilde{\mathcal{B}}_{k}\right), 1 / 2\right)>N_{n}\left(\tilde{\mathcal{B}}_{k}\right) / 2\right)} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \leqslant \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] . \tag{2.73}
\end{equation*}
$$

To obtain the last inequality, notice that

$$
\begin{aligned}
\mathbb{P}\left(B\left(N_{n}\left(\tilde{\mathcal{B}}_{k}\right), 1 / 2\right)>N_{n}\left(\tilde{\mathcal{B}}_{k}\right) / 2\right) & =\frac{1}{2}-\frac{1}{2} \mathbb{P}\left(B\left(N_{n}\left(\tilde{\mathcal{B}}_{k}\right), 1 / 2\right)=N_{n}\left(\tilde{\mathcal{B}}_{k}\right) / 2\right) \\
& \geqslant \frac{1}{2}\left(1-\frac{1}{\sqrt{\pi(n / 2+1 / 4)}}\right) \geqslant \frac{1}{4}
\end{aligned}
$$

as soon as $n \geqslant 4$.
Regarding $J_{n}^{\prime}$, we have

$$
\begin{align*}
& \mathbb{E}\left[\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left(Z_{\tilde{\mathcal{B}}_{k}}-N_{n}\left(\tilde{\mathcal{B}}_{k}\right)(1-p)\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]\right]  \tag{2.74}\\
& =\mathbb{E}\left[\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left(\sum_{i=1}^{2^{k}}\left(\mathbb{E}\left[\sum_{X_{i} \in L_{i}} Y_{i} \mid N_{j}, \tilde{\mathcal{B}}_{k}\right]-N_{j}(1-p)\right) \mathbb{1}_{L_{j} \subset \tilde{\mathcal{B}}_{k}}\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]\right] \tag{2.75}
\end{align*}
$$

For all $j$, such that $L_{j} \subset \tilde{\mathcal{B}}_{k}, \mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{B}}_{k}\right]$ is a binomial random variable $\mathfrak{B}\left(N_{j}, \frac{1}{2}\right)$ conditioned to be larger than $\left\lfloor\left(N_{j}+1\right) / 2\right\rfloor$. Then, according to Technical Lemma (7)

$$
\mathbb{E}\left[\sum_{X_{i} \in L_{j}} Y_{i} \mid N_{j}, \tilde{\mathcal{B}}_{k}\right] \leqslant \frac{N_{j}}{2}+1+\frac{1}{\sqrt{\pi\left(N_{j}+1\right)}} .
$$

Hence,

$$
\begin{align*}
\mathbb{E}\left[\sum_{X_{i} \in L_{i}} Y_{i} \mid N_{j}, \tilde{\mathcal{B}}_{k}\right]-N_{j}(1-p) & \leqslant N_{j}\left(p-\frac{1}{2}\right)+1+\frac{1}{\sqrt{\pi\left(N_{j}+1\right)}}  \tag{2.76}\\
& \leqslant N_{j}\left(p-\frac{1}{2}\right)+\sqrt{N_{j}}+\frac{2}{\pi} \tag{2.77}
\end{align*}
$$

for $N_{j} \geqslant 1$. Thus,

$$
\begin{align*}
& \mathbb{E}\left[\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left(Z_{\tilde{\mathcal{B}}_{k}}-N_{n}\left(\tilde{\mathcal{B}}_{k}\right)(1-p)\right)^{2} \mid N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]\right]  \tag{2.78}\\
& \leqslant \mathbb{E}\left[\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left.\left(\sum_{i=1}^{2^{k}}\left(N_{j}\left(p-\frac{1}{2}\right)+\sqrt{N_{j}}+\frac{2}{\pi}\right) \mathbb{1}_{L_{j} \subset \tilde{\mathcal{B}}_{k}}\right)^{2} \right\rvert\, N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]\right]  \tag{2.79}\\
& \leqslant \mathbb{E}\left[\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \mathbb{E}\left[\left.\left(N_{n}\left(\tilde{\mathcal{B}}_{k}\right)\left(p-\frac{1}{2}\right)+2^{k / 2} \sqrt{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)}+\frac{2^{k+1}}{\pi}\right)^{2} \right\rvert\, N_{1}, \ldots, N_{2^{k}}, \tilde{\mathcal{B}}_{k}\right]\right] \tag{2.80}
\end{align*}
$$

All together, we obtain

$$
\begin{aligned}
I_{n}^{\prime}+J_{n}^{\prime} \leqslant & \left(p-\frac{1}{2}\right)^{2}+\left(2^{k}+1+\frac{2^{k+2}}{\pi}\left(p-\frac{1}{2}\right)\right) \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \right\rvert\, \tilde{\mathcal{B}}_{k}\right]+\frac{2^{2 k+2}}{\pi^{2}} \mathbb{E}\left[\left.\frac{\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{2}} \right\rvert\, \tilde{\mathcal{B}}_{k}\right] \\
& +2^{k / 2+1}\left(p-\frac{1}{2}\right) \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{1 / 2}} \mid \tilde{\mathcal{B}}_{k}\right]+\frac{2^{\frac{3 k}{2}+2}}{\pi} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}^{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)^{3 / 2}} \mid \tilde{\mathcal{B}}_{k}\right]}{}\right.}{}=\frac{x^{2}}{}\right]
\end{aligned}
$$

The computation is similar to (2.67), with $p^{\prime \prime}=\mathbb{P}\left(X \in \tilde{\mathcal{B}}_{k} \mid \tilde{\mathcal{B}}_{k}\right)$ :

$$
\begin{aligned}
I_{n}+J_{n} & \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+3}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n \cdot p^{\prime \prime}}}+\left(2^{k}+1+\frac{2^{k+2}}{\pi}\left(p-\frac{1}{2}\right)+\frac{2^{3 k / 2+2}}{\pi}+\frac{2^{2 k+2}}{\pi^{2}}\right) \frac{2}{(n+1) p^{\prime \prime}} \\
& \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+3}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n \cdot p^{\prime \prime}}}+\frac{2^{2 k+3}}{\pi^{2}(n+1) p^{\prime \prime}}\left(1+\varepsilon_{2}(k)\right)
\end{aligned}
$$

with $\varepsilon_{2}(k)=\frac{\pi^{2}}{2^{(2 k+3)}}\left(2^{k}+1+\frac{2^{k+2}}{\pi}(p-1 / 2)+\frac{2^{3 k / 2+2}}{\pi}\right)$. Finally,

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
\leqslant & \mathbb{E}\left[\left(I_{n}^{\prime}+J_{n}^{\prime}\right) \mathbb{P}\left(X \in \mathcal{W}, X \in \tilde{\mathcal{B}}_{k} \mid \tilde{\mathcal{B}}_{k}\right)\right]+\left(p-\frac{1}{2}\right)^{2} \mathbb{P}\left(X \in \mathcal{W}, X \in \tilde{\mathcal{W}}_{k}\right) \\
\leqslant & \mathbb{E}\left[\left(\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+3}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n \cdot p^{\prime \prime}}}+\frac{2^{2 k+3}}{\pi^{2}(n+1) p^{\prime \prime}}\left(1+\varepsilon_{2}(k)\right)\right) \mathbb{P}\left(X \in \mathcal{W}, X \in \tilde{\mathcal{B}}_{k} \mid \tilde{\mathcal{B}}_{k}\right)\right] \\
& +\left(p-\frac{1}{2}\right)^{2} \mathbb{P}\left(X \in \mathcal{W}, X \in \tilde{\mathcal{W}}_{k}\right) .
\end{aligned}
$$

Since for all $\tilde{\mathcal{B}}_{k}$, there is exactly the same number of black cells and white cells in $\tilde{\mathcal{B}}_{k}$, we have

$$
\mathbb{P}\left(X \in \mathcal{W}, X \in \tilde{\mathcal{B}}_{k} \mid \tilde{\mathcal{B}}_{k}\right)=\frac{p^{\prime \prime}}{2}
$$

yielding

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& \leqslant \frac{1}{2}\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+2}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n}}+\frac{2^{2 k+3}}{2 \cdot \pi^{2}(n+1)}\left(1+\varepsilon_{2}(k)\right) . \tag{2.81}
\end{align*}
$$

Gathering (2.46), (2.69) and (2.81), we have

$$
\begin{aligned}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right] & \leqslant\left(p-\frac{1}{2}\right)^{2}+\frac{2^{k / 2+3}\left(p-\frac{1}{2}\right)}{\sqrt{\pi n}}+\frac{7 \cdot 2^{2 k+2}}{\pi^{2}(n+1)}(1+\varepsilon(k)) \\
& +\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n}
\end{aligned}
$$

where $\varepsilon(k)=\frac{6 \varepsilon_{1}(k)+\varepsilon_{2}(k)}{7}$.

## Proof of 2. (Lower-Bound)

First, note that $f_{k, 1, n}$ is constant on each element $C$ of the partition built by the first layer tree. Therefore, for all $C$, denoting $\mathcal{D}_{n}$ the dataset $\left(X_{1}, Y_{1}\right), \ldots\left(X_{n}, Y_{n}\right)$,

$$
\begin{equation*}
\left.\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right) \mid X \in C, \mathcal{D}_{n}\right] \geqslant \operatorname{Var}\left(f^{\star}(X)\right)^{2} \mid X \in C\right) \tag{2.82}
\end{equation*}
$$

As the first layer tree is shallow, each of its leaf contains several squares of the dataset and $\mathbb{E}\left[f^{\star}(X)\right]=1 / 2$. Therefore,

$$
\begin{align*}
\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right) \mid X \in C, \mathcal{D}_{n}\right] & \left.\left.\geqslant \mathbb{E}\left[\left(f^{\star}(X)-\frac{1}{2}\right)^{2}\right) \right\rvert\, X \in C, \mathcal{D}_{n}\right]  \tag{2.83}\\
& \geqslant\left(p-\frac{1}{2}\right)^{2} \tag{2.84}
\end{align*}
$$

Overall,

$$
\begin{equation*}
\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \geqslant\left(p-\frac{1}{2}\right)^{2} \tag{2.85}
\end{equation*}
$$

## S6 Proof of Proposition 2.4.6

## S6.1 Proof of statement 1.: Risk of a Single Tree

As in the precedent proof, we distinguish the case where the cell containing $X$ might be empty, in such a case the tree will predict 0 :

$$
\begin{align*}
\mathbb{E} & {\left.\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right)\right] } \\
& =\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right]  \tag{2.86}\\
& =\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2} . \tag{2.87}
\end{align*}
$$

We denote by $L_{1}, \ldots, L_{2^{k}}$ the leaves of the tree. Let $b \in\left\{1, \ldots, 2^{k}\right\}$ such that $L_{b}$ belongs to $\mathcal{B}$. We have

$$
\begin{align*}
\mathbb{E} & {\left.\left[\left(f_{k, 0, n}(X)-p\right)^{2}\right) \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right] } \\
& =\sum_{L_{j} \subset \mathcal{B}} \mathbb{E}\left[\left(\frac{\mathbb{1}_{N_{n}\left(L_{j}\right)>0}}{N_{n}\left(L_{j}\right)} \sum_{X_{i} \in L_{j}}\left(Y_{i}-p\right)\right)^{2} \mathbb{1}_{X \in L_{j}}\right]  \tag{2.88}\\
& =\frac{2^{k}}{2} \cdot \mathbb{E}\left[\left(\frac{\mathbb{1}_{N_{n}\left(L_{b}\right)>0}^{N_{n}\left(L_{b}\right)}}{} \sum_{X_{i} \in L_{b}}\left(Y_{i}-p\right)\right)^{2}\right] \mathbb{P}\left(X \in L_{b}\right)  \tag{2.89}\\
& =\frac{1}{2} \mathbb{E}\left[\left(\frac{\mathbb{1}_{N_{n}\left(L_{b}\right)>0}^{N_{n}\left(L_{b}\right)}}{N_{X_{i} \in L_{b}}}\left(Y_{i}-p\right)\right)^{2}\right]  \tag{2.90}\\
& =\frac{1}{2} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(L_{b}\right)>0}^{N_{n}\left(L_{b}\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in L_{b}}\left(Y_{i}-p\right)\right)^{2} \mid N_{n}\left(L_{b}\right)\right]\right]}{}\right.  \tag{2.91}\\
& \left.=\frac{1}{2} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{b}\right)>0}}{N_{n}\left(L_{b}\right)^{2}} \mathbb{E}\left[\sum_{X_{i} \in L_{b}}\left(Y_{i}-p\right)^{2} \mid N_{n}\left(L_{b}\right)\right]\right] \quad \text { (by independence of the } Y_{i}\right)  \tag{2.92}\\
& =\frac{1}{2} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{b}\right)>0}}{N_{n}\left(L_{b}\right)} p(1-p)\right] . \tag{2.93}
\end{align*}
$$

Remark that the above computation holds when $X \in \mathcal{W}$ after replacing $p$ by $(1-p), \mathcal{B}$ by $\mathcal{W}$ and $L_{b}$ by $L_{w}$ : indeed when $Y$ is a Bernoulli random variable, $Y$ and $1-Y$ have the same variance. Hence, using Equation (2.87), the computation in (2.93) and its equivalence for $\mathcal{W}$, we obtain

$$
\begin{aligned}
& \left.\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \\
& =\frac{1}{2} \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{b}\right)>0}}{N_{n}\left(L_{b}\right)} p(1-p)\right]+\frac{1}{2} \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}\left(L_{w}\right)>0}^{N_{n}\left(L_{w}\right)} p(1-p)\right]+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}}{=p(1-p) \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{w}\right)>0}}{N_{n}\left(L_{w}\right)}\right]+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2},}\right.
\end{aligned}
$$

since $N_{n}\left(L_{b}\right)$ and $N_{n}\left(L_{w}\right)$ are both binomial random variables $\mathfrak{B}\left(n, \frac{1}{2^{k}}\right)$. Therefore we can con-
clude using Lemma S1 (i):

$$
\left.\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \leqslant \frac{2^{k} p(1-p)}{n+1}+\left(p^{2}+(1-p)^{2}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}
$$

and

$$
\left.\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \geqslant \frac{2^{k-1} p(1-p)}{n+1}+\left(p^{2}+(1-p)^{2}-\frac{2^{k} p(1-p)}{n+1}\right) \frac{\left(1-2^{-k}\right)^{n}}{2}
$$

## S6.2 Proof of Statement 2.: Risk of a Shallow Tree Network

Let $k \in \mathbb{N}$. Denote by $\mathcal{L}_{k}=\left\{L_{i}, i=1, \ldots, 2^{k}\right\}$ the set of all leaves of the encoding tree (of depth $k)$. We let $\mathcal{L}_{\tilde{\mathcal{B}}_{k}}$ be the set of all cells of the encoding tree containing at least one observation, and such that the empirical probability of $Y$ being equal to one in the cell is larger than $1 / 2$, i.e.

$$
\begin{gathered}
\tilde{\mathcal{B}}_{k}=\cup_{L \in \mathcal{L}_{\tilde{\mathcal{B}}_{k}}}\{x, x \in L\} \\
\mathcal{L}_{\tilde{\mathcal{B}}_{k}}=\left\{L \in \mathcal{L}_{k}, N_{n}(L)>0, \frac{1}{N_{n}(L)} \sum_{X_{i} \in L} Y_{i} \geqslant \frac{1}{2}\right\} .
\end{gathered}
$$

Accordingly, we let the part of the input space corresponding to $\mathcal{L}_{\tilde{\mathcal{B}}_{k}}$ as

$$
\tilde{\mathcal{B}}_{k}=\cup_{L \in \mathcal{L}_{\tilde{\mathcal{B}}_{k}}}\{x, x \in L\}
$$

Similarly,

$$
\mathcal{L}_{\tilde{\mathcal{W}}_{k}}=\left\{L \in \mathcal{L}_{k}, N_{n}(L)>0, \frac{1}{N_{n}(L)} \sum_{X_{i} \in L} Y_{i}<\frac{1}{2}\right\} .
$$

and

$$
\tilde{\mathcal{W}}_{k}=\cup_{L \in \mathcal{L}_{\tilde{\mathcal{w}}_{k}}}\{x, x \in L\}
$$

## Proof of 2. (Upper-Bound)

Recall that $k \geqslant k^{\star}$. In this case, each leaf of the encoding tree is included in a chessboard cell. As usual,
$\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right)\right]=\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n}$.

Note that

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right] \\
& =\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right]+\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& +\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}}\right] \\
& +\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}}\right] \\
& \leqslant \frac{1}{2} \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right]+\mathbb{E}\left[\mathbb{1}_{\left.X \in \mathcal{W}, X \in \tilde{\mathcal{B}}_{k}\right]}\right] \\
& +\frac{1}{2} \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{\left.\mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}\right]+\mathbb{E}\left[\mathbb{1}_{\left.X \in \mathcal{B}, X \in \tilde{\mathcal{W}}_{k}\right]}\right.}\right. \tag{2.94}
\end{align*}
$$

Let L be a generic cell. The thourth term in (2.94) can be upper-bounded as follows:

$$
\begin{align*}
\mathbb{E}\left[\mathbb{1}_{X \in \mathcal{B}, X \in \tilde{\mathcal{W}}_{k}}\right] & =\sum_{j=1}^{2^{k}} \mathbb{E}\left[\mathbb{1}_{X \in L_{j}} \mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k} \cap \mathcal{B}}\right]  \tag{2.95}\\
& =\sum_{j=1}^{2^{k}} \mathbb{E}\left[\mathbb{1}_{X \in L_{j}}\right] \mathbb{E}\left[\mathbb{1}_{L_{j} \subset \tilde{\mathcal{W}}_{k} \cap \mathcal{B}}\right]  \tag{2.96}\\
& =\mathbb{P}\left(L_{j} \subset \tilde{\mathcal{W}}_{k} \cap \mathcal{B}\right) . \tag{2.97}
\end{align*}
$$

by symmetry. Now,

$$
\begin{align*}
& \mathbb{P}\left(L \subset \tilde{\mathcal{W}}_{k} \cap L \subset \mathcal{B}\right) \\
& =\mathbb{P}\left(\left(\frac{1}{N_{n}(L)} \sum_{X_{i} \in L} \mathbb{1}_{Y_{i}=0}>\frac{1}{2}\right) \bigcap(L \subset \mathcal{B})\right) \\
& \leqslant \mathbb{E}\left[\mathbb{P}\left(\left(\frac{1}{N_{n}(L)} \sum_{X_{i} \in L, L \subset \mathcal{B}} \mathbb{1}_{Y_{i}=0}-(1-p) \geqslant \frac{1}{2}-(1-p)\right) \cap(L \subset \mathcal{B})\right)\right] \\
& \leqslant \mathbb{E}\left[e^{-2 N_{n}(L)\left(p-\frac{1}{2}\right)^{2}}\right] \\
& =\prod_{i=1}^{n} \mathbb{E}\left[e^{-2\left(p-\frac{1}{2}\right)^{2} \mathbb{1}_{X_{i} \in L}}\right] \\
& \quad(\text { according to Hoeffding's inequality }) \\
& =\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} .
\end{align*}
$$

Consequently,

$$
\mathbb{E}\left[\mathbb{1}_{X \in \mathcal{B}, X \in \tilde{\mathcal{W}}_{k}}\right] \leqslant\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n}
$$

Similar calculations show that

$$
\begin{align*}
\mathbb{E}\left[\mathbb{1}_{X \in \mathcal{W}, X \in \tilde{\mathcal{B}}_{k}}\right] & =\mathbb{P}\left(L \subset \tilde{\mathcal{B}}_{k} \cap L \subset \mathcal{W}\right) \\
& \leqslant\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} \tag{2.103}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \\
& \leqslant \\
& \frac{1}{2} \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right] \\
& +\frac{1}{2} \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}\right]  \tag{2.104}\\
& \quad+\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n}+\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n} .
\end{align*}
$$

Now, the first term in (2.104) can be written as

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right]  \tag{2.105}\\
& =\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}}\right] \\
& +\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{\mathcal{B} \neq \tilde{\mathcal{B}}_{k}}\right]  \tag{2.106}\\
& \leqslant \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}}\right]+\mathbb{P}\left(\mathcal{B} \neq \tilde{\mathcal{B}}_{k}\right) \tag{2.107}
\end{align*}
$$

Now, using a union bound, we obtain

$$
\begin{align*}
\mathbb{P}\left(\mathcal{B} \neq \tilde{\mathcal{B}}_{k}\right) & \leqslant \sum_{L_{j} \subset \mathcal{B}} \mathbb{P}\left(L_{j} \not \subset \tilde{\mathcal{B}}_{k}\right)+\sum_{L_{j} \subset \mathcal{W}} \mathbb{P}\left(L_{j} \subset \tilde{\mathcal{B}}_{k}\right)  \tag{2.108}\\
& \leqslant 2^{k} \cdot \mathbb{P}\left(L \not \subset \tilde{\mathcal{B}}_{k} \cap L \subset \mathcal{B}\right)+2^{k} \cdot \mathbb{P}\left(L \subset \tilde{\mathcal{B}}_{k} \cap L \subset \mathcal{W}\right)  \tag{2.109}\\
& \leqslant 2^{k+1}\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} \tag{2.110}
\end{align*}
$$

according to (2.102) and (2.103). Additionally, the left term in (2.107) satisfies

$$
\begin{align*}
\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}}\right] & \leqslant \mathbb{E}\left[\left(\frac{1}{N_{n}(\mathcal{B})} \sum_{X_{i} \in \mathcal{B}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}(\mathcal{B})>0}\right]  \tag{2.111}\\
& \leqslant \mathbb{E}\left[\frac{\left.\mathbb{1}_{N_{n}(\mathcal{B})>0}^{N_{n}(\mathcal{B})^{2}}\left(\sum_{X_{i} \in \mathcal{B}} Y_{i}-p N_{n}(\mathcal{B})\right)^{2}\right]}{(2.1}\right]  \tag{2.112}\\
& =p(1-p) \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}(\mathcal{B})>0}}{N_{n}(\mathcal{B})}\right] \tag{2.113}
\end{align*}
$$

noticing that the square term of (2.112) is nothing but the conditional variance of a binomial distribution $B\left(N_{n}(\mathcal{B}), p\right)$. By Lemma $\mathrm{S} 1(\mathrm{i})$ on $N_{n}(\mathcal{B})$ which is a binomial random variable $B(n, p)$ with $p=1 / 2$ (exactly half of the cells are black),

$$
\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right] \leqslant \frac{2 p(1-p)}{n+1} .
$$

Hence

$$
\begin{equation*}
\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}}\right] \leqslant \frac{2 p(1-p)}{n+1}+2^{k+1}\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} \tag{2.114}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}\right] \leqslant \frac{2 p(1-p)}{n+1}+2^{k+1}\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} \tag{2.115}
\end{equation*}
$$

Finally, injecting (2.114) and (2.115) into (2.104), we finally get

$$
\begin{aligned}
\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right)\right] \leqslant & \frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n}+2^{k+1} \cdot\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n} \\
& +\frac{2 p(1-p)}{n+1}+\left(\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}+1-\frac{1}{2^{k}}\right)^{n}
\end{aligned}
$$

which concludes this part of the proof.

## Proof of 2. (Lower Bound)

We have
$\left.\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right)\right]=\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\left(\frac{p^{2}+(1-p)^{2}}{2}\right)\left(1-\frac{1}{2^{k}}\right)^{n}$,
where

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right] \\
& \geqslant \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{X \in \mathcal{B}} \mathbb{1}_{X \in \tilde{\mathcal{B}}_{k}} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}}\right] \\
& \quad+\mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W}} \mathbb{1}_{X \in \tilde{\mathcal{W}}_{k}} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0} \mathbb{1}_{\mathcal{W}=\tilde{\mathcal{W}}_{k}}\right] \\
& \geqslant \mathbb{P}(X \in \mathcal{B}) \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right] \\
& \quad+\mathbb{P}(X \in \mathcal{W}) \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{W}}_{k}} Y_{i}-(1-p)\right)^{\left.\mathbb{1}_{\mathcal{W}=\tilde{\mathcal{W}}_{k}} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{W}}_{k}\right)>0}\right]} .\right. \tag{2.116}
\end{align*}
$$

The first expectation term line (2.116) can be written as

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{1}{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)} \sum_{X_{i} \in \tilde{\mathcal{B}}_{k}} Y_{i}-p\right)^{2} \mathbb{1}_{\mathcal{B}=\tilde{\mathcal{B}}_{k}} \mathbb{1}_{N_{n}\left(\tilde{\mathcal{B}}_{k}\right)>0}\right] \\
& =\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right) \mathbb{E}\left[\left.\left(\frac{1}{N_{n}(\mathcal{B})} \sum_{X_{i} \in \mathcal{B}} Y_{i}-p\right)^{2} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] \tag{2.117}
\end{align*}
$$

According to (2.110),

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right) \geqslant 1-2^{k} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n} . \tag{2.118}
\end{equation*}
$$

Similarly,

$$
\mathbb{P}\left(\mathcal{W}=\tilde{\mathcal{W}}_{k}\right) \geqslant 1-2^{k} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n}
$$

Furthermore,

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}(\mathcal{B})} \sum_{X_{i} \in \mathcal{B}} Y_{i}-p\right)^{2} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] \\
& =\mathbb{E}\left[\left.\frac{1}{N_{n}(\mathcal{B})^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in \mathcal{B}} Y_{i}-N_{n}(\mathcal{B}) p\right)^{2} \mid N_{1}, \ldots N_{2^{k}}, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] \tag{2.119}
\end{align*}
$$

where we let $Z=\sum_{X_{i} \in \mathcal{B}} Y_{i}$. A typical bias-variance decomposition yields

$$
\begin{align*}
& \mathbb{E}\left[\left(\sum_{X_{i} \in \mathcal{B}} Y_{i}-N_{n}(\mathcal{B}) p\right)^{2} \mid N_{1}, \ldots N_{2^{k}}, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]  \tag{2.120}\\
& =\mathbb{E}\left[\left(Z-\mathbb{E}\left[Z \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]\right)^{2}\right. \\
& \left.+\left(\mathbb{E}\left[Z \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]-N_{n}(\mathcal{B}) p\right)^{2} \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]  \tag{2.121}\\
& \geqslant \mathbb{E}\left[\left(Z-\mathbb{E}\left[Z \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]\right)^{2} \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right] \\
& =\mathbb{E}\left[\left(\sum_{L_{j} \subset \mathcal{B}} Z_{j}-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]\right)^{2} \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]  \tag{2.122}\\
& =\sum_{L_{j} \subset \mathcal{B}} \mathbb{E}\left[\left(Z_{j}-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]\right)^{2} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right] \\
& +2 \sum_{L_{i}, L_{j} \subset \mathcal{B}, L_{i} \neq L_{j}} \mathbb{E}\left[\left(Z_{i}-\mathbb{E}\left[Z_{i} \mid N_{i}, L_{i} \subset \tilde{\mathcal{B}}_{k}\right]\right)\left(Z_{j}-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]\right) \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right] \tag{2.123}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{L_{j} \subset \mathcal{B}} \mathbb{E}\left[\left(Z_{j}-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]\right)^{2} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right] \tag{2.124}
\end{equation*}
$$

with $Z_{j}=\sum_{X_{i} \in L_{j}} Y_{i}$, and $L_{1}, \ldots, L_{2^{k}}$ the leaves of the first layer tree. Note that $Z_{j} \mid N_{j}, L_{j} \subset \mathcal{B}$ are i.i.d binomial variable $\mathfrak{B}\left(N_{j}, p\right)$. In (2.122) and (2.123), we used that that given a single leaf $L_{j} \subset \mathcal{B}, \mathbb{E}\left[Z_{j} \mid N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}\right]=\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]$. To obtain (2.124), we used that conditional to $N_{1}, \ldots N_{2^{k}}, \tilde{\mathcal{B}}_{k}=\mathcal{B}, Z_{i}$ and $Z_{j}$ are independent. Therefore the double sum equals 0 .

Let $j$ be an integer in $\left\{1, \ldots, 2^{k}\right\}$,

$$
\begin{align*}
& \mathbb{E}\left[\left(Z_{j}-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]\right)^{2} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]  \tag{2.125}\\
& =\mathbb{E}\left[Z_{j}^{2} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]^{2}  \tag{2.126}\\
& \geqslant \mathbb{E}\left[Z_{j}^{2} \mid N_{j}\right]-\mathbb{E}\left[Z_{j} \mid N_{j}, L_{j} \subset \tilde{\mathcal{B}}_{k}\right]^{2} \tag{2.127}
\end{align*}
$$

$$
\begin{equation*}
=N_{j} p(1-p)+N_{j}^{2} p^{2}-\left(N_{j} p+\frac{N_{j}}{2}(1-p) \frac{\mathbb{P}\left(\left.Z_{j}=\frac{N_{j}}{2} \right\rvert\, N_{j}\right)}{\sum_{i=\frac{N_{j}}{2}}^{N_{j}} \mathbb{P}\left(Z_{j}=i\right)}\right)^{2} \tag{2.128}
\end{equation*}
$$

$$
\begin{equation*}
\geqslant N_{j}(1-p)\left(p-N_{j}(1-p) \mathbb{P}\left(\left.Z_{j}=\frac{N_{j}}{2} \right\rvert\, N_{j}\right)^{2}-2 N_{j} p \cdot \mathbb{P}\left(\left.Z_{j}=\frac{N_{j}}{2} \right\rvert\, N_{j}\right)\right) \tag{2.129}
\end{equation*}
$$

$$
\begin{equation*}
\geqslant N_{j}(1-p)\left(p-\frac{N_{j}(1-p)}{\pi\left(\frac{N_{j}}{2}+\frac{1}{4}\right)}(4 p(1-p))^{N_{j}}-\frac{2 N_{j}}{\sqrt{\pi\left(\frac{N_{j}}{2}+\frac{1}{4}\right)}}(4 p(1-p))^{N_{j} / 2}\right) \tag{2.130}
\end{equation*}
$$

$$
\begin{equation*}
\geqslant N_{j} p(1-p)-\left(\frac{2(1-p)^{2}}{\pi}+2 \sqrt{2}(1-p)\right) \cdot N_{j}^{3 / 2} \cdot(4 p(1-p))^{N_{j} / 2} \tag{2.131}
\end{equation*}
$$

We deduced Line (2.127) from the fact that $Z_{j}^{2}$ is a positive random variable, (2.128) from Lemma (S1) (5), Line (2.129) from the fact that $p>1 / 2$ and Line (2.130) from the inequality (2.4) on the binomial coefficient. Injecting (2.123) and (2.131) into (2.119) yields
$\mathbb{E}\left[\left.\left(\frac{1}{N_{n}(\mathcal{B})} \sum_{X_{i} \in \mathcal{B}} Y_{i}-p\right)^{2} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]$
$\geqslant \mathbb{E}\left[\left.\frac{1}{N_{n}\left(\mathcal{B}_{k}\right)^{2}} \sum_{L_{j} \subset \mathcal{B}}\left(N_{j} p(1-p)-\left(\frac{2(1-p)^{2}}{\pi}+2 \sqrt{2}(1-p)\right) \cdot N_{j}^{3 / 2} \cdot(4 p(1-p))^{N_{j} / 2}\right) \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]$
$\geqslant \mathbb{E}\left[\left.\frac{p(1-p)}{N_{n}(\mathcal{B})} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]-\left(\frac{2(1-p)^{2}}{\pi}+2\right) \sum_{L_{j} \subset \mathcal{B}} \mathbb{E}\left[(4 p(1-p))^{N_{j} / 2} \mid \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]$
$\geqslant p(1-p) \mathbb{E}\left[\left.\frac{1}{N_{n}(\mathcal{B})} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]-3 \cdot 2^{k-1} \mathbb{E}\left[(4 p(1-p))^{N_{b} / 2} \mid \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]$
where the last inequality relies on the fact that the $N_{j}, L_{j} \subset \mathcal{B}$ are i.i.d, with $b \in 1, \ldots, 2^{k}$ be the index of a cell included in $\mathcal{B} . N_{j}$ is a binomial random variable $\mathfrak{B}\left(n, 2^{-k}\right)$.

$$
\begin{align*}
\mathbb{E}\left[(4 p(1-p))^{N_{j} / 2} \mid \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] & \leqslant \mathbb{E}\left[(4 p(1-p))^{N_{j} / 2}\right] \frac{1}{\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right)}  \tag{2.134}\\
& =\left(\sqrt{4 p(1-p)} \cdot 2^{-k}+\left(1-2^{-k}\right)\right)^{n} \frac{1}{\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right)} . \tag{2.135}
\end{align*}
$$



$$
\begin{equation*}
\frac{1}{\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right)} \leqslant 2 . \tag{2.136}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbb{E}\left[(4 p(1-p))^{N_{j} / 2} \mid \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] \leqslant 2\left(\sqrt{4 p(1-p)} \cdot 2^{-k}+\left(1-2^{-k}\right)\right)^{n} \tag{2.137}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\mathbb{E}\left[\left.\frac{1}{N_{n}(\mathcal{B})} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right] & \geqslant \frac{1}{\mathbb{E}\left[N_{n}(\mathcal{B}) \mid \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]}  \tag{2.138}\\
& \geqslant \frac{\mathbb{P}\left(\mathcal{B}=\tilde{\mathcal{B}}_{k}\right)}{\mathbb{E}\left[N_{n}(\mathcal{B})\right]}  \tag{2.139}\\
& \geqslant \frac{2}{n}-\frac{2^{k+1}}{n}\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n} \tag{2.140}
\end{align*}
$$

where the last inequality comes from the probability bound line (2.118) and the fact that $N_{n}(\mathcal{B})$ is a binomial random variable $\mathfrak{B}(n, 1 / 2)$.

Finally,

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}(\mathcal{B})} \sum_{X_{i} \in \mathcal{B}} Y_{i}-p\right)^{2} \right\rvert\, \mathcal{B}=\tilde{\mathcal{B}}_{k}\right]  \tag{2.141}\\
& \geqslant \frac{2 p(1-p)}{n}-3 \cdot 2^{k}\left(1-2^{-k}(1-\sqrt{4 p(1-p)})\right)^{n}-\frac{2^{k+1} p(1-p)}{n}\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n} \tag{2.142}
\end{align*}
$$

Similarly, regarding the second term of (2.116), note that $\mathbb{P}\left(\tilde{\mathcal{B}}_{k}=\mathcal{B}\right)=\mathbb{P}\left(\tilde{\mathcal{W}}_{k}=\mathcal{W}\right)$ and

$$
\begin{aligned}
& \mathbb{E}\left[\left(\sum_{X_{i} \in \mathcal{W}} Y_{i}-N_{n}(\mathcal{W})(1-p)\right)^{2} \mid N_{n}(\mathcal{W}), \mathcal{W}=\tilde{\mathcal{W}}_{k}\right] \\
& =\mathbb{E}\left[\left(\sum_{X_{i} \in \mathcal{W}} \mathbb{1}_{Y_{i}=0}-N_{n}(\mathcal{W}) p\right)^{2} \mid N_{n}(\mathcal{W}), \mathcal{W}=\tilde{\mathcal{W}}_{k}\right] .
\end{aligned}
$$

Thus we can adapt the above computation to this term :

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(\frac{1}{N_{n}(\mathcal{W})} \sum_{X_{i} \in \mathcal{W}} Y_{i}-p\right)^{2} \right\rvert\, \mathcal{W}=\tilde{\mathcal{W}}_{k}\right]  \tag{2.143}\\
& \geqslant \frac{2 p(1-p)}{n}-3 \cdot 2^{k}\left(1-2^{-k}(1-\sqrt{4 p(1-p)})\right)^{n}-\frac{2^{k+1} p(1-p)}{n}\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n}
\end{align*}
$$

Rearranging all terms proves the result:

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)\right)^{2}\right] \geqslant\left(\frac{2 p(1-p)}{n}-2^{k+2} \cdot\left(1-2^{-k}(1-\sqrt{4 p(1-p)})\right)^{n}\right. \\
& \left.-\frac{2^{k+1} p(1-p)}{n} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n}\right)\left(1-2^{k} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n}\right) \\
& +\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n} \\
& \geqslant \frac{2 p(1-p)}{n}-2^{k+2} \cdot\left(1-2^{-k}(1-\sqrt{4 p(1-p)})\right)^{n}-\frac{2^{k+1} p(1-p)}{n} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n} \\
& -\frac{2^{k+1} p(1-p)}{n} \cdot\left(1+\frac{e^{-2\left(p-\frac{1}{2}\right)^{2}}-1}{2^{k}}\right)^{n}+\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n} \\
& \geqslant \frac{2 p(1-p)}{n}-2^{k+2} \cdot\left(1-2^{-k}(1-\sqrt{4 p(1-p)})\right)^{n}-\frac{2^{k+2} p(1-p)}{n} \cdot\left(1-\frac{1-e^{-2\left(p-\frac{1}{2}\right)^{2}}}{2^{k}}\right)^{n} \\
& +\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n} \\
& \geqslant \frac{2 p(1-p)}{n}-\frac{2^{k+3} \cdot\left(1-\rho_{k, p}\right)^{n}}{n}+\frac{p^{2}+(1-p)^{2}}{2}\left(1-\frac{1}{2^{k}}\right)^{n}
\end{aligned}
$$

where

$$
\rho_{k, p}=2^{-k} \min \left(1-\sqrt{4 p(1-p)}, 1-e^{-2\left(p-\frac{1}{2}\right)^{2}}\right) .
$$

Note that, since $p>1 / 2,0<\rho_{k, p}<1$.

Lemma S1. Let $S$ be a positive random variable. For any real-valued $\alpha \in[0,1]$, for any $n \in \mathbb{N}$,

$$
\mathbb{P}(S \leqslant \alpha n) \mathbb{V}[S \mid S \leqslant \alpha n] \leqslant \mathbb{V}[S]
$$

Proof. We start by noticing that:

$$
\begin{aligned}
A_{n} & =\mathbb{P}(S>\alpha n) \mathbb{E}\left[(S-\mathbb{E}[S \mid S>\alpha n])^{2} \mid S>\alpha n\right] \\
& +\mathbb{P}(S \leqslant \alpha n) \mathbb{E}\left[(S-\mathbb{E}[S \mid S \leqslant \alpha n])^{2} \mid S \leqslant \alpha n\right] \\
& \leqslant \mathbb{P}(S>\alpha n) \mathbb{E}\left[(S-a)^{2} \mid S>\alpha n\right]+\mathbb{P}(S \leqslant \alpha n) \mathbb{E}\left[(S-b)^{2} \mid S \leqslant \alpha n\right]
\end{aligned}
$$

for any $(a, b) \in \mathbb{R}^{2}$.
Then,

$$
\begin{aligned}
A_{n} & \leqslant \mathbb{P}(S>\alpha n) \mathbb{E}\left[(S-a)^{2} \mid S>\alpha n\right]+\mathbb{P}(S \leqslant \alpha n) \mathbb{E}\left[(S-a)^{2} \mid S \leqslant \alpha n\right] \\
& =\mathbb{E}\left[(S-a)^{2}\right]
\end{aligned}
$$

for any $a \in \mathbb{R}$.
Choosing $a=\mathbb{E}[S]$, we obtain

$$
A_{n} \leqslant \mathbb{V}[S]
$$

Therefore,

$$
\mathbb{P}(S \leqslant \alpha n) \mathbb{V}[S \mid S \leqslant \alpha n] \leqslant \mathbb{V}[S] .
$$

## S7 Extended Results for a Random Chessboard

Proposition S1 (Risk of a single tree and a shallow tree network when $k<k^{\star}$ ). Let $N \in$ $\left\{1, \ldots, 2^{k^{\star}}\right\}$. We consider the data distribution defined by a random chessboard with i.i.d. cells such that for each cell $C_{i}, i \in\left\{1, \ldots, 2^{k^{\star}}\right\}$

$$
\mathbb{P}\left(C_{i} \subset \mathcal{B}\right)=\frac{N}{2^{k^{\star}}}
$$

and $\mathbb{P}\left(C_{i} \subset \mathcal{W}\right)=1-\frac{N}{2^{k^{\star}}}$. Notice that the (random) numbers $N_{\mathcal{W}}$ and $N_{\mathcal{B}}$ of white and black cells satisfy $0 \leqslant N_{\mathcal{W}}=2^{k^{\star}}-N_{\mathcal{B}} \leqslant 2^{k^{\star}}$. We study the risk of the shallow tree network $f_{k, 1, n}$.

1. Consider a single tree $f_{k, 0, n}$ of depth $k \in \mathbb{N}^{\star}$,

$$
\begin{aligned}
\mathcal{R}\left(f_{k, 0, n}\right) & \leqslant 4\left(p-\frac{1}{2}\right)^{2} \frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)\left(1+\frac{1}{2^{k^{\star}-k}}\right)+\frac{2^{k-1}}{n+1} \\
& +\left((1-p)^{2}-\frac{N}{2^{k^{\star}}}(1-2 p)\right)\left(1-2^{-k}\right)^{n}
\end{aligned}
$$

and

$$
\mathcal{R}\left(f_{k, 0, n}\right) \geqslant 4\left(p-\frac{1}{2}\right)^{2} \frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{2^{k}}{n+1}(1-p)^{2}+C_{k^{\star}, k, N, p}\left(1-2^{-k}\right)^{n}
$$

where $C_{k^{\star}, k, N, p}=(1-p)^{2}-\frac{N}{2^{k^{\star}}}(1-2 p)-\frac{(1-p)^{2} 2^{k}}{n+1}-4\left(p-\frac{1}{2}\right)^{2} \frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)\left(1+\frac{1}{2^{k^{*}}-k}\right)$.
2. Consider the shallow tree network $f_{k, 1, n}$, in the infinite sample regime,

$$
\mathcal{R}\left(f_{k, 1, n}\right) \geqslant\left(p-\frac{1}{2}\right)^{2} \min \left(1-\frac{N}{2^{k^{\star}}}, \frac{N}{2^{k^{\star}}}\right)^{2}
$$

and

$$
\mathcal{R}\left(f_{k, 1, n}\right) \leqslant 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right) \frac{N}{2^{k^{\star}}}+p^{2} \min \left(\frac{N}{2^{k^{\star}}}, 1-\frac{N}{2^{k^{\star}}}\right) .
$$

## S8 Proof of Proposition S1

## S8.1 First Statement: Risk of a Single Tree

To see the definitions of $\tilde{\mathcal{B}}$ and $\tilde{\mathcal{W}}$ refer to the notations of the second statement of the proof of Proposition 2.4.5, in Appendix S6.2.

Recall that $k<k^{\star}$, meaning that a tree leaf may contain black and white cells. If a cell is empty, the tree prediction in this cell is set (arbitrarily) to zero. Thus,

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right]  \tag{2.144}\\
& =\mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right] \tag{2.145}
\end{align*}
$$

where the expectation is taken over the distribution of the chessboard, $(X, Y)$ and the dataset $\left(X_{i}, Y_{i}\right)_{1 \leqslant i \leqslant n}$. Besides,

$$
\begin{align*}
\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0}\right] & =\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0} \mathbb{1}_{X \in \mathcal{B}}\right]+\mathbb{E}\left[\left(f^{\star}(X)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)=0} \mathbb{1}_{X \in \mathcal{W}}\right] \\
& =\left((1-p)^{2}-\frac{N_{\mathcal{B}}}{2^{k^{\star}}}(1-2 p)\right)\left(1-2^{-k}\right)^{n} \tag{2.146}
\end{align*}
$$

We now study the first term in (2.145), by considering that $X$ falls into $\mathcal{B}$ (the same computation holds when $X$ falls into $\mathcal{W}$ ). We denote $\mid L_{n}(X) \cap \mathcal{B} \|$ (resp. $\left|L_{n}(X) \cap \mathcal{W}\right|$ ) the number of black (resp. white) cells included in the cell containing $X$. Letting ( $X^{\prime}, Y^{\prime}$ ) generic random variables
with the same distribution as $(X, Y)$, one has

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)} Y_{i}-p\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0} \mathbb{1}_{X \in \mathcal{B}}\right]  \tag{2.147}\\
& =\mathbb{P}(X \in \mathcal{B}) \mathbb{E}\left[\left(\frac{1}{N_{n}\left(L_{n}(X)\right)} \sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right)\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]\right. \\
& \quad \quad+\mathbb{P}(X \in \mathcal{B}) \mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]-p\right)^{2} \mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}\right]\right.  \tag{2.148}\\
& =\mathbb{P}(X \in \mathcal{B}) \\
& \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}^{N_{n}\left(L_{n}(X)\right)^{2}} \mathbb{E}\left[\left(\sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right)\right)^{2}\left|N_{n}\left(L_{n}(X)\right),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right]\right.}{\quad+\mathbb{P}(X \in \mathcal{B}) \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)>0\right) \mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]-p\right)^{2}\right]\right.}\right. \\
& =\mathbb{P}(X \in \mathcal{B})\left(\mathbb { E } \left[\frac{\left.\left.\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}^{N_{n}\left(L_{n}(X)\right)^{2}} \cdot V_{\mathcal{B}}\right]+\beta_{\mathcal{B}}\right)}{}\right.\right.
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{\mathcal{B}}=\mathbb{P}\left(N_{n}\left(L_{n}(X)\right)>0\right) \mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]-p\right)^{2}\right]\right. \tag{2.150}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{\mathcal{B}}=\mathbb{E}\left[\left(\sum_{X_{i} \in L_{n}(X)}\left(Y_{i}-\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right)\right)^{2}\left|N_{n}\left(L_{n}(X)\right),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right.\right. \tag{2.151}
\end{equation*}
$$

Similarly we define $\beta_{W}$ and $V_{\mathcal{W}}$ by replacing in the expressions (2.150) and (2.151) $\mathcal{B}$ by $\mathcal{W}$ so that:

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{k, 0, n}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{P}(X \in \mathcal{B})\left(\mathbb { E } \left[\frac{\left.\left.\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}^{N_{n}\left(L_{n}(X)\right)^{2}} \cdot V_{\mathcal{B}}\right]+\beta_{\mathcal{B}}\right)+\mathbb{P}(X \in \mathcal{W})\left(\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)^{2}} \cdot V_{\mathcal{W}}\right]+\beta_{\mathcal{W}}\right)}{+\left((1-p)^{2}-\frac{N_{\mathcal{B}}}{2^{k^{\star}}}(1-2 p)\right)\left(1-2^{-k}\right)^{n} .}\right.\right.
\end{align*}
$$

This last expression can be read as a bias-variance decomposition. We already know the probability to be in a non-empty cell, see (2.146), then

$$
\mathbb{P}(X \in \mathcal{B})=\mathbb{E}\left[\mathbb{P}\left(X \in \mathcal{B} \mid N_{\mathcal{B}}\right)\right]=\mathbb{E}\left[\frac{N_{\mathcal{B}}}{2^{k^{\star}}}\right]=\frac{N}{2^{k^{\star}}}
$$

We now make explicit the terms in Equation (2.152) starting with the bias term $\beta_{\mathcal{B}}$ :

$$
\begin{align*}
\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]\right. & =\frac{p \cdot\left|L_{n}(X) \cap \mathcal{B}\right|+(1-p)\left|L_{n}(X) \cap \mathcal{W}\right|}{2^{k^{\star}-k}}  \tag{2.153}\\
& =(1-p)+\frac{\left|L_{n}(X) \cap \mathcal{B}\right|}{2^{k^{\star}-k}}(2 p-1)  \tag{2.154}\\
& =p+\frac{\left|L_{n}(X) \cap \mathcal{W}\right|}{2^{k^{\star}-k}}(1-2 p), \tag{2.155}
\end{align*}
$$

where $\left|L_{n}(X) \cap \mathcal{B}\right|$ stands for the number of black cells in $L_{n}(X)$. In the same way, $\left|L_{n}(X) \cap \mathcal{W}\right|$ stands for the number of white cells in $L_{n}(X)$. Hence,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]-p\right)^{2}\right]=\frac{4\left(p-\frac{1}{2}\right)^{2}}{2^{2\left(k^{\star}-k\right)}} \mathbb{E}\left[\left|L_{n}(X) \cap \mathcal{W}\right|^{2}\right]\right. \tag{2.156}
\end{equation*}
$$

Note that $\mid L_{n}(X) \cap \mathcal{W} \| N_{\mathcal{B}} \sim \mathfrak{B}\left(2^{k^{\star}-k}, 1-N / 2^{k^{\star}}\right)$. Thus, we have

$$
\begin{equation*}
\mathbb{E}\left[\left|L_{n}(X) \cap \mathcal{W}\right|^{2}\right]=\frac{N}{2^{k}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{1}{2^{2 k}}\left(2^{k^{\star}}-N\right)^{2} \tag{2.157}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{B}\right|\right]-p\right)^{2}\right]=\frac{4\left(p-\frac{1}{2}\right)^{2}}{2^{2\left(k^{\star}-k\right)}}\left(\frac{N}{2^{k}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{1}{2^{2 k}}\left(2^{k^{\star}}-N\right)^{2}\right)\right. \tag{2.158}
\end{equation*}
$$

Similar computations show that when $X \in \mathcal{W}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime}\left|X^{\prime} \in L_{n}(X),\left|L_{n}(X) \cap \mathcal{W}\right|\right]-(1-p)\right)^{2}\right]=\frac{4\left(p-\frac{1}{2}\right)^{2}}{2^{2\left(k^{*}-k\right)}}\left(\frac{N}{2^{k}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{N^{2}}{2^{2 k}}\right)\right. \tag{2.159}
\end{equation*}
$$

We deduce from Equations (2.158) and (2.159) that

$$
\begin{align*}
\beta_{\mathcal{B}}+\beta_{\mathcal{W}}= & \frac{4\left(p-\frac{1}{2}\right)^{2}}{2^{2\left(k^{\star}-k\right)}} \mathbb{P}\left(N_{n}\left(L_{n}(X)\right)>0\right)\left(\mathbb{P}(X \in \mathcal{B})\left(\frac{N}{2^{k}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{1}{2^{2 k}}\left(2^{k^{\star}}-N\right)^{2}\right)\right. \\
& \left.+\mathbb{P}(X \in \mathcal{W})\left(\frac{N}{2^{k}}\left(1-\frac{N}{2^{k^{\star}}}\right)+\frac{N^{2}}{2^{2 k}}\right)\right) \\
= & 4\left(p-\frac{1}{2}\right)^{2} \frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)\left(1+\frac{1}{2^{k^{\star}-k}}\right)\left(1-\left(1-2^{-k}\right)^{n}\right) \tag{2.160}
\end{align*}
$$

Clearly,

$$
\begin{equation*}
\beta_{\mathcal{B}}+\beta_{\mathcal{W}} \geqslant 4\left(p-\frac{1}{2}\right)^{2} \frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)\left(1-\left(1-2^{-k}\right)^{n}\right) \tag{2.161}
\end{equation*}
$$

Now we compute the variance term $V_{\mathcal{B}}$. Letting $Z=\sum_{X_{i} \in L_{n}(X)} Y_{i}$,

$$
Z\left|N_{n}\left(L_{n}(X)\right),\left|L_{n}(X) \cap \mathcal{B}\right| \sim \mathfrak{B}\left(N_{n}\left(L_{n}(X)\right), p^{\prime}\right)\right.
$$

where $p^{\prime}=(1-p)+\frac{\left|L_{n}(X) \cap \mathcal{B}\right|}{2^{k x}-k}(2 p-1)$ (see Equations (2.153) to (2.155)). Therefore, recall that $V_{\mathcal{B}}$ is nothing but the variance of the binomial random variable $Z$ conditional on $\left|L_{n}(X) \cap \mathcal{B}\right|$ defined in Equation (2.151), consequently

$$
\begin{equation*}
V_{\mathcal{B}}=N_{n}\left(L_{n}(X)\right) p^{\prime}\left(1-p^{\prime}\right) \tag{2.162}
\end{equation*}
$$

By independence of $N_{n}\left(L_{n}(X)\right)$ and $\left|L_{n}(X) \cap \mathcal{B}\right|$, we can write that

$$
\begin{equation*}
\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)^{2}} \cdot V_{\mathcal{B}}\right]=\mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \mathbb{E}[\underbrace{p^{\prime}(1-p)^{\prime}}_{(1-p)^{2} \leqslant p^{\prime}\left(1-p^{\prime}\right) \leqslant 1 / 4}] . \tag{2.163}
\end{equation*}
$$

From Technical Lemma S1, we deduce that

$$
\frac{2^{k}}{n+1}\left(1-\left(1-2^{-k}\right)^{n}\right) \leqslant \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)}\right] \leqslant \frac{2^{k+1}}{n+1} .
$$

Hence,

$$
\begin{equation*}
\frac{2^{k}}{n+1}\left(1-\left(1-2^{-k}\right)^{n}\right)(1-p)^{2} \leqslant \mathbb{E}\left[\frac{\mathbb{1}_{N_{n}\left(L_{n}(X)\right)>0}}{N_{n}\left(L_{n}(X)\right)} V_{\mathcal{B}}\right] \leqslant \frac{2^{k-1}}{n+1} . \tag{2.164}
\end{equation*}
$$

By symmetry, $V_{\mathcal{W}}$ is also the variance of a binomial random variable with parameters $N_{n}\left(L_{n}(X)\right)$, $1-p^{\prime}$ conditional on $\left|L_{n}(X) \cap \mathcal{W}\right|$. Thus $V_{\mathcal{B}}=V_{\mathcal{W}}$. To conclude, combining Equations (2.152), (2.161) and (2.164) leads to

$$
\mathcal{R}\left(f_{k, 0, n}(X)\right) \leqslant 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right)\right)+\frac{2^{k-1}}{n+1}+\left((1-p)^{2}-\frac{N}{2^{k^{\star}}}(1-2 p)\right)\left(1-2^{-k}\right)^{n}
$$

and

$$
\begin{aligned}
\mathcal{R}\left(f_{k, 0, n}(X)\right) \geqslant & 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\left(2-\frac{N}{2^{k^{\star}}}\right)\right) \frac{2^{k}}{n+1}\left(1-\left(1-2^{-k}\right)^{n}\right)(1-p)^{2} \\
& +\left((1-p)^{2}-\frac{N}{2^{k^{\star}}}(1-2 p)\right)\left(1-2^{-k}\right)^{n}
\end{aligned}
$$

## S8.2 Second Statement: Risk of a Shallow Tree Network

Recall that we are in the infinite sample regime and that $k<k^{\star}$.

$$
\begin{align*}
\mathbb{E} & {\left[\left(f_{k, 1, n}(X)-f^{\star}(X)^{2}\right]\right.} \\
= & \mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B} \cap \tilde{\mathcal{B}}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W} \cap \tilde{\mathcal{W}}}\right] \\
& +\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W} \cap \tilde{\mathcal{B}}}\right]+\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B} \cap \tilde{\mathcal{W}}}\right] . \tag{2.165}
\end{align*}
$$

We begin with the computation of the first term.

$$
\begin{align*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B} \cap \tilde{\mathcal{B}}}\right] & =\mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{B}}) \mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mid X \in \mathcal{B} \cap \tilde{\mathcal{B}}\right]  \tag{2.166}\\
& =\mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{B}}) \mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in \tilde{\mathcal{B}}\right]-p\right)^{2} \mid X \in \mathcal{B} \cap \tilde{\mathcal{B}}\right] \tag{2.167}
\end{align*}
$$

Regarding the probability term,

$$
\begin{align*}
\mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{B}}) & =\mathbb{P}(X \in \mathcal{B}) \mathbb{P}(X \in \tilde{\mathcal{B}} \mid X \in \mathcal{B})  \tag{2.168}\\
& \leqslant \frac{N}{2^{k^{\star}}} \tag{2.169}
\end{align*}
$$

We denote by $B_{1}, \ldots, B_{2^{k}}$ the number of black cells in the leaves $L_{1}, \ldots, L_{2^{k}}$. Then,

$$
\begin{aligned}
\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in \tilde{\mathcal{B}}\right] & =\mathbb{E}\left[(1-p)+(2 p-1) \frac{\sum_{i=1}^{2^{k}} B_{i} \mathbb{1}_{L_{i} \subset \tilde{\mathcal{B}}}}{|\tilde{\mathcal{B}}|}\right] \\
& =(1-p)+(2 p-1) \mathbb{E}\left[\sum_{i=1}^{2^{k}} \frac{\mathbb{1}_{L_{i} \subset \tilde{\mathcal{B}}}}{|\tilde{\mathcal{B}}|} \mathbb{E}\left[B_{i}| | \tilde{\mathcal{B}} \mid\right]\right] \\
& =(1-p)+(2 p-1) \mathbb{E}\left[\left.\frac{B_{j}}{2^{k^{\star}-k}} \right\rvert\, B_{j} \geqslant \frac{\left|L_{j}\right|}{2}\right]
\end{aligned}
$$

where $L_{j}$ is a leaf included in $\tilde{\mathcal{B}}$. Moreover,

$$
\begin{aligned}
\mathbb{E}\left[B_{j} \left\lvert\, B_{j} \geqslant \frac{\left|L_{j}\right|}{2}\right.\right] & =\frac{N}{2^{k}}+\left(1-\frac{N}{2^{k^{\star}}}\right)\left(2^{k^{\star}-k-1}-1\right) \frac{\mathbb{P}\left(B_{j}=2^{k^{\star}-k-1}-1\right)}{\mathbb{P}\left(B_{j} \geqslant 2^{k^{\star}-k-1}-1\right)} \\
& \leqslant \frac{N}{2^{k}}+\left(1-\frac{N}{2^{k^{\star}}}\right) 2^{k^{\star}-k-1}
\end{aligned}
$$

Therefore,

$$
\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in \tilde{\mathcal{B}}\right] \leqslant(1-p)+(2 p-1) \frac{1}{2}\left(1+\frac{N}{2^{k^{\star}}}\right)
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in \tilde{\mathcal{B}}\right]-p\right)^{2} \mid X \in \mathcal{B} \cap \tilde{\mathcal{B}}\right] \geqslant\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \tag{2.170}
\end{equation*}
$$

To compute the upper bound, note that

$$
\mathbb{E}\left[B_{j} \left\lvert\, B_{j} \geqslant \frac{\left|L_{j}\right|}{2}\right.\right] \geqslant \mathbb{E}\left[B_{j}\right]=\frac{N}{2^{k}}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{E}\left[Y^{\prime} \mid X^{\prime} \in \tilde{\mathcal{B}}\right]-p\right)^{2} \mid X \in \mathcal{B} \cap \tilde{\mathcal{B}}\right] \leqslant 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \tag{2.171}
\end{equation*}
$$

We adapt the previous computations to the term $\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mathbb{1}_{X \in \mathcal{W} \cap \tilde{\mathcal{W}}}\right]$ from Equation (2.165). We have

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mid X \in \mathcal{W} \cap \tilde{\mathcal{W}}\right] \geqslant\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}} \tag{2.172}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-(1-p)\right)^{2} \mid X \in \mathcal{W} \cap \tilde{\mathcal{W}}\right] \leqslant 4\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}} \tag{2.173}
\end{equation*}
$$

Moreover, note that

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B} \cap \tilde{\mathcal{W}}}\right] \leqslant p^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{W}}) \tag{2.174}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{B} \cap \tilde{\mathcal{W}}}\right] \geqslant\left(p-\frac{1}{2}\right)^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{W}}) . \tag{2.175}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{W} \cap \tilde{\mathcal{B}}}\right] \leqslant p^{2} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{B}}) \tag{2.176}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{k, 1, n}(X)-p\right)^{2} \mathbb{1}_{X \in \mathcal{W} \cap \tilde{\mathcal{B}}}\right] \geqslant\left(p-\frac{1}{2}\right)^{2} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{B}}) . \tag{2.177}
\end{equation*}
$$

Gathering Equation (2.165) and Equations (2.170) to (2.177) yields
$\mathbb{E}\left[\left(f_{k, 1, n}(X)-f^{\star}(X)^{2}\right] \geqslant\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{B}})+\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{W}})\right.$

$$
\begin{aligned}
& +\left(p-\frac{1}{2}\right)^{2} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{B}})+\left(p-\frac{1}{2}\right)^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{W}}) \\
\geqslant & \left(p-\frac{1}{2}\right)^{2} \min \left(1-\frac{N}{2^{k^{\star}}}, \frac{N}{2^{k^{\star}}}\right)^{2}
\end{aligned}
$$

as well as

$$
\begin{aligned}
\mathbb{E} & {\left[\left(f_{k, 1, n}(X)-f^{\star}(X)^{2}\right]\right.} \\
\leqslant & 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{B}})+4\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{W}}) \\
& +p^{2} \mathbb{P}(X \in \mathcal{W} \cap \tilde{\mathcal{B}})+p^{2} \mathbb{P}(X \in \mathcal{B} \cap \tilde{\mathcal{W}}) \\
\leqslant & 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \frac{N}{2^{k^{\star}}} \mathbb{P}(X \in \tilde{\mathcal{B}} \mid X \in \mathcal{B}) \\
+ & 4\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right) \mathbb{P}(X \in \tilde{\mathcal{W}} \mid X \in \mathcal{W}) \\
& +p^{2}\left(1-\frac{N}{2^{k^{\star}}}\right) \mathbb{P}(X \in \tilde{\mathcal{B}} \mid X \in \mathcal{W})+p^{2} \frac{N}{2^{k^{\star}}} \mathbb{P}(X \in \tilde{\mathcal{W}} \mid X \in \mathcal{B}) \\
\leqslant & 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right)^{2} \frac{N}{2^{k^{\star}}}+4\left(p-\frac{1}{2}\right)^{2} \frac{N^{2}}{2^{2 k^{\star}}}\left(1-\frac{N}{2^{k^{\star}}}\right) \\
& +p^{2}\left(1-\frac{N}{2^{k^{\star}}}\right) \mathbb{P}(X \in \tilde{\mathcal{B}})+p^{2} \frac{N}{2^{k^{\star}} \mathbb{P}(X \in \tilde{\mathcal{W}})} \\
\leqslant & 4\left(p-\frac{1}{2}\right)^{2}\left(1-\frac{N}{2^{k^{\star}}}\right) \frac{N}{2^{k^{\star}}}+p^{2} \max \left(\frac{N}{2^{k^{\star}}} 1-\frac{N}{2^{k^{\star}}}\right) .
\end{aligned}
$$
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## Chapter 3

# Tree Sparse NN Initialization 


#### Abstract

Dedicated neural network (NN) architectures have been designed to handle specific data types (such as CNN for images or RNN for text), which ranks them among state-of-the-art methods for dealing with these data. Unfortunately, no architecture has been found for dealing with tabular data yet, for which tree ensemble methods (tree boosting, random forests) usually show the best predictive performances. In this work, we propose a new sparse initialization technique for (potentially deep) multilayer perceptrons (MLP): we first train a tree-based procedure to detect feature interactions and use the resulting information to initialize the network, which is subsequently trained via standard gradient descent (GD) strategies. Numerical experiments on several tabular data sets show the benefits of this new, simple and easy-to-use method, both in terms of generalization capacity and computation time, compared to default MLP initialization and even to existing complex deep learning solutions. In fact, this wise MLP initialization raises the performances of the resulting NN methods to that of gradient boosting on tabular data. Besides, such initializations are able to preserve the sparsity of weights introduced in the first layers of the network throughout the training, which emphasizes that the first layers act as a sparse feature extractor (like convolutional layers in CNN).


### 3.1 Introduction

Neural networks are now widely used in many domains of machine learning, in particular when dealing with very structured data. They indeed provide state-of-the-art performances for applications with images or text. However, neural networks still perform poorly on tabular inputs, for which tree ensemble methods remain the gold standards (Grinsztajn et al. 2022). The goal of this paper is to improve the performances of the former by using the strengths of the latter.

Tree ensemble methods Tree-based methods are widely used in the ML community, especially for processing tabular data. Two main approaches exist depending on whether the tree building process is parallel (e.g. Random Forest, RF, see Breiman 2001a) or sequential (e.g. Gradient Boosting Decision Trees, GBDT, see Friedman 2001). In these tree ensemble procedures, the final prediction relies on averaging predictions of randomized decision trees, coding for particular partitions of the input space. The two most successful and most widely used implementations of
these methods are XGBoost and LightGBM (see Chen et al. 2016; Ke et al. 2017) which both rely on the sequential GBDT approach.

Neural networks Neural Networks (NN) are efficient methods to unveil the patterns of spatial or temporal data, such as images (Krizhevsky et al. 2012) or texts (Liu et al. 2016). Their performance results notably from the fact that several architectures directly encode relevant structures in the input: convolutional neural networks (CNN, LeCun et al. 1995) use convolutions to detect spatially-invariant patterns in images, and recurrent neural networks (RNN, Rumelhart et al. 1985) use a hidden temporal state to leverage the natural order of a text. However, a dedicated natural architecture has yet to be introduced to deal with tabular data. Indeed, designing such an architecture would require to detect and leverage the structure of the relations between variables, which is much easier for images or text (spatial or temporal correlation) than for tabular data (unconstrained covariance structure).

NN initialization and training In the absence of a suitable architecture for handling tabular data, the Multi-Layer Perceptron (MLP) architecture (Rumelhart et al. 1986) remains the obvious choice due to its generalist nature. Apart from the large number of parameters, one difficulty of MLP training arises from the non-convexity of the loss function (see, e.g., Sun 2020). In such situations, the initialization of the network parameters (weights and biases) are of the utmost importance, since it can influence both the optimization stability and the quality of the minimum found. Typically, such initializations are drawn according to independent uniform distributions with a variance decreasing w.r.t. the size of the layer (He et al. 2015). Therefore, one may wonder how to capitalize on methods that are inherently capable of recognizing patterns in tabular data (e.g., tree-based methods) to propose a new NN architecture suitable for tabular data and an initialization procedure that leads to faster convergence and better generalization performance.

### 3.1.1 Related Works

How MLP can be used to handle tabular data remains unclear, especially since a corresponding prior in the MLP architecture adapted to the correlations of the input is not obvious, to say the least. Indeed, none of the existing NN architectures can consistently match the performance of state-of-the-art tree-based predictors on tabular data (Shwartz-Ziv et al. 2022; Gorishniy et al. 2021; and in particular Table 2 in Borisov et al. 2021).

Self-attention architectures Specific NN architectures have been proposed to deal with tabular data. For example, TabNet (Arik et al. 2021) uses a sequential self-attention structure to detect relevant features and then applies several networks for prediction. SAINT (Somepalli et al. 2021), on the other hand, uses a two-dimensional attention structure (on both features and samples) organized in several layers to extract relevant information which is then fed to a classical MLP. These methods typically require a large amount of data, since the self-attention layers and the output network involve numerous MLP.

Trees and neural networks Several solutions have been proposed to leverage the correspondence between tree-based methods and NN, in order to develop more efficient models for processing tabular data. For example, TabNN (Ke et al. 2018) first trains a GBDT on the available data, then extracts a group of features per individual tree, compresses the resulting groups, and uses a tailored Recursive Encoder based on the structure of these groups (with an initialization based on the tree leaves). Therefore, TabNN employs pre-trained tree-based methods to design more efficient NN. Conversely, Sethi 1990 Brent 1991, and later Welbl 2014, Richmond et al. 2015
and Biau et al. 2019 propose to translate decision trees into very specific MLP (made of 3 layers) and use GD training to improve upon the original tree-based method. Such procedures can be seen as a way to relax and generalize the partition geometry produced by trees and their aggregation. To our knowledge, such translations have not been used to boost the training of general NN architectures.

### 3.1.2 Contributions

In this work, we propose a new method to initialize a potentially deep MLP for learning tasks with tabular data. Our method consists in first training a tree-based predictor (RF, GBDT or Deep Forest, see Section 3.2.1) and then using its translation into an MLP as initialization for the first two layers, the deeper ones being randomly initialized. With subsequent standard GD training, this procedure is shown to outperform the widely used uniform initialization of MLP -default initialization in Pytorch Paszke et al. 2019) as follows.

1. Improved performances. For tabular data, the predictive performances of the MLP after training are improved compared to MLP that use a random initialization. Our procedure also outperforms more complex deep learning procedures based on self-attention and is on par with classical tree-based methods (such as XGBoost).
2. Faster optimization. The optimization following a tree-based initialization is boosted in the sense that it enjoys a faster convergence towards a (better) empirical minimum: a tree-based initialization results in faster training of the MLP.

Initializing the first few layers of the MLP with the translation of the tree-based method and initializing randomly the deeper layers is the most successful initialization scheme that we experimented. This supports the idea that in our method, the (first) tree-based initialized layers act as relevant feature extractors that allow the MLP to detect correlations in the inputs. In this context, our approach is dedicated on improving the performance of standard MLP models; therefore it is conceptually different from pre-existing procedures also relying on the translation of tree-based models into NN: (Biau et al. 2019) aim at fine-tuning tree-based methods using a very specific neural network framework (made of only 3 layers). We, on the other hand, use tree-based methods to carefully initialize certain layers of a generic MLP, which is then substantially trained using standard GD strategies.

Outline In Section 3.2, we introduce the predictors in play and describe how tree-based methods can be translated into MLP.

The core of our analysis is contained in Section 3.3, where we describe in detail the MLP initialization process and provide extensive numerical evaluations showing the benefits of this method.

### 3.2 Equivalence Between Trees and MLP

Consider the classical setting of supervised learning in which we are given a set of input/output samples $\left\{\left(X_{i}, Y_{i}\right)\right\}_{i=1}^{n}$ drawn i.i.d. from some unknown joint distribution. Our goal is to construct a (MLP) function to predict the output from the input. To do so, we leverage the translation of tree-based methods into MLP.

### 3.2.1 Presentation of the Predictors in Play

Tree-based methods We consider three different tree ensemble methods: Random Forests (RF), Gradient Boosting Decision Trees (GBDT) and Deep Forests (DF). They all share the same base component: the Decision Tree (DT, see Breiman et al. 1984 for details). We call its terminal nodes leaf nodes, which correspond to the cells of the final tree partition. RF (Breiman 2001b) is a predictor consisting of a collection of independently trained and randomized trees. Its final prediction is made by averaging the predictions of all its DT in regression or by a majority vote in classification. GBDT (Friedman 2001) aims at minimizing a prediction loss function by successively aggregating DT that approximate the opposite gradient of that loss function (see Chen et al. 2016 for details on XGBoost). DF (Zhou et al. 2017) is a hybrid learning procedure in which random forests are used as elementary components (neurons) of a neural-network-like architecture (see Figure S5 and Appendix S1 for details).

Multilayer Perceptron (MLP) The multilayer perceptron is a predictor consisting of a composition of multiple affine functions, with (potentially different) nonlinear activation functions between them. Standard activation functions include, for instance, the rectified linear unit or the hyperbolic tangent. Deep MLP are a much richer class of predictors than tree-based methods which build simple partitions of the space and output piecewise constant predictions. Therefore, any of the tree-based models presented above can be approximated and in fact exactly rewritten as an MLP as follows.

### 3.2.2 An Exact Translation of Tree-Based Methods into MLP

From decision tree to 3-layer MLP Recall that a decision tree codes for a partition of the input space in as many parts as there are leaf nodes in the tree. Given an input $x$, we can identify the leaf where $x$ falls by examining for each hyperplane of the partition whether $x$ falls on the right or left side of the hyperplane. The prediction is then made by averaging the outputs of all the training samples falling into the leaf of $x$. A DT can be thus translated into a highly sparse 3-layer MLP:

1. The first layer contains a number of neurons equal to the number of hyperplanes in the partition, each neuron encoding by $\pm 1$ whether $x$ falls on the left or right side of the hyperplane.
2. The second layer contains a number of neurons equal to the number of leaves in the DT. Based on the first layer, it identifies in which leaf $x$ falls and outputs a vector with a single 1 at the leaf position and -1 everywhere else.
3. The last layer contains a single output neuron that returns the tree prediction. Its weights encode the average output of all training samples for each leaf of the tree.

This procedure is explained in detail and formally in Biau et al. 2019 and in Appendix S2.
From RF/GBDT to 3-layer MLP Although RF and GBDT are constructed in different ways, they both average multiple DT predictions to give the final result. Thus, to translate a RF or a GBDT into an MLP, we simply turn each tree into a 3-layer MLP as described above, and concatenate all the obtained networks to form a wider 3-layer MLP. When concatenating, we set all weights between the MLP translations of the different trees to 0 , since the trees do not interact with each other in predicting the target value for a new feature vector. The step in which the responses of the different trees are averaged can be combined with the third layer of the individual tree


Figure 3.1: (from Biau et al. 2019). Illustration of a decision tree, its induced feature space partition and its corresponding MLP translation on a problem with 2 input variables.
translations, resulting in a final MLP translation with a total of three layers. Consider a RF with $M$ trees of depth $k$, the resulting MLP will contain $M *\left(2^{k}-1+2^{k}+1\right)$ neurons which can be very wide if the depth of each tree is high.

From Deep Forests to deeper MLP A Deep Forest is a cascade of Random Forests. As such, it can be translated into an MLP containing the MLP translations of the different RF in cascade, resulting in a deeper and wider MLP (note that the obtained MLP has a number of layers that is a multiple of 3).Furthermore, in the Deep Forest architecture, the input vector is concatenated to the output of each intermediate layer. To mimic these skip connections in the MLP, we add additional neurons to each layer, except for the last three, which encode an identity mapping. Appendix S1 gives more insights into DF and their MLP translations. In particular, perfect translation of a DF suffers from numerical instabilities due to the replication of catastrophic cancellations (the deeper the DF, the greater their amplitude, cf Appendix S4). This does not impact the sequel of the study, which relies on MLP approximations introduced in Section 3.2.2.

### 3.2.3 Relaxing Tree-Based Translation to Allow Gradient Descent Training

As shown in the previous section, one can construct an MLP that exactly reproduces a treebased predictor. However this translation involves (i) piecewise constant activation functions (sign) and (ii) different activation functions in a same layer (sign and identity when translating DF). These constraints can hinder the MLP training, which relies on GD strategies (requiring differentiability), as well as efficient implementation tricks, given that automatic differentiation libraries only support one activation function per layer. Therefore, given a pre-trained tree-based predictor (RF, GBDT or DF), we aim at relaxing its translation into a MLP, mimicking its behavior as closely as possible but in a compatible way with standard NN training.

From tree-based methods to differentiable MLP To do so, Welbl 2014; Biau et al. 2019 consider the differentiable tanh activation, well suited for approximating both the sign and identity functions. Indeed, this can be achieved by multiplying or dividing the output of a neuron by a large constant before applying the function tanh and rescaling the result accordingly if necessary, i.e. for large enough $a, c>0, \operatorname{sign}(x) \approx \tanh (a x)$ and $x \approx c \tanh \left(\frac{x}{c}\right)$.

However, we cannot choose $a$ arbitrarily large as this would make gradients vanish during the network optimization (the function being flat on most of the space), and hinder training. We therefore introduce 4 hyper-parameters for the MLP encoding of any tree-based method that regulate the degree of approximation for the activation functions after the first, second and third layers of a decision tree translation, as well as for the identity mapping, respectively denoted by strength01, strength12, strength23 and strength_id.

Hyperparameter choice The use of the tanh activation function involves extra hyper-parameters. We study the influence of each one, by making them vary in some range (keeping the others fixed to $10^{10}$, resulting in an almost perfect approximation of the sign and identity functions), see Appendix S4.1 for details. Our analysis shows that increasing the hyperparameters beyond some limit value is no longer beneficial (as the activation functions are already perfectly approximated) and, across multiple data sets, these limit values are similar. We also exhibit relevant search spaces that will allow us to find optimal HP values for each application.

### 3.3 A New Initialization Method for MLP Training

In this section, we study the impact of tree-based initialization methods for MLP training when dealing with tabular data. The latter empirically proves to be always preferable to standard random initialization and makes MLP a competitive predictor for tabular data. Our code is publically available at https://github.com/LutzPatrick/SparseTreeBasedInit.

### 3.3.1 Our Proposal

Random initialization is the most common technique for initializing MLP prior to stochastic gradient training. It consists in setting all layer parameters to random values of small magnitude centered at 0 . More precisely, all parameter values of the $j$-th layer are uniformly drawn in $\left[-1 / \sqrt{d_{j}}, 1 / \sqrt{d_{j}}\right]$ where $d_{j}$ is the layer input dimension; this is the default behavior of most MLP implementations such as nn.Linear in PyTorch (Paszke et al. 2019).

We introduce new ways of initializing an MLP for learning with tabular data, by leveraging the recasting of tree-based methods in a neural network fashion:

- RF/GBDT initialization. First, a RF/GBDT is fitted to the training data and transformed into a 3-layer neural network, following the procedure described in Section 3.2. The first two layers of this network are used to initialize the first two layers of the network of interest. Thus, upon initialization, these first two layers encode the RF/GBDT partition. The parameters of the third and all subsequent layers are randomly initialized as described above. See Figure S7 in Appendix S3 for an illustration.
- DF initialization. Similarly as above, a Deep Forest (DF) using $\ell$ forest layers is first fitted to the training data. The first $3 \ell-1$ layers of the MLP are then initialized using the first $3 \ell-1$ layers of the MLP encoding of this pre-trained DF. The parameters of the $3 \ell$-th and all subsequent layers are randomly initialized as explained above.

These tree-based initialization techniques may seem far-fetched at first glance, but they are actually consistent with recent approaches to adapting Deep Learning models for tabular data. The key to interpreting them is to think of the first (tree-based initialized) layers of the MLP as a feature extractor that produces an abstract representation of the input data (in fact, this is a vector encoding the tree-based predictor's space partition in which the observation lies). The subsequent randomly initialized layers, once trained, then perform the prediction task based on this abstract representation.

### 3.3.2 Experimental Setup

Datasets \& learning tasks We compare prediction performances on a total of 10 datasets: 3 regression datasets (Airbnb, Diamonds and Housing), 5 binary classification datasets (Adult, Bank, Blastchar, Heloc, Higgs) and 2 multi-class classification datasets (Covertype and Volkert).

We mostly chose data sets that are used for benchmarking in relevant literature: Adult, Heloc, Housing, Higgs and Covertype are used by Borisov et al. 2021 and Bank, Blastchar and Volkert are used by Somepalli et al. 2021. Moreover, we add Airbnb and Diamonds to balance the different types of prediction tasks. The considered datasets are all medium-sized (10-60k observations) except for Covertype and Higgs (approx. 500k observations). Details about the datasets are given in Appendix S5.1.

Predictors We consider the following tree-based predictors: Random Forest (RF), Deep Forest (DF Zhou et al. 2019) and XGBoost (denoted by GBDT, Chen et al. 2016). The latter usually achieves state-of-the-art performances on tabular data sets (see, e.g., Shwartz-Ziv et al. 2022; Gorishniy et al. 2021; Borisov et al. 2021). We also consider deep learning approaches: MLP with default uniform initialization (MLP rand. init.) or tree-based initialization (resp. MLP RF init., MLP GBDT init. and MLP DF init.); and a transformer architecture SAINT Somepalli et al. 2021. This complex architecture is specifically designed for applications on tabular data and includes self-attention and inter-sample attention layers that extract feature correlations that are then passed on to an MLP. For regression and classification tasks, we use the mean-squared error (MSE) and cross-entropy loss for NN training, respectively. We choose SAINT as a baseline model as it is reported to outperform all other NN predictors on most of our data sets (all except Airbnb and Diamonds, see Borisov et al. 2021; Somepalli et al. 2021).


Figure 3.2: Optimization behaviour of randomly, RF and GBDT initialized MLP evaluated over a 5 times repeated (stratified) 5 -fold of each data set, according to Protocol P1. The lines and shaded areas report the mean and standard deviation. *evaluation on a single 5 -fold cross validation.

Parameter optimization All NN are trained using the Adam optimizer (Kingma et al. 2014). All hyper-parameters (HP) are determined empirically using the optuna library (Akiba et al. 2019) for Bayesian optimization.

For most HP, we use the default search spaces of Borisov et al. 2021. For all HP tuning the tree-to-MLP translation, we have identified relevant search spaces (see Appendix S4.1). An overview of all search spaces used for each method and the HP selected for experimental protocol P2 can be found in Appendix S5.5. The quantity minimized during HP tuning is the model's validation loss, and the smallest validation loss that occurred during training for MLP-based models.

### 3.3.3 A Better MLP Initialization for a Better Optimization

In this subsection, the optimization of standard MLP is shown to benefit from the proposed initialization technique. Experiments have been conducted on 6 out of the 10 data sets.

Experimental protocol 1 (P1) To obtain comparable optimization processes, we ensure that all MLP-related hyper-parameters (width, depth, learning rate), are identical for all the MLP regardless of the initialization scheme. These HP are chosen to maximize the predictive performance of the standard randomly initialized MLP. All HP related to the initialization technique (HP for the tree-based predictors and their translation) are optimized independently for each tree-based initialization.

Results Figure 3.2 shows that for most data sets, the use of tree-based initialization methods for MLP training provides a faster convergence towards a better minimum (in terms of generalization) than random initialization. This is all the more remarkable since Protocol P1 has been calibrated in favor of random initialization. Among tree-based initializers, GBDT initializations outperform or are on par with RF initializations in terms of the optimization behavior on all regression and binary classification problems. However, for multi-class classification problems, the advantages of tree-based initialization seem to be limited. This is probably due to the fact that the MLP architecture at play is tailored for random initialization, being thus too restrictive for tree-based initializers. Experiments presented in Appendix S5.3 with fixed arbitrary widths corroborate this idea: in this case, the RF initialization is beneficial for the optimization process. For the Adult, Bank, and Volkert data sets, Figure 3.2 also shows the performance of each method at initialization. None of these procedures leads to a better MLP performance at initialization (due to both the non-exact translation from trees to MLP and to the additional randomly initialized layers), but rather help guiding the MLP in its learning process.

### 3.3.4 A Better MLP Initialization for a Better Generalization

In this subsection, tree-based initialization methods are shown to systematically improve the predictive power of neural networks compared to random initialization. We compare our procedure to the predictors described in Section 3.3.2, but also to 3 other NN techniques: one close to the default uniform initialization (Xavier init., see Glorot et al. 2010), one using random orthogonal matrices (LUSV init., see Mishkin et al. 2015) and the winning ticket lottery strategy (WT prun., see Frankle et al. 2018), which is a pruning method used during training to end up with a sparse NN. The reader may refer to Appendix S5.4 for more details about these three techniques.

Experimental protocol 2 (P2) Each MLP is trained on 100 epochs, but with HP tuned depending on the initialization technique. For maximum comparability, the optimization budget is strictly the same for all methods (100 "optuna" iterations each, where one optuna iteration consists

| Model | Housing MSE $\downarrow$ | Airbnb MSE $\downarrow$ (x10 ${ }^{3}$ ) | Diamonds <br> MSE $\downarrow$ <br> ( $\times 10^{-3}$ ) | Adult AUC $\uparrow$ (in \%) | Bank <br> AUC $\uparrow$ (in \%) | Blastchar AUC $\uparrow$ (in \%) | Heloc <br> AUC $\uparrow$ <br> (in \%) | Higgs AUC $\uparrow$ (in \%) | Covertype Acc. $\uparrow$ (in \%) | Volkert <br> Acc. $\uparrow$ <br> (in \%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Random F | $0.263 \pm 0.009$ | $5.39 \pm 0.13$ | $9.80 \pm 0.35$ | $91.6 \pm 0.3$ | $92.8 \pm 0.3$ | $84.5 \pm 1.2$ | $91.3 \pm 0.6$ | $80.4 \pm 0.1$ | $83.6 \pm 0.1$ | 0.3 |
| GBDT | 0.208 $\pm 0.010$ | $4.71 \pm 0.15$ | $7.38 \pm 0.28$ | 92.7 $\pm 0.3$ | $93.3 \pm 0.3$ | $84.7 \pm 1.0$ | 92.1 $\pm 0.4$ | $82.8 \pm 0.1$ | $97.0 \pm 0.0$ | $71.3 \pm 0.4$ |
| Deep Forest | $0.225 \pm 0.008$ | $4.68 \pm 0.16$ | $8.23 \pm 0.29$ | $91.8 \pm 0.3$ | $92.9 \pm 0.2$ | $83.7 \pm 1.2$ | $90.3 \pm 0.5$ | $81.2 \pm 0.0^{*}$ | $92.4 \pm 0.1^{*}$ | $66.3 \pm 0.4$ |
| MLP rand. init. | $0.258 \pm 0.011$ | $5.07 \pm 0.16$ | $15.5 \pm 12.5$ | $0.5 \pm 0.4$ | $91.0 \pm 0.3$ | $81.4 \pm 1.2$ | $80.1 \pm 0.1$ | $3.2 \pm 0$ | .7 | 2.2 |
| MLP Xavier init. | $0.263 \pm 0.012$ | $5.05 \pm 0.17$ | $12.4 \pm 6.19$ | $90.5 \pm 0.5$ | $90.8 \pm 0.5$ | $81.7 \pm 1.3$ | $79.9 \pm 1.1$ | $82.8 \pm 0.1$ | $96.8 \pm 0.0$ | $72.1 \pm 0.4$ |
| MLP LUSV init. | $0.295 \pm 0.018$ | $4.99 \pm 0.14$ | $14.1 \pm 5.00$ | $90.5 \pm 0.5$ | $90.2 \pm 0.5$ | $\underline{84.3 \pm 1.2}$ | $79.9 \pm 0.9$ | $81.7 \pm 0.1$ | $96.5 \pm 0.0$ | $70.8 \pm 0.5$ |
| MLP WT prun. | $0.248 \pm 0.011$ | $5.26 \pm 2.11$ | $9.83 \pm 5.07$ | 90.6 $\pm 0.4$ | $90.9 \pm 0.5$ | $\underline{84.4 \pm 1.2}$ | $89.6 \pm 0.7$ | $82.9 \pm 0.1$ | $\underline{97.0 \pm 0.0}$ | $71.5 \pm 0.4$ |
| MLP RF init. | $0.222 \pm 0.009$ | $\underline{4.66 \pm 0.16}$ | $7.93 \pm 0.22$ | $\underline{92.1 \pm 0.3}$ | $\underline{92.4 \pm 0.4}$ | $\underline{84.4 \pm 1.2}$ | $\underline{91.7 \pm 0.4}$ | $83.6 \pm 0.1$ | $96.7 \pm 0.0$ | $\underline{74.1 \pm 0.4}$ |
| MLP GBDT init. | $\underline{0.206} \pm 0.007$ | $\underline{4.70 \pm 0.09}$ | $8.15 \pm 0.35$ | $\underline{92.2 \pm 0.3}$ | 92.5 $\pm 0.3$ | $84.6 \pm 1.2$ | $\underline{91.5 \pm 0.6}$ | $83.0 \pm 0.0$ | $96.2 \pm 0.0$ | $73.5 \pm 0.5$ |
| MLP DF init. | $0.234 \pm 0.016$ | $\underline{4.81 \pm 0.13}$ | $8.28 \pm 0.24$ | $\overline{91.9 \pm 0.4}$ | $92.2 \pm 0.3$ | $84.2 \pm 1.0$ | $\overline{91.4 \pm 0.6}$ | $83.3 \pm 0.1^{*}$ | $94.5 \pm 0.3^{*}$ | $71.3 \pm 0.5$ |
| SAINT | $0.258 \pm 0.011$ | $\underline{4.81 \pm 0.15}$ | $17.7 \pm 3.83$ | $91.6 \pm 0.3$ | $\underline{92.2 \pm 0.4}$ | $\underline{84.0 \pm 0.8}$ | $90.2 \pm 0.7$ | $83.7 \pm 0.1^{*}$ | $96.6 \pm 0.1^{*}$ | $70.1 \pm 0.4$ |

Table 3.1: Best scores and their standard deviations for Protocol 2. For each data set, predictors performing at least as well as the best over all (resp. best DL) score up to its standard deviation are highlighted in bold (resp. underlined). All scores are based on a 5 times repeated (stratified) 5 -fold cross validation. For each model, HP have been chosen via the "optuna" library with 100 iterations. See Appendix S5.4 for a comparison with literature results. *score based on a simple 5 -fold cross val.
of one hold-out validation). In particular, when using a tree-based initializer, we use 25 HP optimization iterations to find optimal HP for the tree-based predictor, fix these HPs, and then use the remaining 75 iterations to determine optimal HP for the MLP. For all NN approaches, the model with the best performance on the validation set during training is kept (using the classical early-stopping procedure). Performances are measured via the MSE for regression, the AUROC score (AUC) for binary classification and the accuracy (Acc.) for multi-class classification, averaging 5 runs of 5-fold cross-validation.

Results Table 3.1 shows that RF or GBDT initialization strictly outperform random initialization, in terms of final generalization performance, for all data sets except Covertype (for which performances are similar). They also systematically achieve better results than the LUSV and Xavier init. and are better on all but 2 datasets than the WT pruning procedure which is a more refined procedure. Additionally, the MLP using both RF and GBDT initialization techniques outperform SAINT on all medium-sized data sets and fall short on large data sets (Higgs and Covertype).

Despite its simplicity , the proposed method (based on RF or GBDT) is on par with GBDT on half of the data sets, ranking MLP as relevant predictors for tabular data. Note that the GBDT used for initialization of the MLP is way less powerful than the best one found here (see details in Tables S10 and S11). This shows that our procedure produces, with a relatively low initialization cost, powerful MLP relevant for tabular data. Among the tree-based initializers, RF is on par with or outperforms GBDT initialization on all data sets but Housing. DF initialization, for its part, cannot compete with RF and GBDT initialization, despite showing some improvement over the random one (except for Covertype and Volkert). This underlines that injecting prior information via tree-based methods into the first layers of a MLP is, among all the aforementioned methods, the best way to improve its performance.

The interested reader may find a comparison of the optimization procedures of all MLP methods and SAINT (Figure S13) and tables summarizing all HP (Tables S10 and S11) in Appendix S5.5. We remark that tree-based initializers generally bring into play wider networks with similar depths (fixed width of 2048 and adaptive depth between 4 and 10) compared to MLP with default initialization. Yet, for most data sets, the overall procedure is computationally more
efficient than state-of-the-art deep learning architectures like SAINT, both in terms of number of parameters and training time (see Tables S6-S8 in Appendix S5.4).

### 3.3.5 Analyzing Key Elements of the New Initialization Methods

Influence of the MLP width We mainly use standard search spaces from (Borisov et al. 2021) to determine the optimal hyperparameters for each model. However, the MLP width is an exception to this. The standard search spaces used in the literature usually involve MLP with a few hundred neurons per layer (e.g. up to 100 neurons in Borisov et al. 2021); yet, in this work, we consider MLP with a width up to 2048 neurons. Large MLP are actually very beneficial for tree-based initialization methods as they allow the use of more expressive tree-based models in the initialization step.

Figure 3.3 compares the performance of an MLP with random/GDBT initializations and various widths. There is no gain in prediction by using wider (thus more complex) NN , when randomly initialized. This is corroborated by the results of Table


Figure 3.3: Influence of width on the generalization performance for random and GBDT initializations. Mean values over 5 times repeated 5 -fold crossvalidation on Housing. S4: for all regression and binary classification data sets, the performance of our (potentially much wider) MLP with random initialization is consistently close to the literature values, and only increases for multi-class classification tasks. However, an MLP initialized with GBDT significantly benefits from enlarging the NN width (justifying a fixed width of 2048 for tree-based initialized MLP). This confirms the idea that tree-based initialization helps to reveal relevant features to the MLP, all the more as the width increases, and by doing so, boosts the MLP performance after training.

Performance of the initializer Another interesting step in unraveling the essence of the new initialization method is to understand which characteristics of a tree-based model are relevant to its success as an initializer. Undoubtedly, its predictive accuracy plays an important role, but does this aspect alone suffice to characterize the success of the new initialization method? Figure S14 compares the predictive performance of different RF/GBDT initializers and the performance of the respective MLP after training. As the figure illustrates, a better performance of the tree-based predictor used for initialization does not always lead to a better performance of the MLP after training (see Airbnb and Volkert). This observation suggests that other aspects, such as the expressiveness of the feature interactions captured by the initializer, the structure it induces on the MLP or the weight distributions of the initializer, must also play a significant role in the initialization method's success.

MLP sparsity Finally, we investigate the structure that tree-based initialization induces on the MLP after training. Figure 3.4 shows the weight distributions of the three first and the last layers before and after MLP training, for random, RF and GBDT initializations on Housing (see Appendix S5.7 for more data sets). It indicates that the weight distribution on the first two layers change significantly during training when the MLP is randomly initialized: the weights are uniformly distributed at epoch 0 but appear to be Gaussian after training. When RF or GBDT initializers are used instead, the weights of the first two layers are sparsely distributed at epoch 0 by construction, and their distribution is preserved during training (notice the logarithmic $y$-axis for these plots in Figure 3.4). Note that the (uniform) distribution of the weights in other layers is also preserved through training (third and last lines of Figure 3.4). This means that
our initialization technique, in combination with SGD optimization strategies, introduces an implicit regularization of the NN optimization: the sparse structure of the initialization (on first layers) is maintained. This is very similar to the CNN architecture (constrained by design), a very successful class of NN designed for image processing. Besides, the weight distributions are not squeezed towards zero during learning when sparse initialization is used, preventing poor generalization performances according to previous works (Neal 2012; Blundell et al. 2015).

Looking at Figure 3.4, one may get the impression that the weights in the first layers remain unchanged during GD training, and that ultimately no learning takes place in these layers. However, numerical experiments (see Appendix S5.4) show that the weights of all layers are modified during learning; the first two layers actually undergo the greatest changes.

### 3.4 Conclusion and Future Work

This work builds upon the permeability that exists between tree methods and neural networks, in particular how the former can help the latter during training, with tabular inputs. We proposed new methods for smartly initializing the first layers of standard MLP using pre-trained tree-based methods. The sparsity of this initialization is preserved during training, which shows that it encodes rele-


Figure 3.4: Histograms of the first three and last layers' weights before and after the MLP training on Housing. Comparison between random, RF and GBDT initializations. vant correlations between the data features. Among deep learning methods, such initializations of MLP always improve the performance compared to the widely used random initialization, and provide an easy-to-use and more efficient alternative to SAINT (attention-based method) for tabular data. The performance of this wisely-initialized MLP is remarkably approaching that of XGBoost, which so far reigns supreme for learning tasks on tabular data.

Limitations \& future work While our procedure is quite generic, some restrictions are noticeable. First, our analysis only allows to initialize neural networks with tanh activation functions; removing this limitation by considering ReLU is a good avenue for future work. Besides, while quite reasonable, our initialization is more time-consuming than the random (default) one. Moreover, we need to further investigate the benefits of our initialization method on very large data sets. Finally, another interesting direction could be using the efficient hyperparameter search in tree-based methods to automatically determine a good default NN architecture.

## S1 Details on Deep Forest (DF) and its Translation

The layers of DF are composed of an assortment of Breiman's Random Forests and CompletelyRandom Forests (CRF, Fan et al. 2003) and are trained one after another in a cascade manner. At a given layer, the outputs of all forests are concatenated, together with the raw input data. This new vector serves as input for the next DF layer. This process is repeated for each layer and the final output is obtained by averaging the forest outputs of the best layer (without raw data).


Figure S5: Illustration of the Deep Forest cascade structure for a classification problem with 3 classes. Each level of the cascade consists of two Breiman RFs (black) and two completely random forests (blue). The original input feature vector is concatenated to the output of each intermediate layer. Figure taken from (Zhou et al. 2019).


Figure S6: Illustration of the MLP translation of a Deep Forest. Yellow nodes use the $x \mapsto$ $2.1_{\{x>0\}}-1$ activation function and green nodes use the identity activation function.

## S2 Details of the Translation of a Decision Tree into an MLP

Recall that a decision tree codes for a partition of the input space in as many parts as there are leaf nodes in the tree. To know in which partition cell an input feature vector $x \in \mathbb{R}^{d}$ falls into, we move in the tree from the root to the corresponding leaf using simple rules: at each $m$-th inner node, $x$ is passed onto the left child node if its $i_{m}$-th coordinate is less than or equal to some threshold $t_{m}$, and to the right child node otherwise. The decision rule at each inner node of the tree introduces a split of the feature space into two subsets $\mathcal{H}_{m}^{-}=\left\{x \in \mathbb{R}^{d} \mid x^{\left(i_{m}\right)} \leqslant t_{m}\right\}$ and $\mathcal{H}_{m}^{+}=\left\{x \in \mathbb{R}^{d} \mid x^{\left(i_{m}\right)}>t_{m}\right\}$. Consistent with how the MLP translation works, we intentionally define $\mathcal{H}_{m}^{-}$and $\mathcal{H}_{m}^{+}$such that at each inner node $m, \mathcal{H}_{m}^{-} \cup \mathcal{H}_{m}^{+}=\mathbb{R}^{d}$. Let $N$ be the number of inner nodes of the decision tree; note that the decision tree has exactly $N+1$ leaf nodes, since it is by definition a complete binary tree, see Figure 3.1 for an illustration. For a leaf node $\ell \in\{1, \ldots, N+1\}$ of the tree, let $\mathcal{P}_{\ell}^{-} \subset\{1, \ldots, N\}$ (respectively $\mathcal{P}_{\ell}^{+}$) be the set of all inner nodes whose left (respectively right) subtree contains $\ell$, that is, $\mathcal{P}_{\ell}^{+} \cup \mathcal{P}_{\ell}^{-}$is the set of all parent nodes
of $\ell$. Then, the decision tree sorts an observation $x \in \mathbb{R}^{d}$ into its leaf $\mathcal{R}_{\ell}$ if and only if

$$
\begin{equation*}
x \in \mathcal{R}_{\ell}=\left(\bigcap_{m \in \mathcal{P}_{\ell}^{-}} \mathcal{H}_{m}^{-}\right) \cap\left(\bigcap_{m \in \mathcal{P}_{\ell}^{+}} \mathcal{H}_{m}^{+}\right) . \tag{3.1}
\end{equation*}
$$

In fact, $\left\{\mathcal{R}_{\ell}\right\}_{\ell \in \mathcal{L}}$ is the feature space partition coded by the tree, see Figure 3.1 for an example. Finally, the tree returns the average response of all training samples that fall into the same leaf as the input data; let us call $a_{\ell}$ the average response of all training samples in $\mathcal{R}_{\ell}$. The final prediction of the decision tree $g$ can therefore be expressed as

$$
g(x)=\sum_{\ell=1}^{N+1} a_{\ell} \mathbb{1}_{\left\{x \in \mathcal{R}_{\ell}\right\}}
$$

Let us now explore how an MLP can be designed to reproduce the prediction of a decision tree. Consider an MLP of depth 3 with $N$ neurons on the first layer. For each inner node $m \in\{1, \ldots, N\}$, the $m$-th neuron of the first layer indicates on which side of the split introduced by this inner node a given feature vector lies: it equals -1 if the feature vector lies in $\mathcal{H}_{m}^{-}$and +1 if it lies in $\mathcal{H}_{m}^{+}$. This can be achieved applying the following affine transformation and a sign activation function to the feature vector,

$$
A_{1}: x \in \mathbb{R}^{d} \mapsto x^{\left(i_{m}\right)}-t_{m} \quad \text { and } \quad \varphi_{1}: x \mapsto \begin{cases}-1 & \text { if } x \leqslant 0 \\ 1 & \text { if } x>0\end{cases}
$$

The second layer of the 3-layer MLP has $N+1$ neurons. For each leaf node $\ell \in\{1, \ldots, N+1\}$, the $\ell$-th neuron of the second layer indicates whether a given feature vector $x \in \mathbb{R}^{d}$ lies in $\mathcal{R} \ell$ or not: it equals +1 if $x \in \mathcal{R}_{\ell}$ and -1 if $x \notin \mathcal{R}_{\ell}$. Using equation (3.1), this can be achieved by applying the following affine transformation and a sign activation function to the output of the first layer,

$$
A_{2}: x \in \mathbb{R}^{N} \mapsto \sum_{m \in \mathcal{P}_{\ell}^{+}} x^{(m)}-\sum_{m \in \mathcal{P}_{\ell}^{-}} x^{(m)}-\left|\mathcal{P}_{\ell}^{+} \cup \mathcal{P}_{\ell}^{-}\right|+\frac{1}{2} \quad \text { and } \quad \varphi_{2}: x \mapsto \begin{cases}-1 & \text { if } x \leqslant 0 \\ 1 & \text { if } x>0\end{cases}
$$

The last layer of the MLP contains a single output neuron that returns the tree prediction. Using the output of the second layer, this can be achieved by applying the following affine transformation and an identity activation function,

$$
\begin{equation*}
A_{3}: x \in \mathbb{R}^{N+1} \mapsto \frac{1}{2}\left(\sum_{\ell=1}^{N+1} x^{(\ell)} a_{\ell}+\sum_{\ell=1}^{N+1} a_{\ell}\right) \quad \text { and } \quad \varphi_{3}: x \mapsto x \tag{3.2}
\end{equation*}
$$

where $a_{\ell}$ is the average response of all training samples in $\mathcal{R}_{\ell}$. Note that $\left\{a_{\ell}\right\}_{\ell=1}^{N+1}$ is a set of real numbers in regression problems and a set of probability vectors representing class distributions in classification problems. An illustration of the MLP translation of a decision tree is shown in Figure 3.1. This translation procedure is explained, for example, in Biau et al. 2019 with more details.

## S3 Illustration of our Initialisation Method

We provide below an illustration (Figure S7) showing how the whole MLP is initialised using both the tree-based method for the first layers and the random initialisation for the deeper layers.


Figure S7: Illustration of the initialization technique on an MLP with 2 inputs and 1 output. In (a), a pre-trained tree-based method composed of 2 trees is represented in a NN fashion involving indicator functions as activation functions. In (b), an MLP of arbitrary depth and involving tanh activation functions is represented at initialization: the weights of the first two layers are initialized using the information captured in (a) (note that all connections marked in transparent blue are initialized to 0 ). The weights of the subsequent layers are randomly initialized (orange).

## S4 Detail on the MLP Translation Accuracy

Recasting a Deep Forest into a deep MLP using our method may suffer from numerical instabilities altering the predictive behaviour. This is due to a phenomenon of catastrophic cancellation, more likely to occur with deep MLP translations. This is explained in the following section.

## S4.1 On the Choice of Hyper-Parameters

In Section 3.2.3, four hyper-parameters were introduced to approximate the sign and identity functions through the layers of an elementary MLP.

We address here the choice of the HPs and propose an optimal range for these parameters in the sense that they are as small as possible while guaranteeing a faithful MLP translation.

We focus on the analysis of deep forest translation, as the structure of all other tree-based methods can be seen as a truncated variant of a deep forest. The deep forest is trained and translated into an MLP on each data set (see Section 3.2) for different values of the HPs. To identify the influence of each HP, we make them vary in some range while the other three HPs are fixed to $10^{10}$, resulting in an almost perfect approximation of the respective sign and identity functions. Figure S8 shows the predictive performance of a deep forest and its MLP translation playing with different HPs.


Figure S8: Comparison of the performance of a trained deep forest and its neural network encoding. Deep forest architecture: maximal depth of 8 per tree, 8 trees per forest, 1 forests per layer, 3 layers.

Figure 88 shows in particular that
(i) increasing the HPs beyond some limit value is no longer beneficial as the activation functions are already perfectly approximated;
(ii) across multiple data sets, these limit values are similar.

One could note that the coefficients in the first layer of a decision tree translation should be of a larger order of magnitude than those corresponding to the other activation functions to achieve an accurate translation. To give some insight into why this is the case, recall that the $m$-th neuron of the first layer determines whether the input vector belongs to $\mathcal{H}_{m}^{-}$or $\mathcal{H}_{m}^{+}$, and note that its outputs can be of arbitrarily small size because the vector can be arbitrarily close to the decision boundaries. Note also that an MLP translation would better compromise on translation accuracy to ensure sufficient gradient flow. Based on these observations, we remark that choosing the HP of the following orders allows for maximum gradient flow while still providing an accurate translation: strength01 $\in\left[1,10^{4}\right]$, strength12 $\in\left[10^{-2}, 10^{2}\right]$, strength23 $\in\left[10^{-2}, 10^{2}\right]$ and strength_id $\in\left[10^{-2}, 10^{2}\right]$. This will actually help us later on to calibrate the search spaces when empirically tuning these HPs for each data set.

## S4.2 A Fundamental Numerical Instability of the Neural Network Encoding

The encoding of a decision tree by a neural network proposed in Section 3.2.3 is numerically unstable, i.e., it does not necessarily yield the same result as the tree itself, even when using the original, non-approximated activation functions. This is the result of a catastrophic cancellation that occurs within the MLP translation. The term catastrophic cancellation describes
the remarkable loss of precision that occurs when two nearly equal numbers are numerically subtracted. For example, take the numbers $a=1$ and $b=10^{-10}$, and perform the computation $(a+b)-a$ on a machine with limited precision, say to 8 significant digits. The machine will return $(a+b)-a=1-1=0$, although this result is clearly not correct. This phenomenon occurs in the third layer of the MLP encoding, see equation (3.2). The two sums calculated in this layer are almost equal in magnitude but have opposite signs, resulting in a catastrophic cancellation that has a greater impact the more partitions of the input space the decision tree uses, i.e. the deeper it is.

Figure S9 illustrates the effect of this phenomenon, comparing the mean approximation error between a simple decision tree and its neural network encoding on the airbnb data set. In Figure S9a, the result at the output layer of the tree was replaced by the exact training mean of the corresponding decision tree partition, compensating for the catastrophic cancellation. No such compensation was done for Figure S9b. This shows the grave implications of this instability: the mean error grows exponentially with the depth of an individual tree.

(a) replacing the output layer's result with the exact training mean of the corresp. tree partition

(b) using the output layer's result with catastrophic cancellation

Figure S9: Illustration of the fundamental numerical instability of the decision tree encoding.


Figure S10: Effects of numerical instabilities on more complex tree-based predictors. Airbnb data set. Random Forests are composed of trees of depth 7. Deep forest architecture: tree depth of 7,5 trees per forest, 1 forest per layer and a variable number of layers.

Although the errors introduced by this phenomenon may not be large for a given decision tree, they might accumulate when several such trees are composed, for example in Random or Deep Forests. Figure S10 compares the mean approximation error between Random/Deep Forests of different complexities and their corresponding neural net encoding on the Airbnb
data set. It shows that the composition of several trees in a cascade manner, as performed by the Deep Forest, leads to a stronger amplification of their individual inaccuracies than the parallel composition of trees, as performed by the Random Forest. This result is to be expected because decision trees composed in parallel do not influence each other's predictions, whereas in a cascade architecture the results of the first layer of decision trees affect the input of the subsequent layers and inaccuracies can thus develop stronger effects.

We note that this catastrophic cancellation can be easily circumvented by introducing an additional layer. If this maps the output of the second layer from $\{-1,1\}$ to $\{0,1\}$, the last layer could then simply multiply each of these outputs by the average response of a partition set However, Figure S10 also shows that the error introduced by the catastrophic cancellation remains relatively small, except for deep forests with many layers. Therefore, we did not immediately address this issue and planned to fall back on this analysis if the MLP coding did not produce the expected results later in our analysis. However, this somewhat imprecise MLP coding worked well for all our purposes.

## S5 Supplements to Numerical Evaluations

## S5.1 Data sets

Data sets description In the sequel, we run numerical experiments on 10 real-world, heterogeneous, tabular data sets, all but two of which have already been used to benchmark deep learning methods, see Borisov et al. 2021; Somepalli et al. 2021. The chosen data sets represent a variety of different learning tasks and sample sizes. Tables S2 \& S3 respectively give links to the platforms storing the data sets (four of them are available on the UCI Machine Learning Repository ML_Repo) and an overview of their main properties.

| Data set | Link |
| :---: | :---: |
| Housing | Scikit-learn |
| Airbnb | Inside Airbnb |
| Diamond | OpenML |
| Adult | UCI Machine Learning Repository |
| Bank | UCI Machine Learning Repository |
| Blastchar | Kaggle |
| Heloc | FICO |
| Higgs | UCI Machine Learning Repository |
| Covertype | UCI Machine Learning Repository |
| Volkert | AutoML |

Table S2: Links to data sets.

|  | Housing | Airbnb | Diamonds | Adult | Bank | Blastchar | Heloc | Higgs | Covertype | Volkert |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset size | 20640 | 119268 | 53940 | 32561 | 45211 | 7043 | 9871 | 550000 | 581012 | 58310 |
| \# Num. features | 8 | 10 | 6 | 6 | 7 | 3 | 21 | 27 | 44 | 147 |
| \# Cat. features | 0 | 3 | 3 | 8 | 9 | 17 | 2 | 1 | 10 | 0 |
| Task | Regr. | Regr. | Regr. | Classif. | Classif. | Classif. | Classif. | Classif. | Classif. | Classif. |
| \# Classes | - | - | - | 2 | 2 | 2 | 2 | 2 | 7 | 10 |

Table S3: Main properties of the data sets.

The Housing data set contains U.S. Census household attributes and the associated learning task is to predict the median house value for California districts (Housing). The Airbnb data set is provided by the company itself and holds attributes on different Airbnb listings in Berlin, such as the location of the apartment, the number of reviews, etc. The goal is to predict the price of each listing. Similarly, the diamond data set contains characteristics of different diamonds (e.g., carat weight or cut quality), and the goal is to predict the price of a diamond. The Adult data set contains Census information on adults (over 16-year olds) and its prediction task is to determine whether a person earns over $\$ 50 \mathrm{k}$ a year. The Bank data set is related with direct marketing campaigns (phone calls) of a Portuguese banking institution, the classification goal is to predict whether the client will subscribe a term deposit. The Blastchar data set features information on customers of a fictional company that provides phone and internet services. The classification goal is to predict whether a customer cancels their contract in the upcoming month. The Heloc data set contains personal and credit record information on people that recently took on a line of credit, the classification task being to predict whether they will repay this credit within 2 years. On the Higgs data set (baldi2014searching), the classification problem is to distinguish between signal processes that produce Higgs bosons and background processes that do not. For this purpose, it contains kinematic properties measured by the particle detectors in the accelerator that have been produced using Monte Carlo simulations. The Covertype data set contains cartographic variables on forest cells and it's task is to predict the forest cover type. Finally, for the Volkert data set, different patches of the same size have been cut from images that belong to 10 different landscape scenes (coast, forest, mountain, plain, etc.). Each observation contains visual descriptors of one patch, the goal of this classification problem is to find the landscape type of the original picture.

## S5.2 Implementation Details

RFs are implemented using sklearn's RandomForestRegressor and RandomForestClassifier classes with default configuration for all parameters that are not mentioned explicitly. DFs are implemented using the ForestLayer library (Zhou et al. 2019) and GBDTs are implemented using the XGBoost library (Chen et al. 2016). MLPs are implemented and trained with pytorch, using the mean-squared error and the cross entropy as objective function for regression and classification problems respectively. The SAINT model is implemented using the library provided by Somepalli et al. 2021.

All methods are trained on a 32 GB RAM machine using 12 Intel Core i7-8700K CPUs, and one NVIDIA GeForce RTX 2080 GPU when possible (only the GDBT and MLP implementations including SAINT use the GPU). Hyper-parameter searches are parallelized on up to 4 of these machines.

Hyper-parameter optimization We tune all hyper-parameters using the optuna library (Akiba et al. 2019) with a fixed number of iterations for all models. In this context, an iteration corresponds to a set of hyper-parameters whose performance is evaluated with respect to a given method. The optuna library uses Bayesian optimization and, in particular, the tree-structured Parzen estimator model (TPE) to determine the parameters to be explored at each iteration of hyper-parameter optimization. This approach has been reported to outperform random search for hyper-parameter optimization (Bayesian_optim_better_than_random_search).

Data pre-processing Machine learning pipelines often include pre-processing transformations of the input data before the training phase, a necessary step, especially when using neural networks (bishop1995neural). We follow the pre-processing that is used in Borisov et al. 2021
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Figure S11: Optimization behaviour of randomly, RF and GBDT initialized MLP and SAINT evaluated over a 5 times repeated (stratified) 5-fold of each data set, according to Protocol P1, but where the MLP width is fixed to 2048 for all methods. The lines and shaded areas report the mean and standard deviation. *evaluation on a single 5 -fold cross validation.
and Somepalli et al. 2021. Hence, we normalize all continuous input features to zero mean and unit variance. This corresponds to linearly transform the input features as follows

$$
\tilde{\mathbf{x}}_{: j}=\frac{\mathbf{x}_{: j}-\mu}{\sigma}
$$

where $\mathbf{x}_{: j}$ is the $j$-th continuous feature of either train, validation or test observations, $\mu$ and $\sigma$ are the mean and standard deviation calculated over the train set only. This way we assure that no information from the validation or test sets is used in the normalization step. Moreover, all categorical features are label encoded, i.e. each level of a categorical variable is replaced with an integer in $\{1, \ldots, \#$ levels $\}$.

## S5.3 Working with an Arbitrary Width in P1 (Optimization Behaviour)

Figure S11 shows the optimization behaviour of the randomly, RF and GBDT initialized MLP on the multi-class classification problems. Note that in contrast to Figure 3.2 in this setting, which is less restrictive for RF initialization, this method does indeed lead to a faster convergence and $a$ better minimum (in terms of generalization).

However, for these multi-class classification problems, the GBDT initialization tends to deteriorate the optimization compared to RF or random initialization methods. Indeed, RF are genuinely multiclassification predictors whose splits are built using all output classes simultaneously whereas splits in GBDT are only built following a one-vs-all strategy. This implies that, with a fixed budget of splits (and therefore of neurons), RF are likely to be more versatile than GBDT.

## S5.4 Additional Material for Protocol P2 (Generalization Behaviour)

## Details About Additional NN Training Techniques

In Protocol 2, we assess the performances of generalization of the proposed methods, of the predictors described in Section 3.3.2, but also on three additional NN techniques:

1. the Xavier initialization (Glorot et al. 2010) corresponds to a rescaled uniform initialization
$U \sim \mathcal{U}\left[ \pm \frac{\sqrt{6}}{\sqrt{n_{j+1}+n_{j}}}\right]$, where $n_{j}$ are the number of neurons in layer $j$. This random initialization is very close to the one used by default in this paper and simply denoted "random init";
2. the layer-sequential unit-variance orthogonal initialization (LSUV) (Mishkin et al. 2015) consists in a simple initialization that combines elements of (Glorot et al. 2010) and (saxe2013exact). In a first step, the weights of each layer are initialized as random orthogonal matrices. Then, the variance in the outputs on each layer on the training data is scaled close to 1 by repeatedly dividing the layer's weights by the empirically determined standard deviation. Although targeted to Computer Vision applications, this approach seems easily adaptable for our case;
3. the winning ticket network pruning (Frankle et al. 2018) is more a simplification approach of the NN architecture during training than an initialization technique. That being said, it remains interesting to compare this strategy to the one developed in the paper, as the winning ticket network pruning enforces NN sparsity during training. This can be indeed put in parallel to the sparsity of the first layers introduced by the proposed initialization and preserved during training. The principle is to train a randomly initialized network, pruning it to obtain a sparse NN with similar performance and then re-train the sparse network a second time using the same instance of random initialization as before. These steps are repeated a certain number of times. The winning ticket network pruning is therefore computationally very intense and has to the best of our knowledge only been studied on medium-sized data sets. We thus use a slightly different procedure than (Frankle et al. 2018) to determine winning tickets. First of all, we allocate at most $N$ training epochs to determining a winning ticket where $N$ is the number of epochs during the final model training itself. This fixed number of training epochs is then distributed among $n$ pruning rounds, each of which consists in training the model (for $N / n$ epochs), pruning it, and resetting all non-pruned weights to their initial (random) coefficients. This approach takes the same time as one-shot pruning but proves to be more efficient.

## Extension of Table 3.1 (Best Performances)

Table S4 provides a comparison of the performances obtained by ourselves and the literature (where available) for each model. Notice that our results are broadly consistent with those in the literature, with two exceptions. First, our random initialized MLP tends to perform better than in the literature, which can be explained by the fact that we use a much larger search space than usual for the MLP width (see Section 3.3.5 for a discussion on this). Second, our performance on Higgs is significantly lower than in the literature. This can be explained by the fact that we only include 5\% of the original data set's observations in our analysis due to hardware limitations that do not allow us to train large MLP on 11 M samples.

## Benefits of Training the Feature Extractor via Gradient Descent

In Section 3.3, we demonstrated ways in which our initialization method can be beneficial for MLP training, resulting in faster convergence towards better minima (in the sens of generalization). A natural question that might arise in this context is whether translating the tree-based method into a MLP framework is actually beneficial. After all, one could be tempted to directly use the tree-based method as a feature pre-processing (without translating it into an MLP) and feed the resulting features into an MLP. In this case, the MLP would be trained via gradient descent without the feature extraction. However, it turns out that (i) the weights on the sparse feature extraction

| Data set <br> Model | $\begin{gathered} \text { Housing }(\dagger) \\ \underline{\text { MSE } \downarrow} \end{gathered}$ |  | Airbnb$\frac{\text { MSE } \downarrow \times 10^{3}}{\begin{array}{c} \text { our } \\ \text { results } \end{array}}$ | Diamonds$\frac{\text { MSE } \downarrow \times 10^{-3}}{\begin{array}{c} \text { our } \\ \text { results } \end{array}}$ | Covertype ( $\dagger$ ) <br> Accuracy $\uparrow$ in \% |  | Volkert (§) <br> Accuracy $\uparrow$ in \% |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | perf. in literature | our results |  |  | perf. in literature | our results | perf. in literature | result |
| Random Forest | $0.272 \pm 0.006$ | $0.263 \pm 0.009$ | $5.39 \pm 0.13$ | $9.80 \pm 0.35$ | $78.1 \pm 0.1$ | $83.6 \pm 0.1$ | $66.3 \pm 1.3$ | $64.2 \pm 0.3$ |
| GBDT | $0.206 \pm 0.005$ | $0.208 \pm 0.010$ | $4.71 \pm 0.15$ | $7.38 \pm 0.28$ | $97.3 \pm 0.0$ | $97.0 \pm 0.0$ | $69.0 \pm 0.5$ | $71.3 \pm 0.4$ |
| Deep Forest | - | $0.225 \pm 0.008$ | $4.68 \pm 0.16$ | $8.23 \pm 0.29$ | - | $92.4 \pm 0.1^{*}$ | - | $66.3 \pm 0.4$ |
| MLP rand. init. | $0.263 \pm 0.008$ | $0.258 \pm 0.011$ | $5.07 \pm 0.16$ | $15.5 \pm 12.5$ | $91.0 \pm 0.4$ | $\underline{96.7 \pm 0.0}$ | $63.0 \pm 1.56$ | $72.2 \pm 0.4$ |
| MLP RF init. | - | $0.222 \pm 0.009$ | $\underline{4.66 \pm 0.16}$ | $7.93 \pm 0.22$ | - | $96.7 \pm 0.0$ | - | $74.1 \pm 0.4$ |
| MLP GBDT init. | - | $\underline{0.206 \pm 0.007}$ | $\underline{4.70 \pm 0.09}$ | $8.15 \pm 0.35$ | - | $\overline{96.2 \pm 0.0}$ | - | $73.5 \pm 0.5$ |
| MLP DF init. |  | $\overline{0.234 \pm 0.016}$ | $\underline{4.81 \pm 0.13}$ | $8.28 \pm 0.24$ | - | $94.5 \pm 0.3^{*}$ | - | $71.3 \pm 0.5$ |
| SAINT | $0.226 \pm 0.004$ | $0.258 \pm 0.011$ | $\underline{4.81 \pm 0.15}$ | $17.7 \pm 3.83$ | $96.3 \pm 0.1$ | $96.6 \pm 0.1^{*}$ | $70.1 \pm 0.6$ | $70.1 \pm 0.4$ |


| Data set <br> Model | Adult ( $\dagger$ ) |  | Bank (§) |  | Blastchar (§) |  | Heloc ( $\dagger$ ) |  | Higgs ( $\dagger$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AUC $\uparrow$ in \% |  | AUC $\uparrow$ in \% |  | AUC $\uparrow$ in \% |  | AUC $\uparrow$ in \% |  | AUC $\uparrow$ in \% |  |
|  | perf. in literature | results | perf. in literature | results | perf. in literature | results | perf. in literature | results | perf. in <br> literature | results |
| Random Forest | $91.7 \pm 0.2$ | $91.6 \pm 0.3$ | $89.1 \pm 0.3$ | $92.8 \pm 0.3$ | $80.6 \pm 0.7$ | $84.5 \pm 1.2$ | $90.0 \pm 0.2$ | $91.3 \pm 0.6$ | $79.7 \pm 0.0$ | $80.4 \pm 0.1$ |
| GBDT | $92.8 \pm 0.1$ | $92.7 \pm 0.3$ | $93.0 \pm 0.2$ | $93.3 \pm 0.3$ | $81.8 \pm 0.3$ | $84.7 \pm 1.0$ | $92.2 \pm 0.0$ | $\mathbf{9 2 . 1} \pm 0.4$ | $85.9 \pm 0.0$ | $82.8 \pm 0.1$ |
| Deep Forest | - | $91.8 \pm 0.3$ | - | $92.9 \pm 0.2$ |  | $83.7 \pm 1.2$ | - | $90.3 \pm 0.5$ | - | $81.2 \pm 0.0^{*}$ |
| MLP rand. init. | $90.3 \pm 0.2$ | $90.5 \pm 0.4$ | $91.5 \pm 0.2$ | $91.0 \pm 0.3$ | $59.6 \pm 0.3$ | $81.4 \pm 1.2$ | $80.3 \pm 0.1$ | $80.1 \pm 0.1$ | $85.6 \pm 0.0$ | $83.2 \pm 0.3$ |
| MLP RF init | - | $\underline{92.1 \pm 0.3}$ | - | $92.4 \pm 0.4$ | - | $84.4 \pm 1.2$ | - | 91.7 $\pm 0.4$ | - | $83.6 \pm 0.1$ |
| MLP GBDT init. | - | $92.2 \pm 0.3$ | - | $92.5 \pm 0.3$ | - | $84.6 \pm 1.2$ | - | $91.5 \pm 0.6$ | - | $83.0 \pm 0.0$ |
| MLP DF init. | - | $91.9 \pm 0.4$ | - | $\overline{92.2 \pm 0.3}$ | - | $84.2 \pm 1.0$ | - | $91.4 \pm 0.6$ | - | $83.3 \pm 0.1^{*}$ |
| SAINT | $91.6 \pm 0.4$ | $91.6 \pm 0.3$ | $93.3 \pm 0.1$ | $92.2 \pm 0.4$ | $84.7 \pm 0.3$ | $\underline{84.0 \pm 0.8}$ | $90.7 \pm 0.2$ | $90.2 \pm 0.7$ | $88.3 \pm 0.0$ | $83.7 \pm 0 .{ }^{*}$ |

Table S4: Best scores for Protocol P2. For each data set, our best overall score is highlighted in bold and our best Deep Learning score is underlined. Our scores are based on 5 times repeated (stratified) 5-fold cross validation. For each of our models, HP were selected via the optuna library (100 iterations). Sources for literature values: Borisov et al. 2021 ( $\dagger$ ) and Somepalli et al. 2021 (§). *score based on a single 5-fold cross validation.
layer are indeed modified during gradient descent optimization and (ii) training the feature extractor via gradient descent largely contributes to the competitive generalization performance of our initialization method.

Figure S 12 shows the histograms of the differences between all MLP parameters at initialization (RF strategy) and after training. As the histograms indicate, the weights in all layer throughout the MLP are modified during training. In particular, the weights of the first two (RF initialized) layers are not stationary but change to a large extent.

Table S5 shows the generalization performance of MLP initialized with the RF strategy, and compares the two scenarios in which the parameters of the first two layers (that is, the feature extraction layers built using the RF) are modified or frozen during MLP training. These results show that training the feature extraction layers is essential for the success of our initialization method.

## Number of Parameters of Best Neural Networks

In Table S6, we compare the number of parameters of each NN method. Although the tree-based initialised MLP contain more parameters than the randomly initialized ones, the former are mostly sparse and the execution times are close (see Table S7). Finally note that the number of parameters of the RF/GBDT init. MLP is globally on par with that of SAINT (sometimes more, sometimes less) but for a smaller execution times (Table S7) and mostly better performances (Table S4).


Figure S12: Histograms of the difference between all MLP parameters at initialization (RF strategy) and after training. Three data sets have been chosen for illustrative proposes. The behaviour in the light of our analysis (see S5.4) is similar on the 7 other data sets.

| Mata set | Housing | Airbnb | Diamonds | Adult | Bank | Blastchar | Heloc | Higgs | Covertype |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Table S5: Best scores for Protocol 2. The scores are based on 5 times repeated (stratified) 5-fold cross validation. MLP RF init. frozen refers to the MLP RF init. model where the parameters of the first two layers (that are initialized using the Random Forest) are frozen during training, that is, they are kept at their initial values.

| Data set <br> Model | Housing | Airbnb | Diamonds | Adult | Bank | Blastchar | Heloc | Higgs | Covertype | Volkert |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MLP rand. init. | 2.47M | 1.86M | 363k | 1.09M | 52.4K | 13.1M | 11.3M | 11.6M | 1.14M | 9.03 M |
| MLP RF init. | 33.6M | 12.6 M | 8.42M | 29.4M | 8.43M | 25.2M | 16.8M | 4.26M | 21.1M | 17.1M |
| MLP GBDT init. | 8.41M | 12.6 M | 12.6M | 33.6M | 8.43M | 16.8M | 25.2M | 8.46M | 4.32M | 21.3M |
| MLP DF init. | 88.1M | 34.0 M | 59.3M | 42.0M | 46.2M | 34.36M | 25.8M | 43.2M | 57.6M | 34.1M |
| SAINT | 56.8M | 27.0M | 53.1M | 7.20M | 6.12M | 322M | 98.2M | 43.2M | 6.44M | 169M |

Table S6: Comparison of the number of parameters for each model.

| Data set <br> Model | Housing | Airbnb | Diamonds | Adult | Bank | Blastchar | Heloc | Higgs | Covertype | Volkert |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MLP rand. init. | 5.96 (32) | 91.9 (98) | 13.3 (31) | 11.8 (37) | 21.6 (62) | 6.78 (34) | 14.3 (60) | 467 (32) | 312 (69) | 12.3 (31) |
| MLP RF init. | 37.8 (29) | 131 (44) | 26.8 (25) | 17.2 (19) | 21.5 (23) | 8.58 (18) | 6.61 (15) | 253(39) | 2040 (91) | 28.3 (25) |
| MLP GBDT init. | 22.9 (49) | 280 (95) | 53.6 (37) | 34.5 (31) | 7.47 (3) | 7.76 (7) | 8.54 (8) | 63.0 (5) | 437 (66) | 52.8 (37) |
| MLP DF init. | 233 (72) | 360 (48) | 182 (31) | 99.4 (54) | 105 (26) | 29.0 (52) | 14.7 (19) | 3280 (76) | 5580 (95) | 181 (31) |
| SAINT | 81.9 (37) | 640 (83) | 394 (84) | 15.6 (11) | 52.7 (32) | 7.23 (2) | 51.0 (31) | 2310 (19) | 6580 (97) | 394 (84) |

Table S7: Comparison of the execution time in seconds for model initialization and training until the best validation lost is reached. The number of training epochs is indicated in parentheses.

| Data set <br> Model | Housing | Airbnb | Diamonds | Adult | Bank | Blastchar | Heloc | Higgs | Covertype | Volkert |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MLP rand. init. | 0.00/5.96 (32) | 0.00/91.9 (98) | 0.00/13.3 | 0.00/11.8 (37) | 0.00/21.6 (62) | 0.00/6.78 (34) | 0.00/14.3 (60) | 0.00/467 (32) | 0.00/312 (69) | 0.00/12.3 (31) |
| MLP RF init. | 2.21/35.6 (29) | 1.87/129 (44) | 2.20/24.6 (25) | 1.16/16.0 (19) | 1.89/19.6 (23) | 2.81/5.77 (18) | 1.78/4.83 (15) | 6.31/247 (39) | 3.67/2040 (91) | 3.70/24.6 (25) |
| MLP GBDT init. | 5.35/17.5 (49) | 4.19/276 (95) | 4.65/48.9 (37) | 2.32/32.2 (31) | 4.27/3.20 (3) | 6.07/1.69 (7) | 4.65/3.89 (8) | 4.18/58.8 (5) | 2.30/435 (66) | 3.88/48.9 (37) |
| MLP DF init. | 15.1/218 (72) | 5.31/355 (48) | 7.19/175 (31) | 8.36/91 (54) | 9.25/96 (26) | 6.64/22.3 (52) | 5.64/9.04 (19) | 18.9/3260 (76) | 11.2/5570 (95) | 5.87/175 ${ }_{(31)}$ |

Table S8: Comparison of the execution time in seconds for MLP initialization/training until the best validation lost is reached. The number of training epochs is indicated in parentheses. A value of 0.00 indicates running times smaller than $5 \times 10^{-3}$ seconds.

## Comparison of the Execution Times of the Best Neural Networks

Table S7 presents a comparison of the execution times of the training of different NN methods using the hyper-parameters determined by the protocol P2. For each model, the total training time (initialization + gradient descent optimization) is given, measured up to the point where the best validation loss is reached ("early stopping"). It shows that RF/GBDT initialized MLP train faster than SAINT and a bit slower than randomly initialized MLP. For completeness, Table S8 gives the execution time for the initialization and training step separately.

## Optimization Behaviour

For completeness, Figure S13 shows the optimization behaviour of the randomly, RF and GBDT initialized MLP as well as SAINT under the Protocol P2.

## S5.5 Hyper-Parameter Detting

## Search Spaces

Table S9 shows the HP search spaces that were used to determine an optimal HP setting. The same search spaces were used for the experimental protocols P1 and P2. Note that, in Table S9, n_classes corresponds to the number of classes for classification problems and is 1 for regression problems. Furthermore, the different search spaces given for SAINT were used for smaller/larger data sets, where a data set qualifies as smaller if it has less that 50 explanatory variables.

## Experimental Protocol P2

Tables S10 and S11 show the HP setting used for the experimental protocol P2. For the search spaces and descriptions of the function of each HP see Table S9.


Figure S13: Optimization behaviour of randomly, RF and GBDT initialized MLP and SAINT evaluated over a 5 times repeated (statisfied) 5-fold of each data set, according to Protocol P2. The lines and shaded areas report the mean and standard deviation. *evaluation on a single 5 -fold cross validation.

| Method | Parameter | Search space | Function |
| :---: | :---: | :---: | :---: |
| Random Forests | max_depth n_estimators max_features | $\begin{gathered} \{1, \ldots, 12\} \\ \{1000\} \\ {[0,1]} \end{gathered}$ | see here |
| GBDT | max_depth <br> n_estimators reg_alpha reg_lambda learning_rate | $\begin{gathered} \{1, \ldots, 12\} \\ \{1000\} \\ {\left[10^{-8}, 1\right]} \\ {\left[10^{-8}, 1\right]} \\ {[0.01,0.3]} \end{gathered}$ | see here |
| Deep Forest | forest_depth <br> n_forests n_estimators max_depth max_features | $\begin{gathered} \{1,2,3\} \\ \{1\} \\ \{1000\} \\ \{1, \ldots, 12\} \\ {[0,1]} \end{gathered}$ | Number of Deep Forest layers Number of forests per Deep Forest layer <br> RF parameters, see here |
| MLP random init. | learning_rate depth width epochs batch_size | $\begin{gathered} {\left[10^{-6}, 10^{-1}\right]} \\ \{1, \ldots, 10\} \\ \{1, \ldots, 2048\} \\ \{100\} \\ \{256\} \end{gathered}$ | learning rate of SGD training number of layer number of neurons per layer number of SGD training epochs batch size of SGD training |
| MLP RF init. | $\begin{gathered} \text { max_depth } \\ \text { n_estimators } \\ \text { max_features } \\ \text { learning_rate } \\ \text { depth } \\ \text { width } \\ \text { epochs } \\ \text { batch_size } \\ \text { strength01 } \\ \text { strength12 } \\ \hline \end{gathered}$ | $\begin{gathered} \{1, \ldots, 11\} \\ 2048 / 2^{\text {max_depth }} \\ {[0,1]} \\ {\left[10^{-6}, 10^{-1}\right]} \\ \{3, \ldots, 10\} \\ \{2048\} \\ \{100\} \\ \{256\} \\ {\left[1,10^{4}\right]} \\ {[0.01,100]} \\ \hline \end{gathered}$ | Parameters of the RF initializer, see here <br> learning rate of SGD training number of layer number of neurons per layer number of SGD training epochs batch size of SGD training <br> MLP translation parameters, see Section 3.2.3 |
| MLP GBDT init. | max_depth n_estimators reg_alpha reg_lambda learning_rate_GBDT learning_rate depth width epochs batch_size strength01 strength12 | $\begin{gathered} \{1, \ldots, 11\} \\ \text { 2048/(n_classes • } \left.2^{\text {max_depth }}\right) \\ {\left[10^{-8}, 1\right]} \\ {\left[10^{-8}, 1\right]} \\ {[0.01,0.3]} \\ {\left[10^{-6}, 10^{-1}\right]} \\ \{3, \ldots, 10\} \\ \{2048\} \\ \{100\} \\ \{256\} \\ {\left[1,10^{4}\right]} \\ {[0.01,100]} \end{gathered}$ | Parameters of the GBDT initializer, see here <br> learning rate of SGD training number of layer number of neurons per layer number of SGD training epochs batch size of SGD training <br> MLP translation parameters, see Section 3.2.3 |
| MLP DF init. | forest_depth <br> n_forests <br> n_estimators max_depth <br> max_features learning_rate depth <br> width <br> epochs <br> batch_size <br> strength01 <br> strength12 <br> strength23 <br> strength_id | $\begin{gathered} \{1,2,3\} \\ \{1\} \\ 2048 / 2^{\text {max_depth }} \\ \{1, \ldots, 12\} \\ {[0,1]} \\ {\left[10^{-6}, 10^{-1}\right]} \\ \{3, \ldots, 10\} \\ \{2048\} \\ \{100\} \\ \{256\} \\ {\left[1,10^{4}\right]} \\ {[0.01,100]} \\ {[0.01,100]} \\ {[0.01,100]} \\ \hline \end{gathered}$ | Number of Deep Forest layers Number of forests per Deep Forest layer <br> RF parameters, see here <br> learning rate of SGD training number of layer number of neurons per layer number of SGD training epochs batch size of SGD training <br> MLP translation parameters, see Section 3.2.3 |
| SAINT | epochs batch_size dim depth heads dropout | $\begin{gathered} \hline\{100\} \\ \{256\} /\{64\} \\ {[32,64,128] /[8,16]} \\ \{1,2,3\} \\ \{2,4,8\} \\ \{0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8\} \end{gathered}$ | number of SGD training epochs batch size of SGD training number of neurons per layer in attention block number of layers in each attention block number of head in each attention layer dropout used during SGD training |

Table S9: Hyper-parameter search spaces used for numerical evaluations.
WORK IN PROGRESS AS OF JANUARY 16, 2024

| Method | Parameter | Housing | Airbnb | Adult | Bank | Covertype | Volkert |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Random Forests | max_depth | 12 | 12 | 11 | 12 | 12 | 12 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 |
|  | max_features | 0.437 | 0.623 | 0.596 | 0.943 | 0.811 | 0.688 |
| GBDT | max_depth | 12 | 9 | 6 | 7 | 11 | 10 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 |
|  | reg_alpha | 0.305 | $4.60 \times 10^{-6}$ | $2.39 \times 10^{-5}$ | $1.52 \times 10^{-4}$ | 0.728 | $4.47 \times 10^{-6}$ |
|  | reg_lambda | $1.13 \times 10^{-2}$ | $1.75 \times 10^{-8}$ | $1.35 \times 10^{-6}$ | $1.07 \times 10^{-3}$ | $6.51 \times 10^{-4}$ | $1.71 \times 10^{-6}$ |
|  | learning_rate | $3.82 \times 10^{-2}$ | 0.238 | $1.08 \times 10^{-2}$ | $1.34 \times 10^{-2}$ | 0.181 | 0.107 |
| Deep Forest | forest_depth | 4 | 9 | 2 | 2 | 9 | 3 |
|  | n_forests | 1 | 1 | 1 | 1 | 1 | 1 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 | 1000 | 1000 |
|  | max_depth | 5 | 12 | 11 | 9 | 12 | 12 |
|  | max_features | 0.361 | 0.410 | 0.166 | 0.206 | 0.218 | 0.134 |
| MLP random init. | learning_rate | $9.01 \times 10^{-4}$ | $4.21 \times 10^{-4}$ | $2.07 \times 10^{-4}$ | $1.1 \times 10^{-4}$ | $1.15 \times 10^{-4}$ | $2.29 \times 10^{-4}$ |
|  | depth | 4 | 4 | 4 | 4 | 4 | 6 |
|  | width | 1100 | 959 | 1175 | 856 | 738 | 1482 |
|  | epochs | 100 | 100 | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 | 256 | 256 |
| MLP RF init. | max_depth | 8 | 10 | 8 | 8 | 10 | 8 |
|  | n_estimators | 8 | 2 | 8 | 8 | 2 | 8 |
|  | max_features | 0.442 | 0.321 | 0.613 | 0.650 | 0.897 | 0.825 |
|  | learning_rate | $1.04 \times 10^{-4}$ | $1.72 \times 10^{-4}$ | $1.55 \times 10^{-5}$ | $1.01 \times 10^{-4}$ | $1.04 \times 10^{-5}$ | $1.45 \times 10^{-4}$ |
|  | depth | 10 | 5 | 5 | 4 | 7 | 6 |
|  | width | 2048 | 2048 | 2048 | 2048 | 2048 | 2048 |
|  | epochs | 100 | 100 | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 | 256 | 256 |
|  | strength01 | 1090 | 668 | 537 | 71.4 | 13.7 | 1.02 |
|  | strength12 | 0.0749 | 1.09 | 62.7 | 34.5 | $1.05 \times 10^{-2}$ | $5.53 \times 10^{-2}$ |
| MLP GBDT init. | max_depth | 3 | 4 | 4 | 4 | 8 | 4 |
|  | n_estimators | $256$ | $128$ | $128$ | $128$ | $1$ | $12$ |
|  | reg_alpha | $1.30 \times 10^{-7}$ | $1.10 \times 10^{-2}$ | $1.26 \times 10^{-8}$ | $0.413$ | $1.33 \times 10^{-2}$ | $6.76 \times 10^{-6}$ |
|  | reg_lambda | $1.57 \times 10^{-7}$ | $9.52 \times 10^{-4}$ | $7.85 \times 10^{-4}$ | $7.48 \times 10^{-3}$ | $0.643$ | $1.99 \times 10^{-7}$ |
|  | learning_rate_GBDT | $0.211$ | $0.297$ | $0.202$ | $0.285$ | $0.112$ | $0.272$ |
|  | learning_rate | $1.11 \times 10^{-5}$ | $1.97 \times 10^{-5}$ | $4.77 \times 10^{-5}$ | $6.22 \times 10^{-4}$ | $6.19 \times 10^{-5}$ | $1.63 \times 10^{-4}$ |
|  | depth | $4$ | $5$ | $6$ | $4$ | $3$ | $7$ |
|  | width | 2048 | 2048 | 2048 | 2048 | 2048 | $2048$ |
|  | epochs | 100 | 100 | 100 | 100 | 100 | $100$ |
|  | batch_size | 256 | 256 | 256 | 256 | 256 | $256$ |
|  | strength01 | $575$ | $7830$ | 132 | 20.5 | 7280 | $4.08$ |
|  | strength12 | 5.60 | 0.461 | 66.0 | 5.52 | 93.4 | $7.11 \times 10^{-2}$ |
| MLP DF init. | forest_depth | 6 | 3 | 3 | 2 | 3 | 2 |
|  | n _forests | 1 | 1 | 1 | 1 | 1 | 1 |
|  | n_estimators | 16 | 2 | 64 | 32 | 2 | 8 |
|  | max_depth | 7 | 10 | 5 | 6 | 10 | 8 |
|  | max_features | 0.350 | 0.598 | 0.992 | 0.322 | 0.633 | 0.342 |
|  | learning_rate | $1.04 \times 10^{-5}$ | $6.67 \times 10^{-5}$ | $1.54 \times 10^{-5}$ | $3.08 \times 10^{-5}$ | $1.58 \times 10^{-5}$ | $2.31 \times 10^{-4}$ |
|  | depth | 23 | 10 | 9 | 13 | 15 | 9 |
|  | width | 2048 | 2048 | 2048 | 2048 | 2048 | 2048 |
|  | epochs | 100 | 100 | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 | 256 | 256 |
|  | strength01 | 515 | 36.6 | 41.0 | 15.5 | 51.6 | 1.41 |
|  | strength12 | 0.162 | 0.242 | 10.6 | 0.213 | 0.124 | 0.154 |
|  | strength 23 | $1.94$ | $10.4$ | 47.8 | $1.94$ | $4.26 \times 10^{-2}$ | 0.149 |
|  | strength_id | $3.63 \times 10^{-2}$ | $6.34 \times 10^{-2}$ | 7.44 | $2.75 \times 10^{-2}$ | $5.09 \times 10^{-2}$ | 3.69 |
| SAINT | epochs | 100 | 100 | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 | 64 | 256 |
|  | dim | 128 | 64 | 32 | 32 | 8 | 16 |
|  | depth | 3 | 2 | 2 | 1 | 2 | 2 |
|  | heads | 2 | 8 | 2 | 8 | 4 | 8 |
|  | dropout | 0.2 | 0 | 0.4 | 0.8 | 0.5 | 0.8 |

Table S10: Hyper-parameters used for the experimental protocol P2.

| Method | Parameter | Diamonds | Blastchar | Heloc | Higgs |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Random Forests | max_depth | 12 | 6 | 9 | 12 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 |
|  | max_features | 0.967 | 0.547 | 0.607 | 0.577 |
| GBDT | max_depth | 7 | 1 | 1 | 11 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 |
|  | reg_alpha | 0.341 | $7.15 \times 10^{-7}$ | 0.123 | $2.29 \times 10^{-8}$ |
|  | reg_lambda | $5.15 \times 10^{-4}$ | $1.59 \times 10^{-7}$ | $1.44 \times 10^{-2}$ | 0.391 |
|  | learning_rate | $9.17 \times 10^{-2}$ | $1.48 \times 10^{-2}$ | 0.282 | $2.46 \times 10^{-2}$ |
| Deep Forest | forest_depth | 4 | 7 | 10 | 3 |
|  | n_forests | 1 | 1 | 1 | 1 |
|  | n_estimators | 1000 | 1000 | 1000 | 1000 |
|  | max_depth | 12 | 2 | 4 | 12 |
|  | max_features | 0.454 | 0.641 | 0.196 | 0.163 |
| MLP random init. | learning_rate | $2.35 \times 10^{-4}$ | $1.05 \times 10^{-4}$ | $1.14 \times 10^{-6}$ | $2.26 \times 10^{-5}$ |
|  | depth | 9 | 8 | 8 | 9 |
|  | width | 1011 | 1475 | 1369 | 1284 |
|  | epochs | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 |
| MLP RF init. | max_depth | 10 | 5 | 7 | 9 |
|  | n_estimators | 2 | 64 | 16 | 4 |
|  | max_features | 0.904 | 0.425 | 0.728 | 0.670 |
|  | learning_rate | $6.67 \times 10^{-5}$ | $5.07 \times 10^{-6}$ | $7.33 \times 10^{-6}$ | $2.17 \times 10^{-5}$ |
|  | depth | 4 | 8 | 6 | 3 |
|  | width | 2048 | 2048 | 2048 | 2048 |
|  | epochs | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 |
|  | strength01 | 19.8 | 4500 | 331 | 1.43 |
|  | strength12 | 0.420 | 42.9 | 1.06 | 0.329 |
| MLP GBDT init. | max_depth | 3 | 1 | 3 | 5 |
|  | n_estimators | 256 | 1024 | 256 | 64 |
|  | reg_alpha | $4.56 \times 10^{-2}$ | $1.63 \times 10^{-5}$ | $6.21 \times 10^{-7}$ | $2.58 \times 10^{-6}$ |
|  | reg_lambda | $6.17 \times 10^{-4}$ | $2.19 \times 10^{-4}$ | $3.03 \times 10^{-4}$ | $3.20 \times 10^{-6}$ |
|  | learning_rate_GBDT | $0.214$ | $4.72 \times 10^{-2}$ | $8.42 \times 10^{-2}$ | $0.290$ |
|  | learning_rate | $8.94 \times 10^{-5}$ | $5.60 \times 10^{-6}$ | $4.54 \times 10^{-4}$ | $1.36 \times 10^{-4}$ |
|  | depth | 5 | $6$ | $8$ | $4$ |
|  | width | 2048 | 2048 | $2048$ | $2048$ |
|  | epochs | 100 | 100 | $100$ | $100$ |
|  | batch_size | 256 | 256 | $256$ | $256$ |
|  | strength01 | $3870$ | $4690$ | $6550$ | $4780$ |
|  | strength12 | 56.6 | 21.0 | 31.8 | 0.423 |
| MLP DF init. |  | 3 | 2 | 2 | 3 |
|  | n_forests | $1$ | 1 | 1 | 1 |
|  | n_estimators | $4$ | 128 | 64 | 8 |
|  | max_depth | $9$ | $4$ | $5$ | $8$ |
|  | max_features | $0.695$ | $0.516$ | $0.280$ | $0.572$ |
|  | learning_rate | $2.04 \times 10^{-5}$ | $2.00 \times 10^{-6}$ | $1.91 \times 10^{-5}$ | $9.33 \times 10^{-6}$ |
|  | depth | $16$ | $10$ | $8$ | $12$ |
|  | width | $2048$ | $2048$ | $2048$ | $2048$ |
|  | epochs | 100 | 100 | 100 | 100 |
|  | batch_size | 256 | 256 | 256 | 256 |
|  | strength01 | 21.0 | 93.0 | 97.8 | 1.12 |
|  | strength12 | 0.119 | 20.0 | 0.987 | $9.22 \times 10^{-2}$ |
|  | strength23 | $5.34 \times 10^{-2}$ | 0.283 | 27.1 | 0.207 |
|  | strength_id | 0.358 | 0.475 | 9.70 | 0.152 |
| SAINT | Worrarchrogress as biofanuary 1 Q , 2024 |  |  | 24100 | 100 |
|  | batch_size | $256$ | $256$ | 256 | 64 |
|  | dim | 64 | 128 | 64 | 16 |
|  | depth | 3 | 3 | 3 | 2 |
|  | heads | 4 | 8 | 2 | 8 |
|  | dropout | 0.2 | 0.5 | 0.8 | 0.8 |

Table S11: Hyper-parameters used for the experimental protocol P2.


Figure S14: Comparison of the performance of the RF and GBDT models used for initialization and the final performance of the corresponding MLPs.

## S5.6 Performances of Tree-Based Methods Used for Initialisation of MLP

Figure S14 compares the performance of RF and GBDT models and the performance of optimized MLP, initialized with RF and GBDT respectively. We can notice that the difference in performance between GBDT and RF does not systematically turn into the same difference in performance for the corresponding trained networks. This suggests that beyond their respective performances, the very structures of RF and GBDT predictors play an important role in the final MLP performances.

## S5.7 Additional Figures to Section 3.3.5 (Analyzing key elements of the new initialization methods)

Figures S15 and S16 show the same histograms as Figure 3.4 evaluated on the other data set considered in protocol P2. Note the logarithmic y-axis for the first two RF and GBDT initialized layers.


Figure S15: Histograms of the first three first and the last layers' weights before and after the MLP training on the Airbnb, Diamonds, Adult, Bank and Blastchar data sets. Comparison between random, RF and GBDT initializations.


Figure S16: Histograms of the first three first and the last layers' weights before and after the MLP training on the Heloc, Higgs, Covertype and Volkert data sets. Comparison between random, RF and GBDT initializations.
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## Chapter 4

## RF Interpolation


#### Abstract

Statistical wisdom suggests that very complex models, interpolating training data, will be poor at predicting unseen examples. Yet, this aphorism has been recently challenged by the identification of benign overfitting regimes, specially studied in the case of parametric models: generalization capabilities may be preserved despite model high complexity. While it is widely known that fully-grown decision trees interpolate and, in turn, have bad predictive performances, the same behavior is yet to be analyzed for Random Forests (RF). In this paper, we study the trade-off between interpolation and consistency for several types of RF algorithms. Theoretically, we prove that interpolation regimes and consistency cannot be achieved simultaneously for several non-adaptive RF. Since adaptivity seems to be the cornerstone to bring together interpolation and consistency, we study interpolating Median RF which are proved to be consistent in the interpolating regime. This is the first result conciliating interpolation and consistency for RF, highlighting that the averaging effect introduced by feature randomization is a key mechanism, sufficient to ensure the consistency in the interpolation regime and beyond. Numerical experiments show that Breiman's RF are consistent while exactly interpolating, when no bootstrap step is involved. We theoretically control the size of the interpolation area, which converges fast enough to zero, giving a necessary condition for exact interpolation and consistency to occur in conjunction.


### 4.1 Introduction

Random Forests (RF, Breiman 2001a) have proven to be very efficient algorithms, especially on tabular data sets. As any machine learning (ML) algorithm, Random Forests and Decision Trees have been analyzed and used according to the overfitting-underfitting trade-off. Regularization parameters have been introduced in order to control the variance while still reducing the bias. For instance, one can increase the variety of the constructed trees (by playing either with bootstrap samples or feature subsampling) or control the tree structure (by limiting either the number of points falling within each leaf or the maximum depth of all trees).

However, the paradigm stating that high model complexity leads to bad generalization capacity has been recently challenged: in particular, deeper and larger neural networks still empirically exhibit high predictive performances (Goodfellow et al. 2016). In such situations, overfitting can be qualified as "benign": complex models, possibly leading to interpolation of the
training examples, still generalize well on unseen data (Bartlett et al. 2021).
Regarding parametric methods, benign overfitting has been exhibited and well understood in linear regression (Bartlett et al. 2020; Tsigler et al. 2020; Liang et al. 2020b) and investigated in the context of neural networks (Belkin et al. 2019a). Many researchers currently study the implicit bias or implicit regularization of stochastic gradient (SGD) strategies used during neural network training: the optimization of an over-parametrized one-hidden-layer neural network via SGD will converge to a minimum of minimal norm with good generalization properties in a regression setting (Bach et al. 2021), or with maximal margin in a classification setting (Chizat et al. 2020).

Regarding non-parametric methods, practitioners have noticed the good performances of high-depth RFs for a long time (by default, several ML libraries such as the popular Scikit-Learn grow trees until pure leaves are reached). More recently, the use of interpolating (or very deep) trees for boosting and bagging methods has been discussed by Tang et al. 2018 and Wyner et al. 2017. While Tang et al. 2018 criticize the relevancy of interpolating random forests, Wyner et al. 2017 believe that the self-averaging process at hand in RF (or in boosting methods) also produces an implicit regularization that prevents the interpolating algorithm from overfitting. Note that the regularization properties of RF have also been studied in the light of their complexity (Buschjäger et al. 2021) and tree depth (Zhou et al. 2021). This phenomenon can be put in parallel with the results proved in Devroye et al. 1998 and Belkin et al. 2019b where they show that an interpolating kernel method using a singular kernel (similar to $K(x)=\|x\|^{-\alpha} \mathbb{1}_{\|x\|} \mid \leqslant 1$ ) is consistent, reaching minimax convergence rate for $\beta$-Hölder regular functions. More recently, Wang et al. 2022 showed the consistency of interpolating kernel methods, defined on Riemannian manifolds, whose kernels can be written as weighted random partition kernels on the sphere (similarly to the kernel random forest methods defined in Section 4.4).
Contributions and outline In this paper, we study the trade-off between interpolation and consistency in the context of regression, for different types of RF:

- Centered RF (Section 4.3). We prove theoretically that interpolation regimes and consistency cannot be achieved simultaneously for non-adaptive centered RF. The major problem arises from empty cells in tree partitions. Therefore, we also study a slightly modified Centered RF that does not take into account empty cells;
- Kernel RF (Section 4.4). We then study a more refined version of the CRF, the Kernel Random Forest (KeRF), built by averaging over all connected data points. By neglecting empty cells, this method is consistent for larger tree depths, but does not meet the exact interpolation requirement yet;
- Median RF (Section 4.5). Since adaptivity seems to be the cornerstone to conciliate interpolation and consistency, we study the interpolating Median RF, which is proved to be consistent in the exact interpolation regime. For the first time, it is shown that the averaging effect of the feature randomization inside RF (without boostrap) is sufficient to "average the noise out" (interpolating trees being sensitive to the noise), i.e. to decrease the variance towards 0 . The bias of interpolating trees can be still classically controlled;
- Breiman RF (Section 4.6). Numerical experiments show that Breiman RF are consistent when exactly interpolating, i.e. when the whole data set is used to build each fully-grown tree (no bootstrap). It seems that the key randomization mechanism at work in RF is sufficient to reach consistency in spite of interpolation. Finally, we prove that the volume of the interpolation zone (where noise sensitivity is maximum) for an infinite Breiman RF tends to 0 at an exponential rate in the dimension $d$. This supports the idea that the decay of the interpolation volume could be fast enough to retrieve consistency despite interpolation.

|  |  | Conditions for consistency |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Regardless | the noise scenario | In a noisy scenario |  |
|  |  | Managing the empty cells issue | Controlling the bias | Controlling the variance | Decreasing volume of the interpolation zone |
| Meaninterpolationregime(non-adaptiveRF) | Centered RF | $\times$ | $\checkmark$ | $\checkmark$ |  |
|  | Void-free CRF | $\checkmark$ | $\checkmark$ | ? |  |
|  | Centered KeRF | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Exact interpolation (semi-adaptive and adaptive RF) | Median RF | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | Breiman RF | $\checkmark$ | ? | ? | $\checkmark$ |

Figure 4.1: Summary of theoretical contributions.

Please refer to Figure 4.1 for an overview of theoretical contributions. All proofs and details on numerical experiments are given in Appendix S2 and S3.

### 4.2 Setting

Framework In a general non-parametric regression framework, we assume to be given a training set $\mathcal{D}_{n}:=\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right)$, composed of i.i.d. copies of the generic random variable $(X, Y)$, where the input $X$ is assumed throughout the paper to be uniformly distributed over $[0,1]^{d}$, and $Y \in \mathbb{R}$ is the output. The underlying model is assumed to satisfy $Y=f^{\star}(X)+\varepsilon$, where $f^{\star}(x)=\mathbb{E}[Y \mid X=x]$ is the regression function and $\varepsilon$ a random noise satisfying, almost surely, $\mathbb{E}[\varepsilon \mid X]=0$ and $\mathbb{V}[\varepsilon \mid X] \leqslant \sigma^{2}<\infty$, for some $\sigma^{2} \geqslant 0$. Given an input $x \in[0,1]^{d}$, the goal is to estimate the associated response $f^{\star}(x)$. We measure the performance of an estimator $f_{n}$ via its excess risk, defined as $\mathcal{R}\left(f_{n}\right):=\mathbb{E}\left[\left(f_{n}(X)-f^{\star}(X)\right)^{2}\right]$, and its consistency property.
Definition 4.2.1 (Consistency). An estimator $f_{n}$ is consistent when $\lim _{n \rightarrow \infty} \mathcal{R}\left(f_{n}\right)=0$.
Estimator A Random Forest (RF) is a predictor consisting of a collection of $M$ randomized trees (see Breiman et al. 1984for details about decision trees). To build a forest, we generate $M \in \mathbb{N}^{\star}$ independent random variables $\left(\Theta_{1}, \ldots, \Theta_{M}\right)$, distributed as a generic random variable $\Theta$, independent of $\mathcal{D}_{n}$. In our setting, $\Theta_{j}$ actually represents the successive random splitting directions and the resampling data mechanism in the $j$-th tree. The predicted value at the query point $x$ given by the $j$-th tree is defined as

$$
f_{n}\left(x, \Theta_{j}\right)=\sum_{i=1}^{n} \frac{\mathbb{1}_{X_{i} \in A_{n}\left(x, \Theta_{j}\right)} Y_{i}}{N_{n}\left(x, \Theta_{j}\right)} \mathbb{1}_{N_{n}\left(x, \Theta_{j}\right)>0},
$$

where $A_{n}\left(x, \Theta_{j}\right)$ is the cell containing $x$ and $N_{n}\left(x, \Theta_{j}\right)$ is the number of points falling into $A_{n}\left(x, \Theta_{j}\right)$. The (finite) forest estimate then results from the aggregation of $M$ trees:

$$
f_{M, n}\left(x, \boldsymbol{\Theta}_{M}\right)=\frac{1}{M} \sum_{m=1}^{M} f_{n}\left(x, \Theta_{m}\right)
$$

where $\Theta_{M}:=\left(\Theta_{1}, \ldots, \Theta_{M}\right)$. By letting $M$ tending to infinity, we can consider the infinite forest estimate, $f_{\infty, n}(x)=\mathbb{E}_{\Theta}\left[f_{n}(x, \Theta)\right]$, which has also played an important role in the theoretical
understanding of random forests ( see Scornet 2016afor more details). Here, $\mathbb{E}_{\Theta}$ denotes the expectation w.r.t. $\Theta$, conditional on $\mathcal{D}_{n}$.

Several random forests have been proposed depending on the type of randomness they contain (what $\Theta$ represents) and the type of decision trees they aggregate. Breiman forest is one of the most widely used RF, which exhibits excellent predictive performances. Unfortunately, its behavior is difficult to theoretically analyze, because of the numerous complex mechanisms involved in the predictive process (data resampling, data-dependent splits, split randomization). Therefore, in this paper, we simultaneously study the consistency and interpolation properties of different simplified versions of RF, both adaptive (i.e. when trees are built in a data-dependent manner) and non-adaptive.

All forests include a depth parameter, denoted $k_{n}$, which limits the maximum length of each branch in a tree, thus limiting the number of leaves (up to $2^{k_{n}}$ ). In this work, we analyze how the tuning of $k_{n}$ allows us to adjust the consistency and interpolation characteristics of the forest. The classical notion of (exact) interpolation is defined below.

Definition 4.2.2 ((Exact) interpolation). An estimator $f_{n}$ is said to interpolate if for all training data $\left(X_{i}, Y_{i}\right)$, we have $f_{n}\left(X_{i}\right)=Y_{i}$ almost surely.

Recall that the prediction of a single tree at a point $x$ is given by the average of all $Y_{i}$ such that $X_{i}$ is contained in the leaf of $x$. Therefore, each tree within a forest can be parameterized in order to interpolate: it is sufficient to grow the tree until pure leaves (i.e. leaves containing labels of the same values) are reached. In any regression model with continuous random noise, we have $Y_{i} \neq Y_{j}$ for all $i \neq j$ almost surely. Therefore, an interpolating tree is a tree that contains at most one point per leaf.

As the final prediction of the random forest is made by averaging the predictions of all its trees, if all trees interpolate, the random forest interpolates as well. Consequently, throughout all the theoretical analysis, we consider RF built without sub-sampling: each tree is built using the whole dataset instead of bootstrap samples as in standard RF. We will discuss the empirical effect of bootstrap in Section 4.6.

Remark 4.2.3. In a classification setting, it is possible to obtain pure leaves with more than one point per cell (see Mentch et al. 2019 for more details).

### 4.3 Centered RF

We start our analysis of interpolation and consistency of RF with the simple yet widely studied Centered Random Forest (CRF, see Biau 2012b). CRF are ensemble methods said to be nonadaptive since trees are built independently of the data: at each step of a centered tree construction, a feature is uniformly chosen among all possible $d$ features and the split along the chosen feature is made at the center of the current cell. Then, the trees are aggregated to produce a CRF. Although simpler, the study of the mechanisms at hand in non-adaptive RF already provides good insights about the inner behaviour of more general RF.

### 4.3.1 Interpolation in CRF

Lemma 4.3.1. The $C R F f_{M, n}^{\mathrm{CRF}}$ interpolates if and only if all trees that form the $C R F$ interpolate.
Since CRF construction is non-adaptive, it is impossible to enforce exactly one observation per leaf. Hence trees do not interpolate and in turn, the interpolation regime (Definition 4.2.2) cannot be satisfied for CRF. This leads us to examine a weaker notion of interpolation in probability.

Proposition 4.3.2 (Probability of interpolation for a centered tree). Denote $\mathcal{I}_{T}$ the event "a centered tree of depth $k_{n}$ interpolates the training data". Then, for all $n \geqslant 3$, fixing $k_{n}=\left\lfloor\log _{2}\left(\alpha_{n} n\right)\right\rfloor$, with $\alpha_{n} \in \mathbb{N} \backslash\{0,1\}$, one has

$$
e^{-\frac{n}{\alpha_{n}-1}} \leqslant \mathbb{P}\left(\mathcal{I}_{T}\right) \leqslant e^{-\frac{n}{2\left(\alpha_{n}+1\right)}}
$$

According to Proposition 4.3.2, the probability that a tree interpolates tends to one if and only if $k_{n}=\left\lfloor\log _{2}\left(\alpha_{n} n\right)\right\rfloor$ with $\alpha_{n}=\omega(n)^{1}$. Consequently, the regime $\alpha_{n}=\omega(n)$ completely characterizes the interpolation of a centered tree. Proposition 4.3.2 can be in turn used to control the interpolation probability of a centered RF.

Corollary 4.3.3 (Probability of interpolation for a CRF). We denote by $\mathcal{I}_{F}$ the event "a centered forest $f_{M, n}^{\mathrm{CRF}}\left(., \boldsymbol{\Theta}_{M}\right)$ interpolates". Then, for $k_{n}=\left\lfloor\log _{2}\left(\alpha_{n} n\right)\right\rfloor$ with $\alpha_{n} \geqslant 1$,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{I}_{F}\right) \leqslant e^{-\frac{n}{2\left(\alpha_{n}+1\right)}} . \tag{4.1}
\end{equation*}
$$

Therefore, the condition $\alpha_{n}=\omega(n)$ (corresponding to the interpolation of a single centered tree with high probability) is necessary to ensure that w.h.p., the RF interpolates. Our analysis stresses that a tree depth of at least $k_{n}=2 \log _{2}(n)$ is required to obtain tree/forest interpolation.

In fact, choosing $k_{n}$ of the order of $\log _{2}(n)$ characterizes another type of interpolation regime. To see this, consider a centered tree of depth $k$, whose leaves are denoted $L_{1}, \ldots, L_{2^{k}}$. The number of points falling into the leaf $L_{i}$ is denoted $N_{n}\left(L_{i}\right)$. Since $X$ is uniformly distributed over $[0,1]^{d}$, then, for all $i=1, \ldots, 2^{k}$,

$$
\begin{equation*}
\mathbb{P}\left(X \in L_{i}\right)=\frac{1}{2^{k}} \quad \text { and } \quad \mathbb{E}\left[N_{n}\left(L_{i}\right)\right]=\frac{n}{2^{k}} . \tag{4.2}
\end{equation*}
$$

Definition 4.3.4 (Mean interpolation regime). $A C R F f_{M, n}^{\mathrm{CRF}}$ satisfies the mean interpolation regime when each tree of $f_{M, n}$ has at least $n$ leaves, i.e. if and only if $k_{n} \geqslant \log _{2} n$.

By Equation (4.2), the mean interpolation regime implies that for all leaves $L_{i}, \mathbb{E}\left[N_{n}\left(L_{i}\right)\right] \leqslant 1$ : one could say that trees interpolate in expectation, in the mean interpolation regime.

### 4.3.2 Inconsistency of the Standard CRF

In both interpolation regimes (mean and in probability), trees need to be very deep, with a growing number of empty cells as $n$ tends to infinity, eventually damaging the consistency of the overall CRF.

Proposition 4.3.5. Suppose that $\mathbb{E}\left[f^{\star}(X)^{2}\right]>0$ and set $\alpha>0$. Then the infinite Centered Random Forest $f_{\infty, n}^{\mathrm{CRF}}$ of depth $k_{n} \geqslant \log _{2} \alpha n$ is inconsistent.

Proposition 4.3.5 emphasizes the poor generalization capacities of the interpolating CRF (under any interpolating regime), which could be expected given its non-adaptive construction. Indeed, the non-consistency of the CRF stems from the fact that the probability for a random point $X$ to fall in an empty cell does not converge to zero, introducing an irreducible bias in the excess risk.

[^1]
### 4.3.3 Consistency of Void-Free CRF under the Mean Interpolation Regime

Since limiting the impact of empty cells seems crucial for consistency, we study a CRF that averages over non-empty cells only, which we call the Void-Free CRF. Note that predictions in empty leaves are arbitrary set to 0 . Denoting $\Lambda_{n}\left(x, \Theta_{M}\right)$ the number of non-empty leaves containing $x$ in the forest with trees $\Theta_{1}, \ldots, \Theta_{M}$, the void-free CRF is written as

$$
f_{M, n}^{\mathrm{VF}}\left(x, \boldsymbol{\Theta}_{M}\right)=\frac{1}{\Lambda_{n}\left(x, \boldsymbol{\Theta}_{M}\right)} \sum_{m=1}^{M} f_{n}\left(x, \Theta_{m}\right) \mathbb{1}_{N_{n}\left(x, \Theta_{m}\right)>0}
$$

The problematic terms that arise in the theoretical derivations of classical CRF vs. void-free CRF are of different natures: the probability $\mathbb{P}\left(N_{n}\left(X, \boldsymbol{\Theta}_{M}\right)=0\right)$ of falling into an empty leaf in a random tree of an (infinite) CRF compared to the probability $\mathbb{P}\left[\forall m \in\{1, \ldots, M\}, N_{n}\left(X, \Theta_{m}\right)=0\right]$ of falling into empty leaves in all trees in the (infinite) CRF. Lemma 4.3.6 below controls this last term.

Lemma 4.3.6. Consider a finite void-free $\operatorname{CRF} f_{M, n}^{\mathrm{VF}}\left(\cdot, \boldsymbol{\Theta}_{M}\right)$ of depth $k \in \mathbb{N}$. Let $x \in[0,1]^{d}$ and denote $\mathcal{E}_{M, n}(x)$ the event "for all $m \in\{1, \ldots, M\}, N_{n}\left(x, \Theta_{m}\right)=0$ ". Then,

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{M, n}(x)\right) \leqslant e^{-\frac{k n}{2^{k+1}}}+e^{-M d^{-k}} \tag{4.3}
\end{equation*}
$$

Consequently, if $k=\left\lfloor\log _{2}(n)\right\rfloor$ and $M_{n}=\omega\left(n^{\log _{2} d}\right)$, then $\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{E}_{M_{n}, n}(x)\right)=0$.
As previously, the infinite void-free CRF is defined as $f_{\infty, n}^{\mathrm{VF}}(x)=\mathbb{E}_{\Theta}\left[f_{n}(x, \Theta) \mid N_{n}(x, \Theta)>0\right]$.
Theorem 4.3.7. Assume that $f^{\star}$ has bounded partial derivatives. Then, the infinite void-free-CRF of depth $k=\left\lfloor\log _{2} n\right\rfloor$ is consistent in a noiseless setting $(\sigma=0)$, and, for all $n>1$,

$$
\mathcal{R}\left(f_{\infty, n}^{\mathrm{VF}}(X)\right) \leqslant
$$

$$
C_{d}\left(\frac{n}{\log _{2} n}\right)^{2 \log _{2}\left(1-\frac{1}{2 d}\right)}+\left(C_{d}+2\right) n^{-1 /(2 \ln 2)}
$$

where $C_{d}=4 d\left(\sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2}\right)$.
The overall rate is of order $O\left(n^{2 \log (1-1 / 2 d)}\right)$ which is a typical approximation rate for CRF, see Klusowski 2021a. As a matter of fact, Theorem 4.3.7 highlights that empty cells do not limit the performance of the void-free-CRF in the mean interpolation regime.

However, this construction introduces a conditioning over $N_{n}(x, \Theta)>0$ that prevents us from bounding the variance in the case of noisy samples. Therefore, in the next section, we analyze Centered Kernel RF (KeRF) with a different aggregation rule (empty cells still being neglected).

### 4.4 Centered Kernel RF

As formalized in Geurts et al. 2006 and developed in Arlot et al. 2014, slightly modifying the aggregation rule of tree estimates provides a kernel-type estimator. Instead of averaging the predictions of all centered trees, the construction of a Kernel RF (KeRF) is performed by growing all centered trees and then averaging along all points contained in the leaves in which $x$ falls, i.e.

$$
f_{M, n}^{\mathrm{KeRF}}\left(x, \boldsymbol{\Theta}_{M}\right):=\frac{\sum_{i=1}^{n} Y_{i} \sum_{m=1}^{M} \mathbb{1}_{X_{i} \in A_{n}\left(x, \Theta_{m}\right)}}{\sum_{i=1}^{n} \sum_{m=1}^{M} \mathbb{1}_{X_{i} \in A_{n}\left(x, \Theta_{m}\right)}} .
$$

One of the benefits of this construction is to limit the influence of empty cells, which can be harmful both for consistency and interpolation (see Section 4.3). As earlier, the infinite KeRF is defined as,

$$
f_{\infty, n}^{\mathrm{KeRF}}(x)=\frac{\sum_{i=1}^{n} Y_{i} K_{n}\left(x, X_{i}\right)}{\sum_{i=1}^{n} K_{n}\left(x, X_{i}\right)}
$$

where $K_{n}(x, z)=\mathbb{P}_{\Theta}\left[z \in A_{n}(x, \Theta)\right]$ is the probability that $x$ and $z$ are in the same cell w.r.t. a tree built according to $\Theta$ (see Scornet 2016b for details).

Interpolation conditions Since KeRF aggregates centered trees as CRF (but in a different way), the results of Section 4.3 can be extended to KeRF: $(i)$ the mean interpolation regime is met for centered trees (hence for KeRF) when $k_{n} \geqslant \log _{2} n$; (ii) a necessary condition to attain the KeRF interpolation in probability is $k_{n}>2 \log _{2}(n)$. One can note that the depths required for both interpolation regimes are still large, leading to as many empty cells for KeRF as for classical CRF but the aggregation rule is such that they are not taken into account in KeRF predictions, which gives hope that consistency could be preserved.

Consistency We study the convergence of the centered KeRF under the mean interpolation regime. To this end, we consider extra hypotheses on the noise and on the regularity of $f^{\star}$.

Theorem 4.4.1. Assume that $f^{\star}$ is Lipschitz continuous and that the additive noise $\varepsilon$ is a centered Gaussian variable independent from $X$ with finite variance $\sigma^{2}$. Then, the risk of the infinite centered KeRF of depth $k_{n}=\left\lfloor\log _{2}(n)\right\rfloor$ verifies, for all $d>5$, for all $n$ large enough,

$$
\mathcal{R}\left(f_{\infty, n}^{\mathrm{KeRF}}\right) \leqslant 8 L^{2} d^{2} n^{2 \log _{2}\left(1-\frac{1}{d}\right)}+C_{d}\left(\log _{2} n\right)^{-\frac{d-5}{6}}\left(\log _{2}\left(\log _{2} n\right)\right)^{d / 3},
$$

where $C_{d}>0$ is a constant dependent on $\sigma^{2}$ and made explicit in the proof.
Theorem 4.4.1 states that the infinite centered KeRF estimator is consistent as soon as $d>5$, with a slow convergence rate of $\log (n)^{-(d-5) / 6}$. The proof is based on the general paradigm of bias-variance trade-off and is adapted from Scornet 2016b. At first sight, one might think that the rate becomes better as the dimension $d$ increases. However, the constant term highly depends on the dimension, so that the established bound should be regarded for a fixed $d$.

Choosing $k_{n}=\left\lfloor\log _{2}(n)\right\rfloor$ in Theorem 4.4.1 allows us to have a mean interpolation regime concomitant with consistency for KeRF, therefore highlighting that consistency and mean interpolation are compatible. This is not the case for CRF for which the mean interpolation regime forbids convergence (Proposition 4.3.5). If a "mean" overfitting regime is benign for the consistency of KeRF, it seems to be nonetheless malignant for the convergence rate. Indeed, Lin et al. 2006 provides a lower bound on the convergence rate of a deep non-adaptive RF (such as the CRF), scaling in $(\log n)^{-(d-1)}$. This leads us to believe that the convergence rate we obtain in Theorem 4.4.1 is marginally improvable.

Interpolation of kernel estimators has been recently studied with singular kernel by Belkin et al. 2019b. Since KeRF are kernel estimators, one can wonder how sharp is our bound (Theorem 4.4.1) compared to that of Belkin et al. 2019b, which is minimax. Due to the spikiness of the singular kernel studied in Belkin et al. 2019b, interpolation arises for any kernel bandwidth. The latter can be then tuned to reach minimax rates of consistency. The story is totally different for KeRF since interpolation occurs only for specific tree depths $k_{n} \geqslant \log (n)$ (where the depth parameter is closely related to the bandwidth of classical kernel estimates). Less latitude for choosing the depth then leads to sub-optimal rates of consistency (see Theorem 4.4.1). Of course, a better rate
of consistency in $O\left(n^{1 /(3+d \log 2)}\right)$ could be obtained as in Scornet 2016b when optimizing this depth parameter, but leaving the interpolation world.

We numerically assess the performance of KeRF in the mean interpolation regime (see Appendix S3).

### 4.5 Semi-Adaptive RF: Median RF

So far, consistency has been analyzed in the mean interpolation regime. What about consistency with exact RF interpolation? To analyze this phenomenon, we thus introduce semi-adaptive RF, Median RF, whose constructions depend on the training inputs $X_{i}$ 's (and not on the outputs $Y_{i}{ }^{\prime}$ s) .

The Median RF, studied e.g. in Duroux et al. 2018; Klusowski 2021a, is composed of median trees that first randomly choose the direction to cut over and then cut at the median of the data points contained in the current cells. In our analysis, for any cell containing $n_{c}$ observations, the median is set as the middle of the segment of two consecutive order statistics: $X_{\left(n_{c} / 2\right)}$ and $X_{\left(n_{c} / 2+1\right)}$ for an even number of observations, $X_{\left(\frac{n_{c}-1}{2}\right)}$ and $X_{\left(\frac{n_{c}+1}{2}\right)}$ otherwise.

### 4.5.1 Consistency

In order to obtain consistency for an adaptive RF, one needs to control two terms: the bias and the variance terms. On the one hand, the bias is roughly controlled by the diameter of the leaf times the supremum of the derivatives of $f^{\star}$ in the leaf. In the interpolating regime, the depth is maximum so the diameter of the leaf is minimum and therefore the bias is smoothly upper bounded.

On the other hand, a "low" depth regime is usually required to control the variance term, so that each leaf of each tree contains an infinite number of points when $n$ tends to $+\infty$. This directly "averages the noise out" and decreases the variance towards 0 within each tree. However, in the interpolating case, each leaf contains only one point and we can only rely on the averaging effect of the RF, induced by the random splitting mechanism, to upper bound the variance. Studying the effect of the random splitting mechanism in full generality remains challenging. However, as increasing the dimension also increases the diversity of the trees within the RF, it should naturally be easier to control the variance of an interpolating Median RF in an asymptotic high-dimensional setting, as we prove and discuss in Appendix S2.5.

The following theorem establishes the consistency of the interpolating Median RF in the general setting of noisy data and fixed input dimension.

Theorem 4.5.1. Suppose that $f^{\star}$ has bounded partial derivatives and that $n$ is a power of two. Then, the infinite interpolating Median RF $f_{\infty, n}^{\mathrm{MedRF}}$ is consistent and verifies:

$$
\mathcal{R}\left(f_{\infty, n}^{\mathrm{MedRF}}\right) \leqslant C_{1} d\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right)\left(1-\frac{3}{4 d}\right)^{\log _{2} n}+\sigma^{2} C_{2, d}\left(\log _{2} n\right)^{-(d-1) / 2}
$$

where $C_{1}$ and $C_{2, d}$ are explicit constants, the former being independent of the dimension $d$ (see the proof for the exact computations).

The control of the bias term follows the general approach used in Duroux et al. 2018 with substantial technical refinements. On the other hand, we propose a more general approach for the control of the variance inspired by Biau 2012b; Klusowski 2021a, where we derive explicit bounds specifically designed for Median RF. Note that the consistency achieved by Median RF
cannot be obtained for CRF under the interpolation regime due to the non-negligible probability of falling into empty cells (see Proposition 4.3.2).

Theorem 4.5.1 is the first result ensuring consistency of RF despite exact interpolation. It is even more impressive considering that bootstrap is off so that the averaging process in the RF is only due to feature subsampling. More specifically, when dealing with interpolating trees, the variance reduction does not come from averaging many points in the leaf of a given tree anymore (since the tree depth is no longer limited), but results from averaging single points from the leaves of different trees.

If interpolation remains compatible with consistency in the case of Median RF, it nevertheless damages the convergence rate. Indeed, it has been proved that, for all $\alpha$ small enough, the convergence rate of Median RF with trees of depth $k=(1-\alpha) \log _{2}(n)$ is $n^{-\alpha}$ (see Theorem 3 in Klusowski 2021a). In the case of interpolating Median RF, Theorem 4.5.1 highlights a phase transition when $k=\log _{2}(n)$, as the convergence rate is driven by the variance term, which is of order $\left(\log _{2} n\right)^{-(d-1) / 2}$. While being very slow, this rate is close to the lower bound $\left(\log _{2} n\right)^{-(d-1)}$ established for non-adaptive interpolating RF (Lin et al. 2006). Actually, by assuming $\log _{2}(n) \geqslant d$, our proof can be directly modified so that our upper bound matches the lower bound of Lin et al. 2006 (using the second statement of Lemma S. 1 in (Klusowski 2021a) instead of the first one).

Note that Theorem 4.5.1 does not contradict Proposition 1 in Tang et al. 2018, as the condition therein is not proved to be satisfied for interpolating median RF (nor for interpolating CRF).

We also provide numerical experiments (resp. Section 4.5.2 and S3.1) that illustrate the consistency of the interpolating Median RF.

### 4.5.2 Volume of the Interpolation Area

In this section, we aim at quantifying the volume of the interpolation area of a Median RF, which is a prerequisite for the RF consistency. To pursue our analysis, we first give a rigorous definition of the interpolation area.
Definition 4.5.2. The interpolation area is the subspace of $[0,1]^{d}$ where the forest prediction depends only on one training point. For a given forest $f_{M, n}\left(., \boldsymbol{\Theta}_{M}\right)$, the interpolation area is denoted by ${ }^{2}$

$$
\mathcal{A}\left(f_{M, n}\left(., \boldsymbol{\Theta}_{M}\right)\right)=\left\{x \in[0,1]^{d}, \exists!X_{i} \in \mathcal{D}_{n}, X_{i} \in \bigcap_{m=1}^{M} A_{n}\left(x, \Theta_{m}\right)\right\}
$$

The interpolation zone is highly dependent on both the geometry of the training points $X_{i}$ 's and the construction of the trees. Analyzing the interpolation area for a finite Median RF turns out to be quite a challenging task. Therefore, we focus our study on the core interpolation area $\mathcal{A}_{\text {min }}$ written as

$$
\mathcal{A}_{\min }=\bigcap_{M \in \mathbb{N}, \boldsymbol{\Theta}_{M}} \mathcal{A}\left(f_{M, n}\left(., \boldsymbol{\Theta}_{M}\right)\right)
$$

The area $\mathcal{A}_{\text {min }}$ is the intersection of the interpolation zones of all possible forests, or equivalently of a forest containing all possible trees (and therefore all possible cuts). As an example note that in the case of median trees, every cut may occur with a positive probability. Therefore, $\mathcal{A}_{\text {min }}$ matches the volume of the interpolation area of an infinite Median RF. In the following proposition, we control the Lebesgue measure (denoted by $\mu$ ) of the core interpolation area $\mathcal{A}_{\text {min }}^{\mathrm{MedRF}}$ of an infinite Median RF.

[^2]Proposition 4.5.3. For all $n \geqslant 2$, for all $d \geqslant 2$, consider an infinite Median RF. Then,

$$
\mathbb{E}_{\mathcal{D}_{n}}\left[\mu\left(\mathcal{A}_{\min }^{\mathrm{MedRF}}\right)\right] \leqslant 2\left(\frac{2}{n}\right)^{d-1}
$$

The volume of the core interpolation area of an infinite Median RF tends to 0 polynomially in $n$ and exponentially in $d$.

Remark 4.5.4. Apart from a very restricted zone, the prediction of an infinite Median RF mostly relies on more than one training point. More specifically, this is a necessary condition for consistency: the volume of the area where the prediction involves only a finite number of points (a fortiori the interpolation zone) should tend to 0 . Indeed, by decomposing the risk as $R\left(f_{n}(X) \mathbb{1}_{X \in \mathcal{A}_{m i n}^{\mathrm{MedFF}}}\right)+R\left(f_{n}(X) \mathbb{1}_{X \notin \mathcal{A}_{\text {min }}^{\mathrm{MedrF}}}\right)$, the first term is at least of the order $\sigma^{2} \mu\left(\mathcal{A}_{\text {min }}^{\mathrm{MedRF}}\right)$. Therefore, it is not possible to cancel out the noise of the training dataset when only a finite number of points is used for the prediction. The noise in such an area remains of order $\sigma^{2}$. Proposition 4.5.3 portends the predominant self-averaging property of adaptive RF, and hence underpins the idea of good capabilities of Median RF in interpolation regimes.

### 4.6 Breiman RF

The widely-used Breiman RF is composed of several CART (Breiman et al. 1984), each one trained on a bootstrap sample, and for which the successive splitting directions and thresholds are chosen at each step (among a random subset of directions) in order to minimize the CART criterion. Breiman RF exhibit excellent predictive performance even if their adaptivity to the data remains a real hurdle to their theoretical analysis.

From the interpolation perspective, each CART being trained on a bootstrap sample, the RF interpolation is not ensured when considering fully-grown trees. Indeed, a tree cannot interpolate a point that is not chosen in the bootstrap step. For this reason, we focus our study on the volume of interpolation areas for Breiman RF without bootstrap and then analyze their empirical behavior in interpolating regimes through a battery of numerical experiments.

Interpolation As a Breiman RF is built using both the $X_{i}{ }^{\prime}$ s and the $Y_{i}{ }^{\prime} \mathrm{s}$, it is difficult to determine the depth necessary to reach the interpolation state. Depending on the data, the latter can be of the order $k \approx \log _{2}(n)$ in the best case, if each cut creates approximately two groups of the same size), or $k \approx n$ in the worst case, if only one point is separated from the others at each step (low signal-to-noise ratios situations, see e.g., Ishwaran 2015). Note that by omitting the bootstrap in the RF construction, the interpolation of Breiman RF directly results from aggregating fully-grown trees.

Volume of the interpolation zone As shown in the next proposition, the volume of the core interpolation area of Breiman RF tends to 0 as $n$ tends to infinity.

Proposition 4.6.1. Consider an infinite Breiman forest constructed without bootstrap with each tree fully developed. Suppose that for a given configuration of the training data, all cuts have a probability strictly greater than 0 to appear. Then, the volume of the minimal interpolation zone verifies

$$
\mathbb{E}\left[\mu\left(\mathcal{A}_{\min }\right)\right] \leqslant \frac{1}{n^{d-1}}\left(1-2^{-n}\right)^{d}
$$

Similarly to the Median RF, the bound on the interpolation volume for a Breiman forest enjoys the same order of decay, improved by a constant exponential in the dimension. Since predictions
cannot be accurate in the interpolation area in a noisy setting, it is necessary that the volume of this area decreases to zero in order to ensure the RF consistency (see Remark 4.5.4). Proposition 4.6.1 therefore suggests the good generalization properties of Breiman RF in interpolation regimes, as several training points are mostly used for prediction.

Setting the number of eligible features for splitting to 1 is sufficient to ensure the hypothesis on cuts in Proposition 4.6.1: one can obtain a tree in which all splits are performed along a single direction. Note that this result could be extended to any RF composed of DT where each cut has a non-zero probability to appear.

In Appendix S3, we numerically evaluate the volume of the interpolation zone and compare it to the theoretical bounds in Proposition 4.6.1.

Empirical study of consistency We now present an empirical study of Breiman RF consistency in interpolation regimes. In the theoretical analysis, we have focused on a specific type of Breiman RF (without bootstrap and a max-features parameter equal to 1). We now examine the characteristics of Breiman forests with their default parameters and study the regularization processes that limit the noise sensitivity in the interpolation regime. In order to reach a better estimation of the regression function, Breiman RF average several CARTs while introducing randomness in the construction of each tree to diversify them. The first randomization comes from the bootstrap: each tree is trained on a bootstrap sample (selecting $n$ observations out of the $n$ original ones, with replacement). The other randomization results from a random selection of splitting directions: at each node, a subset of $\{1, \ldots, d\}$ of size max-features is randomly selected and the CART criterion is optimized along these directions only (setting max-features to 1 provides the maximum diversity whereas setting it to $d$ results in the construction of a unique tree).

The benefit of these two aspects in the construction of the Breiman RF is numerically analyzed when using interpolating Breiman trees. In Figure 4.2, we measure the excess risk of two RFs with 2000 trees and max-depth = None, where for the first one, bootstrap is used and the max-features parameter is set to 1 , whereas the second one excludes bootstrap and sets the max-features parameter to $\lceil d / 3\rceil$ (default value in randomForest in R ).


Figure 4.2: Consistency of two Breiman RF: excess risk w.r.t. sample size $n$. Mean over 10 tries (bold lines) and mean $\pm$ std (filled zone), when using 2000 trees per forest, and max-depth=None. See Appendix S3 for the model definitions.

In Figure 4.2, we observe that the excess risk decreases to 0 for all models and for both
forests. Indeed, each randomizing process alone induces enough diversity across trees for the self-averaging property to be efficient, resulting in the consistency of the overall forests (see also Scornet 2016a; Mentch et al. 2019; Mourtada et al. 2020 for insights about tree diversity in random forests).

However, when using bootstrap, consistency comes at the cost of leaving the interpolation regime, as only $2 / 3$ of the data are used in average to build each tree (see Figures S18, S19 in Section S3.2 for more details about the forest non-interpolation). In regards of this internal sampling selection, the aggregation of interpolating bagged trees results in smoothing the decision process of the entire forest, providing thereby a consistent but not interpolating estimate.

In turn, Breiman RF built with max-features $=\lceil d / 3\rceil$ seems consistent while preserving its interpolating behavior. Within this configuration, the final RF still interpolates the data but the volume of the interpolation zone is very small as shown in Figure S16. This is in line with the vision of a locally spiky estimator developed in Wyner et al. 2017 and Bartlett et al. 2021. Indeed, the influence of the averaging effect is locally null near the data training points, but increases with the distance from these points. Note that bootstrap and feature subsampling act differently. Bootstrap smoothens predictions by averaging different observations, even at points of the training set, which leads to an empty interpolation area. On the other hand, feature subsampling increases tree partition diversity, which reduces but does not annihilate the interpolation area of the overall forest.

Remark 4.6.2. One of the advantage of using deep (interpolating) trees, compared to shallow ones, is that it allows the RF to build more diversified trees. Indeed, the number of possible trees roughly grows exponentially with regard to the depth (also depending on $n, d$ and the max-features parameter). Especially when max-features is low, this should improve the averaging effect of the RF which is of particular interest when dealing with noisy data.

In this regard, Breiman RF with max-features $=\lceil d / 3\rceil$ are similar to interpolating spiky nonsingular kernel methods, as studied in Belkin et al. 2019b, except for the leeway allowed for the hyperparameters tuning. Indeed, as underlined for non-adaptive centered forests, the depth $k_{n}$ (i.e. the tuned parameter) is constrained to a strict range to ensure both consistency and interpolation. This is not the case for singular kernel methods, as they interpolate regardless of the window parameter value.

### 4.7 Conclusion

In this paper, we study both empirically and theoretically the tradeoff between interpolation and consistency of different types of random forests: when dealing with non-adaptive RF (CRF), empty cells prevent consistency; so that aggregating only non-empty leaves (void-free CRF) leads to convergence rates, only in a noiseless scenario. In a noisy setting, the kernel RF aggregates leaves differently (also avoiding empty ones). For kernel RF, we establish a (slow) consistency rate in the mean interpolation regime. We then study semi-adaptive RF that are closer to those used in practice and that present the advantage of being able to exactly interpolate the training data. The convergence of the median RF in the exact interpolation regime is established, showing the power of such architecture (even when used without bootstrap). Our study also shows that a prerequisite for consistency is that the minimal interpolation zone tends to zero as $n$ tends to infinity. We theoretically analyze this quantity for median and Breiman forests, emphasizing that interpolation might occur in conjunction with consistency if the volume of such areas vanishes fast enough. An experimental study supports the concomitance of consistency and interpolation in Breiman RF, when no bootstrap step is involved.

Contrary to Nadaraya-Watson methods involving singular kernels that interpolate regardless of the bandwidth parameter, RF interpolate only for a specific choice of the depth, thus restricting the regime in which interpolation and consistency occur in concordance. Overall, most simple RF versions were relevant to study RF consistency when the tree depth was limited but are not actually sufficient to handle deeper trees corresponding to interpolation regimes. For adaptive forests, increasing the tree depth towards the interpolation regime results in a reduced bias, and the variance reduction phenomenon only results from the split randomization effect. The higher the dimension, the more diversified the trees, the stronger the averaging effect and the variance reduction. Analyzing the strength of this phenomenon, which highly depends on the very shape of tree partitions, is the cornerstone to prove the consistency of adaptive RF in a general regression setting. We believe that interpolation remains benign for the consistency of adaptive RF, but can damage their convergence rate (this was the case for KeRF in the mean interpolation regime and for Median RF in the exact interpolation regime), at least when bootstrap is not used.

The analysis of the interpolation zone of RF introduced in this article is an important tool for the understanding of RF prediction in interpolation regimes. Indeed the volume of the interpolation area is actually a roundabout way to measure the diversity in the constructed trees: if this volume is high, all trees end up building similar partitions. This diversity measure could also be used as a regularization tool to reduce the RF complexity by keeping only the most uncorrelated trees (in terms of partition) in a PCA fashion.

## S1 Summary of Contributions

|  |  | Conditions for consistency |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Regardless of the noise scenario |  | In a noisy scenario |  |
|  |  | Managing the empty cells issue | Controlling the bias | Controlling the variance | Decreasing volume of the interpolation zone |
| Mean | Centered RF | $\times$ | $\checkmark$ | $\checkmark$ |  |
| regime | Void-free CRF | $\checkmark$ | $\checkmark$ | ? |  |
| RF) | Centered KeRF | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Exact | Median RF | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| (semi-adaptive and adaptive RF) | Breiman RF | $\checkmark$ | ? | ? | $\checkmark$ |

Figure S3: Summary of theoretical contributions

## S2 Proofs

## S2.1 Reminders and Notations

Tree and RF estimator: We recall the prediction of the given by the $j$-th tree of the RF at point $x$ :

$$
f_{n}\left(x, \Theta_{j}\right)=\sum_{i=1}^{n} \frac{\mathbb{1}_{X_{i} \in A_{n}\left(x, \Theta_{j}\right)} Y_{i}}{N_{n}\left(x, \Theta_{j}\right)} \mathbb{1}_{N_{n}\left(x, \Theta_{j}\right)>0},
$$

where $A_{n}\left(x, \Theta_{j}\right)$ is the cell containing $x$ and $N_{n}\left(x, \Theta_{j}\right)$ is the number of points falling into $A_{n}\left(x, \Theta_{j}\right)$. It is also written as follows:

$$
f_{n}\left(x, \Theta_{j}\right)=\sum_{i=1}^{n} W_{n i}\left(x, \Theta_{j}\right) Y_{i},
$$

where $W_{n i}\left(x, \Theta_{j}\right)=\frac{\mathbb{1}_{X_{i} \in A_{n}\left(x, \Theta_{j}\right)}}{N_{n}\left(x, \Theta_{j}\right)} \mathbb{1}_{N_{n}\left(x, \Theta_{j}\right)>0}$. The (finite) forest estimate then results from the aggregation of $M$ trees:

$$
f_{M, n}\left(x, \boldsymbol{\Theta}_{M}\right)=\frac{1}{M} \sum_{m=1}^{M} f_{n}\left(x, \Theta_{m}\right)
$$

where $\Theta_{M}:=\left(\Theta_{1}, \ldots, \Theta_{M}\right)$.

## S2.2 Proofs of Section 4.3 (Centered RF)

## Proof of Lemma 4.3.1 (Link between tree and forest interpolation)

First, it is clear that if all trees of a forest interpolate, the forest interpolates. Now, suppose that the forest $f_{M, n}^{\mathrm{CRF}}$ interpolates a training point $X_{s}, s \in\{1, \ldots, n\}$. Then, by definition of $f_{M, n}^{\mathrm{CRF}}$,

$$
\begin{aligned}
f_{M, n}^{\mathrm{CRF}}\left(X_{s}, \boldsymbol{\Theta}_{M}\right) & =\frac{1}{M} \sum_{j=1}^{M} \sum_{i=1}^{n} Y_{i} W_{n i}\left(X_{s}, \Theta_{j}\right) \\
& =\sum_{i=1}^{n} Y_{i}\left(\frac{1}{M} \sum_{j=1}^{M} W_{n i}\left(X_{s}, \Theta_{j}\right)\right) \\
& =Y_{s}
\end{aligned}
$$

where $W_{n i}\left(X_{s}, \Theta_{j}\right):=\frac{\mathbb{1}_{X_{i} \in A_{n}\left(X_{s}, \Theta_{j}\right)}}{N_{n}\left(X_{s}, \Theta_{j}\right)} \mathbb{1}_{N_{n}\left(X_{s}, \Theta_{j}\right)>0}$. Consequently,

$$
\begin{align*}
& f_{M, n}^{\mathrm{CRF}}\left(X_{s}, \Theta_{M}\right)=Y_{s}  \tag{4.4}\\
& \Longleftrightarrow \quad Y_{s}\left(\frac{1}{M} \sum_{j=1}^{M} W_{n s}\left(X_{s}, \Theta_{j}\right)-1\right)+\sum_{i \neq s} Y_{i}\left(\frac{1}{M} \sum_{j=1}^{M} W_{n i}\left(X_{s}, \Theta_{j}\right)\right)=0 . \tag{4.5}
\end{align*}
$$

For (4.5) to hold almost surely, it is necessary that it holds conditional on $X_{1}, \ldots, X_{n}, \Theta_{1}, \ldots, \Theta_{M}$. Since, for all $j \in\{1, \ldots, M\}$, the terms $W_{n i}\left(X_{s}, \Theta_{j}\right)$ are measurable with respect to $X_{1}, \ldots, X_{n}, \Theta_{1}, \ldots, \Theta_{M}$ and $Y_{s}$ is independent of ( $Y_{i}, i \neq s$ ) given $X_{1}, \ldots, X_{n}, \Theta_{1}, \ldots, \Theta_{M}$, equality (4.5) leads to, for all $i \neq s$,

$$
\begin{equation*}
\frac{1}{M} \sum_{j=1}^{M} W_{n s}\left(X_{s}, \Theta_{j}\right)=1, \quad \text { and } \quad \frac{1}{M} \sum_{j=1}^{M} W_{n i}\left(X_{s}, \Theta_{j}\right)=0 \tag{4.6}
\end{equation*}
$$

Since all weights $W_{n i}(X, \Theta)$ take values in $[0,1]$, we have, for all $j \in\{1, \ldots, M\}$ and for all $i \neq s$

$$
\begin{equation*}
W_{n s}\left(X_{s}, \Theta_{j}\right)=1 \quad \text { and } \quad W_{n i}\left(X_{s}, \Theta_{j}\right)=0 \tag{4.7}
\end{equation*}
$$

Finally, for all $j \in\{1, \ldots, M\}$, the prediction of the $j$ th tree at $X_{s}$ is given by

$$
\begin{align*}
f_{n}^{\mathrm{CRF}}\left(X_{s}, \Theta_{j}\right) & =\sum_{i=1}^{n} W_{n i}\left(X_{s}, \Theta_{j}\right) Y_{i}  \tag{4.8}\\
& =Y_{s} \tag{4.9}
\end{align*}
$$

and therefore all trees of the forest interpolate the point $X_{s}$.

## Proof of Proposition 4.3.2 (Probability of interpolation for a centered tree)

As all the leaves have the same volume and the data points are independent and uniformly distributed, having at most one point per leaf is equivalent to distribute $n$ balls into $2^{k}$ boxes containing at most one point with $2^{k} \geqslant n$ as can be seen on Figure S4. Recalling that $\mathcal{I}_{T}$ is the


Figure S4: Computing the interpolation probability (depth $k=3, n=6$ )
event "a centered tree of depth $k_{n}$ interpolates the training data", we have

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{I}_{T}\right) & =\frac{\binom{2^{k}}{n}}{\binom{n+2^{k}-1}{n}} \\
& =\frac{2^{k}!}{\left(2^{k}-n\right)!n!} \frac{n!\left(2^{k}-1\right)!}{\left(n+2^{k}-1\right)!} \\
& =\frac{2^{k} \times\left(2^{k}-1\right) \times \ldots \times\left(2^{k}-n+1\right)}{\left(2^{k}+n-1\right) \times\left(2^{k}+n-2\right) \times \ldots 2^{k}} .
\end{aligned}
$$

If we have $k=\log _{2}\left(\alpha_{n} n\right) \in \mathbb{N}$, we have

$$
\mathbb{P}\left(\mathcal{I}_{T}\right)=\frac{\alpha_{n} n}{\left(\alpha_{n}+1\right) n-1} \cdot \frac{\alpha_{n} n-1}{\left(\alpha_{n}+1\right) n-2} \ldots \frac{\left(\alpha_{n}-1\right) n+1}{\alpha_{n} n}
$$

In the general case where $k=\left\lfloor\log _{2}\left(\alpha_{n} n\right)\right\rfloor$, that is $\alpha_{n} n / 2 \leqslant 2^{k} \leqslant \alpha_{n} n$, we can lower bound the probability of the event $\mathcal{I}_{T}$ as

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{I}_{T}\right) & =\frac{2^{k} \times\left(2^{k}-1\right) \times \ldots \times\left(2^{k}-n+1\right)}{\left(2^{k}+n-1\right) \times\left(2^{k}+n-2\right) \times \ldots 2^{k}} \geqslant\left(\frac{2^{k}-n+1}{2^{k}+n-1}\right)^{n} \geqslant\left(\frac{2^{k}-n}{2^{k}+n}\right)^{n} \\
& \geqslant \exp \left(n \log \left(\frac{2^{k}-n}{2^{k}+n}\right)\right) \geqslant \exp \left(n \log \left(1-\frac{2 n}{2^{k}+n}\right)\right) \geqslant \exp \left(-n\left(\frac{2}{\frac{2^{k}}{n}-1}\right)\right) \\
& \geqslant \exp \left(-\left(\frac{4 n}{\alpha_{n}-2}\right)\right)
\end{aligned}
$$

since $\log (1-x) \geqslant-x /(1-x)$ and provided that $\alpha_{n}>2$ for the last inequality. To upper bound the probability, note that, for all $r \in\{1, \ldots,\lfloor n / 2\rfloor\}$

$$
\frac{2^{k}-n+r}{2^{k}+n-r} \leqslant \frac{2^{k}-n+\frac{n}{2}}{2^{k}+n-\frac{n}{2}-1} \leqslant \frac{2^{k}-\frac{n}{2}}{2^{k}+\frac{n}{2}-1}
$$

and, for all $r \in\{1, \ldots, n\}$,

$$
\frac{2^{k}-n+r}{2^{k}+n-r} \leqslant 1
$$

Therefore, one can also upper bound the probability as

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{I}_{T}\right) & =\frac{2^{k} \times\left(2^{k}-1\right) \times \ldots \times\left(2^{k}-n+1\right)}{\left(2^{k}+n-1\right) \times\left(2^{k}+n-2\right) \times \ldots 2^{k}} \\
& \leqslant\left(\frac{2^{k}-\frac{n}{2}}{2^{k}+\frac{n}{2}-1}\right)^{\lfloor n / 2\rfloor} \\
& \leqslant \exp \left(\left\lfloor\frac{n}{2}\right\rfloor \log \left(1-\frac{n-1}{2^{k}+\frac{n}{2}-1}\right)\right) \\
& \leqslant \exp \left(-\left\lfloor\frac{n}{2}\right\rfloor\left(\frac{\frac{n}{2}}{2^{k}+\frac{n}{2}-1}\right)\right) \\
& \leqslant \exp \left(-\left\lfloor\frac{n}{2}\right\rfloor\left(\frac{\frac{1}{2}}{\frac{2^{k}}{n}+\frac{1}{2}}\right)\right) \\
& \leqslant \exp \left(-\left\lfloor\frac{n}{2}\right\rfloor\left(\frac{1}{2 \alpha_{n}+1}\right)\right)
\end{aligned}
$$

for all $n \geqslant 2$. Finally, for all $n \geqslant 2$, and for all $\alpha_{n}>2$,

$$
\exp \left(-\frac{4 n}{\alpha_{n}-2}\right) \leqslant \mathbb{P}\left(\mathcal{I}_{T}\right) \leqslant \exp \left(-\left\lfloor\frac{n}{2}\right\rfloor\left(\frac{1}{2 \alpha_{n}+1}\right)\right)
$$

## Proof of Corollary 4.3.3 (Probability of interpolation for a CRF)

As it is necessary for all trees to interpolation for the forest to interpolate, the probability that the forest interpolates is smaller than the probability that a single tree interpolates.

## Proof of Proposition 4.3.5 (CRF inconsistency)

Let $f_{\infty, n}^{\text {CRF }}$ be an infinite CRF with each tree of depth $k_{n} \geqslant \log _{2}\left(\alpha_{n} n\right)$, that is each tree has at least $\alpha_{n} n$ leaves, with $\alpha_{n} n>1$. Let $X$ be uniformly distributed on $[0,1]^{d}$. We write $\bar{f}_{n, \infty}^{C R F}(X)=$ $\mathbb{E}\left[f_{\infty, n}^{\mathrm{CRF}}(X) \mid X, X_{1}, \ldots, X_{n}\right]$. Then, denoting $\mathcal{E}$ the event " $N_{n, \infty}(X)=0$ " (or equivalently, " $X$ falls
into a non-empty leaf"),

$$
\begin{align*}
\mathcal{R}\left(f_{\infty, n}^{\mathrm{CRF}}(X)\right) & =\mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{CRF}}(X)-f^{\star}(X)\right)^{2}\right]  \tag{4.10}\\
& \geqslant \mathbb{E}\left[\left(\bar{f}_{n, \infty}^{\mathrm{CRF}}(X)-f^{\star}(X)\right)^{2}\right]  \tag{4.11}\\
& =\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta) f^{\star}\left(X_{i}\right)\right]-\left(\mathbb{1}_{\mathcal{E}}+\mathbb{1}_{\mathcal{E}^{c}}\right) f^{\star}(X)\right)^{2}\right]  \tag{4.12}\\
& =\mathbb{E}\left[\left(\mathbb{1}_{\mathcal{E}^{c}} \sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right]-\mathbb{1}_{\mathcal{E}} f^{\star}(X)\right)^{2}\right]  \tag{4.13}\\
& \geqslant \mathbb{E}\left[f^{\star}(X)^{2} \mathbb{1}_{\mathcal{E}}\right]  \tag{4.14}\\
& \geqslant \mathbb{E}\left[f^{\star}(X)^{2} \mathbb{P}(\mathcal{E} \mid X)\right] . \tag{4.15}
\end{align*}
$$

Besides,

$$
\begin{align*}
\mathbb{P}(\mathcal{E} \mid X) & =\mathbb{P}\left(N_{n, \infty}(X)=0 \mid X\right)  \tag{4.16}\\
& \geqslant\left(1-\frac{1}{\alpha_{n} n}\right)^{n} \tag{4.17}
\end{align*}
$$

and as $\log (1-1 / x) \geqslant-\frac{1}{x-1}$ for $x>1$,

$$
\begin{align*}
\left(1-\frac{1}{\alpha_{n} n}\right)^{n} & =e^{n \log \left(1-\frac{1}{\alpha_{n} n}\right)}  \tag{4.18}\\
& \geqslant e^{-\frac{n}{\alpha_{n} n-1}} \tag{4.19}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\mathcal{R}\left(f_{\infty, n}^{\mathrm{CRF}}(X)\right) \geqslant e^{-\frac{n}{\alpha_{n} n-1}} \mathbb{E}\left[f^{\star}(X)^{2}\right] \tag{4.20}
\end{equation*}
$$

which tends to 0 if and only if $\alpha_{n}$ tends to zero as $n$ tends to infinity. Since, by assumptions, $\alpha_{n}$ does not tend to zero and $\mathbb{E}\left[f^{\star}(X)^{2}\right]>0$, the infinite CRF is inconsistent.

Proof of Lemma 4.3.6 (Probability of falling into an empty cell of the void-free CRF)
Recall that $\mathcal{E}_{M, n}(x)$ is the event "for all $m \in\{1, \ldots, M\}, N_{n}\left(x, \Theta_{m}\right)=0$ ". We have

$$
\begin{equation*}
\mathcal{E}_{M, n}(x)=\bigcap_{j=1}^{M}\left\{N_{n}\left(x, \Theta_{j}\right)=0\right\} . \tag{4.21}
\end{equation*}
$$

Given a dataset, we distinguish two situations: either $x$ falls into an area where it cannot be connected to a point $X_{i}$ for any tree, or the dataset is such that $x$ could be connected to a point $X_{i}$ for a certain configuration of cuts within a tree. We write $\mathcal{E}_{1, n}(x)$ the ( $\mathcal{D}_{n}$-measurable) event $\left\{\forall \theta, N_{n}(x, \theta)=0\right\}$. Consequently, we have $\mathcal{E}_{1, n}(x)^{c}=\left\{\exists \theta, N_{n}(x, \theta) \neq 0\right\}$. Using these notations,
we obtain

$$
\begin{align*}
\mathbb{P}\left(\mathcal{E}_{M, n}(x)\right) & =\mathbb{P}\left(\mathcal{E}_{M, n}(x) \cap \mathcal{E}_{1, n}(x)\right)+\mathbb{P}\left(\mathcal{E}_{M, n}(X) \cap \mathcal{E}_{1, n}(x)^{c}\right)  \tag{4.22}\\
& =\mathbb{P}\left(\mathcal{E}_{1, n}(x)\right)+\mathbb{P}\left(\mathcal{E}_{M, n}(x) \cap \mathcal{E}_{1, n}(x)^{c}\right) \tag{4.23}
\end{align*}
$$

where the first probability term of the second line is a probability taken over $\mathcal{D}_{n}$ only, since $\mathcal{E}_{1, n}(x)$ does not depend on $\Theta$. We control this probability thanks to the following Lemma.

Lemma S1. For all $x \in[0,1]^{d}$, we let $\mathcal{E}_{1, n}(x)$ be the event $\left\{\forall \theta, N_{n}(x, \theta)=0\right\}$. Then, we have

$$
\mathbb{P}\left(\mathcal{E}_{1, n}(x)\right) \leqslant e^{-\frac{n}{2^{k+1}}} .
$$

Proof. Let $x \in[0,1]^{d}$. The event $\mathcal{E}_{1, n}(x)$ happens if all the points of the dataset fall into parts of the space that cannot connect to $x$ for any tree. In order to compute its probability, we compute the size of the connection area of $x$ for trees of depth $k$, denoted

$$
\begin{equation*}
Z_{c, k}(x)=\left\{z \in[0,1]^{d}: \exists \theta, z \in A_{n}(x, \theta)\right\} . \tag{4.24}
\end{equation*}
$$

We recall that trees are built independently from the dataset and that all cuts are made in the middle of the current node for a uniformly chosen feature at each step. We denote $A\left(k_{1}, \ldots, k_{d}, x\right)$ the cell of $x$ obtained by cutting $k_{j}$ times along feature $X^{(j)}$ for all $j \in\{1, \ldots, d\}$. Then, the volume of the connection area $Z_{c, k}$ of $x$ is

$$
\begin{align*}
\mu\left(Z_{c, k}(x)\right) & =\mu\left(\bigcup_{\substack{0 \leqslant k_{1}, \ldots, k_{d} \leqslant k \\
\sum_{j} k_{j}=k}} A\left(k_{1}, \ldots, k_{d}, x\right)\right)  \tag{4.25}\\
& \geqslant \mu\left(\bigcup_{\substack{0 \leqslant k_{1}, k_{2} \leqslant k \\
k_{1}+k_{2}=k}} A\left(k_{1}, k_{2}, 0, \ldots, 0, x\right)\right) . \tag{4.26}
\end{align*}
$$

By $\sigma$-additivity of $\mu$,

$$
\begin{align*}
& \mu\left(\bigcup_{\substack{0, k_{1}, k_{2} \leqslant k \\
k_{1}+k_{2}=k}} A\left(k_{1}, k_{2}, 0, \ldots, 0, x\right)\right) \\
& \quad=\mu(A(k, 0, \ldots, 0, x))+\sum_{j=1}^{k} \mu\left(A(k-j, j, 0, \ldots, 0, x) \backslash \bigcup_{\ell=0}^{j-1} A(k-\ell, \ell, 0, \ldots, 0, x)\right) \tag{4.27}
\end{align*}
$$

Given the shape of the cells $A(k-j, j, 0, \ldots, 0, x)$, for all $j \in\{1, \ldots, d\}$, we have (see Figure S5)

$$
\begin{align*}
& A(k-j, j, 0, \ldots, 0, x) \backslash \bigcup_{\ell=0}^{j-1} A(k-\ell, \ell, 0, \ldots, 0, x) \\
= & A(k-j, j, 0, \ldots, 0, x) \backslash A(k-j+1, j-1,0, \ldots, 0, x) . \tag{4.28}
\end{align*}
$$

Furthermore, note that, for all $j \in\{1, \ldots, d\}$, the volume of each cell $A(k-j+1, j-1,0, \ldots, 0, x)$ is $2^{-k}$ (since $k$ cuts have been performed). Therefore, for all $j \in\{1, \ldots, k\}$,

1. $\mu(A(k-j, j, 0, \ldots, 0, x))=\mu(A(k-j+1, j-1,0, \ldots, 0, x))=2^{-k}$
2. $\mu\left((A(k-j, j, 0, \ldots, 0, x) \cap A(k-j+1, j-1,0, \ldots, 0, x))=\frac{\mu(A(k-j, j, 0, \ldots, 0, x))}{2}\right.$ as can be seen on Figure 55 .


Figure S5: Volume of leaf intersection $\mu((A(k-j, j, x) \cap A(k-j+1, j-1, x))$ in dimension 2 with $x=(0,0), k=4$ cuts and $j \in\{0,1\}$.

We deduce from these facts that, for all $j$,

$$
\begin{align*}
\mu(A(k-j, j, 0, \ldots, 0, x) \backslash A(k-j+1, j-1,0, \ldots, 0, x)) & =\frac{\mu(A(k-j, j, 0, \ldots, 0, x))}{2}  \tag{4.29}\\
& =2^{-(k+1)} \tag{4.30}
\end{align*}
$$

Hence, combining equations (4.27), (4.28) and (4.29), we have

$$
\begin{equation*}
\mu\left(\bigcup_{\substack{0 \leqslant k_{1}, k_{2} \leqslant k \\ k_{1}+k_{2}=k}} A\left(k_{1}, k_{2}, 0, \ldots, 0, x\right)\right)=2^{-k}+k 2^{-(k+1)} . \tag{4.31}
\end{equation*}
$$

Consequently, using inequality (4.26),

$$
\begin{equation*}
\mu\left(Z_{c, k}(x)\right) \geqslant k 2^{-(k+1)} . \tag{4.32}
\end{equation*}
$$

Finally, as the $X_{i}$ 's are uniformly distributed on $[0,1]^{d}$ and $\mathcal{E}_{1, n}(x)$ is realized when none of
the $X_{i} \mathrm{~s}$ fall into $Z_{c, k}(x)$,

$$
\begin{align*}
\mathbb{P}\left(\mathcal{E}_{1, n}(x)\right) & =\mathbb{P}\left(\forall i \in\{1, \ldots, n\}, X_{i} \notin Z_{c, k}(x)\right)  \tag{4.33}\\
& =\left(1-\mu\left(Z_{c, k}(x)\right)\right)^{n}  \tag{4.34}\\
& \leqslant\left(1-k 2^{-(k+1)}\right)^{n}  \tag{4.35}\\
& =e^{n \log \left(1-k 2^{-(k+1)}\right)}  \tag{4.36}\\
& \leqslant e^{-\frac{k n}{2^{k+1}}} . \tag{4.37}
\end{align*}
$$

Regarding the second term of (4.23), we have

$$
\begin{align*}
\mathbb{P}\left(\mathcal{E}_{M, n}(x) \cap \mathcal{E}_{2, n}(x)\right) & =\mathbb{P}\left(\left(\bigcap_{j=1}^{M} N_{n}\left(x, \Theta_{j}\right)=0\right) \bigcap\left(\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)\right)\right)  \tag{4.38}\\
& =\mathbb{E}\left[\mathbb{E}\left[\mathbb{1}_{\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)} \mathbb{1}_{\bigcap_{j=1}^{M} N_{n}\left(x, \Theta_{j}\right)=0} \mid \mathcal{D}_{n}\right]\right]  \tag{4.39}\\
& =\mathbb{E}\left[\mathbb{1}_{\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)} \mathbb{P}\left(\bigcap_{j=1}^{M} N_{n}\left(x, \Theta_{j}\right)=0 \mid \mathcal{D}_{n}\right)\right]  \tag{4.40}\\
& =\mathbb{E}\left[\mathbb{1}_{\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)}\left(1-p_{n}\right)^{M}\right] \tag{4.41}
\end{align*}
$$

where $p_{n}=\mathbb{P}_{\Theta}\left(N_{n}(x, \Theta)>0 \mid \mathcal{D}_{n}\right)$ and where the last line is obtained by independence of the $\Theta_{j}$ 's conditionally on $\mathcal{D}_{n}$. Note that, if $\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)$, then $p_{n} \geqslant d^{-k}$ since a tree connects $x$ and a point in $Z_{c, k}(x)$ with probability at least $d^{-k}$ (i.e. by choosing the right cut at each step). Hence,

$$
\begin{equation*}
\mathbb{1}_{\exists i \in\{1, \ldots, n\}, X_{i} \in Z_{c, k}(x)}\left(1-p_{n}\right)^{M} \leqslant\left(1-d^{-k}\right)^{M}, \tag{4.42}
\end{equation*}
$$

which leads to

$$
\begin{align*}
\mathbb{P}\left(\mathcal{E}_{M, n}(x) \cap \mathcal{E}_{1, n}(x)^{c}\right) & \leqslant\left(1-d^{-k}\right)^{M}  \tag{4.43}\\
& \leqslant e^{-M d^{-k}} \tag{4.44}
\end{align*}
$$

Finally, gathering Lemma S1 and inequality (4.44) yields

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{M, n}(x)\right) \leqslant e^{-\frac{k n}{2^{k+1}}}+e^{-M d^{-k}} \tag{4.45}
\end{equation*}
$$

## Proof of Proposition 4.3.7 (Consistency of void-free-CRF in a noiseless setting)

Recall that, in a noiseless setting (that is, for all $i, Y_{i}=f^{\star}\left(X_{i}\right)$ ), the risk of the Void-free CRF can be written as

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{VF}}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\frac{\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)>0}}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)} \sum_{i=1}^{n} f^{\star}\left(X_{i}\right) \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta) \mathbb{1}_{N_{n}(X, \Theta)>0}\right]-f^{\star}(X)\right)^{2}\right] .
\end{aligned}
$$

We decompose $f^{\star}(X)$ as

$$
f^{\star}(X)=\left(\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)>0}+\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0}\right) f^{\star}(X)
$$

in order to write

$$
\begin{align*}
& \mathbb{E} {\left[\left(\frac{\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)>0}}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta>0)\right)} \sum_{i=1}^{n} f^{\star}\left(X_{i}\right) \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta) \mathbb{1}_{N_{n}(X, \Theta)>0}\right]-f^{\star}(X)\right)^{2}\right] } \\
&= \mathbb{E}\left[\left(\frac{\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)>0}}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta>0)\right)} \sum_{i=1}^{n}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right) \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta) \mathbb{1}_{N_{n}(X, \Theta)>0}\right]\right.\right. \\
&\left.\left.-f^{\star}(X) \mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0}\right)^{2}\right] \\
& \leqslant 2 \mathbb{E}\left[\left(\frac{\mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)>0}}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta>0)\right)} \sum_{i=1}^{n}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right) \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta) \mathbb{1}_{N_{n}(X, \Theta)>0}\right]\right)^{2}\right] \\
&+2 \mathbb{E}\left[\left(f^{\star}(X) \mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0}\right)^{2}\right] \tag{4.46}
\end{align*}
$$

The second term of the last inequality verifies

$$
\begin{equation*}
\mathbb{E}\left[\left(f^{\star}(X) \mathbb{1}_{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0}\right)^{2}\right] \leqslant\left\|f^{\star}\right\|_{\infty}^{2} \mathbb{P}\left(\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0\right) \tag{4.47}
\end{equation*}
$$

The event $\left\{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0\right\}$ is $\left(X, \mathcal{D}_{n}\right)$-measurable, it corresponds to the situation where for any $\theta, N_{n}(X, \theta)=0$, i.e. the dataset is such that it is impossible for a tree to connect $X$ with one of the $X_{i}{ }^{\prime}$ s. This probability is controlled by Lemma S1:

$$
\mathbb{P}\left(\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)=0\right) \leqslant e^{-\frac{k n}{2^{k+1}}}
$$

Denoting by $\mu\left(A_{n}^{(j)}(x, \Theta)\right)$ the length of the $j$ th side of the cell containing $x$ and following a computation from Klusowski 2021a,

$$
\begin{align*}
& \sum_{i=1}^{n} W_{n i}(X, \Theta)\left|f^{\star}(X)-f^{\star}\left(X_{i}\right)\right| \mathbb{1}_{N_{n}(X, \Theta)>0} \\
& \leqslant \sum_{i=1}^{n} W_{n i}(X, \Theta)\left(\sum_{j=1}^{d}| | \partial_{j} f^{\star} \|_{\infty}\left|X_{i}^{(j)}-X^{(j)}\right|\right) \mathbb{1}_{N_{n}(X, \Theta)>0}  \tag{4.48}\\
& \leqslant \sum_{i=1}^{n} W_{n i}(X, \Theta) \mathbb{1}_{N_{n}(X, \Theta)>0} \sum_{j=1}^{d}\left\|\partial_{j} f^{\star}\right\|_{\infty}\left(b_{j}-a_{j}\right)  \tag{4.49}\\
& \leqslant \mathbb{1}_{N_{n}(X, \Theta)>0} \sum_{j=1}^{d}\left\|\partial_{j} f^{\star}\right\|_{\infty} \mu\left(A_{n}^{(j)}(X, \Theta)\right) \tag{4.50}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\mathbb{E} & {\left[\left(f_{\infty, n}^{\mathrm{VF}}(X)-f^{\star}(X)\right)^{2}\right] } \\
\leqslant & 2 \mathbb{E}\left[\left(\frac{1}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)} \sum_{j=1}^{d}\left\|\partial_{j} f\right\|_{\infty} \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right]\right)^{2}\right] \\
& +2 e^{-\frac{k n}{2^{k+1}}}  \tag{4.51}\\
\leqslant & 2 d \sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2} \mathbb{E}\left[\frac{1}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)^{2}} \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right]^{2}\right] \\
& +2 e^{-\frac{k n}{2^{k+1}}} \tag{4.52}
\end{align*}
$$

Note that the length $\mu\left(A_{n}^{(j)}(X, \Theta)\right)$ of the $j$-th side of the cell $A_{n}(X, \Theta)$ and the event $\left\{N_{n}(X, \Theta)>0\right\}$ are not independent conditional on $X_{1}, \ldots, X_{n}, X$. Indeed, given the geometry of the dataset, it is possible that cutting along the $j$ th direction isolates $X$ from the dataset. Therefore its length should be computed conditional on the event $\left\{N_{n}(X, \Theta)>0\right\}$.

To this aim, we denote for all $\kappa \in \mathbb{N}, A_{n, \kappa}(X, \Theta)$ the cell containing $X$ at depth $\kappa$ in a centered tree built with the extra randomness $\Theta$. Conditional on $N_{n}(X, \Theta)>0$, the $j$ th direction can be chosen to split along if and only if it does not isolate $X$ from the points of the dataset. Thus, we denote by $E_{n, \kappa}(j, X, \Theta)$ the event "In a centered tree built with the randomized cuts $\Theta$, at depth $\kappa$, splitting the cell containing $X$ along the $j$ th direction does not isolate $X$ ". Then,

$$
\begin{align*}
\mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right]= & \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\left(\mathbb{1}_{E_{n, \kappa}(j, X, \Theta)^{c}}+\mathbb{1}_{\left.E_{n, \kappa}(j, X, \Theta)\right)}\right)\right.  \tag{4.53}\\
\leqslant & \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mathbb{1}_{E_{n, \kappa}(j, X, \Theta)^{c}}\right]  \tag{4.54}\\
& +\mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mathbb{1}_{E_{n, \kappa}(j, X, \Theta)} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right] \tag{4.55}
\end{align*}
$$

since $\mu\left(A_{n}^{(j)}(X, \Theta)\right) \leqslant 1$. We denote $A_{n, \kappa}^{(j), \text { left }}(X, \Theta)$ (resp. $\left.A_{n, \kappa}^{(j), \text { right }}(X, \Theta)\right)$ the left (resp. right) daughter of the cell $A_{n, \kappa}(X, \Theta)$ that has been split along the $j$ th direction (note that the whole cell is considered here, not only the projection on the $j$-th side). Then,

$$
\begin{align*}
& \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mathbb{1}_{\left.E_{n, \kappa}(j, X, \Theta)^{c}\right]}\right. \\
& =\mathbb{P}_{\Theta}\left(E_{n, \kappa}(j, X, \Theta)^{c} \mid N_{n}(X, \Theta)>0\right) \mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)  \tag{4.56}\\
& = \\
& \mathbb{P}_{\Theta}\left(\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0\right) \cap\left(X \in A_{n, \kappa}^{(j), \text { right }}(X, \Theta)\right) \mid N_{n}(X, \Theta)>0\right) \mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)  \tag{4.57}\\
& \\
& \quad+\mathbb{P}_{\Theta}\left(\left(N_{n}\left(A_{n, \kappa}^{(j), \text { right }}(X, \Theta)\right)=0\right) \cap\left(X \in A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right) \mid N_{n}(X, \Theta)>0\right) \mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)
\end{align*}
$$

$\leqslant 2 \mathbb{P}_{\Theta}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right) \mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)$.

Moreover,

$$
\begin{align*}
& \mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mathbb{1}_{E_{n, \kappa}(j, X, \Theta)} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right] \\
& \leqslant \mathbb{E}_{\Theta}\left[\mu\left(A_{n}^{(j)}(X, \Theta)\right) \mid E_{n, \kappa}(j, X, \Theta), N_{n}(X, \Theta)>0\right] \mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right) \tag{4.59}
\end{align*}
$$

Denoting $K_{j, \kappa}(X, \Theta)$ the number of splits made on feature $j$ up to depth $\kappa$ to produce the cell containing $X$, we obtain

$$
\begin{align*}
& \mathbb{E}_{\Theta}\left[\mu\left(A_{n}^{(j)}(X, \Theta)\right) \mid E_{n, \kappa}(j, X, \Theta), N_{n}(X, \Theta)>0\right] \\
& \leqslant \mathbb{E}_{\Theta}\left[2^{-K_{j, \kappa}(X, \Theta)} \mid E_{n, \kappa}(j, X, \Theta), N_{n}(X, \Theta)>0\right] \tag{4.60}
\end{align*}
$$

We denote $\delta_{j}(X, \Theta) \in\{0,1\}^{k}$ the vector indicating at which depth the $j$ th direction is chosen for splitting, that is $\delta_{j, \ell}(X, \Theta)=1$ if and only if the $j$ th feature is used for splitting at depth $\ell$. We have

$$
K_{j, \kappa}(X, \Theta)=\sum_{\ell=1}^{\kappa} \delta_{j, \ell}(X, \Theta) .
$$

For $\ell=1, \ldots, \kappa$, the random variables $\delta_{j, \ell}(X, \Theta)$ are distributed as Bernoulli random variables. Conditional on $E_{n, \kappa}(j, X, \Theta)$ and $N_{n}(X, \Theta)>0$, we know that for all $\ell=1, \ldots, \kappa$, the $j$ th direction was eligible for splitting at level $\ell$. Therefore, the probability of selecting the $j$ th direction at any level $1 \leqslant \ell \leqslant \kappa$, is $p_{\ell} \geqslant 1 / d$ (at worst, all variables are eligible for splitting, leading to $p_{\ell}=1 / d$ ). Besides, conditional on $E_{n, \kappa}(j, X, \Theta)$ and $N_{n}(X, \Theta)>0$, the random variables $\delta_{j, \ell}(X, \Theta)$ are independent by construction of the centered forest. Indeed, conditional on $E_{n, \kappa}(j, X, \Theta)$ and $N_{n}(X, \Theta)>0$, the $j$ th direction can be chosen up to depth $\kappa$ (independence is broken only when the direction cannot be chosen at a given depth as the following one will not be chosen either). Then,
$\mathbb{E}_{\Theta}\left[2^{-K_{j, \kappa}(X, \Theta)} \mid E_{n, \kappa}(j, X, \Theta), N_{n}(X, \Theta)>0\right]=\prod_{\ell=1}^{\kappa} \mathbb{E}_{\Theta}\left[2^{-\delta_{j, \ell}(X, \Theta)} \mid E_{n, \kappa}(j, X, \Theta), N_{n}(X, \Theta)>0\right]$

$$
\begin{equation*}
=\prod_{\ell=1}^{\kappa}\left(\frac{p_{\ell}}{2}+\left(1-p_{\ell}\right)\right) \tag{4.61}
\end{equation*}
$$

$$
\begin{equation*}
\leqslant\left(1-\frac{1}{2 d}\right)^{\kappa} \tag{4.62}
\end{equation*}
$$

Therefore, injecting Equations (4.58) and (4.63) into (4.55), we get
$\frac{\mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right]}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)} \leqslant 2 \mathbb{P}_{\Theta}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right)+\left(1-\frac{1}{2 d}\right)^{\kappa}$,
which implies

$$
\begin{align*}
& \left(\frac{\mathbb{E}_{\Theta}\left[\mathbb{1}_{N_{n}(X, \Theta)>0} \mu\left(A_{n}^{(j)}(X, \Theta)\right)\right]}{\mathbb{P}_{\Theta}\left(N_{n}(X, \Theta)>0\right)}\right)^{2} \\
& \leqslant 4 \mathbb{P}_{\Theta}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right)+2\left(1-\frac{1}{2 d}\right)^{2 \kappa} \tag{4.65}
\end{align*}
$$

using $(a+b)^{2} \leqslant 2 a^{2}+2 b^{2} \leqslant 2 a^{2}+2 b$ if $b \leqslant 1$. Plugging-in this expression into (4.52) leads to

$$
\begin{align*}
\mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{VF}}(X)-f^{\star}(X)\right)^{2}\right] \leqslant & 4 d \sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2}\left(1-\frac{1}{2 d}\right)^{2 \kappa}+2 e^{-\frac{k n}{2^{k+1}}} \\
& +8 d \sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2} \mathbb{P}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right) \tag{4.66}
\end{align*}
$$

Then,

$$
\begin{align*}
& \mathbb{P}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right)  \tag{4.67}\\
& =\mathbb{E}\left[\mathbb{P}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0, N_{n}\left(A_{n, \kappa}(X, \Theta)\right), X, \Theta\right) \mid N_{n}(X, \Theta)>0\right] \\
& =\mathbb{E}\left[2^{-N_{n}\left(A_{n, \kappa}(X, \Theta)\right)} \mid N_{n}(X, \Theta)>0\right]  \tag{4.68}\\
& \leqslant 2 \mathbb{E}\left[2^{-N_{n}\left(A_{n, \kappa}(X, \Theta)\right)}\right] \tag{4.69}
\end{align*}
$$

The last line is obtained by making the expectation explicit and noting that $\mathbb{P}\left(N_{n}(X, \Theta)>0\right)^{-1} \leqslant$ $1 /\left(1-e^{-1}\right) \leqslant 2$. Furthermore, conditional on $X, \Theta, N_{n}\left(A_{n, \kappa}(X, \Theta)\right)$ is distributed as a binomial of parameters $n$ and $\mu\left(A_{n, \kappa}(X, \Theta)\right)=2^{-\kappa}$. Thus,

$$
\begin{align*}
\mathbb{P}\left(N_{n}\left(A_{n, \kappa}^{(j), \text { left }}(X, \Theta)\right)=0 \mid N_{n}(X, \Theta)>0\right) & \leqslant 2 \mathbb{E}\left[2^{-N_{n}\left(A_{n, \kappa}(X, \Theta)\right)}\right]  \tag{4.70}\\
& \leqslant 2 \mathbb{E}\left[\mathbb{E}\left[2^{-N_{n}\left(A_{n, \kappa}(X, \Theta)\right)} \mid X, \Theta\right]\right]  \tag{4.71}\\
& \leqslant 2\left(1-\frac{\mu\left(A_{n, \kappa}(X, \Theta)\right)}{2}\right)^{n}  \tag{4.72}\\
& =2\left(1-2^{-\kappa-1}\right)^{n}  \tag{4.73}\\
& \leqslant 2 \exp \left(-\frac{n}{2^{\kappa+1}}\right) \tag{4.74}
\end{align*}
$$

Overall,

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{VF}}(X)-f^{\star}(X)\right)^{2}\right] \\
& \leqslant 4 d\left(\sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2}\right)\left(\left(1-\frac{1}{2 d}\right)^{2 \kappa}+4 \exp \left(-\frac{n}{2^{\kappa+1}}\right)\right)+2 \exp \left(-\frac{k n}{2^{k+1}}\right) \tag{4.75}
\end{align*}
$$

Choosing $\kappa=\log _{2}(n)-\log _{2}\left(\log _{2}(n)\right)$, that is $2^{\kappa}=n /\left(\log _{2}(n)\right)$, we obtain

$$
\begin{equation*}
\exp \left(2 \kappa \log \left(1-\frac{1}{2 d}\right)\right)+4 \exp \left(-\frac{n}{2^{\kappa+1}}\right) \leqslant\left(\frac{n}{\log _{2} n}\right)^{2 \log _{2}\left(1-\frac{1}{2 d}\right)}+4 n^{-1 /(2 \ln 2)} \tag{4.76}
\end{equation*}
$$

Consequently, recalling that $k=\left\lfloor\log _{2}(n)\right\rfloor$,

$$
\begin{align*}
& \mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{VF}}(X)-f^{\star}(X)\right)^{2}\right] \\
& \leqslant 4 d\left(\sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2}\right)\left(\left(\frac{n}{\log _{2} n}\right)^{2 \log _{2}\left(1-\frac{1}{2 d}\right)}+4 n^{-1 /(2 \ln 2)}\right)+2 n^{-1 /(2 \ln 2)}  \tag{4.77}\\
& \leqslant C_{d}\left(\frac{n}{\log _{2} n}\right)^{2 \log _{2}\left(1-\frac{1}{2 d}\right)}+\left(C_{d}+2\right) n^{-1 /(2 \ln 2)} \tag{4.78}
\end{align*}
$$

where $C_{d}=4 d\left(\sum_{j=1}^{d}\left\|\partial f_{j}^{\star}\right\|_{\infty}^{2}\right)$.

## S2.3 Proofs of Section 4.4 (Theorem 4.4.1)

In this section, we prove the consistency of the infinite KeRF estimator in the mean interpolating regime (Theorem 4.4.1). We follow the proof given in Scornet 2016b and first present two of its results.

Lemma S2 (Scornet 2016b). Let $k \in \mathbb{N}$ and consider an infinite centered random forest of depth $k$. Then, for all $x, z \in[0,1]^{d}$,

$$
K_{k}(x, z)=\sum_{\substack{k_{1}, \ldots, k_{d} \\ \sum_{\ell=1}^{d} k_{\ell}=k}} \frac{k!}{k_{1}!\ldots k_{d}!}\left(\frac{1}{d}\right)^{k} \prod_{j=1}^{d} \mathbb{1}_{\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} z^{(j)}\right\rceil} .
$$

Theorem S3 (Scornet 2016b). Let $f^{\star}$ be a L-Lipschitz function. Then, for all $k$,

$$
\sup _{x \in[0,1]^{d}}\left|\frac{\int_{[0,1]^{d}} k_{k}(x, z) f^{\star}(z) \mathrm{d} z_{1} \ldots \mathrm{~d} z_{d}}{\int_{[0,1]^{d}} k_{k}(x, z) \mathrm{d} z_{1} \ldots \mathrm{~d} z_{d}}-f^{\star}(x)\right| \leqslant L d\left(1-\frac{1}{2 d}\right)^{k} .
$$

Proof of Theorem 4.4.1. Let $x \in[0,1]^{d}$ and recall that

$$
f_{\infty, n}^{\mathrm{KeRF}}(x)=\frac{\sum_{i=1}^{n} Y_{i} K_{k}\left(x, X_{i}\right)}{\sum_{i=1}^{n} K_{k}\left(x, X_{i}\right)}
$$

Thus, letting

$$
\begin{aligned}
A_{n}(x) & =\frac{1}{n} \sum_{i=1}^{n}\left(\frac{Y_{i} K_{k}\left(x, X_{i}\right)}{\mathbb{E}\left[K_{k}(x, X)\right]}-\frac{\mathbb{E}\left[Y K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]}\right) \\
B_{n}(x) & =\frac{1}{n} \sum_{i=1}^{n}\left(\frac{K_{k}\left(x, X_{i}\right)}{\mathbb{E}\left[K_{k}(x, X)\right]}-1\right), \\
\text { and } M_{n}(x) & =\frac{\mathbb{E}\left[Y K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]},
\end{aligned}
$$

the estimate $f_{\infty, n}^{\mathrm{KeRF}}(x)$ can be rewritten as

$$
f_{\infty, n}^{\mathrm{KeRF}}(x)=\frac{M_{n}(x)+A_{n}(x)}{1+B_{n}(x)}
$$

which leads to

$$
f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)=\frac{M_{n}(x)-f^{\star}(x)+A_{n}(x)-B_{n}(x) f^{\star}(x)}{1+B_{n}(x)} .
$$

According to Theorem S3, we have

$$
\begin{aligned}
\left|M_{n}(x)-f^{\star}(x)\right| & =\left|\frac{\mathbb{E}\left[f^{\star}(X) K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]}+\frac{\mathbb{E}\left[\varepsilon K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]}-f^{\star}(x)\right| \\
& \leqslant\left|\frac{\mathbb{E}\left[f^{\star}(X) K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]}-f^{\star}(x)\right| \\
& \leqslant C\left(1-\frac{1}{2 d}\right)^{k},
\end{aligned}
$$

where $C=L d$. Take $\alpha \in] 0,1 / 2]$. Let $\mathcal{C}_{\alpha}(x)$ be the event $\left\{\left|A_{n}(x)\right| \leqslant \alpha\right\} \cap\left\{\left|B_{n}(x)\right| \leqslant \alpha\right\}$. On the event $\mathcal{C}_{\alpha}(x)$, we have

$$
\begin{aligned}
\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} & \leqslant 8\left|M_{n}(x)-f^{\star}(x)\right|^{2}+8\left|A_{n}(x)-B_{n}(x) f^{\star}(x)\right|^{2} \\
& \leqslant 8 C^{2}\left(1-\frac{1}{2 d}\right)^{2 k}+8 \alpha^{2}\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}(x)}\right] \leqslant 8 C^{2}\left(1-\frac{1}{2 d}\right)^{2 k}+8 \alpha^{2}\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2} \tag{4.79}
\end{equation*}
$$

Consequently, to find an upper bound on the rate of consistency of $f_{\infty, n}^{\mathrm{KeRF}}$, we just need to
upper bound

$$
\begin{aligned}
\mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \leqslant & \mathbb{E}\left[\left|\max _{1 \leqslant i \leqslant n}\right| Y_{i}\left|+\left|f^{\star}(x)\right|\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \\
& \left(\text { since } f_{\infty, n}^{\mathrm{KeRF}} \text { is a local averaging estimate }\right) \\
\leqslant & \mathbb{E}\left[\left|2\left\|f^{\star}\right\|_{\infty}+\max _{1 \leqslant i \leqslant n}\right| \varepsilon_{i}| |^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \\
\leqslant & \left(\mathbb{E}\left[2\left\|f^{\star}\right\|_{\infty}+\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|\right]^{4} \mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right]\right)^{1 / 2} \\
& (\text { by Cauchy-Schwarz inequality }) \\
\leqslant & \left(\left(16\left\|f^{\star}\right\|_{\infty}^{4}+8 \mathbb{E}\left[\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|\right]^{4}\right) \mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right]\right)^{1 / 2} .
\end{aligned}
$$

According to Lemma S5, there exists a constant $C^{\prime}>0$ such that, for all $n$,

$$
\begin{equation*}
\mathbb{E}\left[\max _{1 \leqslant i \leqslant n} \varepsilon_{i}^{4}\right] \leqslant C^{\prime} \sigma^{4}(\log n)^{2} \tag{4.80}
\end{equation*}
$$

Thus, there exists $C^{\prime \prime}$ such that, for all $n>1$,

$$
\begin{equation*}
\mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \leqslant C^{\prime \prime} \sigma^{2}(\log n)\left(\mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right]\right)^{1 / 2} \tag{4.81}
\end{equation*}
$$

The last probability $\mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right]$ can be upper bounded by using Chebyshev's inequality. Indeed, with respect to $A_{n}(x)$,

$$
\begin{align*}
\mathbb{P}\left[\left|A_{n}(x)\right|>\alpha\right] \leqslant & \frac{1}{n \alpha^{2}} \mathbb{E}\left[\frac{Y K_{k}(x, X)}{\mathbb{E}\left[K_{k}(x, X)\right]}-\frac{\mathbb{E}\left[Y K_{k}(x, X)\right]}{\mathbb{E}\left[K_{k}(x, X)\right]}\right]^{2} \\
\leqslant & \frac{1}{n \alpha^{2}} \frac{1}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}} \mathbb{E}\left[Y^{2} K_{k}(x, X)^{2}\right] \\
\leqslant & \frac{2}{n \alpha^{2}} \frac{1}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}}\left(\mathbb{E}\left[f^{\star}(X)^{2} K_{k}(x, X)^{2}\right]\right. \\
& \left.+\mathbb{E}\left[\varepsilon^{2} K_{k}(x, X)^{2}\right]\right) \\
\leqslant & \frac{2\left(\left\|f^{\star}\right\|_{\infty}^{2}+\sigma^{2}\right)}{n \alpha^{2}} \frac{\mathbb{E}\left[K_{k}(x, X)^{2}\right]}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}}  \tag{4.82}\\
= & \frac{C_{0}}{n \alpha^{2}} \frac{\mathbb{E}\left[K_{k}(x, X)^{2}\right]}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}} \tag{4.83}
\end{align*}
$$

with $C_{0}=2\left(\left\|f^{\star}\right\|_{\infty}^{2}+\sigma^{2}\right)$ a constant. Meanwhile with respect to $B_{n}(x)$, we obtain, still by Chebyshev's inequality,

$$
\begin{equation*}
\mathbb{P}\left[\left|B_{n}(x)\right|>\alpha\right] \leqslant \frac{1}{n \alpha^{2}} \frac{\mathbb{E}\left[K_{k}(x, X)^{2}\right]}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}} \tag{4.84}
\end{equation*}
$$

which matches the control made by Scornet 2016b. Consequently,

$$
\begin{align*}
\mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right] & \leqslant \mathbb{P}\left[\left|A_{n}(x)\right|>\alpha\right]+\mathbb{P}\left[\left|B_{n}(x)\right|>\alpha\right]  \tag{4.85}\\
& \leqslant \frac{C_{0}+1}{n \alpha^{2}} \frac{\mathbb{E}\left[K_{k}(x, X)^{2}\right]}{\left(\mathbb{E}\left[K_{k}(x, X)\right]\right)^{2}} . \tag{4.86}
\end{align*}
$$

Besides, for all $x \in[0,1]^{d}$, for all $k, \mathbb{E}\left[K_{k}^{c c}(x, X)\right]=\frac{1}{2^{k}}$ (see in Scornet 2016b the proof of theorem VI. 1 p.11). Since $K_{k}(x, X) \leqslant 1$, we know that

$$
\begin{equation*}
\mathbb{E}\left[K_{k}^{c c}(x, X)\right]=\frac{1}{2^{k}} \geqslant \mathbb{E}\left[K_{k}^{c c}(x, X)^{2}\right] \geqslant\left(\mathbb{E}\left[K_{k}^{c c}(x, X)\right]\right)^{2}=\frac{1}{2^{2 k}} \tag{4.87}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right] \leqslant 2^{2 k}\left(\frac{C_{0}+1}{n \alpha^{2}}\right) \mathbb{E}\left[K_{k}(x, X)^{2}\right] \tag{4.88}
\end{equation*}
$$

but to pursue, we need a tighter upper bound on $\mathbb{E}\left[K_{k}^{c c}(x, X)^{2}\right]$ than that obtained from (4.87). Such a control is provided in Lemma S4 below, which is original, and departs from the work of Scornet 2016b.

Lemma S4. For all $d \geqslant 2$, for all $k$ large enough, for all $x \in[0,1]^{d}$,

$$
\begin{equation*}
\mathbb{E}\left[K_{k}^{c c}(x, X)^{2}\right] \leqslant 2^{-k} k^{-\frac{d-1}{2}}\left(C_{1}+C_{2}\left(\log _{2}(k)\right)^{d}\right) \tag{4.89}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}=1+\frac{2 d^{d / 2}}{(4 \pi)^{(d-1) / 2}} \quad \text { and } \quad C_{2}=5^{d}\left(\frac{d-1}{2}\right)^{d} \tag{4.90}
\end{equation*}
$$

Proof of Lemma S4. From Lemma S2, we know that

$$
\begin{equation*}
\mathbb{E}\left[K_{k}^{c c}(x, X)^{2}\right]=\mathbb{E}\left[\left(\sum_{\substack{k_{1}, \ldots, k_{d} \\ \sum_{j=1}^{d} k_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!}\left(\frac{1}{d}\right)^{k} \prod_{j=1}^{d} \mathbb{1}_{\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left[2^{\left.k_{j} X^{(j)}\right\rceil}\right.}\right)^{2}\right] \tag{4.91}
\end{equation*}
$$

Developing the square within the expectation, we obtain two terms, the first one $A$ being the sum of squares and the second one, $B$, being the cross-product terms. The first term $A$ takes the form

$$
\begin{align*}
A & :=\mathbb{E}\left[\sum_{\substack{k_{1}, \ldots, k_{d} \\
\sum_{j=1}^{d} k_{j}=k}}\left(\frac{k!}{k_{1}!\ldots k_{d}!}\right)^{2}\left(\frac{1}{d}\right)^{2 k} \prod_{j=1}^{d} \mathbb{1}_{\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} x^{(j)}\right\rceil}\right]  \tag{4.92}\\
& =\sum_{\substack{k_{1}, \ldots, k_{d} \\
\sum_{j=1}^{d} k_{j}=k}}\left(\frac{k!}{k_{1}!\ldots k_{d}!}\right)^{2}\left(\frac{1}{d}\right)^{2 k} \prod_{j=1}^{d} \mathbb{P}\left(\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right) . \tag{4.93}
\end{align*}
$$

Note that, for all $j, \mathbb{P}\left(\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right)=2^{-k_{j}}$, and $\prod_{j=1}^{d} 2^{-k_{j}}=2^{-k}$. Therefore,

$$
\begin{equation*}
A=\sum_{\substack{k_{1}, \ldots, k_{d} \\ \sum_{j=1}^{d} k_{j}=k}}\left(\frac{k!}{k_{1}!\ldots k_{d}!}\right)^{2}\left(\frac{1}{d}\right)^{2 k} 2^{-k} . \tag{4.94}
\end{equation*}
$$

Thanks to Richmond et al. 2009, we know that, for all $d \geqslant 2$,

$$
\begin{equation*}
\sum_{\substack{k_{1}, \ldots, k_{d} \\ \sum_{j=1}^{d} k_{j}=k}}\left(\frac{k!}{k_{1}!\ldots k_{d}!}\right)^{2} \underset{k \rightarrow+\infty}{\sim} \frac{d^{2 k+d / 2}}{(4 \pi k)^{(d-1) / 2}} . \tag{4.95}
\end{equation*}
$$

Therefore, for all $k$ large enough, we have

$$
\begin{equation*}
\sum_{\substack{k_{1}, \ldots, k_{d} \\ \sum_{j=1}^{d} k_{j}=k}}\left(\frac{k!}{k_{1}!\ldots k_{d}!}\right)^{2} \leqslant \frac{2 d^{2 k+d / 2}}{(4 \pi k)^{(d-1) / 2}} . \tag{4.96}
\end{equation*}
$$

Thus, letting $C_{1}=2 d^{d / 2} /(4 \pi)^{(d-1) / 2}$, for all $k$ large enough,

$$
\begin{equation*}
A \leqslant C_{1} 2^{-k} k^{-(d-1) / 2} \tag{4.97}
\end{equation*}
$$

Regarding the second term $B$,

$$
\begin{aligned}
B & :=\mathbb{E}\left[\sum_{\substack{\left(k_{1}, \ldots, k_{d}\right) \\
\neq\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{d}\right)^{2 k} \prod_{j=1}^{d} \mathbb{1}_{\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil} \mathbb{1}_{\left\lceil 2^{\ell_{j}} x^{(j)}\right\rceil=\left\lceil 2^{\ell_{j}} X^{(j)}\right\rceil}\right]_{(4.98)} \\
& =\sum_{\substack{\left(k_{1}, \ldots, k_{d}\right) \\
\neq\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{d}\right)^{2 k} \mathbb{P}\left(\bigcap_{j=1}^{d}\left(\left(\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right) \cap\left(\left\lceil 2^{\ell_{j}} x^{(j)}\right\rceil=\left\lceil 2^{\ell_{j}} X^{(j)}\right\rceil\right)\right)\right) .
\end{aligned}
$$

## A small computation yields

$$
\begin{align*}
& \mathbb{P}\left(\bigcap_{j=1}^{d}\left(\left(\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right) \cap\left(\left\lceil 2^{\ell_{j}} x^{(j)}\right\rceil=\left\lceil 2^{\ell_{j}} X^{(j)}\right\rceil\right)\right)\right) \\
& =\mathbb{P}\left(\bigcap_{j=1}^{d}\left\lceil 2^{\ell_{j}} x^{(j)}\right\rceil=\left\lceil 2^{\ell_{j}} X^{(j)}\right\rceil \mid \forall j,\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right) 2^{-k}  \tag{4.99}\\
& =2^{-k} \prod_{j=1}^{d} \mathbb{P}\left(\left\lceil 2^{\ell_{j}} x^{(j)}\right\rceil=\left\lceil 2^{\ell_{j}} X^{(j)}\right\rceil \mid\left\lceil 2^{k_{j}} x^{(j)}\right\rceil=\left\lceil 2^{k_{j}} X^{(j)}\right\rceil\right)  \tag{4.100}\\
& =2^{-k} 2^{-\sum_{j=1}^{d}\left(\ell_{j}-k_{j}\right) \mathbb{1}_{\ell_{j} \geqslant k_{j}}}  \tag{4.101}\\
& =2^{-\sum_{j=1}^{d} k_{j}\left(\mathbb{1}_{\ell_{j} \geqslant k_{j}}+\mathbb{1}_{\ell_{j}<k_{j}}\right)-\sum_{j=1}^{d}\left(\ell_{j}-k_{j}\right) \mathbb{1}_{\ell_{j} \geqslant k_{j}}}  \tag{4.102}\\
& =2^{-\sum_{j=1}^{d} k_{j} \mathbb{1}_{\ell_{j}<k_{j}}-\sum_{j=1}^{d} \ell_{j} \mathbb{1}_{\ell_{j} \geqslant k_{j}}}  \tag{4.103}\\
& =2^{-\sum_{j=1}^{d} \max \left(k_{j}, \ell_{j}\right)} . \tag{4.104}
\end{align*}
$$

Therefore,

$$
\begin{align*}
B & =\left(\frac{1}{d}\right)^{2 k} \sum_{\substack{\left(k_{1}, \ldots, k_{d}\right) \\
\neq\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{2}\right)^{\sum_{j=1}^{d} \max \left(k_{j}, \ell_{j}\right)} .  \tag{4.105}\\
& =\left(\frac{1}{d}\right)^{2 k} \sum_{\substack{\left(k_{1}, \ldots, k_{d}\right) \\
\neq\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{2}\right)^{k+\frac{1}{2} \sum_{j=1}^{d}\left|k_{j}-\ell_{j}\right|} \\
& =\left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{\left(k_{1}, \ldots, k_{d}\right) \\
\neq\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}}^{k} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{2}\right)^{\frac{1}{2} \sum_{j=1}^{d}\left|k_{j}-\ell_{j}\right|} . \tag{4.106}
\end{align*}
$$

For all $q>0$, define the set $\mathcal{K}_{q}=\left\{\boldsymbol{\ell}=\left(\ell_{1}, \ldots, \ell_{d}\right), \boldsymbol{k}=\left(k_{1}, \ldots, k_{d}\right)\left|\sum_{j=1}^{d}\right| k_{j}-\ell_{j} \mid \geqslant 2 q\right\}$, so that

$$
\begin{align*}
B= & \left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{(\boldsymbol{k}, \ell) \in \mathcal{K}_{q} \\
\ell \neq \boldsymbol{k} \\
k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{2}\right)^{\frac{1}{2} \sum_{j=1}^{d}\left|k_{j}-\ell_{j}\right|} \\
& +\left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{(k, \ell) \notin \mathcal{K}_{q} \\
\ell \neq k \\
k_{j}}}^{k} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\left(\frac{1}{2}\right)^{\frac{1}{2} \sum_{j=1}^{d}\left|k_{j}-\ell_{j}\right|} \\
& =B_{1}+B_{2} .
\end{align*}
$$

Regarding $B_{1}$, we have

$$
\begin{align*}
B_{1} & \leqslant\left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{(k, \ell) \in \mathcal{K}_{q} \\
\ell \neq \boldsymbol{k} \\
\sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!} 2^{-q}  \tag{4.109}\\
& \leqslant\left(\frac{1}{2 d^{2}}\right)^{k} 2^{-q}\left(\sum_{\substack{k, \sum_{j=1}^{d} k_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!}\right)\left(\sum_{\ell, \sum_{j=1}^{d} \ell_{j}=k} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}\right) \\
& \leqslant 2^{-k-q}, \tag{4.110}
\end{align*}
$$

as

$$
\begin{equation*}
\sum_{\boldsymbol{k}, \sum_{j=1}^{d} k_{j}=k} \frac{k!}{k_{1}!\ldots k_{d}!}=d^{k} . \tag{4.112}
\end{equation*}
$$

We now define, for all $\boldsymbol{k}, \mathcal{K}_{q}(\boldsymbol{k}):=\left\{\boldsymbol{\ell}=\left(\ell_{1}, \ldots, \ell_{d}\right), \sum_{j=1}^{d} \ell_{j}=k, \sum_{j=1}^{d}\left|k_{j}-\ell_{j}\right| \geqslant 2 q\right\}$. Regarding $B_{2}$, we have

$$
\begin{align*}
B_{2} & \leqslant\left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{k, \ell \notin \mathcal{K}_{q} \\
\ell \neq \boldsymbol{k} \\
k_{j} \\
\sum_{j=1}^{d}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \frac{k!}{\ell_{1}!\ldots \ell_{d}!}  \tag{4.113}\\
& =\left(\frac{1}{2 d^{2}}\right)^{k} \sum_{\substack{\boldsymbol{k}, \sum_{j=1}^{d} k_{j}=k}} \frac{k!}{k_{1}!\ldots k_{d}!} \sum_{\substack{\boldsymbol{c} \notin \mathcal{K}_{q}(\boldsymbol{k}) \\
\ell \neq \boldsymbol{k} \\
\sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} \frac{k!}{\ell_{1}!\ldots \ell_{d}!} .
\end{align*}
$$

Note that for all $\ell, \frac{k!}{\ell_{1}!\ldots \ell_{d}!}$ is maximal when $\max _{i} \ell_{i}$ is minimal. Therefore, for all $k \geqslant 2 d$,

$$
\begin{align*}
\frac{k!}{\ell_{1}!\ldots \ell_{d}!} & =\frac{k!}{\Gamma\left(\ell_{1}+1\right) \ldots \Gamma\left(\ell_{d}+1\right)}  \tag{4.116}\\
& \leqslant \frac{k!}{\Gamma(\lfloor k / d\rfloor+1) \ldots \Gamma(\lfloor k / d\rfloor+1)}  \tag{4.117}\\
& \leqslant \frac{k!}{\Gamma(k / d)^{d}} \tag{4.118}
\end{align*}
$$

Using an inequality from Batir 2008, we obtain

$$
\begin{aligned}
\frac{k!}{\Gamma(k / d)^{d}} & \leqslant \frac{k^{k+1 / 2} e^{-k}}{k^{k} d^{-k} e^{-k} k^{d / 2}} \\
& \leqslant d^{k} k^{-(d-1) / 2}
\end{aligned}
$$

Overall, for all $k \geqslant 2 d$,

$$
\begin{align*}
B_{2} & \leqslant\left(\frac{1}{2 d}\right)^{k} \sum_{\boldsymbol{k}, \sum_{j=1}^{d} k_{j}=k} \frac{k!}{k_{1}!\ldots k_{d}!} \sum_{\substack{\ell \notin \mathcal{K}_{q}(\boldsymbol{k}) \\
\ell \neq \boldsymbol{k} \\
k_{j} \\
\sum_{j=1}^{d} k_{j}=\sum_{j=1}^{d} \ell_{j}=k}} k^{-(d-1) / 2}  \tag{4.119}\\
& \leqslant k^{-(d-1) / 2}\left(\frac{1}{2 d}\right)^{k} \sum_{\boldsymbol{k}, \sum_{j=1}^{d} k_{j}=k} \frac{k!}{k_{1}!\ldots k_{d}!} \operatorname{Card}\left(\mathcal{K}_{q}(\boldsymbol{k})\right) .
\end{align*}
$$

We now want to upper bound the cardinal of $\mathcal{K}_{q}(\boldsymbol{k})$. Denoting by $B_{L_{1}}(0,2 q)$ the ball of radius $2 q$ with respect to the $L_{1}$ norm, note that

$$
\begin{align*}
\operatorname{Card}\left(\mathcal{K}_{q}(\boldsymbol{k})\right) & \leqslant \operatorname{Card}\left(\left\{x \in \mathbb{N}^{d} \cap B_{L_{1}}(\boldsymbol{k}, 2 q)\right\}\right)  \tag{4.121}\\
& \leqslant \operatorname{Card}\left(\left\{x \in \mathbb{N}^{d} \cap B_{L_{1}}(0,2 q)\right\}\right) . \tag{4.122}
\end{align*}
$$

Since,

$$
B_{L_{1}}(0, c) \subset B_{L_{\infty}}(0, c) \subset B_{L_{\infty}}(0,\lceil c\rceil)
$$

we have,

$$
\begin{aligned}
\operatorname{Card}\left(\mathcal{K}_{q}(\boldsymbol{k})\right) & \leqslant \operatorname{Card}\left(\left\{x \in \mathbb{N}^{d} \cap B_{L_{\infty}}(0,\lceil 2 q\rceil)\right\}\right) \\
& \leqslant(2\lceil 2 q\rceil+1)^{d} \\
& \leqslant(4 q+3)^{d}
\end{aligned}
$$

Thus, we have, for all $k \geqslant 2 d$,

$$
\begin{align*}
B_{2} & \leqslant k^{-(d-1) / 2}\left(\frac{1}{2 d}\right)^{k}(4 q+3)^{d} \sum_{k, \sum_{j=1}^{d} k_{j}=k} \frac{k!}{k_{1}!\ldots k_{d}!}  \tag{4.123}\\
& \leqslant k^{-(d-1) / 2}(4 q+3)^{d} 2^{-k}, \tag{4.124}
\end{align*}
$$

as

$$
\begin{equation*}
\sum_{k, \sum_{j=1}^{d} k_{j}=k} \frac{k!}{k_{1}!\ldots k_{d}!}=d^{k} . \tag{4.125}
\end{equation*}
$$

Finally, for all $q$, we have

$$
\begin{align*}
B & =B_{1}+B_{2}  \tag{4.126}\\
& \leqslant 2^{-k-q}+k^{-(d-1) / 2}(4 q+3)^{d} 2^{-k} \tag{4.127}
\end{align*}
$$

Let $q=\left(\frac{d-1}{2}\right) \log _{2}(k)$. For all $q \geqslant 3$, that is for all $k \geqslant 2^{6 /(d-1)}$, and for all $k \geqslant 2 d$,

$$
\begin{equation*}
B \leqslant 2^{-k}\left(k^{-\frac{d-1}{2}}+k^{-(d-1) / 2} C_{2}\left(\log _{2}(k)\right)^{d}\right) \tag{4.128}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{2}=5^{d}\left(\frac{d-1}{2}\right)^{d} \tag{4.129}
\end{equation*}
$$

Finally, for all $k$ large enough

$$
\begin{align*}
\mathbb{E}\left[K_{k}^{c c}(x, X)^{2}\right] & \leqslant A+B_{1}+B_{2}  \tag{4.130}\\
& \leqslant 2^{-k} k^{-\frac{d-1}{2}}\left(C_{1}+1+C_{2}\left(\log _{2}(k)\right)^{d}\right) \tag{4.131}
\end{align*}
$$

According to inequality (4.88) and Lemma S4, we have, for all $k$ large enough

$$
\begin{equation*}
\mathbb{P}\left[\mathcal{C}_{\alpha}^{c}(x)\right] \leqslant \frac{C_{0}+1}{n \alpha^{2}} 2^{k} k^{-\frac{d-1}{2}}\left(C_{1}+C_{2}\left(\log _{2}(k)\right)^{d}\right) \tag{4.132}
\end{equation*}
$$

Consequently, according to inequality (4.81), we obtain, for all $k$ large enough

$$
\begin{aligned}
& \mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \\
& \leqslant C^{\prime \prime} \sigma^{2} \log n\left(\frac{C_{0}+1}{n \alpha^{2}} 2^{k} k^{-\frac{d-1}{2}}\left(C_{1}+C_{2}\left(\log _{2}(k)\right)^{d}\right)\right)^{1 / 2} \\
& \leqslant C^{\prime \prime} \sigma^{2}\left(C_{0}+1\right)^{1 / 2}\left(\max \left(C_{1}, C_{2}\right)\right)^{1 / 2} \frac{\log n}{n^{1 / 2} \alpha} 2^{k / 2} k^{-\frac{d-1}{4}}\left(\left(1+\left(\log _{2}(k)\right)^{d}\right)\right)^{1 / 2} \\
& \leqslant C_{3} \frac{\log n}{n^{1 / 2} \alpha} 2^{k / 2} k^{-\frac{d-1}{4}}\left(\log _{2}(k)\right)^{d / 2}
\end{aligned}
$$

where $C_{3}=C^{\prime \prime} \sigma^{2}\left(C_{0}+1\right)^{1 / 2}\left(2 \max \left(C_{1}, C_{2}\right)\right)^{1 / 2}$. Then using inequality (4.79), for all $k$ large enough

$$
\begin{aligned}
& \mathbb{E}\left[f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right]^{2} \\
& \leqslant \mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}(x)}\right]+\mathbb{E}\left[\left|f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right|^{2} \mathbb{1}_{\mathcal{C}_{\alpha}^{c}(x)}\right] \\
& \leqslant \\
& \leqslant L^{2} d^{2}\left(1-\frac{1}{2 d}\right)^{2 k}+8 \alpha^{2}\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2} \\
& \quad+C_{3} \sigma^{2}(\log n) \frac{2^{k / 2}}{\alpha n^{1 / 2}} k^{-\frac{d-1}{4}}\left(\log _{2} k\right)^{d / 2}
\end{aligned}
$$

Optimizing the right hand side in $\alpha$, that is choosing

$$
\begin{equation*}
\alpha^{3}=(\log n) \frac{2^{k / 2}}{n^{1 / 2}} k^{-\frac{d-1}{4}}\left(\log _{2} k\right)^{d / 2} \frac{C_{3}}{8\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2}} \tag{4.133}
\end{equation*}
$$

we get
$\mathbb{E}\left[f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right]^{2} \leqslant 8 L^{2} d^{2}\left(1-\frac{1}{2 d}\right)^{2 k}+4 C_{3}^{2 / 3}\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2 / 3}(\log n)^{2 / 3} \frac{2^{k / 3}}{n^{1 / 3}} k^{-\frac{d-1}{6}}\left(\log _{2} k\right)^{d / 3}$.

Choosing $k_{n}=\log _{2}(n)$, we obtain, for all $n$ large enough,

$$
\begin{align*}
\mathbb{E}\left[f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right]^{2} & \leqslant 8 L^{2} d^{2} n^{2 \log _{2}\left(1-\frac{1}{d}\right)} \\
& +4 C_{3}^{2 / 3}\left(1+\left\|f^{\star}\right\|_{\infty}\right)^{2 / 3}(\log n)^{2 / 3}\left(\log _{2} n\right)^{-\frac{d-1}{6}}\left(\log _{2}\left(\log _{2} n\right)\right)^{d / 3} \tag{4.134}
\end{align*}
$$

Finally,

$$
\begin{equation*}
\mathbb{E}\left[f_{\infty, n}^{\mathrm{KeRF}}(x)-f^{\star}(x)\right]^{2} \leqslant 8 L^{2} d^{2} n^{2 \log _{2}\left(1-\frac{1}{d}\right)}+C_{4}\left(\log _{2} n\right)^{-\frac{d-5}{6}}\left(\log _{2}\left(\log _{2} n\right)\right)^{d / 3} \tag{4.135}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{4}=18 \times 2^{2 / 3} \times(\log 2)^{2 / 3} C^{\prime \prime 2 / 3}\left(\left\|f^{\star}\right\|_{\infty}^{2}+\sigma^{2}+1\right)\left(\max \left(C_{1}, C_{2}\right)\right)^{1 / 3} \tag{4.136}
\end{equation*}
$$

Lemma S5. Consider $n$ i.i.d. random variables $\varepsilon_{1}, \ldots, \varepsilon_{n}$, distributed as $\mathcal{N}(0,1)$. Then, for all $n \geqslant 21$,

$$
\mathbb{E}\left[\max _{1 \leqslant i \leqslant n} \varepsilon_{i}^{4}\right] \leqslant 32 e(\log n)^{2}
$$

Proof. We have, for all $p \geqslant 1$,

$$
\begin{equation*}
\mathbb{E}\left[\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|^{4}\right] \leq\left(\mathbb{E}\left[\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|^{4 p}\right]\right)^{1 / p} \leqslant\left(\mathbb{E}\left[\sum_{i=1}^{n}\left|\varepsilon_{i}\right|^{4 p}\right]\right)^{1 / p} \tag{4.137}
\end{equation*}
$$

using Jensen's inequality (by concavity of $x \mapsto x^{1 / p}$ for $p \geqslant 1$ ). The $p$-th moment of a Gaussian variable $\mathcal{N}(0,1)$ can be computed as follows

$$
\begin{align*}
\mathbb{E}\left[\left|\varepsilon_{1}\right|^{p}\right] & =\int_{0}^{\infty} \mathbb{P}\left[|\varepsilon|^{p} \geqslant u\right] \mathrm{d} u  \tag{4.138}\\
& =\int_{0}^{\infty} \mathbb{P}[|\varepsilon| \geqslant t] p t^{p-1} \mathrm{~d} t  \tag{4.139}\\
& \leqslant \int_{0}^{\infty} 2 \exp \left(-t^{2} / 2\right) p t^{p-1} \mathrm{~d} t \tag{4.140}
\end{align*}
$$

using classical tail inequalities for Gaussian variables. Now, setting $s=t^{2} / 2$ and recalling that $\Gamma(z)=\int_{0}^{\infty} \exp (-t) t^{z-1} \mathrm{~d} t$, we have

$$
\begin{align*}
\int_{0}^{\infty} 2 \exp \left(-t^{2} / 2\right) p t^{p-1} \mathrm{~d} t & =2 p \int_{0}^{\infty} \exp (-s)(2 s)^{\frac{p-2}{2}} \mathrm{~d} s  \tag{4.141}\\
& =2 p 2^{\frac{p-2}{2}} \Gamma(p / 2) \tag{4.142}
\end{align*}
$$

According to Theorem 2.2 in Batir 2008, we have, for all $x>0$

$$
\begin{equation*}
\Gamma(x+1)<\sqrt{2 \pi} x^{x} \exp (-x)\left(x^{2}+\frac{x}{3}+\frac{1}{18}\right)^{1 / 4} \tag{4.143}
\end{equation*}
$$

Let

$$
\begin{equation*}
f: x \mapsto \exp (-x)\left(x^{2}+\frac{x}{3}+\frac{1}{18}\right) \tag{4.144}
\end{equation*}
$$

one can show that $f$ is non-increasing on $[1 / 2, \infty)$. Thus, for all $x \geqslant 1 / 2$,

$$
\begin{align*}
\Gamma(x+1) & <\sqrt{2 \pi} x^{x} f(1 / 2)^{1 / 4}  \tag{4.145}\\
& <\sqrt{2 \pi} x^{x} \exp (-1 / 2)\left(\frac{1}{2}\right)^{1 / 4}  \tag{4.146}\\
& <2 x^{x} \tag{4.147}
\end{align*}
$$

Hence, for all $p \geqslant 3$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\varepsilon_{1}\right|^{p}\right] \leqslant 4 p 2^{\frac{p-2}{2}}(p / 2)^{p / 2} \tag{4.148}
\end{equation*}
$$

which leads to

$$
\begin{align*}
\mathbb{E}\left[\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|^{4}\right] & \leqslant\left(\mathbb{E}\left[\sum_{i=1}^{n}\left|\varepsilon_{i}\right|^{4 p}\right]\right)^{1 / p}  \tag{4.149}\\
& \leqslant n^{1 / p}\left(16 p 2^{\frac{4 p-2}{2}}(2 p)^{2 p}\right)^{1 / p}  \tag{4.150}\\
& \leqslant 16 n^{1 / p} p^{2}\left(\frac{p}{2}\right)^{1 / p}  \tag{4.151}\\
& \leqslant 32 n^{1 / p} p^{2} \tag{4.152}
\end{align*}
$$

Choosing $p=\log n$ yields, for all $n \geqslant e^{3}$,

$$
\begin{equation*}
\mathbb{E}\left[\max _{1 \leqslant i \leqslant n}\left|\varepsilon_{i}\right|^{4}\right] \leqslant 32 e(\log n)^{2} \tag{4.153}
\end{equation*}
$$

## S2.4 Proofs of Section 4.5 (Semi-Adaptive Forests)

Lemma S6. For all $\alpha \in[0,1)$, the depth $k_{n}^{\mathrm{AdaCT}}$ of a semi-adaptive centered tree verifies

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(k_{n}^{\mathrm{AdaCT}}(X, \Theta) \in\left[\log _{2}(n) \pm \log _{2}^{1-\alpha}(n)\right]\right)=1
$$

Lemma S6 states that the asymptotic behavior of $k_{n}^{\mathrm{AdaCT}}(X, \Theta)$ is equivalent to $\log _{2} n$ up to a negligible factor. The $\log (n)$ equivalent matches the condition for the mean interpolation regime in the case of CRF exhibited in Section 4.3.

## Proof of Lemma S6

For all $0 \leqslant j \leqslant k$, we let $A_{j, n}(X, \Theta)$ be the cell containing $X$ in the tree truncated at level $j$. Similarly, we let $N_{j, n}(X, \Theta)$ the number of observations in this cell. Then,

$$
\begin{align*}
\mathbb{P}\left(k_{n}(X, \Theta) \geqslant k\right) & =\mathbb{P}\left(N_{k-1, n}(X, \Theta) \geqslant 2\right)  \tag{4.154}\\
& =\mathbb{E}\left[\mathbb{P}\left(N_{k-1, n}(X, \Theta) \geqslant 2 \mid X, \Theta\right)\right]  \tag{4.155}\\
& =1-\left(1-\frac{1}{2^{k-1}}\right)^{n}-\frac{n}{2^{k-1}}\left(1-\frac{1}{2^{k-1}}\right)^{n-1} . \tag{4.156}
\end{align*}
$$

Using the inequality $\log (1-x) \leqslant-x$ for all $x \in[0,1)$ yields,

$$
\begin{align*}
\mathbb{P}\left(k_{n}(X, \Theta) \geqslant k\right) & \geqslant 1-\exp \left(-\frac{n}{2^{k-1}}\right)-\frac{n}{2^{k-1}} \exp \left(-\frac{n-1}{2^{k-1}}\right)  \tag{4.157}\\
& \geqslant 1-\left(1+\frac{n}{2^{k-1}}\right) \exp \left(-\frac{n}{2^{k-1}}\right) . \tag{4.158}
\end{align*}
$$

Letting $k=\left(1-\varepsilon_{n}\right) \log _{2}(n)$ in (4.158) yields

$$
\begin{equation*}
\mathbb{P}\left(k_{n}(X, \Theta) \geqslant k\right) \geqslant 1-\left(1+2 n^{\varepsilon_{n}}\right) \exp \left(-2 n^{\varepsilon_{n}}\right) . \tag{4.159}
\end{equation*}
$$

Note that, setting $\varepsilon_{n}=c_{1}\left(\log _{2} n\right)^{-\alpha}$ for any $\alpha \in[0,1)$ implies that

$$
\begin{equation*}
n^{\varepsilon_{n}}=\exp \left(\varepsilon_{n} \log n\right) \tag{4.160}
\end{equation*}
$$

tends to infinity. Therefore, for all $c_{1}>0$ and all $\alpha_{i} n[0,1)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(k_{n}(X, \Theta) \geqslant \log _{2}(n)-c_{1}\left(\log _{2} n\right)^{-\alpha}\right)=1 \tag{4.161}
\end{equation*}
$$

Besides,

$$
\begin{align*}
\mathbb{P}\left(k_{n}(X, \Theta) \leqslant k\right) & =1-\mathbb{P}\left(k_{n}(X, \Theta)>k\right)  \tag{4.162}\\
& =\left(1-\frac{1}{2^{k}}\right)^{n}-\frac{n}{2^{k}}\left(1-+\frac{1}{2^{k}}\right)^{n-1} . \tag{4.163}
\end{align*}
$$

Using the inequality $\log (1-x) \geqslant-x /(1-x)$ for all $x \in[0,1)$, we have

$$
\begin{align*}
\mathbb{P}\left(k_{n}(X, \Theta) \leqslant k\right) & \geqslant \exp \left(-\frac{n}{2^{k}-1}\right)+\frac{n}{2^{k}} \exp \left(-\frac{n-1}{2^{k}-1}\right)  \tag{4.164}\\
& \geqslant\left(1+\frac{n}{2^{k}}\right) \exp \left(-\frac{n}{2^{k}-1}\right) . \tag{4.165}
\end{align*}
$$

Letting $k=\left(1+\varepsilon_{n}\right) \log _{2}(n)$ in (4.165) yields

$$
\begin{align*}
\mathbb{P}\left(k_{n}(X, \Theta) \geqslant k\right) & \geqslant\left(1+2 n^{-\varepsilon_{n}}\right) \exp \left(-\frac{n}{n^{1+\varepsilon_{n}}-1}\right)  \tag{4.166}\\
& \geqslant\left(1+2 n^{-\varepsilon_{n}}\right) \exp \left(-\frac{n^{-\varepsilon_{n}}}{1-\frac{1}{n^{1+\varepsilon_{n}}}}\right) \tag{4.167}
\end{align*}
$$

which tends to 1 for the choice $\varepsilon_{n}=c_{2}\left(\log _{2} n\right)^{-\alpha}$, for any $\alpha \in[0,1)$ and any $c_{2}>0$.

## Proof of Theorem 4.5.1 (Consistency of Median RF)

Preliminary results In all the preliminary results, we use the fact that the spacing between two consecutive order statistics, that originate from an i.i.d. sample uniformly distributed on $[0,1]$ of size $n_{j}$ is distributed as a beta distribution $\operatorname{Beta}\left(1, n_{j}\right)$. We also recall that, for all $\alpha, \beta$,

$$
\begin{equation*}
\mathbb{V}[\mathcal{B}(\alpha, \beta)]=\frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)} \quad \text { and } \quad \mathbb{E}[\mathcal{B}(\alpha, \beta)]=\frac{\alpha}{\alpha+\beta} \tag{4.168}
\end{equation*}
$$

Lemma S7 (Control of a cell side of a fully-developed median RF). Assume that $n \geqslant 16$ is a power of two. For all $x \in[0,1]^{d}$, for all $\ell \in\{1, \ldots, d\}$ and depth $k \in \mathbb{N}^{*}$, with $k \leqslant\left\lfloor\log _{2} n\right\rfloor$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{k, n}^{(\ell)}(x, \Theta)\right)^{2}\right] \leqslant C_{1}\left(1-\frac{3}{4 d}\right)^{k} \tag{4.169}
\end{equation*}
$$

with $C_{1} \leqslant 256 \exp \left(\frac{42+\sqrt{5}}{2-\sqrt{2}}\right)$.
Proof of Lemma S7. Fix $x \in[0,1]^{d}$. For all $\ell$, let $\boldsymbol{\delta}_{\ell}(x, \Theta)$ be the vector whose components are defined as $\delta_{j, \ell}(x, \Theta)=1$ if the $j$-th cut is made along direction $\ell$ and 0 otherwise. Without loss of generality, we let $\ell=1$ and fix $x \in[0,1]^{d}$. For all $j \in\{0, \ldots, k\}$, we denote $A_{j, n}^{(1)}(x, \Theta)$ the cell containing $x$ at level $j$, projected onto the first direction, and $n_{j}=n 2^{-j}$ the number of observations falling into this cell.

Recall that we consider the median forest in which splits are performed at the middle of two consecutive order statistics in a cell, so that each resulting cell contains exactly the same number of observations. With these notations in mind, we want to upper bound, for all $j$,

$$
\mathbb{E}\left[\mu\left(A_{j, n}^{(1)}(x, \Theta)\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right]
$$

where, for now, the split randomization $\boldsymbol{\delta}_{1}(x, \Theta)$ is considered fixed and may be omitted in the notations. Let us fix $j \leqslant k-1$, define

$$
A_{j, n}^{(1)}(x, \Theta)=\left[M_{1, j}, M_{2, j}\right]
$$

and assume that the next cut is made along the first axis at position $M_{j}$. Then,

$$
\begin{align*}
& \mu\left(A_{j+1, n}^{(1)}(x, \Theta)\right)^{2} \\
& =\left(M_{j}-M_{1, j}\right)^{2} \mathbb{1}_{x \in\left[M_{1, j}, M_{j}\right]}+\left(M_{2, j}-M_{j}\right)^{2} \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]}  \tag{4.170}\\
& =\left(M_{j}-M_{1, j}\right)^{2}+\left(\left(M_{2, j}-M_{j}\right)^{2}-\left(M_{j}-M_{1, j}\right)^{2}\right) \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]}  \tag{4.171}\\
& =\left(M_{j}-M_{1, j}\right)^{2}+\left(M_{1, j}+M_{2, j}-2 M_{j}\right)\left(M_{2, j}-M_{1, j}\right) \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]} . \tag{4.172}
\end{align*}
$$

We denote $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$ the points contained in the cell $A_{j, n}^{(1)}(x, \Theta)$. Note that the second term
in (4.172) can be decomposed as

$$
\begin{align*}
& \left(M_{1, j}+M_{2, j}-2 M_{j}\right)\left(M_{2, j}-M_{1, j}\right) \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]} \\
= & \left(X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}-X_{\left(n_{j} / 2\right)}^{\prime}-X_{\left(n_{j} / 2+1\right)}^{\prime}+M_{1, j}-X_{(1)}^{\prime}+M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right)\left(M_{2, j}-M_{1, j}\right) \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]}  \tag{4.173}\\
= & \left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}+\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2+1\right)}^{\prime}+M_{1, j}-X_{(1)}^{\prime}+M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right) \\
& \times\left(M_{2, j}-M_{1, j}\right) \mathbb{1}_{x \in\left[M_{j}, M_{2, j}\right]}  \tag{4.174}\\
\leqslant & \left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}+\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2+1\right)}^{\prime}+M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right)\left(M_{2, j}-M_{1, j}\right) \tag{4.175}
\end{align*}
$$

Injecting (4.175) into (4.172), taking the expectation and using Cauchy-Schwarz inequality leads to

$$
\begin{align*}
\mathbb{E}\left[\mu\left(A_{j+1, n}^{(1)}(x, \Theta)\right)^{2}\right] \leqslant & \mathbb{E}\left[\left(M_{j}-M_{1, j}\right)^{2}\right] \\
& +\left(\mathbb{E}\left[\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right)^{2}\right] \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]\right)^{1 / 2} \\
& +\left(\mathbb{E}\left[\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2+1\right)}^{\prime}\right)^{2}\right] \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]\right)^{1 / 2} \\
& +\left(\mathbb{E}\left[\left(M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right)^{2}\right] \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]\right)^{1 / 2} \tag{4.176}
\end{align*}
$$

Considering the second term, we have

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\frac{X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}}{2}-\left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)\right)^{2}\right]  \tag{4.177}\\
& =\mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2} \mathbb{E}\left[\left.\left(\frac{1}{2}-\frac{\left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)}{\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)}\right)^{2} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right]\right] \tag{4.178}
\end{align*}
$$

where

$$
\left.\frac{\left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)}{\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime} \sim \mathcal{B}\left(\frac{n_{j}}{2}-1, \frac{n_{j}}{2}\right),
$$

with $\mathbb{E}\left[\mathcal{B}\left(\frac{n_{j}}{2}-1, \frac{n_{j}}{2}\right)\right]=\frac{n_{j}-2}{2\left(n_{j}-1\right)}$.

Thus,

$$
\begin{align*}
\mathbb{E}\left[\left.\left(\frac{1}{2}-\frac{\left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)}{\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)}\right)^{2} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right] & =\left(\frac{1}{2}-\frac{n_{j}-2}{2\left(n_{j}-1\right)}\right)^{2}+\mathbb{V}\left[\mathcal{B}\left(\frac{n_{j}}{2}-1, \frac{n_{j}}{2}\right)\right]  \tag{4.179}\\
& =\frac{1}{4\left(n_{j}-1\right)^{2}}+\frac{1}{4} \frac{n_{j}-2}{\left(n_{j}-1\right)^{2}}  \tag{4.180}\\
& =\frac{1}{4\left(n_{j}-1\right)} \tag{4.181}
\end{align*}
$$

## Consequently,

$$
\begin{align*}
\mathbb{E}\left[\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right)^{2}\right] & =\frac{1}{4\left(n_{j}-1\right)} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]  \tag{4.182}\\
& \leqslant \frac{1}{4\left(n_{j}-1\right)} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.183}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\mathbb{E}\left[\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}\right)}^{\prime}}{2}-X_{\left(n_{j} / 2+1\right)}^{\prime}\right)^{2}\right] & =\frac{1}{4\left(n_{j}-1\right)} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]  \tag{4.184}\\
& \leqslant \frac{1}{4\left(n_{j}-1\right)} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.185}
\end{align*}
$$

By Lemma S8,

$$
\mathbb{E}\left[\left(M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right)^{2}\right] \leqslant \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]
$$

Gathering all previous inequalities into (4.172) yields

$$
\begin{align*}
\mathbb{E}\left[\mu\left(A_{j+1, n}^{(1)}(x, \Theta)\right)^{2}\right] \leqslant & \mathbb{E}\left[\left(M_{j}-M_{1, j}\right)^{2}\right]+\frac{1}{\sqrt{n_{j}-1}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \\
& +\frac{\sqrt{5}}{\left(n_{j}-1\right)} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.186}
\end{align*}
$$

Considering the first term in (4.186), we have

$$
\begin{align*}
\left(M_{j}-M_{1, j}\right)^{2} & =\left(\frac{X_{\left(n_{j} / 2\right)}^{\prime}+X_{\left(n_{j} / 2+1\right)}^{\prime}}{2}-X_{(1)}^{\prime}+X_{(1)}^{\prime}-M_{1, j}\right)^{2}  \tag{4.187}\\
& \leqslant\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}+X_{(1)}^{\prime}-M_{1, j}\right)^{2}  \tag{4.188}\\
& \leqslant\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}+\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}+2\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)\left(X_{(1)}^{\prime}-M_{1, j}\right)
\end{align*}
$$

Taking the expectation and using Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
\mathbb{E}\left[\left(M_{j}-M_{1, j}\right)^{2}\right] \leqslant & \mathbb{E}\left[\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]+\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] \\
& +2\left(\mathbb{E}\left[\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right] \mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right]\right)^{1 / 2} \tag{4.189}
\end{align*}
$$

Now,
$\mathbb{E}\left[\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]=\mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2} \mathbb{E}\left[\left.\left(\frac{X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}}\right)^{2} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right]\right]$,
where

$$
\begin{align*}
\mathbb{E}\left[\left.\left(\frac{X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}}\right)^{2} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right] & =\mathbb{E}\left[\mathcal{B}\left(\frac{n_{j}}{2}, \frac{n_{j}}{2}-1\right)^{2}\right]  \tag{4.191}\\
& =\mathbb{V}\left[\mathcal{B}\left(\frac{n_{j}}{2}, \frac{n_{j}}{2}-1\right)\right]+\left(\mathbb{E}\left[\mathcal{B}\left(\frac{n_{j}}{2}, \frac{n_{j}}{2}-1\right)\right]\right)^{2}  \tag{4.192}\\
& =\frac{\frac{n_{j}}{2}\left(\frac{n_{j}}{2}-1\right)}{\left(n_{j}-1\right)^{2} n_{j}}+\left(\frac{n_{j} / 2}{n_{j}-1}\right)^{2}  \tag{4.193}\\
& =\frac{1}{4} \frac{n_{j}-2}{\left(n_{j}-1\right)^{2}}+\left(\frac{1}{2} \frac{n_{j}}{n_{j}-1}\right)^{2}  \tag{4.194}\\
& =\frac{1}{4} \frac{n_{j}^{2}+n_{j}-2}{\left(n_{j}-1\right)^{2}}  \tag{4.195}\\
& \leqslant \frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}} \tag{4.196}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\left(X_{\left(n_{j} / 2+1\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right] \leqslant \frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right] \tag{4.197}
\end{equation*}
$$

Injecting this expression into (4.189), we have

$$
\begin{align*}
\mathbb{E}\left[\left(M_{j}-M_{1, j}\right)^{2}\right] \leqslant & \frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]+\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] \\
& +\frac{\left(n_{j}+1 / 2\right)}{\left(n_{j}-1\right)}\left(\mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right] \mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right]\right)^{1 / 2} . \tag{4.198}
\end{align*}
$$

According to Technical Lemma S8, we have

$$
\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] \leqslant \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[M_{2, j}-M_{1, j}\right]
$$

Hence,

$$
\begin{align*}
\mathbb{E} & {\left[\left(M_{j}-M_{1, j}\right)^{2}\right] } \\
\leqslant & \frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]+\frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \\
& +\frac{\left(n_{j}+1 / 2\right)}{\left(n_{j}-1\right)}\left(\mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]\right)^{1 / 2}  \tag{4.199}\\
\leqslant & \left(\frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}}+\frac{5}{\left(n_{j}-1\right)^{2}}+\frac{\left(n_{j}+1 / 2\right) \sqrt{5}}{\left(n_{j}-1\right)^{2}}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.200}\\
\leqslant & \frac{1}{4} \frac{\left(n_{j}+1 / 2\right)^{2}}{\left(n_{j}-1\right)^{2}}\left(1+\frac{20}{\left(n_{j}+1 / 2\right)^{2}}+\frac{4 \sqrt{5}}{\left(n_{j}+1 / 2\right)}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.201}\\
\leqslant & \frac{1}{4}\left(1+\frac{3}{2\left(n_{j}-1\right)}\right)^{2}\left(1+\frac{20}{\left(n_{j}+1 / 2\right)^{2}}+\frac{4 \sqrt{5}}{\left(n_{j}+1 / 2\right)}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.202}\\
\leqslant & \frac{1}{4}\left(1+\frac{9}{2\left(n_{j}-1\right)}\right)\left(1+\frac{20}{\left(n_{j}+1 / 2\right)^{2}}+\frac{4 \sqrt{5}}{\left(n_{j}+1 / 2\right)}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.203}
\end{align*}
$$

for all $n_{j} \geqslant 4$, since $(1+x)^{2} \leqslant 1+3 x$ if $x \leqslant 1$.

## Consequently,

$$
\begin{align*}
& \mathbb{E}\left[\left(M_{j}-M_{1, j}\right)^{2}\right] \\
& \leqslant \frac{1}{4}\left(1+\frac{9}{2\left(n_{j}-1\right)}\right)\left(1+\frac{30}{n_{j}-1}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.204}\\
& \leqslant \frac{1}{4}\left(1+\frac{69}{2\left(n_{j}-1\right)}+\frac{90}{\left(n_{j}-1\right)^{2}}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.205}\\
& \leqslant \frac{1}{4}\left(1+\frac{35+6}{n_{j}-1}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]  \tag{4.206}\\
& \leqslant \frac{1}{4}\left(1+\frac{41}{n_{j}-1}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.207}
\end{align*}
$$

for all $n_{j} \geqslant 16$. Recall that, until now, we have fixed $\boldsymbol{\delta}_{1}(x, \Theta)$ and omitted the explicit conditioning in the proof to lighten notations. Thus, plugging-in the previous inequality into (4.186) yields, for all $n_{j} \geqslant 16$,

$$
\begin{align*}
\mathbb{E} & {\left[\mu\left(A_{j+1, n}^{(1)}(x, \Theta)\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right] } \\
\leqslant & \frac{1}{4}\left(1+\frac{41}{n_{j}-1}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right] \\
& +\frac{1}{\sqrt{n_{j}-1}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right]+\frac{\sqrt{5}}{\left(n_{j}-1\right)} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right]  \tag{4.208}\\
\leqslant & \frac{1}{4}\left(1+\frac{42+\sqrt{5}}{\sqrt{n_{j}-1}}\right) \mathbb{E}\left[\mu\left(A_{j, n}^{(1)}(x, \Theta)\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right] . \tag{4.209}
\end{align*}
$$

Recall that $\delta_{1}(x, \Theta)$ is the vector whose components are defined as $\delta_{j, 1}(x, \Theta)=1$ if the $j$-th cut is made along the first direction and 0 otherwise. We let $K_{1}=\left\|\delta_{1}(x, \Theta)\right\|_{1}$ be the number of times the first direction is split. By induction, we have

$$
\begin{align*}
\mathbb{E}\left[\mu\left(A_{k, n}^{(1)}(x, \Theta)\right)^{2}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mu\left(A_{k, n}^{(1)}(x, \Theta)\right)^{2} \mid \boldsymbol{\delta}_{1}(x, \Theta)\right]\right]  \tag{4.210}\\
& \leqslant \mathbb{E}\left[\prod_{\substack{j: \delta_{j, 1}=1, j \leqslant k-4}} \frac{1}{4}\left(1+\frac{42+\sqrt{5}}{\sqrt{n_{j}-1}}\right)\right]  \tag{4.211}\\
& \leqslant 4^{4} \mathbb{E}\left[4^{-K_{1}} \prod_{\substack{j: \delta_{j, 1}=1, j \leqslant k-4}}\left(1+\frac{42+\sqrt{5}}{\sqrt{n_{j}-1}}\right)\right] \tag{4.212}
\end{align*}
$$

The product can be upper bounded as follows, with $C=42+\sqrt{5}$,

$$
\begin{align*}
\log \left(\prod_{j, \delta_{j, l}=1, j \leqslant k-4}\left(1+\frac{C}{\sqrt{n_{j}-1}}\right)\right) & \leqslant \log \left(\prod_{\substack{j: \delta_{j, 1}=1, j \leqslant k-4}}\left(1+\frac{C}{\sqrt{n_{j+1}}}\right)\right)  \tag{4.213}\\
& =\sum_{\substack{j: \delta_{j, 1}=1, j \leqslant k-4}} \log \left(1+\frac{C \sqrt{2} \cdot 2^{j / 2}}{n^{1 / 2}}\right)  \tag{4.214}\\
& \leqslant \frac{C \sqrt{2}}{n^{1 / 2}} \sum_{j=0}^{k-4} 2^{j / 2}  \tag{4.215}\\
& \leqslant \frac{C \sqrt{2}}{\sqrt{2}-1} \frac{2^{(k-3) / 2}}{n^{1 / 2}}  \tag{4.216}\\
& \leqslant \frac{C}{2 \sqrt{2}-2} . \tag{4.217}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{k, n}^{(1)}(x, \Theta)\right)^{2}\right] \leqslant 4^{4} \exp \left(\frac{C}{2 \sqrt{2}-2}\right) \mathbb{E}\left[4^{-K_{1}}\right] \tag{4.218}
\end{equation*}
$$

Since $K_{1} \sim \operatorname{Bin}(k, 1 / d)$, we have

$$
\begin{align*}
\mathbb{E}\left[4^{-K_{1}}\right] & =\left(1-\frac{1}{d}+\frac{1}{4 d}\right)^{k}  \tag{4.219}\\
& =\left(1-\frac{3}{4 d}\right)^{k} \tag{4.220}
\end{align*}
$$

Finally,

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{k, n}^{(1)}(x, \Theta)\right)^{2}\right] \leqslant 4^{4} \exp \left(\frac{C}{2 \sqrt{2}-2}\right)\left(1-\frac{3}{4 d}\right)^{k} \tag{4.221}
\end{equation*}
$$

with $C=42+\sqrt{5}$.

Lemma S8 (Technical Lemma). 1. Let $x \in[0,1]^{d}$ and consider the cell $A_{n, j}(x, \Theta)$ containing $x$ at depth $j \leqslant k-1$. W.l.o.g. restrict the study to the one-dimensional cell $A_{n, j}^{(1)}(x, \Theta)$ corresponding to the cell $A_{n, j}(x, \Theta)$ along the first dimension only, and set $A_{n, j}^{(1)}(x, \Theta)=\left[M_{1, j} ; M_{2, j}\right]$. The one-dimensional cell $A_{n, j}^{(1)}(x, \Theta)$ contains $n_{j}$ points denoted $X_{1}^{\prime}, \ldots X_{n_{j}}^{\prime}$ (random subsample of the initial training sample). Call $X_{(1)}^{\prime}, \ldots, X_{\left(n_{j}\right)}^{\prime}$ the ordered version of $X_{1}^{\prime}, \ldots X_{n_{j}}^{\prime}$. Then,

$$
\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] \leqslant \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]
$$

and

$$
\mathbb{E}\left[\left(M_{2, j}-X_{\left(n_{j}\right)}^{\prime}\right)^{2}\right] \leqslant \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] .
$$

2. Consider now the cell $A_{n, j}\left(X_{1}, \Theta\right)$ containing $X_{1}$ at depth $j \leqslant k-1$. W.l.o.g. restrict the study to the one-dimensional cell $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)$ corresponding to the cell $A_{n, j}\left(X_{1}, \Theta\right)$ along the first dimension only, and set $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)=\left[M_{1, j} ; M_{2, j}\right]=\left[M_{1, j}\left(X_{1}, \Theta\right) ; M_{2, j}\left(X_{1}, \Theta\right)\right]$. The one-dimensional cell $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)$ contains $n_{j}$ points denoted $\left\{X_{1}^{\prime}, \ldots X_{n_{j}-1}^{\prime}\right\} \cup\left\{X_{1}\right\}$ (random subsample of the initial training sample containing $X_{1}$ and projected on the first axis). Call $X_{(1)}^{\prime}, \ldots, X_{\left(n_{j}-1\right)}^{\prime}$ the ordered version of $X_{1}^{\prime}, \ldots X_{n_{j}-1}^{\prime}$. Then,

$$
\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}\right] \leqslant \frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right],
$$

and

$$
\mathbb{E}\left[M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime} \mid X_{1}\right] \leqslant \frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right] .
$$

## Proof of Lemma S8.

Notations W.l.o.g. consider the following development according to the first direction only. Let $x \in[0,1]^{d}$. Recall that we consider the cell $A_{j, n}^{(1)}(x, \Theta)=\left[M_{1, j} ; M_{2, j}\right]$ containing $x$ at depth $j \leqslant k-1$. The cut at $M_{1, j}$ (resp. $M_{2, j}$ ) has been obtained at an anterior depth $j_{1} \leqslant j$ (resp. $j_{2} \leqslant j$ ), as the middle of two order statistics of a previous subsample:

$$
M_{1, j}=\frac{M_{1, j,-}+M_{1, j,+}}{2} \quad \text { and } \quad M_{2, j}=\frac{M_{2, j,-}+M_{2, j,+}}{2},
$$

with $M_{1, j,-}<M_{1, j,+}$ and $M_{2, j,-}<M_{2, j,+}$. The following computations can be also conducted in a similar way when $M_{1, j}=0$ or $M_{2, j}=1$. The current cell $A_{j, n}^{(1)}(x, \Theta)$, includes now $n_{j}$ points of the original training sample, which are denoted by $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$. Remark that as $M_{1, j,-}$ and $M_{2, j,+}$ refer to anterior order statistics of a previous subsample (including the points $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$ ), then $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$ are i.i.d. uniformly distributed in $\left[M_{j, 1,-} ; M_{2, j,+}\right]$. Denote by $X_{(1)}^{\prime}, \ldots, X_{\left(n_{j}\right)}^{\prime}$, the ordered statistics of the current subsample $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$ in $A_{j, n}^{(1)}(x, \Theta)$ for some fixed $x$.

First statement - Control of $\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right]$. We have

$$
\begin{equation*}
\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] \leqslant 2 \mathbb{E}\left[\left(M_{1, j,+}-M_{1, j}\right)^{2}\right]+2 \mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j,+}\right)^{2}\right] \tag{4.222}
\end{equation*}
$$

Note that, by definition of $M_{1, j}$, the quantity $M_{1, j,+}-M_{1, j}$ corresponds to a half spacing between two points in the cell previously built by cutting on the first direction at depth $j_{1}$, denoted $A_{j_{1}, n}^{(1)}(x, \Theta)$. By construction, the spacings between two consecutive points in $A_{j_{1}, n}^{(1)}(x, \Theta)$ were the same in distribution. Since points have been removed between $A_{j, n}^{(1)}(x, \Theta)$ and $A_{j_{1}, n}^{(1)}(x, \Theta)$, the spacings are larger between consecutive points in $A_{j, n}^{(1)}(x, \Theta)$ than between consecutive points in $A_{j_{1}, n}^{(1)}(x, \Theta)$. This leads to

$$
M_{1, j,+}-M_{1, j}=\frac{M_{1, j,+}-M_{1, j,-}}{2} \leqslant \frac{X_{(2)}^{\prime}-X_{(1)}^{\prime}}{2} .
$$

Therefore, since all variables are bounded,

$$
\begin{aligned}
\mathbb{E}\left[\left(M_{1, j,+}-M_{1, j}\right)^{2}\right] & \leqslant \frac{1}{4} \mathbb{E}\left[\left(X_{(2)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right] \\
& \leqslant \frac{1}{4} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2} \mathbb{E}\left[\left.\frac{\left(X_{(2)}^{\prime}-X_{(1)}^{\prime}\right)^{2}}{\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right]\right]
\end{aligned}
$$

Regarding the inner expectation,

$$
\begin{align*}
\mathbb{E}\left[\left.\frac{\left(X_{(2)}^{\prime}-X_{(1)}^{\prime}\right)^{2}}{\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}\right)}^{\prime}\right] & =\mathbb{E}\left[\mathcal{B}\left(1, n_{j}-2\right)^{2}\right]  \tag{4.223}\\
& =\mathbb{V}\left[\mathcal{B}\left(1, n_{j}-2\right)\right]+\left(\mathbb{E}\left[\mathcal{B}\left(1, n_{j}-2\right)\right]\right)^{2}  \tag{4.224}\\
& =\frac{n_{j}-2}{\left(n_{j}-1\right)^{2} n_{j}}+\left(\frac{1}{n_{j}-1}\right)^{2}  \tag{4.225}\\
& \leqslant \frac{2}{\left(n_{j}-1\right)^{2}} \tag{4.226}
\end{align*}
$$

Finally,

$$
\begin{align*}
\mathbb{E}\left[\left(M_{1, j,+}-M_{1, j}\right)^{2}\right] & \leqslant \frac{1}{2\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(X_{\left(n_{j}\right)}^{\prime}-X_{(1)}^{\prime}\right)^{2}\right]  \tag{4.227}\\
& \leqslant \frac{1}{2\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \tag{4.228}
\end{align*}
$$

Regarding the second term in (4.222), we have

$$
\begin{aligned}
\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j,+}\right)^{2}\right] & =\mathbb{E}\left[\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j,+}\right)^{2} \mid M_{1, j,+}, X_{M_{2, j},-}\right]\right] \\
& =\mathbb{E}\left[\left(M_{2, j,-}-M_{1, j,+}\right)^{2} \mathbb{E}\left[\left.\left(\frac{X_{(1)}^{\prime}-M_{1, j,+}}{M_{2, j,-}-M_{1, j,+}}\right)^{2} \right\rvert\, M_{1, j,+}, M_{2, j,-}\right]\right] \\
& \leqslant \mathbb{E}\left[\left(M_{2, j,-}-M_{1, j,+}\right)^{2} \mathbb{E}\left[\mathcal{B}\left(1, n_{j}-1\right)^{2}\right]\right] \\
& \leqslant \frac{2}{n_{j}^{2}} \mathbb{E}\left[\left(M_{2, j,-}-M_{1, j,+}\right)^{2}\right] \\
& \leqslant \frac{2}{n_{j}^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
\mathbb{E}\left[\left(X_{(1)}^{\prime}-M_{1, j}\right)^{2}\right] & \leqslant\left(\frac{1}{\left(n_{j}-1\right)^{2}}+\frac{4}{n_{j}^{2}}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right] \\
& \leqslant \frac{5}{\left(n_{j}-1\right)^{2}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right)^{2}\right]
\end{aligned}
$$

The second point of the first statement can be proved in the exact same manner.
Second statement - Control of $\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}\right]$. In this part, we study the cell $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)$. The cell $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)$ contains $n_{j}$ data points (including $\left.X_{1}\right)$. We denote by $X_{1}^{\prime}, \ldots, X_{n_{j}-1}^{\prime}$ the observations falling into $A_{n, j}^{(1)}\left(X_{1}, \Theta\right)$, different from $X_{1}$. Note that, these $n_{j}-1$ observations are still i.i.d. uniformly distributed in $\left[M_{1, j,-} ; M_{2, j,+}\right]$. We denote by $X_{(1)}^{\prime}, \ldots, X_{\left(n_{j}-1\right)}^{\prime}$, the subsample $X_{1}^{\prime}, \ldots, X_{n_{j}-1}^{\prime}$. We have

$$
\begin{equation*}
M_{2, j}-M_{1, j}=M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime}+\sum_{q=1}^{n_{j}-2}\left(X_{\left(n_{j}-q\right)}^{\prime}-X_{\left(n_{j}-q-1\right)}^{\prime}\right)+X_{(1)}^{\prime}-M_{1, j} \tag{4.229}
\end{equation*}
$$

Thus,
$\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}\right]+\mathbb{E}\left[M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime} \mid X_{1}\right]=\mathbb{E}\left[M_{2, j}-M_{1, j} \mid X_{1}\right]-\left(n_{j}-2\right) \mathbb{E}\left[X_{(2)}^{\prime}-X_{(1)}^{\prime} \mid X_{1}\right]$.

The variables $X_{(1)}^{\prime}$ and $X_{(2)}^{\prime}$ being order statistics of a subsample independent of $X_{1}$, one gets

$$
\begin{align*}
\mathbb{E}\left[X_{(2)}^{\prime}-X_{(1)}^{\prime} \mid X_{1}\right] & =\mathbb{E}\left[\left.\mathbb{E}\left[\left.\frac{X_{(2)}^{\prime}-X_{(1)}^{\prime}}{M_{2, j,+}-M_{1, j,-}} \right\rvert\, X_{1}, M_{1, j,-}, M_{2, j,+}\right]\left(M_{2, j,+}-M_{1, j,-}\right) \right\rvert\, X_{1}\right]  \tag{4.231}\\
& =\mathbb{E}\left[\mathbb{E}\left[\mathcal{B}\left(1, n_{j}-1\right)\right]\left(M_{2, j,+}-M_{1, j,-}\right) \mid X_{1}\right]  \tag{4.232}\\
& =\frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j,+}-M_{1, j,-}\right) \mid X_{1}\right]  \tag{4.233}\\
& \geqslant \frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right] \tag{4.234}
\end{align*}
$$

Finally,

$$
\begin{align*}
\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}\right]+\mathbb{E}\left[M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime} \mid X_{1}\right] & \leqslant\left(1-\frac{n_{j}-2}{n_{j}}\right) \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right],  \tag{4.235}\\
& =\frac{2}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right], \tag{4.236}
\end{align*}
$$

and, by symmetry,

$$
\begin{equation*}
\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}\right] \leqslant \frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right] \tag{4.237}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime} \mid X_{1}\right] \leqslant \frac{1}{n_{j}} \mathbb{E}\left[\left(M_{2, j}-M_{1, j}\right) \mid X_{1}\right] . \tag{4.238}
\end{equation*}
$$

Lemma S9 (Control of the leaf side and volume of a fully developed median RF). Assume that $n \geqslant 4$ is a power of two. Consider a median tree of depth $k$ and denote $A_{n, k}\left(X_{1}, \Theta\right)$ the leaf containing $X_{1}$. For all $\ell \in\{1, \ldots, d\}$, we denote $K_{\ell}$ the number of splits along the $\ell$-th direction and $n_{j}=2^{-j}$. Let also $\boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)$ be the vector whose components are defined as $\delta_{j, \ell}\left(X_{1}, \Theta\right)=1$ if the $j$-th cut of the cell $A_{n}^{(\ell)}\left(X_{1}, \Theta\right)$ is made along direction $\ell$ and 0 otherwise. Then,

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \leqslant 2^{-K_{\ell}+2} \prod_{\substack{j: \delta_{j, \ell},=1, j \leqslant k-2}}\left(1+\frac{2}{\sqrt{n_{j}-1}}\right) \tag{4.239}
\end{equation*}
$$

In particular, letting $C_{2}=4 \exp (5 /(\sqrt{2}-1))$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \leqslant C_{2} 2^{-K_{\ell}} \tag{4.240}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{n, k}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{1}\left(X_{1}, \Theta\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta\right)\right] \leqslant C_{2} 2^{-k} \tag{4.241}
\end{equation*}
$$

Proof. We write $A_{n, j}^{(\ell)}\left(X_{1}, \Theta\right)=\left[M_{1, j}, M_{2, j}\right]$ the cell of the RF containing $X_{1}$ along the direction $\ell$,
at depth $j$. To lighten the notations, we omit the dependencies in $X_{1}$, in $\Theta$ and in $\ell$. We also write $X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}$ the data points contained in the cell $A_{n, j}^{(\ell)}\left(X_{1}, \Theta\right)$, and we denote by $X_{(1)}^{\prime}, \ldots, X_{\left(n_{j}-1\right)}^{\prime}$ the ordered version of $\left\{X_{1}^{\prime}, \ldots, X_{n_{j}}^{\prime}\right\} \backslash\left\{X_{1}\right\}$. We suppose that the next cut is occurring on the $\ell$-th direction and compute the size of the new cell containing $X_{1}, A_{n, j+1}^{(\ell)}\left(X_{1}, \Theta\right)$, so that 4 different events are possible:

1. $X_{1}$ is in the first "part" of the cell, i.e. $X_{1} \in\left[M_{1, j}, X_{\left(n_{j} / 2-1\right)}^{\prime}\right]$;
2. $X_{1}$ is in the second "part" of the cell, i.e., $X_{1} \in\left[X_{\left(n_{j} / 2+1\right)}^{\prime}, M_{2, j}\right]$;
3. $X_{1}$ is in the "middle (left)" of the cell, i.e. $X_{1} \in\left[X_{\left(n_{j} / 2-1\right)}^{\prime}, X_{\left(n_{j} / 2\right)}^{\prime}\right]$;
4. $X_{1}$ is in the "middle (right)" of the cell, $X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, X_{\left(n_{j} / 2+1\right)}^{\prime}\right]$.

The length of the following cell can be therefore decomposed with respect to the previous events:

$$
\begin{align*}
& \mu\left(A_{n, j+1}^{(\ell)}\left(X_{1}, \Theta\right)\right) \\
= & \left(\frac{X_{\left(n_{j} / 2-1\right)}^{\prime}+X_{\left(n_{j} / 2\right)}^{\prime}}{2}-M_{1, j}\right) \mathbb{1}_{X_{1} \in\left[M_{1, j}, X_{\left(n_{j} / 2-1\right)}^{\prime}\right]} \\
& +\left(M_{2, j}-\frac{X_{\left(n_{j} / 2\right)}^{\prime}+X_{\left(n_{j} / 2+1\right)}^{\prime}}{2}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2+1\right)}^{\prime}, M_{2, j}\right]} \\
& +\left(\frac{X_{1}+X_{\left(n_{j} / 2\right)}^{\prime}}{2}-M_{1, j}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2-1\right)}^{\prime}, X_{\left(n_{j} / 2\right)}^{\prime}\right]} \\
& \left.+\left(M_{2, j}-\frac{X_{\left(n_{j} / 2\right)}^{\prime}+X_{1}}{2}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, X_{\left(n_{j} / 2+1\right)}^{\prime}\right]}\right]  \tag{4.242}\\
\leqslant & \left(X_{\left(n_{j} / 2\right)}^{\prime}-M_{1, j}\right) \mathbb{1}_{X_{1} \in\left[M_{1, j}, X_{\left(n_{j} / 2-1\right)}^{\prime}\right]}+\left(M_{2, j}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2+1\right)}^{\prime}, M_{2, j}\right]}  \tag{4.243}\\
& +\left(X_{\left(n_{j} / 2\right)}^{\prime}-M_{1, j}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2-1\right)}^{\prime}, X_{\left(n_{j} / 2\right)}^{\prime}\right]}+\left(M_{2, j}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, X_{\left(n_{j} / 2+1\right)}^{\prime}\right]} \tag{4.244}
\end{align*}
$$

$$
\begin{align*}
& \mu\left(A_{n, j+1}^{(\ell)}\left(X_{1}, \Theta\right)\right) \\
\leqslant & \left(X_{\left(n_{j} / 2\right)}^{\prime}-M_{1, j}\right) \mathbb{1}_{X_{1} \in\left[M_{1, j}, X_{\left(n_{j} / 2\right)}^{\prime}\right]}+\left(M_{2, j}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, M_{2, j}\right]}  \tag{4.246}\\
= & \left(X_{\left(n_{j} / 2\right)}^{\prime}-M_{1, j}\right)+2\left(\frac{M_{1, j}+M_{2, j}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, M_{2, j}\right]}^{\prime}  \tag{4.247}\\
= & \left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)+\left(X_{(1)}^{\prime}-M_{1, j}\right)+2\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}-1\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, M_{2, j}\right]} \\
& \left.-\left(\left(X_{(1)}^{\prime}+X_{\left(n_{j}-1\right)}^{\prime}\right)\right)-\left(M_{1, j}+M_{2, j}\right)\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, M_{2, j}\right]}  \tag{4.248}\\
\leqslant & \left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)+\left(X_{(1)}^{\prime}-M_{1, j}\right)+2\left(\frac{X_{(1)}^{\prime}+X_{\left(n_{j}-1\right)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right) \mathbb{1}_{X_{1} \in\left[X_{\left(n_{j} / 2\right)}^{\prime}, M_{2, j}\right]} \\
& +\left(M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime}\right) . \tag{4.249}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \mathbb{E}\left[\mu\left(A_{n, j+1}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \\
& \leqslant \\
& \quad+2 \mathbb{E}\left[\left.\left(X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}\right) \mathbb{E}\left[\left.\frac{X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}} \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right] \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \\
&  \tag{4.250}\\
& \left.\left.\quad+\mathbb{E}\left[\left.\left|\frac{X_{\left(n_{j}-1\right)}^{\prime}+X_{(1)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right| \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right] \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]
\end{align*}
$$

Regarding the first term of (4.250), remark that by property of the uniform distribution, conditional on $X_{(1)}^{\prime}$ and $X_{\left(n_{j}-1\right)}^{\prime}$, the order statistics between 1 and $n_{j}-1$ follow Beta distributions independently from $X_{1}$ and $\boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)$. Therefore,

$$
\left.\frac{X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}} \right\rvert\, X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime} \sim \mathcal{B}\left(n_{j} / 2-1, n_{j} / 2-1\right)
$$

so that

$$
\mathbb{E}\left[\left.\frac{X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}} \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right]=\frac{n_{j} / 2-1}{2\left(n_{j} / 2-1\right)}=\frac{1}{2}
$$

Overall the first term of (4.250) verifies

$$
\begin{align*}
& \mathbb{E}\left[\left.\left(X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}\right) \mathbb{E}\left[\left.\frac{X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}} \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}, X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right] \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \\
& =\mathbb{E}\left[\left.\frac{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}}{2} \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]  \tag{4.251}\\
& \leqslant \mathbb{E}\left[\left.\frac{M_{2, j}-M_{1, j}}{2} \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] . \tag{4.252}
\end{align*}
$$

Regarding the second term of (4.250), we have

$$
\begin{align*}
& \mathbb{E}\left[\left.\left|\frac{X_{\left(n_{j}-1\right)}^{\prime}+X_{(1)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right| \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}, X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right] \\
& =\mathbb{E}\left[\left.\left|\frac{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}}{2}-\left(X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}\right)\right| \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}, X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right]  \tag{4.253}\\
& =\left(X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}\right) \mathbb{E}\left[\left.\left|\frac{1}{2}-\frac{X_{\left(n_{j} / 2\right)}^{\prime}-X_{(1)}^{\prime}}{X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}}\right| \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}, X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right]  \tag{4.254}\\
& =\left(X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}\right) \mathbb{E}\left[\left|\frac{1}{2}-\mathcal{B}\left(n_{j} / 2-1, n_{j} / 2-1\right)\right|\right]  \tag{4.255}\\
& \leqslant\left(X_{\left(n_{j}-1\right)}^{\prime}-X_{(1)}^{\prime}\right) \sqrt{\mathbb{E}\left[\left|\mathcal{B}\left(n_{j} / 2-1, n_{j} / 2-1\right)-\frac{1}{2}\right|^{2}\right]}  \tag{4.256}\\
& \leqslant \frac{M_{2, j}-M_{1, j}}{2 \sqrt{n_{j}-1}}, \tag{4.257}
\end{align*}
$$

where the last inequality is simply obtained by computing the variance of a Beta distribution.
Therefore,

$$
\begin{align*}
& 2 \mathbb{E}\left[\left.\mathbb{E}\left[\left.\left|\frac{X_{\left(n_{j}-1\right)}^{\prime}+X_{(1)}^{\prime}}{2}-X_{\left(n_{j} / 2\right)}^{\prime}\right| \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), X_{(1)}^{\prime}, X_{\left(n_{j}-1\right)}^{\prime}\right] \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \\
& \leqslant \frac{1}{2 \sqrt{n_{j}-1}} \mathbb{E}\left[M_{2, j}-M_{1, j} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] . \tag{4.258}
\end{align*}
$$

The third and fourth terms of (4.250) have the same expression, controlled by Lemma S8:

$$
\begin{align*}
\mathbb{E}\left[X_{(1)}^{\prime}-M_{1, j} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] & =\mathbb{E}\left[M_{2, j}-X_{\left(n_{j}-1\right)}^{\prime} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]  \tag{4.259}\\
& \leqslant \frac{1}{n_{j}} \mathbb{E}\left[M_{2, j}-M_{1, j} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \tag{4.260}
\end{align*}
$$

Finally, gathering (4.252), (4.258) and (4.260) yields

$$
\begin{align*}
\mathbb{E}\left[\mu\left(A_{n, j+1}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] & \leqslant \mathbb{E}\left[M_{2, j}-M_{1, j} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]\left(\frac{1}{2}+\frac{1}{2 \sqrt{n_{j}-1}}+\frac{2}{n_{j}}\right)  \tag{4.261}\\
& \leqslant \frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right) \mathbb{E}\left[M_{2, j}-M_{1, j} \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]  \tag{4.262}\\
& =\frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right) \mathbb{E}\left[\mu\left(A_{n, j}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \tag{4.263}
\end{align*}
$$

for all $n_{j} \geqslant 4$. An iterative product yields

$$
\begin{align*}
\mathbb{E}\left[\mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] & \leqslant \mathbb{E}\left[\left.\prod_{\substack{j: \delta_{j, ~}=1, j \leqslant k-2}} \frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right) \right\rvert\, X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]  \tag{4.264}\\
& =\prod_{\substack{j: \delta_{j, \ell}=1, j \leqslant k-2}} \frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right)  \tag{4.265}\\
& =2^{-K_{\ell}+2} \prod_{\substack{j: \delta_{j, ~}=1, j \leqslant k-2}}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right) \tag{4.266}
\end{align*}
$$

which proves the first statement. Recalling that $n_{j}=n 2^{-j}$,

$$
\begin{align*}
\sum_{j=0}^{k} \log \left(1+\frac{5 \sqrt{4 / 3}}{\sqrt{n}} 2^{j / 2}\right) & \leqslant \frac{5 \sqrt{4 / 3}}{\sqrt{n}} \frac{2^{(k+1) / 2}-1}{\sqrt{2}-1}  \tag{4.267}\\
& \leqslant \frac{5 \sqrt{4 / 3}}{\sqrt{2}-1} \frac{2^{\left(\log _{2} n\right) / 2}}{\sqrt{n}}  \tag{4.268}\\
& =\frac{5 \sqrt{4 / 3}}{\sqrt{2}-1} \tag{4.269}
\end{align*}
$$

we have

$$
\begin{equation*}
\mathbb{E}\left[\mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right] \leqslant 2^{-K_{\ell}+2} \exp \left(\frac{5 \sqrt{4 / 3}}{\sqrt{2}-1}\right) \tag{4.270}
\end{equation*}
$$

which proves the second statement. Note that

$$
\begin{align*}
& \mathbb{E}\left[\mu\left(A_{n, k}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{1}\left(X_{1}, \Theta\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta\right)\right]  \tag{4.271}\\
= & \mathbb{E}\left[\prod_{\ell=1}^{d} \mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{1}\left(X_{1}, \Theta\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta\right)\right]  \tag{4.272}\\
= & \prod_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n, k}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]  \tag{4.273}\\
\leqslant & \prod_{\substack{\ell=1}}^{d} \prod_{\substack{j: \boldsymbol{\delta}_{j}, \ell=1, j \leqslant k-2}} \frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right)  \tag{4.274}\\
\leqslant & \prod_{j \leqslant k-2} \frac{1}{2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right)  \tag{4.275}\\
\leqslant & 4 \times 2^{-k} \prod_{j \leqslant k-2}\left(1+\frac{5}{\sqrt{n_{j}-1}}\right)  \tag{4.276}\\
\leqslant & 4 \times 2^{-k} \exp \left(\frac{5 \sqrt{4 / 3}}{\sqrt{2}-1}\right) . \tag{4.277}
\end{align*}
$$

## S2.5 Proof of the Main Result (Median RF Consistency)

Theorem S10 (Upper bound on the risk of the median forest). Consider a generic pair $(X, Y)$ of random variables such that $Y=f^{\star}(X)+\varepsilon$, where $\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}$ exists for all $\ell \in\{1, \ldots, d\}, X$ is uniformly distributed on $[0,1]^{d}$ and the noise $\varepsilon$ satisfies, almost surely, $\mathbb{E}[\varepsilon \mid X]=0$ and $\mathbb{V}[\varepsilon \mid X] \leqslant \sigma^{2}$. Consider $n \geqslant 16$ i.i.d. observations, where $n$ is a power of two, distributed as the generic pair $(X, Y)$. Then, the risk of the infinite median forest trained on this data set satisfies

$$
\begin{equation*}
\mathbb{E}\left[\left(f_{\infty, n}^{\operatorname{MedRF}}(X)-f^{\star}(X)\right)^{2}\right] \leqslant C_{1} d\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right)\left(1-\frac{3}{4 d}\right)^{\log _{2} n}+\sigma^{2} C_{2, d}\left(\log _{2} n\right)^{-(d-1) / 2} \tag{4.278}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{1}=1024 \exp \left(\frac{42+\sqrt{5}}{2-\sqrt{2}}\right) \quad \text { and } \quad C_{2, d}=2\left(32 \exp \left(\frac{5 \sqrt{4 / 3}}{\sqrt{2}-1}\right)\right)^{d} d^{d / 2} \tag{4.279}
\end{equation*}
$$

In particular, the infinite median forest is consistent, that is

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left(f_{\infty, n}^{\operatorname{MedRF}}(X)-f^{\star}(X)\right)^{2}\right]=0 \tag{4.280}
\end{equation*}
$$

Proof. We begin with a simple bias/variance decomposition:

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{\infty, n}^{\mathrm{MedRF}}(X)-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\mathbb{E}_{\Theta}\left[\sum_{i=1}^{n} W_{n i}(X, \Theta) Y_{i}\right]-f^{\star}(X)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\left(f^{\star}\left(X_{i}\right)+\varepsilon_{i}\right)-f^{\star}(X)\right)^{2}\right] \\
& \left.=\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)+\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)\right)^{2}\right] \\
& \left.=\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right)^{2}\right]+\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)\right)^{2}\right]
\end{aligned}
$$

where the penultimate line comes from the fact that

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]=\mathbb{E}_{\Theta}\left[\sum_{i=1}^{n} W_{n i}(X, \Theta)\right]=1 \tag{4.281}
\end{equation*}
$$

(since all leaves contain exactly one observation), and the last line results from a null cross product.

Controlling the bias We have,

$$
\begin{align*}
& \mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\mathbb{E}_{\Theta}\left[\sum_{i=1}^{n} W_{n i}(X, \Theta)\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right)^{2}\right]\right.  \tag{4.282}\\
& \leqslant \mathbb{E}\left[\left(\sum_{i=1}^{n} W_{n i}(X, \Theta)\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)^{2}\right]\right.  \tag{4.283}\\
& \leqslant \mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)\right)^{2}\right]  \tag{4.284}\\
& \leqslant \mathbb{E}\left[\sum_{i=1}^{n} \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)^{2}\right] \tag{4.285}
\end{align*}
$$

because $W_{n i}(X, \Theta)=\mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}$ and by applying twice Jensen inequality (third and fifth lines). Noticing that,

$$
\begin{aligned}
\mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}\left|f^{\star}(X)-f^{\star}\left(X_{i}\right)\right| & \leqslant \sum_{\ell=1}^{d}| | \partial_{\ell} f^{\star}| |_{\infty}\left|X_{i}^{(\ell)}-X^{(\ell)}\right| \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)} \\
& \leqslant \sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty} \mu\left(A_{n}^{(\ell)}(X, \Theta)\right) \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)},
\end{aligned}
$$

we get,

$$
\begin{align*}
\mathbb{E}\left[\sum_{i=1}^{n} \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}\left(f^{\star}\left(X_{i}\right)-f^{\star}(X)\right)^{2}\right] & \leqslant \mathbb{E}\left[\sum_{i=1}^{n} \mathbb{1}_{X \in A_{n}\left(X_{i}, \Theta\right)}\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty} \mu\left(A_{n}^{(\ell)}(X, \Theta)\right)\right)^{2}\right] \\
& \leqslant \mathbb{E}\left[\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty} \mu\left(A_{n}^{(\ell)}(X, \Theta)\right)\right)^{2}\right]  \tag{4.286}\\
& \leqslant\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right) \sum_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}(X, \Theta)\right)^{2}\right] \tag{4.287}
\end{align*}
$$

where the last inequality directly results from Cauchy-Schwarz inequality. By Lemma S7, since $k=\left\lfloor\log _{2} n\right\rfloor$,

$$
\begin{equation*}
\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right) \sum_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}(X, \Theta)\right)^{2}\right] \leqslant C d\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right)\left(1-\frac{3}{4 d}\right)^{\log _{2} n} \tag{4.288}
\end{equation*}
$$

with

$$
\begin{equation*}
C=1024 \exp \left(\frac{42+\sqrt{5}}{2-\sqrt{2}}\right) \tag{4.289}
\end{equation*}
$$

Controlling the variance Following Biau 2012b, the variance term of the median forest writes

$$
\begin{align*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] & =\mathbb{E}\left[\sum_{i=1}^{n}\left(\mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\right)^{2} \varepsilon_{i}^{2}\right]  \tag{4.290}\\
& =\mathbb{E}\left[\sum_{i=1}^{n}\left(\mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\right)^{2} \mathbb{E}\left[\varepsilon_{i}^{2} \mid X, X_{1}, \ldots, X_{n}\right]\right]  \tag{4.291}\\
& \leqslant \mathbb{E}\left[\sum_{i=1}^{n}\left(\mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right]\right)^{2} \sigma^{2}\right]  \tag{4.292}\\
& \leqslant \sigma^{2} n \mathbb{E}\left[\left(\mathbb{E}_{\Theta}\left[W_{n 1}(X, \Theta)\right]\right)^{2}\right] \tag{4.293}
\end{align*}
$$

where we have used the fact that the cross products are null (since $\mathbb{E}\left[\varepsilon_{i} \mid X_{i}\right]=0$ ). Since each leaf of the median tree contains exactly one observation, denoting $\Theta^{\prime}$ an i.i.d. copy of $\Theta$, we have

$$
\begin{aligned}
\left(\mathbb{E}_{\Theta}\left[W_{n 1}(X, \Theta)\right]\right)^{2} & =\mathbb{E}_{\Theta}\left[W_{n 1}(X, \Theta)\right] \mathbb{E}_{\Theta^{\prime}}\left[W_{n 1}\left(X, \Theta^{\prime}\right)\right] \\
& =\mathbb{E}_{\Theta, \Theta^{\prime}}\left[W_{n 1}(X, \Theta) W_{n 1}\left(X, \Theta^{\prime}\right)\right] \\
& =\mathbb{E}_{\Theta, \Theta^{\prime}}\left[\mathbb{1}_{X \in A_{n}\left(X_{1}, \Theta\right)} \mathbb{1}_{X \in A_{n}\left(X_{1}, \Theta^{\prime}\right)}\right]
\end{aligned}
$$

Consequently,

$$
\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] \leqslant \sigma^{2} n \mathbb{E}\left[\mathbb{1}_{X \in A_{n}\left(X_{1}, \Theta\right)} \mathbb{1}_{X \in A_{n}\left(X_{1}, \Theta^{\prime}\right)}\right]
$$

For all $\ell$, we let $A_{n}^{(\ell)}\left(X_{1}, \Theta\right)$ be the cell $A_{n}\left(X_{1}, \Theta\right)$ projected onto the $\ell$-th dimension. Let also $\boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)$ be the vector whose components are defined as $\delta_{j, l}=1$ if the $j$-th cut of the cell $A_{n}^{(\ell)}\left(X_{1}, \Theta\right)$ is made along direction $\ell$ and 0 otherwise. We define similarly $\boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)$ for the cell $A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)$. We also let $K_{\ell}=\left\|\boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right\|_{1}$ (resp. $K_{\ell}^{\prime}$ ) be the number of times the $\ell$-th direction is split in the tree built with $\Theta$ (resp. $\Theta^{\prime}$ ). Then,

$$
\begin{aligned}
& \mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] \\
& \leqslant \sigma^{2} n \mathbb{E}\left[\mathbb{1}_{\left.X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right]}\right. \\
& =\sigma^{2} n \mathbb{E}\left[\prod_{\ell=1}^{d} \mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right)\right] \\
& =\sigma^{2} n \mathbb{E}\left[\mathbb{E}\left[\prod_{\ell=1}^{d} \mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{1}\left(X_{1}, \Theta^{\prime}\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta^{\prime}\right)\right]\right] \\
& =\sigma^{2} n \mathbb{E}\left[\prod_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{1}\left(X_{1}, \Theta^{\prime}\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta^{\prime}\right)\right]\right] \\
& =\sigma^{2} n \mathbb{E}\left[\prod_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]\right] .
\end{aligned}
$$

The penultimate equality is obtained by conditional independence. Indeed, as the data are uniformly distributed, each coordinate follows a uniform distribution independently from the other coordinates. Thus, in a given cell, cutting along another direction preserves the distribution of the data points along direction $\ell$ (it is akin to removing half of them uniformly). Consequently, when knowing the number of cuts on each direction, having information on the length of the cell along a direction does not provide information on the distribution of the data on other directions. The last equality is deduced from the same argument. All the cuts on other direction than $\ell$ have the same influence along direction $\ell$ : they remove half the data points but preserve the distribution of the remaining ones. Therefore, conditional on $\boldsymbol{\delta}_{\ell}$, the length of the cell along
direction $\ell$ is independent from $\boldsymbol{\delta}_{\ell^{\prime}}$ for all $\ell^{\prime} \neq \ell$ Now,

$$
\begin{aligned}
\mathbb{E} & {\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] } \\
\leqslant & \mathbb{E}\left[\min \left(\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right), \mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]\right. \\
= & \frac{1}{2}\left(\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]+\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]\right) \\
& -\frac{1}{2} \mathbb{E}\left[\left|\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right)-\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right)\right| \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \mathbb{E} {\left[\left|\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right)-\mu\left(A_{n}^{\prime(\ell)}\left(X_{1}, \Theta\right)\right)\right| \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] } \\
&= \mathbb{E}\left[\left|\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right)-\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right)\right|\left(\mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}}+\mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}}\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] \\
& \geqslant \mathbb{E}\left[\left(\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right)-\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] \mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}} \\
&+\mathbb{E}\left[\left(\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right)-\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] \mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}} \\
& \geqslant\left(\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]-\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]\right) \mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}} \\
&+\left(\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]-\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]\right) \mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}} .
\end{aligned}
$$

Letting $B_{\ell}=\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right)\right]$ and $B_{\ell}^{\prime}=\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] \\
\leqslant & \frac{1}{2}\left(B_{\ell}+B_{\ell}^{\prime}\right)-\frac{1}{2}\left(B_{\ell}-B_{\ell}^{\prime}\right) \mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}}-\frac{1}{2}\left(B_{\ell}^{\prime}-B_{\ell}\right) \mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}} \\
\leqslant & B_{\ell} \mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}}+B_{\ell}^{\prime} \mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}} .
\end{aligned}
$$

Now, according to Lemma S9, letting $C_{2}=4 \exp (5 /(\sqrt{2}-1))$, we have $B_{\ell} \leqslant C_{2} 2^{-K_{\ell}}$ and $B_{\ell}^{\prime} \leqslant C_{2} 2^{-K_{\ell}^{\prime}}$. Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right] & \leqslant C_{2} 2^{-K_{\ell}} \mathbb{1}_{K_{\ell} \geqslant K_{\ell}^{\prime}}+C_{2} 2^{-K_{\ell}^{\prime}} \mathbb{1}_{K_{\ell}<K_{\ell}^{\prime}} \\
& \leqslant C_{2} 2^{-\max \left(K_{\ell}, K_{\ell}^{\prime}\right)} .
\end{aligned}
$$

Overall,

$$
\begin{align*}
& \mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] \\
& \leqslant \sigma^{2} n \mathbb{E}\left[\prod_{\ell=1}^{d} \mathbb{E}\left[\mu\left(A_{n}^{(\ell)}\left(X_{1}, \Theta\right) \cap A_{n}^{(\ell)}\left(X_{1}, \Theta^{\prime}\right)\right) \mid X_{1}, \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta\right), \boldsymbol{\delta}_{\ell}\left(X_{1}, \Theta^{\prime}\right)\right]\right]  \tag{4.294}\\
& \leqslant \sigma^{2} n \mathbb{E}\left[\prod_{\ell=1}^{d} C_{2} 2^{-\max \left(K_{\ell}, K_{\ell}^{\prime}\right)}\right]  \tag{4.295}\\
& \leqslant \sigma^{2} C_{2}^{d} n \mathbb{E}\left[2^{-\sum_{\ell=1}^{d} \max \left(K_{\ell}, K_{\ell}^{\prime}\right)}\right]  \tag{4.296}\\
& \leqslant \sigma^{2} C_{2}^{d} n 2^{-k_{n}} \mathbb{E}\left[2^{-\sum_{\ell=1}^{d}\left|K_{\ell}-K_{\ell}^{\prime}\right|}\right] \tag{4.297}
\end{align*}
$$

since

$$
\begin{aligned}
\sum_{\ell=1}^{d} \max \left(K_{\ell}, K_{\ell}^{\prime}\right) & =\frac{1}{2} \sum_{\ell=1}^{d} K_{\ell}+\frac{1}{2} \sum_{\ell=1}^{d} K_{\ell}^{\prime}+\frac{1}{2} \sum_{\ell=1}^{d}\left|K_{\ell}-K_{\ell}^{\prime}\right| \\
& =k_{n}+\frac{1}{2} \sum_{\ell=1}^{d}\left|K_{\ell}-K_{\ell}^{\prime}\right|
\end{aligned}
$$

According to Lemma S. 1 from Klusowski 2021a (see Supplementary Materials), one has

$$
\begin{equation*}
\mathbb{E}\left[2^{-\sum_{\ell=1}^{d}\left|K_{\ell}-K_{\ell}^{\prime}\right|}\right] \leqslant \frac{8^{d} d^{d / 2}}{k_{n}^{(d-1) / 2}} \tag{4.298}
\end{equation*}
$$

Finally, combining (4.297) and (4.298), the variance of the median forest is upper bounded by

$$
\begin{align*}
\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathrm{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] & \leqslant \sigma^{2} C_{2}^{d} n 2^{-k_{n}} \frac{8^{d} d^{d / 2}}{k_{n}^{(d-1) / 2}}  \tag{4.299}\\
& \leqslant 2 \sigma^{2}\left(8 C_{2} d^{1 / 2}\right)^{d}\left(\log _{2} n\right)^{-(d-1) / 2} \tag{4.300}
\end{align*}
$$

since $k_{n}=\left\lfloor\log _{2}(n)\right\rfloor$. All in all,

$$
\begin{aligned}
& \mathbb{E}\left[\left(f_{\infty, n}^{\operatorname{MedRF}}(X)-f^{\star}(X)\right)^{2}\right] \\
& \leqslant C d\left(\sum_{\ell=1}^{d}\left\|\partial_{\ell} f^{\star}\right\|_{\infty}^{2}\right)\left(1-\frac{3}{4 d}\right)^{\log _{2} n}+2 \sigma^{2}\left(8 C_{2} d^{1 / 2}\right)^{d}\left(\log _{2} n\right)^{-(d-1) / 2}
\end{aligned}
$$

with $C_{2}=4 \exp (5 /(\sqrt{2}-1))$ and

$$
\begin{equation*}
C=1024 \exp \left(\frac{42+\sqrt{5}}{2-\sqrt{2}}\right) \tag{4.301}
\end{equation*}
$$

## Controlling the Variance of an Interpolating Median RF in an Asymptotic High-Dimensional Setting

The following result shows the decrease of the variance of the Median RF under an asymptotic high-dimensional framework. It is also numerically illustrated in Section S3.1.

Proposition S11. For all $d>\log _{2} n$, the variance of the infinite interpolating Median $R F f_{\infty, n}^{\mathrm{MedRF}}$ verifies

$$
V\left(f_{\infty, n}^{\mathrm{MedRF}}\right)=\mathbb{E}\left[\left(\sum_{i=1}^{n} \mathbb{E}_{\Theta}\left[W_{n i}(X, \Theta)\right] \varepsilon_{i}\right)^{2}\right] \leqslant \frac{4 C_{2}^{2} \sigma^{2}}{n}+2 C_{2} \sigma^{2}\left(1-\exp \left(-\frac{\log _{2}^{2} n}{d-\log _{2} n}\right)\right)
$$

where $C_{2}=4 \exp (5 /(\sqrt{2}-1))$. Suppose that the input dimension $d$ dominates $\log _{2}^{2} n$ asymptotically $\left(d \gg \log _{2}^{2} n\right)$, then the variance tends to 0 (as $n, d$ tends to infinity), with a rate of the order of $\max \left(\frac{\log ^{2} n}{d}, \frac{1}{n}\right)$.

The proof is given below. This results shows that the Median RF benefits from an increase of the dimension as it will improve its averaging effect and help to reduce the variance. Of course, in such a setting, the variance is only one part of the story, and a control on the bias becomes a real hindrance (as the approximation error may explode), unless extra model assumptions are formulated. For instance, consider for any input dimension $d$ the case of a linear model, i.e. $Y=X^{\top} \theta+\varepsilon$ for $\theta \in \mathbb{R}^{d}$ and such that $\|\theta\|_{2} \leqslant C / \sqrt{d}$, with $C>0$ a constant.

One can actually show that in such a setting, the bias term remains bounded as $n$ (and $d$ ) grows towards infinity (using for example the analysis conducted in the next theorem). This echoes in particular the behavior of ridgeless least squares estimator in modern interpolation regimes (see (Hastie et al. 2022)).

Proof of Proposition S11. A typical bias-variance decomposition yields (see e.g. Biau 2012b)

$$
\begin{equation*}
V\left(f_{\infty, n}^{\mathrm{MedRF}}\right) \leqslant \sigma^{2} n \mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right) \tag{4.302}
\end{equation*}
$$

with $\Theta^{\prime}$ an independent copy of $\Theta$. Recalling that the depth is chosen as $k=\left\lfloor\log _{2} n\right\rfloor$. Consider the event
$E=E\left(\Theta, \Theta^{\prime}, X_{1}, k\right):=\left\{\Theta\right.$ and $\Theta^{\prime}$ do not cut on common directions on the path to $\left.X_{1}\right\}$.
Denote $M\left(\Theta, X_{1}\right)$ the number of distinct directions chosen by the tree $\Theta$ to produce the leaf containing $X_{1}$ (upper bounded by $\log _{2} n$ ). Then,

$$
\begin{align*}
\mathbb{P}(E) & \geqslant \mathbb{E}\left[\left(\frac{d-M\left(\Theta, X_{1}\right)}{d}\right)^{\log _{2} n}\right]  \tag{4.303}\\
& \geqslant\left(\frac{d-\log _{2} n}{d}\right)^{\log _{2} n}  \tag{4.304}\\
& =\exp \left(\log _{2} n \log \left(1-\frac{\log _{2} n}{d}\right)\right)  \tag{4.305}\\
& \geqslant \exp \left(-\frac{\log _{2}^{2} n}{d-\log _{2} n}\right) \tag{4.306}
\end{align*}
$$

using, for all $x \in[0,1), \log (1-x) \geqslant-x /(1-x)$. The above probability tends to 1 as soon as
$d \gg \log _{2}^{2} n$. Then,

$$
\begin{align*}
& \mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right)  \tag{4.307}\\
= & \mathbb{P}\left(\left\{X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right\} \cap E\right)+\mathbb{P}\left(\left\{X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right\} \cap E^{c}\right) \\
\leqslant & \mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right) \mid X \in A_{n}\left(X_{1}, \Theta^{\prime}\right), E\right) \mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta^{\prime}\right)\right)+\mathbb{P}\left(\left\{X \in A_{n}\left(X_{1}, \Theta\right)\right\} \cap E^{c}\right) \tag{4.308}
\end{align*}
$$

Applying Lemma S9 (Line (4.241)) yields

$$
\begin{align*}
\mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta^{\prime}\right)\right) & =\mathbb{E}\left[\mu\left(A_{n}\left(X_{1}, \Theta^{\prime}\right)\right]\right.  \tag{4.309}\\
& =\mathbb{E}\left[\mathbb{E}\left[\mu\left(A_{n}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{1}\left(X_{1}, \Theta\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta\right)\right]\right]  \tag{4.310}\\
& \leqslant C_{2} 2^{-k} \tag{4.311}
\end{align*}
$$

with $C_{2}=4 \exp \left(\frac{5}{\sqrt{2}-1}\right)$. Moreover, conditional on $E,\left\{X \in A_{n}\left(X_{1}, \Theta\right)\right\}$ and $\left\{X \in A_{n}\left(X_{1}, \Theta^{\prime}\right)\right\}$ are independent as $\Theta$ and $\Theta^{\prime}$ do not share any common direction on the path to $X_{1}$ and therefore the splits in $\Theta$ and $\Theta^{\prime}$ are performed on independent sample components (by uniformity of $X$ and $X_{1}$ ). Therefore, also by Lemma S9,

$$
\begin{align*}
\mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right) \mid X \in A_{n}\left(X_{1}, \Theta^{\prime}\right), E\right) & =\mathbb{E}\left[\mu\left(A_{n}\left(X_{1}, \Theta\right)\right)\right]  \tag{4.312}\\
& =\mathbb{E}\left[\mathbb{E}\left[\mu\left(A_{n}\left(X_{1}, \Theta\right)\right) \mid X_{1}, \boldsymbol{\delta}_{1}\left(X_{1}, \Theta\right), \ldots, \boldsymbol{\delta}_{d}\left(X_{1}, \Theta\right)\right]\right]  \tag{4.313}\\
& \leqslant C_{2} 2^{-k} \tag{4.314}
\end{align*}
$$

Similarly, the volume $\mu\left(A_{n}\left(X_{1}, \Theta\right)\right)$ is independent of the directions chosen to build the leaf, therefore

$$
\begin{aligned}
\mathbb{P}\left(\left\{X \in A_{n}\left(X_{1}, \Theta\right)\right\} \cap E^{c}\right) & =\mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right)\right) \mathbb{P}\left(E^{c}\right) \\
& \leqslant C_{2} 2^{-k}\left(1-\exp \left(-\frac{\log _{2}^{2} n}{d-\log _{2} n}\right)\right) .
\end{aligned}
$$

Overall,

$$
\mathbb{P}\left(X \in A_{n}\left(X_{1}, \Theta\right) \cap A_{n}\left(X_{1}, \Theta^{\prime}\right)\right) \leqslant C_{2}^{2} 2^{-2 k}+C_{2} 2^{-k}\left(1-\exp \left(-\frac{\log _{2}^{2} n}{d-\log _{2} n}\right)\right)
$$

and

$$
\begin{equation*}
V\left(f_{\infty, n}^{\mathrm{MedRF}}\right) \leqslant C_{2}^{2} n \sigma^{2} 2^{-2 k}+n \sigma^{2} C_{2}\left(1-\exp \left(-\frac{\log _{2}^{2} n}{d-\log _{2} n}\right)\right) 2^{-k} \tag{4.315}
\end{equation*}
$$

Since $k=\left\lfloor\log _{2} n\right\rfloor$, we have $2^{-k} \leqslant 2 / n$ and

$$
\begin{equation*}
V\left(f_{\infty, n}^{\mathrm{MedRF}}\right) \leqslant \frac{4 C_{2}^{2} \sigma^{2}}{n}+2 C_{2} \sigma^{2}\left(1-e^{-\frac{\log _{2}^{2} n}{d-\log _{2} n}}\right) . \tag{4.316}
\end{equation*}
$$

## Proof of Proposition 4.5.3 (Interpolation Volume of Median RF)

It is possible to conduct a one-dimensional analysis and then to extend the result to the multidimensional case by a simple multiplication. Indeed all the leaves are determined coordinate per coordinate, therefore the interpolation area is the product of all interpolation areas along each direction.

Let $Z_{1}, \ldots, Z_{n}$ be $n$ i.i.d. random variables uniformly distributed over $[0,1]$. As in the infinite Median RF, the univariate trees, i.e., built by cutting along one direction only, appear almost surely. Then, the length of a leaf of such tree is bounded in expectation by $Z_{(k+1)}-Z_{(k-1)}$ where $Z_{(i)}$ indicates the $i$-the statistical order. Moreover, it is known that $Z_{(k)}$ follows a Beta distribution of parameters $(k, n-k+1)$. Therefore,

$$
\begin{align*}
\mathbb{E}\left[Z_{(k+1)}-Z_{(k-1)}\right] & =\frac{k+1}{n+1}-\frac{k-1}{n+1}  \tag{4.317}\\
& \leqslant \frac{2}{n} \tag{4.318}
\end{align*}
$$

Now, as $X_{1}, \ldots, X_{n}$ are i.i.d. and uniformly distributed over $[0,1]^{d}$, for any data point $x \in[0,1]^{d}$ we simply have that

$$
\mathbb{E}\left[\mu\left(\mathcal{A}_{\min , x}\right)\right] \leqslant \frac{2^{d}}{n^{d}}
$$

Finally, since by definition all interpolation zones are disjoint and the interpolation area is the union of $n$ interpolation areas, we have

$$
\mathbb{E}\left[\mu\left(\mathcal{A}_{\text {min }}\right)\right] \leqslant \frac{2^{d}}{n^{d-1}}
$$

which ends the proof.

## S2.6 Proofs of Section 4.6 (Interpolation Volume of Breiman RF)

Proof of Proposition 4.6.1. Before diving into the computations, let us recall two facts about Breiman RF construction. First, in CART, each cut is made at the middle of two consecutive points in a given direction. Second, considering all univariate trees (trees whose splits are performed along one single direction), the probability of cutting between all pairs of successive points along all dimensions is strictly positive. Therefore, for a given point $X_{i}$, one can define the minimal interpolation zone around $X_{i}$ as

$$
\begin{equation*}
\mathcal{A}_{\text {min }, X_{i}}:=\bigcap_{M \in \mathbb{N}, \boldsymbol{\Theta}_{M}} \mathcal{A}_{X_{i}, \boldsymbol{\Theta}_{M}} . \tag{4.319}
\end{equation*}
$$

The boundaries of this area are given for each direction by the cuts between $X_{i}$ and its neighbor points respectively to the considered direction, as illustrated on Figure S6.

1. The interpolation zone is the union of $n$ interpolation zones, each one containing a single $X_{i}$. We denote $\mathcal{A}\left(m_{M, n}\left(., \boldsymbol{\Theta}_{M}\right)\right)=\mathcal{A}_{X_{1}, \boldsymbol{\Theta}_{M}} \cup \ldots \cup \mathcal{A}_{X_{n}, \boldsymbol{\Theta}_{M}}$ with $\mathcal{A}_{X_{i}, \Theta_{M}}=\{x \in$ $\left.[0,1]^{d}, m_{M, n}\left(x, \boldsymbol{\Theta}_{M}\right)=Y_{i}\right\}$. We begin with a one-dimensional analysis, and consider, without loss of generality, the first variable. We let $Z_{1}:=X_{1}^{(1)}, \ldots, Z_{n}:=X_{n}^{(1)}$ the first components of the observations $X_{1}, \ldots, X_{n}$. As $X_{1}, \ldots, X_{n}$ are i.i.d. and follow a uniform


Figure S6: Different interpolation zones of a data point (in red).
distribution over $[0,1]^{d}, Z_{1}, \ldots, Z_{n}$ are i.i.d. and uniformly distributed on $[0,1]$. We consider the interpolation area at $x=Z_{n}$ and we reason conditional on $Z_{n}$ in the following. The length (volume) of $\mathcal{A}_{\text {min,x }}$ restricted to the first dimension is simply given by the sum of the distance from $x$ to its closest point on the left side and to its closest point on the right side (divided by 2 as the cut are made in the middle of two points). Therefore,

$$
\begin{equation*}
\mu\left(A_{\min , x}\right)=\frac{1}{2}\left(x-\max _{\left\{Z_{i}, Z_{i}<x\right\} \cup\{0\}} Z_{i}+\min _{\left\{Z_{i}, Z_{i}>x\right\} \cup\{1\}} Z_{i}-x\right) . \tag{4.320}
\end{equation*}
$$

All computations are made conditionally on $x$. Denoting $N_{x}$ the cardinal of the set $\left\{Z_{i}\right.$ : $Z_{i}<x$ with $\left.1 \leqslant i<n\right\}$, we have for any $t \in[0, x / 2)$,

$$
\begin{align*}
& \mathbb{P}\left(\left.\frac{1}{2}\left(x-\max _{\left\{Z_{i}, Z_{i}<x\right\} \cup\{0\}} Z_{i}\right) \leqslant t \right\rvert\, x\right)  \tag{4.321}\\
& =1-\mathbb{P}\left(\max _{\left\{Z_{i}, Z_{i}<x\right\} \cup\{0\}} Z_{i}<x-2 t \mid x\right)  \tag{4.322}\\
& =1-\mathbb{E}\left[\mathbb{E}\left[\mathbb{P}\left(\left(Z_{i_{1}}<x-2 t\right) \cap \ldots \cap\left(Z_{i_{N_{x}}}<x-2 t\right) \mid N_{x}, Z_{i_{1}}<x, \ldots, Z_{i_{N_{x}}}<x, x\right)\right] \mid x\right]  \tag{4.323}\\
& =1-\mathbb{E}\left[\mathbb{P}\left(Z_{1}<x-2 t \mid Z_{1} \leqslant x, x\right)^{N_{x}} \mid x\right]  \tag{4.324}\\
& =1-\sum_{k=0}^{n-1} \mathbb{P}\left(N_{x}=k \mid x\right) \mathbb{P}\left(Z_{1}<x-2 t \mid Z_{1}<x, x\right)^{k}  \tag{4.325}\\
& =1-\sum_{k=0}^{n-1} \mathbb{P}\left(N_{x}=k \mid x\right)\left(\frac{x-2 t}{x}\right)^{k}  \tag{4.326}\\
& =1-\left((1-x)+x\left(\frac{x-2 t}{x}\right)\right)^{n-1}  \tag{4.327}\\
& =1-(1-2 t)^{n-1} \tag{4.328}
\end{align*}
$$

where the penultimate equality is obtained by noticing that $N_{x}$ is a binomial of parameters $(n-1, x)$ and computing its probability-generating function. So for all $t \geqslant 0$,

$$
\mathbb{P}\left(\left.\frac{1}{2}\left(x-\max _{\left\{Z_{i}, Z_{i}<x\right\} \cup\{0\}} Z_{i}\right) \leqslant t \right\rvert\, x\right)=1-(1-2 t)^{n-1} \mathbb{1}_{t<x / 2}
$$

By symmetry,

$$
\mathbb{P}\left(\left.\frac{1}{2}\left(\min _{\left\{Z_{i}, Z_{i}>x\right\} \cup\{1\}} Z_{i}-x\right) \leqslant t \right\rvert\, x\right)=1-(1-2 t)^{n-1} \mathbb{1}_{t>(1-x) / 2}
$$

Overall, using the fact that for any positive variable $Z$ with cumulative function $F_{Z}, \mathbb{E}[Z]=$ $\int\left(1-F_{Z}\right)$, we have

$$
\begin{aligned}
\mathbb{E}\left[\mu\left(\mathcal{A}_{\min , x}\right) \mid x\right] & =\int_{0}^{x / 2}(1-2 u)^{n-1} d u+\int_{0}^{(1-x) / 2}(1-2 u)^{n-1} d u \\
& =\frac{1}{2 n}\left(2-(1-x)^{n}-x^{n}\right) \\
& \leqslant \frac{1}{n}\left(1-\frac{1}{2^{n}}\right)
\end{aligned}
$$

Now, as $X_{1}, \ldots, X_{n}$ are i.i.d. and uniformly distributed over $[0,1]^{d}$, for any data point $x \in$ $[0,1]^{d}$ we simply have that

$$
\mathcal{A}_{\min , x}=\stackrel{d}{\chi_{j=1}^{d}} \mathcal{A}_{\min , x^{(j)}}
$$

Therefore,

$$
\mathbb{E}\left[\mu\left(\mathcal{A}_{\min , x}\right)\right] \leqslant \frac{1}{n^{d}}\left(1-2^{-n}\right)^{d}
$$

Finally, since by definition all interpolation zones are disjoint, we have

$$
\mathbb{E}\left[\mu\left(\mathcal{A}_{\min }\right)\right] \leqslant \frac{1}{n^{d-1}}\left(1-2^{-n}\right)^{d}
$$

2. It is enough to notice that the minimal interpolation zone is the intersection of all the potential interpolation zones. It is reached when the forest contains all the possible cuts. Then, as the probability of any given cut appearing is strictly greater than 0 by hypothesis, the probability of its appearance in the infinite forest is one. Therefore almost surely, when $M$ grows to infinity, the interpolation zone of the forest reaches the minimal interpolation zone.

## S3 Experiments

For all experiments, we consider four different regression models, most of which have been already considered in Laan et al. 2007: Model 1 is additive without noise $(d=2)$, Model 2 is polynomial with interactions $(d=8)$, Model 3 is the sum of elementary terms that contain non-polynomial interactions $(d=6)$ and Model $4(d=5)$ corresponds to a generalized linear model:

- Model 1: $d=2, Y=2 X_{1}^{2}+\exp \left(-X_{2}^{2}\right)$
- Model 2: $d=6, Y=X_{1}^{2}+X_{2}^{2} X_{3} e^{-\left|X_{4}\right|}+X_{5}-X_{6}+\mathcal{N}(0,0.5)$
- Model 3: $d=8, Y=X_{1} X_{2}+X_{3}^{2}-X_{4} X_{5}+X_{6} X_{7}-X_{8}^{2}+\mathcal{N}(0,0.5)$
- Model 4: $d=5, Y=1 /\left(1+\exp \left(-10\left(\sum_{i=1}^{d} X_{i}-1 / 2\right)\right)\right)+\mathcal{N}(0,0.05)$
- Model 5: $d=4, Y=-\sin \left(2 X_{1} X_{2}\right)+X_{2}^{2}+X_{3}-e^{X_{4}}+\mathcal{N}(0,0.5)$
- Model 6: $d=8, Y=\mathbb{1}_{\left\{X_{1} \geqslant 0\right\}}+X_{2}^{3}+\mathbb{1}_{\left\{X_{3}+X_{5}-X_{6}-X_{7}-X_{8} \geqslant 1\right\}}+e^{-X_{2}^{2}}+\mathcal{N}(0,0.5)$
- Model 7: $d=4, Y=X_{1}+2\left(X_{2}-1\right)^{2}+\frac{\sin \left(2 \pi X_{3}\right)}{2-\sin \left(2 \pi X_{3}\right)}+2 \sin \left(2 \pi X_{4}\right)+2 \cos \left(2 \pi X_{4}\right)+$ $4 \sin \left(2 \pi X_{4}\right)^{2}+4 \cos \left(2 \pi X_{4}\right)^{2}+\mathcal{N}(0,0.5)$
- Model 8: $d=4, Y=X_{1}+3 X_{2}^{2}-2 e^{X_{3}}+X_{4}$.

All the experiments are conducted using Python3. We use Scikit-learn RandomForestRegressor class to implement the Breiman RF model. We coded CRF, KeRF and AdaCRF models ourselves, mainly relying on numpy and joblib libraries for computation optimisation. Experiments were run on 416 -cores CPU and took at most a few hours to run.

## S3.1 Consistency Experiments

For all consistency experiments, the dataset was divided into a train dataset ( $80 \%$ of the data) and a test dataset ( $20 \%$ ) of the data.

The parameters of the estimators were set as follows:

- all RF estimators have 500 trees to mimic the behavior of the infinite RF.
- parameter bootstrap is set to False for all estimators in order preserve the interpolation property, or set to True when specified.
- all other parameters are set to default value.


## Consistency of KeRF in the Mean Interpolation Regime

We train a centered KeRF (with $M=500$ ) of depth fixed to $\left\lfloor\log _{2} n\right\rfloor+1$ (mean interpolation regime) for different sample sizes $n$ and evaluate the empirical quadratic risk on the test set.

Results On Figure S7, for all models, the risk decreases toward zero as the number of samples $n$ increases (with slow convergence rates). These numerical results, even though obtained for a finite KeRF with a large number $M=500$ of centered trees, support the theoretical consistency of the infinite KeRF in the mean interpolation regime (see Theorem 4.4.1).


Figure S7: KeRF consistency results: excess risk w.r.t. sample sizes. For each sample size $n$, the experiment is repeated 30 times: we represent the mean over the 30 tries (bold line) and the mean $\pm$ std (filled zone).

## Consistency of Median RF in the Interpolation Regime

We analyze the empirical performances of Median RF in noiseless and noisy settings on the models specified above. For each model, given a training set, we train Median RF (with $M=500$ trees) until pure leaves are reached, and measure its excess risk on test set.

Figure S8 shows that the excess risk of a Median RF decreases as $n$ grows. These empirical performances lend support to the idea that Median RF are consistent even with a finite number of trees and beyond the noiseless setting.

## Consistency of Breiman RF, Additional Models to Figure 1



Figure S8: Consistency results for a Median RF with $M=500$ trees: excess risk w.r.t. the sample size $n$. For each sample size, the experiment is repeated 30 times: we represent the mean over the 30 tries (bold line) and the mean $\pm$ std (filled zone).


Figure S9: Consistency of Breiman RF: excess risk w.r.t the sample size $n$. RF parameters: 2000 trees, max-depth set to None, max-features=1. Boxplots over 10 tries.


Figure S10: Consistency of Breiman RF: excess risk w.r.t the sample size $n$. RF parameters: 2000 trees, max-depth set to None, max-features=1. Boxplots over 10 tries.

## Consistency of Breiman RF with Max-Feature=1

On Figure S11, we see that the excess risk of a Breiman RF with the max-features parameter set to 1 is decreasing towards 0 as $n$ increases. This RF seems consistent for all models.


Figure S11: Consistency of Breiman RF: excess risk w.r.t sample size. RF parameters: 500 trees, max-depth set to None, max-features = 1, no bootstrap. Mean over 30 tries (doted line) and std (filled zone).

## Decrease of the Variance of the Breiman RF in a High-Dimensional Setting

Numerical experiments show the decrease of the variance of interpolating Breiman RF when $d$ increases. The model involves no signal and only noise (with specified variance $\sigma^{2}$ ).


Figure S12: Decrease of the variance of an interpolating Breiman RF with max-features=1 w.r.t. dimension $d$. 10 repetitions per boxplot, 5000 training points and 50000 testing points were used for each repetition. The Breiman RF contains 1000 trees.


Figure S13: Decrease of the variance of an interpolating Breiman RF with max-features= $\lfloor d / 3\rfloor$ w.r.t. dimension d. 10 repetitions per boxplot, 5000 training points and 50000 testing points were used for each repetition. The Breiman RF contains 1000 trees.


Figure S14: Consistency of Breiman RF: excess risk w.r.t sample size. RF parameters: 2000 trees, max-depth set to None, max-features $=1$. Boxplots over 10 tries.

## Comparison of Breiman RF with and without Bootstrap

## S3.2 Interpolation experiments

Volume of the Interpolation Zone w.r.t Sample Size $n$
We numerically evaluate the volume of the interpolation area of a Breiman RF (with 5000 trees, see Figure S17 in Appendix S3.2 for details about this choice) when the sample size $n$ increases.

In Figure S15, the volume of the minimal interpolation zone is shown to tend polynomially fast to 0 (linear in the logarithmic scale) for all considered models as the dataset size increases, matching the behavior of the theoretical bound established in Proposition 4.6.1.

One could notice the slight gap between the theoretical and experimental curves, which actually reflects the gap between an infinite forest (for which Proposition 4.6.1 holds) and its approximation by a finite forest ( 5000 trees here). This gap naturally tends to increase with $n$ (when the number of trees is fixed) as the approximation of the infinite RF by a finite one deteriorates with $n$.


Figure S15: Log volume of the interpolation zone of a Breiman RF with 5000 Trees, max features set to 1, no bootstrap. Mean over 10 tries (red line) and mean $\pm$ std (filled zone). The theoretical bound (Proposition 4.6.1) is represented in green.

Increasing max-feature parameter We plot on Figure S16 the log-volume of the interpolation zone of a Breiman RF with the max-features parameter set to $\lceil d / 3\rceil$ (the default value proposed in R randomForest package). The volume decreases polynomially in $n$ but slower than when max-features $=1$ (Figure S15) which is to be expected: choosing max-features $=1$ should increase the diversity of the splits and therefore reduce the volume of the interpolation zone.


Figure S16: Log volume of Breiman RF interpolation zone w.r.t. sample size $n$. RF parameters: 500 trees, no bootstrap, max features $=\lceil d / 3\rceil$. Mean over 10 tries (bold line) and std (filled zone).

## Volume of the Interpolation Zone w.r.t Number of Trees $M$

In this section, we empirically measure how fast decreases the volume of the interpolation zone of a Breiman RF when its number of trees $M$ increases, and how close the interpolation zone gets from the minimal interpolation zone.

To this end, for a fixed sample size $n=500$, we numerically evaluate the volume of the interpolation area when the number $M$ of trees in the forest grows. This volume is anticipated to
be a non-increasing function of $M$ (for $M=1$, note that the interpolation volume is 1 , the volume of $[0,1]^{d}$ ), but its decrease rate highly depends on the data geometry, making its theoretical evaluation difficult. The numerical results in Figure S17 show a fast decay towards zero of the interpolation volume for all models, already tiny from $M=500$ trees. Furthermore, it seems to converge to the theoretical bound (dotted line) derived in Proposition 4.6.1 for an infinite RF with a max-feature parameter equal to 1 .


Figure S17: Log volume of Breiman RF interpolation zone w.r.t. the number $M$ of trees. RF parameters: no bootstrap, max features $=1$. Mean over 10 tries (bold line) and std (filled zone). Sample size $n=500$.

## Analysis of the Interpolation Property of Breiman RF with Bootstrap

In this experiment, we try to measure how close a Breiman RF with bootstrap on is from exactly interpolating (with other parameters being 500 trees, max-depth set to None, max-features $=d$ ). To this end, we measure the difference between the true train labels (the $Y_{i} \mathrm{~s}$ ) and the predicted ones (the $\hat{Y}_{i} \mathbf{s}$ ) by computing

$$
I_{\mathrm{loss}}:=\frac{1}{n} \sum_{i=1}^{n} \frac{\left|Y_{i}-\hat{Y}_{i}\right|}{Y_{i}} .
$$

The closer is this quantity to 0 , the closer is the forest from interpolating. On Figure S18, we plot different quantiles of the above quantity as $n$ varies.

For instance, if we take the 0.8-quantile in red on Figure S18 and look at the upper-right plot (model 2), we read that the $I_{\text {loss }}$ roughly equals 0.6 for $80 \%$ of the points. This quantity seems globally constant in $n$. Finally, the quantiles are smaller in the case of a strong signal-to-noise ratio (models 1 and 4) than in the case of a bigger one (models 2 and 3).

On Figure S19, we also plot the quantiles of the $I_{\text {loss }}$ for the four different models while the number of trees varies. Adding trees does not significantly change the value of the different quantiles.


Figure S18: $I_{\text {loss }}$ of a Breiman RF w.r.t sample size $n$. RF parameters: 500 trees, bootstrap on, max-features $=d$, max-depth set to None. Mean over 30 tries (doted lines) and std (filled zones).


Figure S19: $I_{\text {loss }}$ of a Breiman RF w.r.t number of trees. Parameters: bootstrap on, max-features $=d$, max-depth set to None. Sample size $n=1000$. Mean over 30 tries (doted lines) and std (filled zones).
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## Chapter 5

## PAC-Bayes

## Preambulum

We inform the reader that the following material is a work in progress. The content presented herein has not yet been subjected to the rigorous scrutiny that typically accompanies finalized research. Consequently, some results and statements may lack comprehensive proof or thorough validation. We did our best to mention when such results are not rigorously demonstrated and what further experiments will be conducted to make up for the current shortcomings.

### 5.1 Introduction

The recent success of Neural Networks (NN) is largely due to a combination of overparametrization and artifacts to improve generalization (e.g., dropout layers, see Srivastava et al. 2014). Through Stochastic Gradient Descent (SGD), a NN can be effectively trained to minimize the empirical risk in a supervised setting, often achieving a perfect fit to training data while still generalizing well to unseen data. The mechanisms underpinning this empirical behavior remain poorly understood theoretically. As a consequence, it remains difficult in practice to design NN architectures and/or training procedures that specifically enhance the generalization properties. The main proposal of this work is thus to study a training scheme inspired from the theoretical PAC-Bayes framework to improve the generalization capacities of any NN in a supervised setting.

For many years, statistical theory has advocated the compromise between bias and variance to design good estimators. To sum up, increasing the approximation capacities of a model by adding parameters should also, at some point, increase the variance, directly accountable for poor generalization performances. However, the success of deep and wide NN results from the fact that very complex methods in terms of number of parameters, both interpolate the training data and generalize well (Goodfellow et al. 2016). Since then, many researchers have tried to explain, both empirically and theoretically, the good generalization performances of NN despite their high complexity (see Paragraph Related Works below).

Several attempts to study the generalization capacities of NN exploit the PAC-Bayes theory that allows us to efficiently control the generalization gap, i.e. the difference between the empirical and the theoretical risk. The first non-vacuous bounds on NN were obtained a few years ago in Dziugaite et al. 2017. After that, many efforts have been conducted to improve the PAC-Bayes bounds in order to close the gap between theory and practice (see, e.g., Zhou et al. 2018; Letarte et al. 2019; Lan et al. 2020; Tsuzuku et al. 2020; Clerico et al. 2023).

Taking advantage of this control, in a recent work, Pérez-Ortiz et al. 2021 introduced a new training objective to minimize an upper bound on the theoretical risk, instead of minimizing only the empirical one, in order to improve the guarantees on the generalization performance of a NN. The bound is a typical combination of the empirical risk and a PAC-Bayes penalty, which controls the generalization gap. Their method also leverages the flatness of the loss landscape to minimize the PAC-penalty. The connection between the flatness of a minimum and its generalization capacity has drawn a lot of attention lately (see for instance He et al. 2019; Jiang et al. 2019; Keskar et al. 2016) and seems to be a promising direction to both explain the generalization power of overparametrized networks and to develop new training methods (Foret et al. 2020; Du et al. 2021; He et al. 2019).

Contributions Through extensive numerical experiments, we study and extend the training scheme of Pérez-Ortiz et al. 2021. We aim at showing that it improves the generalization power of a NN and also increases the flatness of the loss landscape. Our main contribution would thus be twofold:

1. Link between generalization and loss flatness. We would like to verify if adding the PAC-Bayes penalty to the training objective increases the flatness of the loss landscape, thus exhibiting a link between the generalization power of a NN and the flatness of its loss landscape. The former is measured via the top eigenvalues of the hessian of the network parameters, using an approximation method developed in Golmant et al. 2018.
2. PAC-Bayes penalty for improved generalization. We would like to use the PAC-Bayes penalty to enhance the generalization performances of the NN measured on a test set. Compared to Pérez-Ortiz et al. 2021, we do not focus on obtaining a bound on the theoretical risk of the network but rather to improve the empirical performances of a NN evaluated on a test set, which also allows us to slightly diverge from the theoretical framework.

Related Works Traditional complexity measures (VC dimension, Rademacher complexity...) fail to capture the good generalization performances of over-parametrized NN (Belkin 2021). On the other hand, the PAC-Bayes framework has shown very promising results in this direction. Since the first non-vacuous bound obtained in 2017 (Dziugaite et al. 2017), many papers have improved the bounds on the generalization gap for several kinds of NN architectures as mentioned above ( Zhou et al. 2018; Letarte et al. 2019; Lan et al. 2020; Tsuzuku et al. 2020; Clerico et al. 2023). Other theoretical approaches include the study of benign overfitting in the case of linear regression (Bartlett et al. 2020; Tsigler et al. 2020; Liang et al. 2020b), also investigated in the context of neural networks (Belkin et al. 2019a). The influence of training via SGD on the generalization power of NN is also pointed out and studied by researchers interested in the implicit bias or implicit regularization: the optimization of an over-parametrized one-hidden-layer neural network via SGD will converge to a minimum of minimal norm with good generalization properties in a regression setting (Bach et al. 2021), or with maximal margin in a classification setting (Chizat et al. 2020). However, these approaches often focus on simplified architectures, which cannot fully explain the behavior of DNN used in practice. On the other hand, based on numerical observations, several empirical measures have been proposed to quantify the generalization properties of NN (Jiang et al. 2019). In the former, they notice that sharpness-based measures seem to be the most correlated to generalization performances. The connection between the flatness of the minima and their generalization power has been studied extensively from both theoretical and empirical perspectives (Dziugaite et al. 2017; Jiang et al. 2019; Keskar et al. 2016). Taking advantage of this connection, very recently, several papers have considered minimizing the sharpness of the loss of NN in order to improve their generalization (namely Sharpness

Aware Minimization procedures). For instance, Foret et al. 2020 minimizes the maximum of the loss in a ball of small radius at each step, instead of minimizing simply the loss. Several variants of this method have been later introduced (see e.g., Kwon et al. 2021; Du et al. 2021). On another note, He et al. 2019 and Izmailov et al. 2018 both propose to average the weights of several NN (either the same network at different steps of the training or different NN ) to reach flatter regions, which empirically improves the generalization.

### 5.2 Training a NN under a PAC-Bayes Objective

### 5.2.1 Data and Estimators

We consider a classification task in a supervised learning setting. We have a dataset $S=\left\{\left(x_{1}, y_{1}\right)\right.$, $\left.\ldots,\left(x_{n}, y_{n}\right)\right\}$ of independent pairs drawn from an unknown distribution $P$ on the space $\mathcal{X} \times \mathcal{Y}$. Typically, $\mathcal{X}=\mathbb{R}^{d}$ and $\mathcal{Y}=\{1, \ldots, K\}$ where $K$ is the number of classes (depending on the dataset at hand). We denote $\ell$ the cross-entropy loss used to assess the quality of the prediction: $\ell:(\pi(x), y) \rightarrow-y \log \pi(x)$ where $\pi(x)$ is a probability vector.

The neural network weights are represented by a vector $\boldsymbol{w} \in \mathbb{R}^{p}$. In this work, we will consider several kinds of Convolutional Neural Networks (CNN) (detailed in Appendix S1.1). We denote $f_{w}: \mathcal{X} \rightarrow \mathcal{Y}$ the associated neural network. Neural networks are usually trained to minimize the empirical risk $r_{n}(w)=\frac{1}{n} \sum_{i=1}^{n} \ell\left(f_{w}\left(x_{i}\right), y_{i}\right)$ via SGD. Its theoretical counterpart, the risk, is denoted $R(w):=\mathbb{E}\left[\ell\left(f_{w}(X), Y\right)\right]$.

In a PAC-Bayes setting, we consider Probabilistic Neural Networks (PNN) which are (datadependent) probability distributions over the weight space $\mathbb{R}^{p}$. An estimator can be built in several ways from a PNN: by sampling from the PNN distribution (randomized estimator), by taking the mean of the distribution (mean estimator), etc. The risk of a PNN $Q$ is defined as $R(Q)=\mathbb{E}_{w \sim Q}[R(w)]$ and the empirical risk as $r_{n}(Q)=\mathbb{E}_{w \sim Q}\left[r_{n}(w)\right]$ (we omit the dependence on the data to lighten the notations). To train a PNN, instead of simply minimizing the empirical risk, we minimize a sum of the empirical risk plus a penalty term which is derived from a PAC-Bayes bound as shown in the next section.

### 5.2.2 Training Objectives

A PAC-Bayes bound controls the discrepancy between the empirical and theoretical risks with high probability over the data. We first provide an example of a PAC-Bayes bound from McAllester 1999.

Theorem 5.2.1 (Mc Allester, 1999). Given a prior distribution $Q_{0}, \delta \in(0,1)$, then, with probability at least $1-\delta$ over $S$, for all $Q$, we have

$$
R(Q) \leqslant r_{n}(Q)+\sqrt{\frac{K L\left(Q \| Q_{0}\right)+\log \left(\frac{2 \sqrt{n}}{\delta}\right)}{2 n}}
$$

The prior distribution can be arbitrary chosen or built from a subset of the training data as we will see later. The PAC-Bayes framework is quite flexible and allows one to derive a wide variety of bounds. An overview of all the bounds that we use is given in Appendix S1.2. We can use these bounds as new objectives to train a NN instead of implementing a simple empirical risk
minimization, that is

$$
\phi(Q):=r_{n}(Q)+\sqrt{\frac{\mathrm{KL}\left(Q \| Q_{0}\right)+\log \left(\frac{2 \sqrt{n}}{\delta}\right)}{2 n}}
$$

becomes the new objective to minimize. Since, with high probability $R(Q) \leqslant \phi(Q)$, minimizing $\phi(Q)$ directly accounts for minimizing an upper bound on the theoretical risk, which is the true objective to minimize. In practice, as very powerful NN are used, the empirical risk often reaches 0 ; therefore the real challenge is to decrease the penalty term, especially the KL part.

### 5.3 Training Process

Pérez-Ortiz et al. 2021 developed a strategy in order to find a distribution $Q$ minimizing the objective previously introduced. This training scheme is also the one used in this work, and we summarize it here:

1. Parametrization of $Q$ and $Q_{0}$. In order to parametrize the distributions, we rewrite the weights $w=\mu+\sigma \odot V$ with $\mu \in \mathbb{R}^{p}, \sigma \in \mathbb{R}^{p}$ and $V$ a random vector of size $p$ following a Gaussian or Laplace distribution $P_{V}$. Learning $Q$ accounts for learning its parameters $\mu$ and $\sigma$.
2. Choice of the prior $\boldsymbol{Q}_{\mathbf{0}}$. In order to decrease the KL term in the bound, $Q_{0}$, parametrized by $\mu_{0}$ and $\sigma_{0}$, has to be chosen specifically. First, we initialize and train a classical (deterministic) network on a subset of the data (e.g., $50 \%$ of the data). It provides weights $W_{0}$ that will serve as $\mu_{0}$ for the prior distribution $Q_{0}$. Then $\sigma_{0}$ is simply chosen from a grid search (see details below).
3. Learning $Q$. Given the initialization $Q_{0}$ with parameters $\left(\mu_{0}, \sigma_{0}\right)$, we can learn the parameters $\mu$ and $\sigma$ via SGD. As usually done, we apply SGD on random batches of data for a given number of iterations. For each batch, we sample the parameters $w \sim Q$, we compute the loss of the corresponding network on the data batch and then compute the gradient of the objective $\phi$ w.r.t. $\mu$ and $\sigma: \nabla_{\mu} \phi=\frac{\partial \phi}{\partial W}+\frac{\partial \phi}{\partial \mu}$ and $\nabla_{\sigma} \phi=\frac{\partial \phi}{\partial W} \cdot \frac{V}{1+\exp (-\sigma)}+\frac{\partial \phi}{\partial \sigma}$. This computation can be decomposed into two terms, the gradient of the empirical risk and the gradient of the PAC-Bayes penalty. The computation of the gradient of the empirical risk is direct: $\nabla_{\mu} \ell\left(f_{w}(x), y\right)$ and $\nabla_{\sigma} \ell\left(f_{w}(x), y\right)$. The KL term being explicit w.r.t. $\mu$ and $\sigma$ (when $P_{V}$ is a Gaussian or Laplace distribution), we can also compute its gradient w.r.t. the parameters. Considering two one-dimensional Gaussian distributions $Q$ and $Q_{0}$, it writes as follows: $\operatorname{KL}\left(Q \| Q_{0}\right)=\frac{1}{2}\left(\log \left(\frac{\sigma_{0}}{\sigma}\right)+\frac{\left(\mu_{1}-\mu_{0}\right)^{2}}{b_{0}}+\frac{b_{1}}{b_{0}}-1\right)$.
4. Re-initialization. In order to improve the training performances of the network, after a condition is met (number of epochs...), we actualize the prior by setting $Q_{0}=Q$. This allows the posterior to move further away from the initial distribution $Q_{0}$, an area for which the empirical risk can remain high.

More details, such as the KL computation between two Gaussian distributions, can be found in Pérez-Ortiz et al. 2021.

As we show in the following section, this training scheme reduces the curvature of the loss landscape w.r.t. the weights of the network.

### 5.4 PAC-Bayes Penalty and Flatness

In this section, we compare the flatness of the loss optimization landscape of a neural network trained via empirical risk minimization and one trained with a PAC-Bayes penalty added to the empirical risk.

### 5.4.1 Evaluating the Optimization Loss Landscape Curvature

In order to measure the curvature of the NN loss optimization landscape, we compute the highest eigenvalues of the Hessian of the loss $r_{n}$ at point $w \in \mathbb{R}^{p}$. The Hessian structure provides information on local curvature, and therefore on flatness. This characterization of the flatness of a minimum ${ }^{1}$ has been considered in, e.g., Ghorbani et al. 2019; Chaudhari et al. 2019; Foret et al. 2020; Gilmer et al. 2021. When the number of parameters exceeds a few thousands, computing the eigenvalues of the Hessian is cumbersome. We thus rely on an approximation algorithm implemented in Golmant et al. 2018.

### 5.4.2 Experimental Protocol

We consider a deterministic network det-net and a probabilistic one, the latter referring to the posterior net of the pair prior-net, posterior-net, both having the same architecture. The training parameters are also identical (optimizer, learning-rate, batchsize, etc.). We measure the top eigenvalue of the Hessian of the network parameters for both networks at initialization and at the end of training. The deterministic net is trained in a standard way via SGD to minimize the empirical risk, and the probabilistic one is trained according to the procedure described in Section 5.3. Regarding the probabilistic network, the prior network is trained for a fixed number of epochs and the posterior network is trained with early stopping: as soon as the training loss decreases below a given threshold $\varepsilon$, we stop the training. The same early stopping condition is used to train the deterministic network. In this manner, the eigenvalues are evaluated when both networks reach the same training state.

We consider three different kinds of convolutional architectures ordered by size: MobileNet (roughly 200k parameters, Howard et al. 2017), DenseNet (8M parameters, Huang et al. 2017) and ResNet101 (44.5M parameters, He et al. 2016). MobileNet stacks light blocks of convolutional/normalization layers. DenseNet employs dense connectivity by receiving feature maps from all preceding layers to facilitate feature reuse and gradient flow. Finally, ResNet adds residual connections to the classical convolutional layers, allowing the signal to propagate much deeper. Details about these models are given in Appendix S1.1.

In order to show that the decrease of the top eigenvalues is robust to the change of hyperparameters, we run the experiment on MNIST dataset for different training/architecture configurations of MobileNet specified as follows: 3 different depths ( 1,2 or 4 mobile blocks), 2 widths (small, large), 3 different learning rates ( $1 \mathrm{e}-3,5 \mathrm{e}-3,1 \mathrm{e}-3$ ), 3 different PAC-Bayes inspired objectives (fquad, bbb and flamb defined in Section S1.2), dropout on (with probability 0.1) or off and a KL penalty set at 1 or 0.1 . We also evaluated this protocol on CIFAR for all the networks mentioned.

### 5.4.3 Results

As can be seen on Figure 5.1, on the MNIST dataset, in average over all the MobileNet architectures, the top eigenvalues of the Hessian decrease when we consider the posterior network and its penalized objective. The prior and deterministic network have the same architecture and training

[^3]objectives, therefore at initialization their top eigenvalues are of the same order. The eigenvalues at initialization are much higher than at the end of training which is to be expected as they fall at a random point which has no reason to be flat over all directions. The posterior network is initialized at the end of the training of the prior network: between "prior end" and "posterior initialization" only the training objective changes and this already brings a decrease of the eigenvalues of the Hessian. Overall, the smallest top eigenvalues are obtained at the end of the training of the posterior network. Similar results are observed for the DenseNet and ResNet NN on both MNIST and CIFAR as can be seen in Section S1.3.


Figure 5.1: NN hessian top eigenvalue of deterministic, prior and posterior MobileNet. For each network, the top eigenvalue is computed at the initialization of the network ("... initialization" on the $x$ axis) and at the end of training ("... end" on the $x$ axis) Boxplot over 3 times, MNIST dataset.

Adding the PAC-penalty, which controls the generalization gap, to the training objective flattens the loss around the minimum reached by the network. Although the bound is based on several theoretical hypotheses that might not be verified in practice (such as i.i.d. data samples), this outcome is still encouraging and sheds further insight into the connection between generalization and the smoothness of the loss landscape. Further experiments should be implemented to explore this connection. In particular, it would be nice to unveil a mathematical link between the value of the generalization penalty and the curvature of the loss landscape. It would require a more theoretical analysis with more experiments on hand-made examples.

In the following section, we try to enhance the generalization power of the networks with the PAC-Bayes penalty.

### 5.4.4 Generalization Performances under PAC-Bayes Inspired Training

After showing that the PAC-Bayes penalty allows NN to reach flatter minima, we would like to show that it also help to improve the performances of NN on the test set. Generalization performances can be measured through both the generalization score on a test set which was not used during training and the generalization gap, i.e. the difference between the train score and the test score. Due to the sharpness decrease observed in Section 5.4, one could expect pbnet to
have a smaller generalization gap and therefore, for equal train losses, a better test loss. We are currently running experiments to confirm this intuition.

In the following experiment, we compare the generalization performances of a deterministic network and its probabilistic counterpart trained with PAC-Bayes penalty. We train the posterior network according to the training process described in Section 5.3. In order to build the prior, we keep $10 \%$ of the data as a validation set: as soon as the network reaches a generalization gap superior to a given threshold, we stop its training and switch to training the pbnet.

As we are interested in obtaining good empirical performances instead of preserving theoretical guarantees, we slightly adapt the training scheme to enhance the performances of the network. Indeed, we observed that the posterior network was hard to optimize far from its initialization point, as the KL part of the loss grows quite fast. Consequently, we update the prior network several times during the training in order to reset at 0 the KL loss between the prior and posterior networks. We also added a penalty to the $K L$ term for all the PAC-Bayes objectives in order to allow the posterior network to explore the parameter space more broadly.

However, the deterministic and posterior networks have the same performances, especially in generalization. Neither the test accuracy nor the generalization gap of pbnet significantly improve.


Figure 5.2: Comparison of a deterministic and a posterior MobileNet during training. Left: training from epoch 0 to epoch 220. Right: zoom on epochs 137-220 (beginning of posterior training). CIFAR10 Dataset.

As shown on Figures 5.3, similar results are obtained when we directly train the network according to the previous scheme from epoch 0 (the prior net is simply a random initialization in this case). Similar results are obtained with DenseNet and ResNet as shown in Section S1.4.

### 5.5 Conclusion and Further Work

Although the results of Section 5.4 .3 were promising w.r.t. the connection between the generalization penalty and the loss flatness, it seems that in practice, on real datasets, we do not observe the expected improvement on the test error. This could be explained by the distance taken from the theoretical framework where the PAC upper bound holds. However, when sticking to the theoretical framework, the optimization of the posterior network is much more complicated as the KL term limits the minimization of the empirical risk.

The connection between the PAC penalty and the flatness of the loss landscape seems quite clear empirically, even though it has to be made more rigorous. However, the last link in the chain,


Figure 5.3: Comparison of a deterministic and a posterior MobileNet during training. The posterior network is trained from epoch 0 and the prior is updated every 5 epochs.
the reduction of the generalization gap, remains missing. As in the case of complex, real data, optimizing the posterior network is hard without moving away from the theoretical framework, more experiments should be implemented on a hand-made setting. In particular, it should be tested if for a similar value of the empirical risk, the deterministic and the PAC networks have different values of the loss flatness and/or of the generalization gap.

## 5.A Appendix

## S1.1 Different Kinds of NN

We detail here the architectures of the networks used in the experiments. The DenseNet and ResNet NN refer to densenet121 and resnet101 of the torchvision.models package. The MobileNet architecture is slightly modified compared to the original one: GroupNorm layers are used instead of BatchNorm layers and the lengths of the layers are smaller.

## S1.2 PAC-Bayes Objectives

Several objectives can be used to train a NN (Pérez-Ortiz et al. 2021):

$$
\begin{gathered}
\phi_{\text {lambda }}(Q, \lambda):=\frac{r_{n}(Q)}{1-\lambda / 2}+\frac{K L\left(Q \| Q_{0}\right)+\log \left(\frac{2 \sqrt{n}}{\delta}\right)}{n \lambda(1-\lambda / 2)}, \\
\phi_{\text {quad }}(Q):=\left(\sqrt{r_{n}(Q)+\frac{K L\left(Q \| Q_{0}\right)+\log \left(\frac{2 \sqrt{n}}{\delta}\right)}{2 n}}+\sqrt{\frac{K L\left(Q \| Q_{0}\right)+\log \left(\frac{2 \sqrt{n}}{\delta}\right)}{2 n}}\right)^{2}
\end{gathered}
$$

and

$$
\phi_{\mathrm{bbb}}(Q):=r_{n}(Q)+\eta \frac{K L\left(Q \| Q_{0}\right)}{n} .
$$

The last objective, $\phi_{\mathrm{bbb}}$, is quite handy as it is possible to penalize the KL term with the $\eta$ parameter.

## S1.3 Additional Figures to the Flatness Experiment



Figure S4: NN hessian top eigenvalue of deterministic, prior and posterior DenseNet. For each network, the top eigenvalue is computed at the initialization of the network ("... initialization" on the $x$ axis) and at the end of training ("... end" on the $x$ axis). Boxplot over 3 times, MNIST dataset.

## S1.4 Additional Figures to the Generalization Experiment



Eigenvalue Type

Figure S5: NN hessian top eigenvalue of deterministic, prior and posterior DenseNet. For each network, the top eigenvalue is computed at the initialization of the network ("... initialization" on the $x$ axis) and at the end of training ("... end" on the $x$ axis). Boxplot over 3 times, CIFAR10 dataset.


Figure S6: Comparison of a deterministic and a posterior DenseNet during training. Left: training from epoch 0 to epoch 220. Right: zoom on epochs 149-220 (beginning of posterior training). CIFAR10 Dataset.


Figure S7: Comparison of a deterministic and a posterior DenseNet during training. The posterior network is trained from epoch 0 and the prior is updated every 5 epochs.


Figure S8: Comparison of a deterministic and a posterior Resnet during training. Left: training from epoch 0 to epoch 220. Right: zoom on epochs 164-220 (beginning of posterior training). CIFAR10 Dataset.
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[^0]:    ${ }^{1}$ Note that several types of consistency exist. We are mostly interested in $\mathbb{L}^{2}$ consistency, which we simply call consistency in order to lighten the notations.

[^1]:    ${ }^{1}$ i.e. $\alpha_{n}$ asymptotically dominates $n$.

[^2]:    ${ }^{2}$ the symbol $\exists$ ! means "there exists a unique".

[^3]:    ${ }^{1}$ Other definitions are discussed in Dinh et al. 2017.

