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Résumé: L’imagerie par résonance magnétique (IRM)
est une technique non-invasive couramment utilisée
en milieu clinique, reposant sur le principe de réso-
nance magnétique nucléaire (RMN). L’augmentation
du champ magnétique statique (noté B0) s’associe à
un meilleur rapport signal-sur-bruit. Afin de pleinement
bénéficier du gain intrinsèque fourni par l’augmentation
de B0, les antennes radio-fréquence de réception du
signal IRM se doivent d’être les plus performantes pos-
sibles. Ces dernières sont aujourd’hui constituées d’un
grand nombre d’éléments de réception et associées à
des préamplificateurs à très bas bruit.

Dans cette thèse, le mécanisme de corrélation de
bruit pour réseaux d’antenne est analysé. En se bas-
ant sur cette étude, nous proposons une routine de
simulation électromagnétique plus complète que dans
l’état de l’art. Grâce à cette routine de simulation,
nous avons conçu deux réseaux de réception originaux
à ultra-haut-champ. Le premier réseau constitué de
deux couches de boucles (32 canaux au total) est des-

tiné à l’étude du cerveau entier à 7 T. En utilisant
une technique de fabrication additive pour imprimer
en 3D les éléments de réception, et en construisant
des préamplificateurs à découplage haute-impédance,
nous proposons une antenne dont les performances
mesurées sont compétitives avec l’antenne de référence
du marché. Comparé à cette référence, les dimensions
internes de notre antenne est plus large afin d’assurer
un meilleur confort pour le sujet. Le second réseau de
réception se focalise sur l’étude des lobes temporaux à
11,7 T avec un bonnet flexible de 32 boucles hexago-
nales couvrant les deux côtés de la tête du sujet. Les
boucles fonctionnent avec la technologie dite "haute-
impédance", permettant une meilleure robustesse vis-
à-vis de la charge ainsi qu’un découplage plus efficace
entre éléments, et sont associées à des préamplifica-
teurs miniatures. Les résultats préliminaires démon-
trent un gain très significatif dans les régions tempo-
rales, comparé à une antenne cerveau entier.

Title: Design and implementation of receive arrays for ultra-high-field MRI of the human brain
Keywords: MRI, coils, ultra-high-field, radiofrequency, electromagnetic simulations, additive manufacturing.

Abstract: Magnetic Resonance Imaging (MRI) is a
non-invasive technique commonly used in clinical prac-
tice, based on the principle of nuclear magnetic reso-
nance (NMR). Increasing the static magnetic field (de-
noted as B0) is associated with a higher signal-to-noise
ratio. To fully capitalize on the intrinsic gain provided
by the increase in B0, radio-frequency reception coils
need to be as high-performing as possible. These coils
now consist of a large number of reception elements
and are paired with ultra-low-noise preamplifiers.

In this thesis, the noise correlation mechanism for
receive arrays is first analyzed. Building on this study,
we present a complete electromagnetic simulation rou-
tine. Using this simulation routine, we have designed
two original receive-arrays at ultra-high-field. The first
array, consisting of two layers of loops (32 channels in
total), is intended for whole-brain imaging at 7 T. Us-

ing additive manufacturing to 3D-print loops and build-
ing homemade high-input impedance preamplifiers, we
propose a coil with measured performances close to the
ones from a commercial coil. Compared to this refer-
ence, the internal dimensions of our coil are wider in
order to ensure better patient comfort. The second ar-
ray is focused on studying the temporal lobes at 11.7
T. The 32-channel receive array is built on a flexible
cap made of hexagonal loops covering both sides of
the subject’s head. The loops make use of the "high-
impedance" technology, allowing for better robustness
against the load variation and more effective decoupling
between elements. Paired with in-house miniaturized
built preamplifiers, a compact system is proposed. Pre-
liminary results demonstrate a significant gain in the
temporal regions compared to a whole-brain receive ar-
ray.



C’est un coup du sort étrange : tous les hommes
dont on a ouvert le crâne avaient un cerveau.

Ludwig Wittgenstein
(De la certitude)
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General Introduction
M agnetic Resonance Imaging (MRI) is a non-invasive technique extensively used

for clinical routine imaging. Its principle relies on the Nuclear Magnetic Res-
onance (NMR) principle, using tissues’ intrinsic properties to image the anatomy
of the human body. A strong magnetic field (B0) expressed in tesla (T) is needed
to exploit these properties, and the image Signal-to-Noise Ratio (SNR) increases
with B0. From the first whole-body scanners with a millitesla field strength pro-
duced in the early days of MRI in the 1980s to the current state-of-the-art 7 T
scanners, the quest for extremely high magnetic field has been constrained by
inherent difficulties which have been partially overcome by scientists. Most hos-
pitals are equipped with 1.5 and 3 T scanners, while only about one hundred 7-T
scanners are installed worldwide. The newly operational Iseult 11.7 T scanner at
NeuroSpin offers unprecedented field strength and holds great promise for brain
exploration. Every part of an MRI scanner is the focus of methodological research,
from magnet to image reconstruction.

A core element of the system is the radiofrequency receive array. Since its
introduction in the early 1990s, the principle of using several separated elements
has been widely used to cover large fields of views while increasing the image
SNR and shortening the scan duration through some optimized reconstruction
algorithms. A receive array is composed of several resonators (loops or dipoles),
placed near the patient with a wisely chosen geometry. It is also made of many
cables, components, and adequate low-noise amplifiers (LNA), which constitute an
engineering challenge. The total number of components in a 32-channel receive
array is about one thousand. If only one is malfunctioning, it would be detrimental
to the image quality, thus requiring extreme care and protection.

Since most 7 T scanners are currently equipped with 32 channels, with some
systems of up to 128 channels, a major concern is the coupling between the ele-
ments, which is supposed to be detrimental to image quality. Several methods
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2 General Introduction
were proposed to mitigate between-element cross-talk. Among them are loop op-
timal overlapping, preamplifier decoupling, and capacitive or inductive decoupling;
these techniques are still essential research topics in the MRI RF coil community,
even though they have been used for decades. The optimal layering of the ele-
ments to optimize the image quality and the acceleration capabilities is now pos-
sible thanks to electromagnetic simulation software, thereby allowing the RF coil
builder to save time-consuming on-bench optimization. More recent research in-
terests are focusing on flexible receive arrays that can conform to the subject’s
body; some companies are developing blanket-like coils.
Thesis Outline
The main objective of this work is to develop innovative receive arrays for UHF
MRI of the human brain at 7 and 11.7 T. Throughout the chapters, the reader is
taken gradually from the most basic MRI physics and radio-frequency concepts to
theoretical considerations about coil performances, and finally to state-of-the-art
developments of receive arrays. The thesis is organized as follows:

Chapter 1: Theory and Background, introduces the general concepts necessary
to the understanding of the presented methods and results. The first part focuses
on the basics of magnetic resonance imaging. The second part describes some
concepts of radiofrequency and microwave engineering. In the last part, the core
of this thesis is introduced: receive arrays for ultra-high-field MRI. Through a re-
view of the existing literature, we detail the fundamentals of receive arrays and
the design trends at UHF. We also discuss the metrics to characterize coils per-
formance.

Chapter 2: On the Noise Correlation for Accurate Electromagnetic Simulations,
provides an understanding and experimental validation of the noise correlation
mechanism. Relying on awell-known formula used in the radar domain, weprovide
a further understanding of the noise correlation in receive phased arrays and a
comparison with the most established formula in the MRI community. The implic-
ation on the RF coil building is discussed regarding noise correlation mitigation.
Based on this study, a workflow is proposed to predict the performance of a coil
in terms of Signal-to-Noise Ratio (SNR) and noise enhancement maps (g-maps) for
any geometry and associated electronics based on electromagnetic simulations
and circuit co-simulation. This workflow is used in the following chapters.
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Chapter 3: A 32-Channel 3D-Printed Two-Layer Receive Array for Brain MRI
at 7 T, describes the design methodology and implementation results of an innov-
ative 32-Channel receive array based on additive manufacturing of loops in pure
copper. The coil is fully customized and uses direct high impedance low-noise
amplifiers. The measurements are compared with the simulations obtained with
themethodology described in chapter 2, and with measurements from a commer-
cial coil. The additive manufacturing of loops allowed for improved conformity
between simulations and measurements, together with an efficient building pro-
cedure. The proposed array provides similar SNR and parallel-imaging capabilities
compared to the commercial reference.

Chapter 4: A High-Impedance Temporal-Lobes-Focused Receive Array at 11.7
T, presents the methods and first results of a unique cap-like receive array dedic-
ated to the study of temporal lobes for the newly operational 11.7 T scanner; this
brain region being involved in language is of great interest for neuroscientists. The
receive array is composed of small loops placed as close as possible to the head.
The loops are auto-resonating striplines and are based on the high-impedance coil
principle. The preamplifiers are home-built and placed directly on the loops. A sig-
nificant SNR improvement in the temporal lobes is demonstrated compared to a
full brain-dedicated coil.
Context of the thesis
This three-year journey has been conducted in the context of a CIFRE thesis, part-
nering with Multiwave Imaging, a startup based in Marseille, France. Multiwave
Imaging has been developing customized receive arrays and dielectric pads for
UHF of the human brain, used to homogenize the transmit field. The implementa-
tion of the coil presented in chapter 3 constituted a workpackage of the "M-One"
Europeanproject, CEA andMultiwave being contributors to this project. Themajor-
ity of the thesis author’s time has been spent at NeuroSpin, under the supervision
of M. Luong and A. Amadon, with regular visits to Marseille for the M-One project
reports or for internal development help. The second part of this thesis (chapter 4),
the 11.7 T cap array, has been part of the exciting new developments surrounding
the Iseult MRI, which produced its first in-vivo images in the summer of 2023.

✽ ✽ ✽

✽ ✽

✽
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This chapter will first present the basic principles of MRI physics, from the NMR
phenomenon towards making of an image. Secondly, general microwave and
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8 Theory and Background
Radiofrequency (RF) concepts necessary to understand our developments in the
following chapters will be discussed. Lastly, we will focus on the core of this thesis:
receive arrays.
1.1 MRI Physics
1.1.1 Nuclear magnetic resonance
TheMRI technique is basedon theNuclearMagnetic Resonance (NMR) phenomenon:
when placed in a constant magnetic field (B0), nuclear spins can be perturbed by a
second magnetic field (B1), oscillating at their Larmor frequency, and will, in turn,
create an electromagnetic signal at the same frequency. This signal can be detec-
ted by a simple conductive loop referred to as RF coil.
Spin and magnetization under a strong magnetic field
From quantum physics, each particle has an intrinsic property called spin repres-
ented by S⃗, which relates to the angular momentum in classical physics. This spin
precesses at the Larmor frequency:

ω0 = γB0 (1.1)
where γ is the gyromagnetic ratio and is nucleus-specific. The human body is com-
posed of mostly water and fat, where hydrogen protons H1 are abundant. Only
H1 imaging will be discussed in this manuscript, although other nuclei like sodium,
phosphorus, or carbon 13 are of interest to specific imaging modalities. The spin
is acting like a microscopic magnet, creating a magnetic moment:

µ⃗ = ℏS⃗γ (1.2)
with ℏ being the reduced Planck’s constant. The sum of all the magnetic moments
is written with the total magnetization M⃗ :

dM⃗

dt
= γB⃗0 × M⃗ (1.3)

The proton spin can only be in two different quantum states: S = ±1
2 . Without

external perturbation, a proton has the same probability of being in the state +1/2
(low-energy) or -1/2 (high-energy). It implies that the total magnetic moment of a
large population of spins is equal to zero. However, when applying amagnetic field
to a spin population, the probability that the protons are aligned parallel (+1/2) to
B0 becomes greater than the probability that they are aligned anti-parallel to B0.
The energy difference between the two states is equal to:

∆E = γℏB0. (1.4)
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Figure 1.1: (A) Precession around the z-axis in the laboratory frame of reference;(B) View of precession in the rotating frame of reference, showing longitudinal andtransverse components.
Therefore, ∆E increases with the intensity of the main magnetic field. This energy
difference creates a total net magnetization Mz = M0 formed by the summation
of all individual magnetic moments.

M0 ≈ Nγ2ℏ2

4kT
B0 (1.5)

whereN is the total number of spins over a sample, k is Boltzmann’s constant, and
T is the temperature in Kelvin. In this state of equilibrium, only the longitudinal
Mz component is non-zero while the transverse component Mxy is zero.
Excitation and spin relaxation
Let us consider a rotating frame (x’, y’,z) at ω0 (Figure 1.1). In this frame, when only
B0 is applied, Mz = M0 and Mx′y′ = 0. When applying an external electromagnetic
field with magnetic component (B1) at the Larmor frequency, the net magnetiza-
tion vectorM is tilted by a flip angle α, proportional toB1. A transverse component
MT = Mx′y′ appears. Considering a 90° flip angle, MT is maximum, and Mz = 0.
When the B1 field is turned off, the spins return to their original state under the
action of the always-present B0. We distinguish two characteristic time constants:
T1 corresponds to the spin-lattice relaxation and is the time for Mz to reach ≈ 63%
of M0; T2 corresponds to the spin-spin relaxation and is the time for MT to reach
≈ 37% of its initial value. Both relaxation times are tissue-dependent. The solu-
tions of the well-known Bloch equations [Bloch, 1946] describe these behaviors in
the rotating frame:

Mz(t) = M0(1 − e
−t
T1 ) + Mz(0)e

−t
T1 , (1.6)

MT (t) = MT (0)e
−t
T2 (1.7)
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Figure 1.2: T1 and T2 relaxation times.
Free Induction Decay (FID)
As seen before, spins have a net magnetization. During the relaxation time, the
spins produce a time-variant magnetic field that can be detected by a loop placed
in the sameorientation asB0. Lenz-Faraday’s law tells us that a change ofmagnetic
field induces an electromotive force in a conducting wire-loop:

emf = −dΦ
dt

(1.8)
where Φ is the magnetic flux. This signal decays with time associated with the
relaxation T ∗

2 (shorter than T2):
1

T ∗
2

= 1
T2

+ 1
T ′

2
(1.9)

where T ′
2 is related to B0 field inhomogeneities inside a sample. The signal collec-

ted by a loop is called Free Induction Decay (Figure 1.3).

Figure 1.3: Free Induction Decay, showing a damped sine wave with amplitudedecreasing with T ∗
2
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1.1.2 From FID to images
We just described the NMR phenomenon leading to a time-variant magnetic field
detected by a receive coil. But we still need to locate the signal in the sample.
Using B0 gradients in the three dimensions, the signal can be encoded in the spa-
tial domain. We distinguish three types of encoding: slice-selection (z-gradient),
frequency-encoding (x-gradient), and phase-encoding (y-gradient). The x, y, and z
association to the frequency, phase-encoding, and slice-selection is arbitrary and
could be changed in the MRI sequence (z usually corresponds to the tunnel axis).
The time-varying gradient function can be represented as:

G⃗(t) = Gx(t)x̂ + Gy(t)ŷ + Gz(t)ẑ. (1.10)
The total magnetic field at a point r⃗ is the summation of the B0 field (considered
to be homogeneous) and the dot product of the gradient times r:

B(r⃗, t) = B0 + G⃗(t) · r⃗, (1.11)
with a frequency dependence:

ω(r⃗, t) = γ(B0 + G⃗(t) · r⃗) (1.12)
The spin-echo sequence
As a first example of MRI acquisition, the most basic sequence is presented: the
2D spin-echo sequence. Following a 90° flip angle excitation, because T ∗

2 decays
very rapidly, a refocusing 180° pulse is applied. An "echo" is thereby detectable at
the time of echo "TE".

The slice selection involves selecting a z coordinate (along B0) of the object to
image. A gradient is applied at the same time as the RF pulse:

ω(z, t) = γ(B0 + Gz(t)ẑ). (1.13)
To the same extent as the slice selection, a gradient is applied to frequency en-
code the signal. The spin’s precession frequency in the selected slice is, therefore,
localization-dependent. This gradient is applied during the readout, i.e., when the
analog-to-digital converters (ADCs) are "opened".

ω(x, t) = γ(B0 + Gx(t)x̂). (1.14)
A phase encoding gradient is applied along the y direction for the last dimension.
This gradient is applied before the readout (Figure 1.4.), resulting in a y-varying
precession frequency. Before the readout time, all spins return to the same pre-
cession frequency but with a phase difference in the y-direction. Since only one
phase-encoding gradient is applied at a time, the sequence is repeated each TR



12 Theory and Background

Figure 1.4: Spin-echo and Gradient-echo sequence diagrams. The spin-echo se-quence is performed with RF refocusing pulse and gradient encoding. Gradient-echo sequence only uses gradient encoding to generate the echo. (From [Camp-bell, 2018])
(time of repetition), to acquire the full data set. The total acquisition time TASE of
a spin-echo sequence is therefore [Jung, 2013]:

TASE = TR · Np (1.15)

The gradient-echo sequence
Unlike the spin-echo sequence, the gradient-echo (GRE) sequence only uses one
RF pulse in a cycle (typically α<90°). A gradient pulse is designed by inverting its
polarity during the readout time to re-phase the spin precession. The gradient-
echo sequence is much faster than the spin-echo as the readout is performed
within the T ∗

2 decay. Nevertheless, this sequence ismore prone toB0 susceptibility
artifacts [Markl, 2012]. In this manuscript, the SNR will be evaluated with the help
of a 3D-GRE customized sequence.
K-space
The complex-valued signals are collected in a two-dimensional reciprocal Fourier
space called k-space. The axes kx and ky represent the spatial frequencies of the
image in the x and y directions, respectively. An inverse Fourier transform is ap-
plied to transform the k-space data into an image. In k-space, each point contains
the frequency and phase information of all the pixels in the image. To the same
extent, each pixel in the image domain is linked to all points in k-space. The points
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Figure 1.5: Example of k-space acquired with the coil presented in chapter 3. Aninverse Fourier transform is applied to transform the k-space into an image.
near the center of k-space account for the contrast in the image, while the data in
the periphery account for the spatial resolution of the image (i.e., the details).
1.1.3 Signal-to-Noise Ratio
The Iseult project at NeuroSpin has aimed at increasing the B0 field to an un-
precedented strength of 11.7 T. The cost and complexity of this machine come
with questions regarding the expected gain in SNR. The efforts to increase B0

have shown improved imaging quality and interest in clinical care [Trattnig, 2018;
Beisteiner, 2011]. Although the SNR increasewithB0 is certain, the exact exponent
x in SNR ∝ Bx

0 is still debated. First studies suggested a linear variation with re-
spect to B0 [Haacke, 1999]; while D. Hoult [Hoult, 2000b] suggested a supra-linear
gain and Ocali et al. an "almost cubic relation" [Ocali, 1998]. More recent invest-
igations exhibited an SNR variation as B1.65

0 [Pohmann, 2016] in the human brain,
and B1.94±0.16

0 [Le Ster, 2022] at the center of a 16-cm agar sphere using birdcage
coils from 3 T to 11.7 T. While dielectric effects may account for an increased SNR
at the center of a sphere, the SNR improvement in the periphery is more difficult
to assess precisely.

In this thesis, we try to relate SNR to conventional RF and electromagnetism
theory. Let us consider the signal-to-noise ratio at the output of a circular loop
perpendicular to the B0 field. In this section, only the thermal SNR is discussed,
without taking into account the noise that can be generated from the electronics.
In its basic formulation, the SNR is the ratio of voltages:

SNR = V 2
s

V 2
n

(1.16)
where Vs is the signal voltage that refers to the electromotive force emf , and Vn is
the noise voltage detected by the receiving coil. The emf , based on Lenz-Faraday
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law (equation 1.8), gives (from [Haacke, 1999] - chap. 1.3.3):

emf = − d

dt

∫
d3rM⃗(r⃗, t) · B−

1 (r⃗) (1.17)
whereB−

1 is the field that would be created in the sample by a receiving loop driven
by a unit current. Hoult demonstrates that B−

1 is the sensitivity in reception and
can be derived from:

B−
1 = (B1x − iB1y)∗

2 . (1.18)
whereB1x andB1y are the vector components in the laboratory frame of reference.
This equation holdswith the convention of the z-axis in the rotating frame oriented
in the direction opposite to B0.

Therefore, fromequation 1.17, the signal depends on themagnetizationM and
the B−

1 field. Considering eq. 1.3 and eq. 1.1 where ω0 shows its dependency on
B0, yields

emf ∝ B2
0 (1.19)

In the denominator of eq. 1.16, the noise voltage is defined by Johnson-Nyquist
(1.2.6) as:

Vn =
√

4kTBR. (1.20)
with k the Boltzmann constant, T the temperature of the sample,B the acquisition
bandwidth, and R the real part of the impedance seen from the input terminals
of the coil. While k, T , and B are constants if we consider the same acquisition
parameters, the burning question is the meaning of R in this equation and how it
evolves with the frequency. Wewill explain the thermal noise properties in section
1.2.6.
1.1.4 Parallel imaging
We presented the MRI acquisition scheme’s fundamentals above without consid-
ering the time allocated to produce an image. Patient comfort is crucial for clin-
ical use, and the time spent inside the MRI machine needs to be as short as pos-
sible. Moreover, the more time spent in the MRI, the more prone to movements
the subject is, which potentially leads to related artifacts. A possible way to de-
crease scan duration is to improve the gradient rising time and strength. Another
more efficient way is to undersample k-space in the phase direction (producing a
smaller FOV with potential image aliasing) and use the fact that the signal arising
from a voxel depends on the location of the receiver element. Therefore, using
multiple receive elements, the relative contribution of each coil to one voxel can
be weighted to compute a full-FOV combined image free of aliasing. Several al-
gorithms were proposed to optimally reconstruct images based on undersampled
k-space data in this context. Among them are SMASH [Sodickson, 1997], GRAPPA
[Griswold, 2002], and SENSE [Pruessmann, 1999]. In this manuscript, we will lay
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emphasis on SENSE, as it is a well-known and commonly used technique for MRI
reconstructions. The SENSE reconstruction algorithm takes advantage of receive
arrays, as presented in section 1.3. The higher the number of distinct receive ele-
ments, the higher the potential acceleration factor. Although this technique offers
to accelerate the acquisition, it comes with a penalty on the SNR. The accelerated
SNR at voxel position ρ is equal to [Pruessmann, 1999]:

SNRacc
ρ =

SNRfull
ρ

gρ

√
R

. (1.21)

In this equation, SNRfull is the SNR computed with a noise covariance weighted
root sum-of-square in a fully-sampled acquisition:

SNRfull =
√

S†
rΨ−1Sr, (1.22)

where Sr is the N-column vector containing the B−
1 sensitivity profiles, and Ψ is

the noise covariance matrix and will represent a dedicated focus in chapter 2. The
g-factor is the so-called geometry factor, as it only depends on the localization and
shape of the individual elements in the receive array [Pruessmann, 1999]:

gρ =
√

[(S†
rrΨ−1Srr)−1]ρ,ρ[S†

rrΨ−1Srr]ρ,ρ ≥ 1 . (1.23)
where Srr is the sensitivity matrix at aliased voxel positions, R is the acceleration
(or undersampling) factor. It is straightforward that there is an intrinsic limitation
to the achievable results, as an acceleration factor of four will mean, in the best
case, that the SNR is already divided by a factor of two. A compromise must be
made between the acquisition time and image quality. Higher acceleration factors
will only come with improved full SNR and, thus, higher field strengths and state-
of-the-art receive arrays.

1.1.5 Functional MRI
Functional MRI (fMRI) is an imaging technique measuring brain activity. Ogawa
et al. [Ogawa, 1990] demonstrated that brain activity is associated with a change
in the blood flow and deoxyhemoglobin levels, the so-called BOLD effect: blood-
oxygen-level-dependent imaging. Depending on the stimulation, different brain
areas are activated. In practice, the patient receives visual or audio stimulation,
and fast imaging sequences are used to measure the BOLD effect. The acquisi-
tions are repeated many times to follow the activated areas. This technique takes
advantage of ultra-high-field strengths and state-of-the-art receive arrays, as the
SNR from fast imaging sequences can be low and because the BOLD signal is a tiny
fraction of the measured signal (of the order of 1%).
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Figure 1.6: Example of activation map acquired during a task-based fMRI protocolwith a 64-channel array at 7 T (From [Ugurbil, 2019]).

1.1.6 MRI Hardware
A standard MRI machine is composed of the following elements:

• The main magnet: generates a strong magnetic field. Above 0.5 T, the scan-
ner usually relies on superconducting solenoid magnets. For example, the
11.7 T Iseult magnet is immersed in a super-fluid Helium bath at 1.8 kelvin.
Once the B0 field is stabilized after installation, research focuses on B0 shim-
ming systems to locally correct forB0 inhomogeneities due to patient-induced
magnetic susceptibility disparities [Meneses, 2021].

• The gradient coils: encode space in the signal (along x,y, and z dimensions).
The gradients need to have very fast switching times and high amplitude.
They are linked to the quality of the final image and the acquisition time.

• Radiofrequency coils: in transmission, excite spins and in reception collect
the NMR signal. A coil called "transceiver" can be used for both transmission
and reception. Phased arrays are used in reception to maximize local SNR
and to allow for parallel imaging.
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Figure 1.7: NeuroSpin’s 11.7 T Iseult scanner. Showing standard components ofMRI system: main magnet (7), gradient coils (8), RF coil (6); and cryogenic compon-ents necessary to keep the field at 11.7 T (1-4). (From L’edition #17 of Paris-SaclayUniversity)
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1.2 Microwave Engineering
The previous section emphasized that the quality of an image is closely related
to the hardware, especially to the receive coil. The following subsections will ex-
plore the basic concepts of radio-frequency coil design necessary to understand
the methods and results presented at the core of this thesis. The exposed con-
cepts are drawn from [Pozar, 2012] and [Gardiol, 1987].
1.2.1 Maxwell’s equations
Maxwell’s equations are fundamental to microwave engineering. They describe
the local behavior of electromagnetic fields. They involve the following quantities
(in free-space):

• E⃗ is the electric field intensity, in V/m

• D⃗ is the electric flux density, in Coul/m2, and is equal to ϵ0E⃗

• H⃗ is the magnetic field intensity, in A/m

• B⃗ is the magnetic flux density, in Wb/m2, and is equal to µ0H⃗

• J⃗ is the electric current density, in A/m2

• ρ is the electric charge density, in Coul/m3

• ϵ0 = 8.854 × 10−12farad/m is the permittivity of free space
• µ0 = 4π × 10−7Henry/m is the permeability of free space

There are four distinct Maxwell’s equations, presented below in the differential
form written by Oliver Heaviside [Heaviside, 1891]:
Maxwell-Faraday
An electric field is produced by a time-varying magnetic field:

∇⃗ × E⃗ = −∂B⃗

∂t
(1.24)

Maxwell-Gauss
The divergence of the electric field is proportional to the distribution of electric
charges:

∇⃗ · E⃗ = ρ

ϵ0
(1.25)

Maxwell-Ampere
Amagnetic field is produced by a time-varying electric field and an electric current:

∇⃗ × B⃗ = µ0(ϵ0
∂E⃗

∂t
+ J⃗) (1.26)



1.2. Microwave Engineering 19
Maxwell-Thomson
The divergence of the magnetic field is zero at any point:

∇⃗ · B⃗ = 0 (1.27)
1.2.2 Scattering parameters
The scattering parameters, conventionally written "S-parameters", are a mathem-
atical description of how RF fields propagate through a multiport system. These
parameters are usually represented as amatrix of n number of ports. Any element
from the scattering matrix is determined as the voltage ratio:

Sij = V −
i

V +
j

|V +
k

=0 for k ̸=j (1.28)
where V + denotes the forward voltage and V − the backward voltage. In the two-
port network presented in Figure 1.8, S11 is the input reflection coefficient, S22 is
the output reflection coefficient, S21 is the forward transmission, and S12 is the
reverse transmission. A generalized definition of the S matrix with power waves
can be found in the literature [Kurokawa, 1965]. The power waves coefficients ai

are the forward-going waves and bi are the backward-going waves defined as:
ai = Vi + Z0Ii

2
√

| Re(Z0) |
, bi = Vi − Z∗

0Ii

2
√

| Re(Z0) |
, (1.29)

with Z0 being the reference impedance of measurement and can be complex. A
simple relationship gives b = Sa in matrix formulation.

In the literature, for a two-port network, input and output reflection coeffi-
cients S11 and S22 are equivalently written as Γin and Γout. When measuring the
S-parameters, all ports are connected to a matched load. For convenience, the S-
parameters are often written in decibels SdB = 20log10(Slinear). As a rule of thumb,
an input reflection Sii value below -10dB is considered acceptable for some applic-
ations; in this case, only 10% of the input power is reflected back and potentially
lost. The S-parameters are easily measured using a Vector Network Analyzer (VNA)
and form the basis of electronics measurements.

Figure 1.8: Scattering matrix for a two-element network, with forward waves (a1,
a2) and backward waves (b1, b2).
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Figure 1.9: Impedance matching network between a source and a load. Maximumpower transfer theorem occurs when Z = Z∗
s .

1.2.3 Impedance matching
The impedance is a complex quantity of the form Z = R + jX with R being the
resistance and X being the reactance. From a generalized Ohm’s law, Z = V/I

where V and I are complex wave quantities. The reflection coefficients Γ and the
impedance are related through:

Z = Z0
1 + Γ
1 − Γ (1.30)

Several RF applications require to transform an impedance to a desired value;
this process is called impedance matching and can be realized with lumped or dis-
tributed components (Figure 1.9). Although impedance matching is generic, the
maximum power transfer theorem applies only when Z = Z∗

s (also known as Jac-
obi’s law).
1.2.4 Quality factor
Amicrowave resonator can bemodeled by a series or parallelRLC circuit (resistor
R, inductanceL, and capacitorC) resonating at the frequencyω0. The quality factor
Q of an RLC circuit is the ratio of the maximum energy stored over the energy
loss per second, and it quantifies the loss of a resonant circuit: lower loss means
higher Q. The unloaded Q is usually noted Q0 when the resonator is not coupled
with another circuit or medium. When loaded, the circuit is virtually connected
to a resistor RL; in this case, we can define an external quality factor called Qext.
Therefore, the total loaded quality factor QL is defined as:

1
QL

= 1
Qext

+ 1
Q

(1.31)
The equations to compute Zin (input impedance), ω0, Q, and Qext for series and
parallel resonant circuits are summarized in table 1.1.
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Figure 1.10: (A) Series resonant RLC circuit. (B) Parallel resonant RLC circuit.

Quantity Series RLC Parallel RLC

Zin R + jωL − j
1

ωC
( 1
R

+ 1
jωL

+ jωC)−1

ω0
1√
LC

1√
LC

Q
ω0L

R
= 1

ω0RC
ω0RC = R

ω0L

Qext
ω0L

RL

RL

ω0L

Table 1.1: Zin, ω0, unloadedQ factor, and externalQext factor for series and parallelresonant circuits

1.2.5 Noise figure and noise matching
In MRI applications, the electromotive force induced on a receive element is very
low, in the order between µV and mV. Several amplification stages are usually
needed to produce a high enough signal detected by the Analog-to-Digital Con-
verters (ADCs), after demodulation. Furthermore, even if the scanner operates in
a Faraday cage, environmental noise is detected by the receive elements. It can
interfere with the NMR signal if it is not amplified sufficiently. The noise figure F of
a noisy network (Figure 1.11) is defined as the reduction of SNR from the input to
the output:

F = Si/Ni

So/No
≥ 1, (1.32)

where Si and So are input and output signals while Ni and N0 are the input and
output noise powers, respectively. A network can also be represented by its equi-
valent noise temperature Te (referred to the input) with T0 = 290 K:

Te = (F − 1)T0 (1.33)
In a receiver chain composed ofmultiple stages of amplification, each amplifier

contributes to the measured noise, as the total noise figure is defined as [Friis,
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1944]:

Ftotal = F1 + F2 − 1
G1

+ F3 − 1
G1G2

+ ... + Fn − 1
G1G2...Gn−1

, (1.34)
where Fn andGn are the noise figures and power gains from each cascaded device.
The first amplifier after the loop is usually called a Low Noise Amplifier (LNA) in
the MRI domain. Special care must be taken to minimize its noise as the latter
contributes the most to the total added noise. On the other hand, if the gain of
the first LNA is high enough, the constraint on the noise figure of the cascaded
amplifiers is relaxed. The noise figure of one amplifier can be computed as [Haus,
1958]:

F = Fmin + rn

Re(Ys) | ys − yopt |2, (1.35)
where Fmin is the minimum achievable noise figure, rn = Rn/Z0 is the normalized
noise resistance, ys = YsZ0 is the normalized source admittance, and yopt = YoptZ0

is the normalized optimum admittance. The parameters Fmin, rn, and yopt are usu-
ally given in the preamplifier datasheet. Equivalently, the formula can be written
with the reflection coefficient:

F = Fmin + 4rn
| Γs − Γopt |2

| 1 + Γopt |2 (1− | Γs |2) . (1.36)
The noisematching process is achieved by transforming the RF coil admittance

to the optimum admittance with the use of lumped or distributed elements, i.e.,
when ys = yopt (or equivalently with reflection coefficient when Γs = Γopt). In this
specific case, the LNA’s noise figure only equals the intrinsic noise Fmin related
to the transistor design. When choosing an LNA, the most critical parameter for
the RF coil builder is rn: the lower, the better. Indeed, as the load variation will
necessarily imply a deviation from the optimum source admittance, the added
noise figure will be kept close to Fmin if rn is sufficiently small. When building an
LNA, there is always a trade-off between noise figure, gain, and stability.

Figure 1.11: The noise figure of a general noisy network. It can be represented byan equivalent noise temperature Te. Si , Ni are the input signal and noise powers,and So, No are the output signal and noise powers. (from [Pozar, 2012]).
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1.2.6 Thermal noise
Discoveredby Johnson and further explainedbyNyquist [Nyquist, 1928], the thermal
noise (or Johnson-Nyquist noise) is the electronic noise generated by the thermal
agitation of carriers such as electrons inside a conductor at thermal equilibrium.
Considering a resistor at temperature T in Kelvin, the electrons’ agitation creates
a small random voltage Vn at the resistor terminals. From quantum physics, this
RMS voltage is given by a one-dimension Planck’s black-body radiation law:

Vn =
√

4hfBR

ehf/kT − 1
, (1.37)

where h is Planck’s constant in J.s, k is Boltzmann constant in J/K, f is the center
frequency of the bandwidth B in hertz, andR is the resistance value in ohms. Under
the assumption that hf ≪ kT , which is true for microwave frequencies and room
temperatures, the result simplifies to the well-known equation in classical physics:

Vn =
√

4kTBR. (1.38)
From the maximum power transfer theorem presented in section 1.2.3, if the
above resistance is connected to a load with the same resistance R, the noise
power detected is equal to:

Pn =
(

Vn

2R

)2
R = V 2

n

4R
= kTB. (1.39)

Therefore, under the assumption of maximum power transfer, the measured
thermal noise is not dependent on the frequency, as k, T, and B are constant for a
given measurement. This result has a direct implication on the understanding of
the noise collected in an MRI experiment. In these conditions, the thermal noise a
receiver can detect is invariant with B0 since it does not depend on the frequency.
The second implication is that the thermal noise, still under the assumption of
maximum power transfer, does not depend on the source resistance value. Put
differently, the dielectric properties of the object to image do not affect the max-
imum thermal noise that a matched receiver could detect. Thus, since the thermal
noise has no B0 dependence, SNR ∝ B2

0B−
1 .To check the independence of thermal noise with respect to the load (with a

matched load condition), we performed a simple experiment: in a Faraday cage,
one loop is tuned andmatched to 50Ω at 500MHz (Larmor frequency of the proton
at 11.7 T). This loop is connected to a 50 Ω input impedance preamplifier (Gain
= 18.1 dB, F = 0.58 dB) and then connected to a spectrum analyzer (Figure 1.12).
First, the noise is measured without a phantom. Secondly, a saline water phantom
is placed close to the loop, and the latter is re-tuned and matched to 50 Ω. As
predicted by the theory, the measured noise level is equivalent:
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Figure 1.12: Setup to measure the noise collected by a standard copper loop. Apreamplifier is added in series of that loop so that the spectrum analyzer detectsthe noise. The noise is first measured without loading with the loop tuned to 500MHz. Then, the noise is measured again after adding a saline water phantomnearby, and the loop is re-tuned to 500 MHz.
• Spectrum analyzer inner noise level: -170.7 dBm/Hz
• Measured noise level without phantom: -155.7 dBm/Hz
• Measured noise level with spherical Agar phantom: -156.1 dBm/Hz
• Predicted noise level with or without phantom: -155.2 dBm/Hz

Therefore, it is debatable to say that thermal noise increases with the load in gen-
eral, as it can sometimes be heard in the MRI community. However, in the pres-
ence of a lossy dielectric sample, the B−

1 profile changes and its average value
decreases. This phenomenon is more important as frequency increases, which
makes the B0-dependency of SNR sub-quadratic. The SNR is thus more likely to
increase faster with B0 in the center of a sphere than in its periphery [Pohmann,
2016; Le Ster, 2022].
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Figure 1.13: Transmission lines: (A) Coaxial line; (B) Stripline; (C)Microstrip. Electricand magnetic field patterns are represented in green and red, respectively.
1.2.7 Transmission lines
A transmission line is a structure transporting guided electromagnetic waves. They
are frequency-dependent and can be used for cables, circuit design, and PCBs. Let
us consider any arbitrary transmission line defined by a Cartesian systemwith z be-
ing oriented parallel to the conductor boundaries (in the direction of propagation).
A transverse electromagnetic wave (TEM) is characterized by the electric and mag-
netic fields Ez = Hz = 0. Common transmission lines are the coaxial line, stripline,
and microstrip. The coaxial line is formed by a central conductor encapsulated in
a dielectric and a shield. The waves are propagated within the dielectric between
the inner and the outer conductors. Even though they can offer great robustness
to movements since they are flexible, the coaxial cables are difficult to implement
for circuit design. A stripline can be seen as a "flattened" coaxial line, considering
an infinite ground plane surrounding the internal conductor. On the other hand,
the microstrip offers a "quasi-TEM" mode that leads to potential interactions with
the environment, as the electric and magnetic fields are not entirely contained in
the dielectric (Figure 1.13). The microstrip has a regular one-side ground plane
with a top trace separated by a dielectric.

With PCB printing technologies, using striplines or microstrips to design cir-
cuits is advantageous. The fabrication of striplines is slightly more complex than
microstrips as it requires to attach two dielectric sheets together (typically Teflon
or Epoxy).
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1.3 Radio-Frequency coils
1.3.1 From volume to surface coils
In the early time of MRI, when field strengths were below 1 T, volume coils were
traditionally used. Among the different volume coil designs is the so-called bird-
cage (Figure 1.14). The birdcage coil is usually fed by two (sometimes four) ports
with a 90° phase shift to create a circular polarization. It is made of two rings
and usually with an even number of legs. To tune the birdcage, capacitors can
be placed on the rings (high-pass birdcage), on the legs (low-pass birdcage), or on
both rings and legs (band-pass birdcage). Practical considerations regarding the
design have been discussed in the literature [Haase, 2000]. The drawback of bird-
cages is that the B+

1 field becomes strongly inhomogeneous as B0 increases (Fig-
ure 1.15). If the flip angle is not identical across the sample, inhomogeneities are
expected in the final image, affecting both signal level and contrast. As an altern-
ative to single combined transmission, parallel transmission (pTx) uses multiple
independent transmission channels to control the homogeneity of the excitation
at UHF [Padormo, 2016; Cloos, 2012]. Surface loops (Figure 1.16) demonstrate im-
proved receive sensitivity near the surface compared to volume coils. The SNR
created by such elements is higher on the surface, although inhomogeneous. A
single loop is therefore dedicated to specific body parts, with a restricted available
field-of-view. The optimal radii depending on the field strength have been previ-
ously discussed for a targeted penetration depth [Kumar, 2009].

Figure 1.14: (A) Birdcage design fed with two ports dephased by 90°, the B1 fieldis perpendicular to B0. Rings are represented in blue, and legs in black. (B) Typicalhigh-pass birdcage for 7T brain MRI.
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Figure 1.15: B+
1 field vs field strength acquired with a birdcage service coil on aspherical agar phantom. The scale corresponds to the maximum B+

1 at each B0field strength (From [Le Ster, 2022]).

Figure 1.16: Traditional receive loop segmented by tuning capacitors to make itresonant at the Larmor frequency. The loop creates a perpendicular B1 field. It isconnected to a tuning and matching circuit and a low-noise preamplifier.

1.3.2 Receive arrays
To improve the SNRwhile covering large areas, receive arrayswere first introduced
by Roemer et al. [Roemer, 1990]. This idea of using multiple receivers can be
traced back to the radar domain in the 1950s [Fenn, 2000] and has been used for
various applications (television, RFID, astronomy, ...etc.). The principle is to use
many small receive elements placed close to the sample. The signals are then
combined optimally with eq. 1.22, requiring knowledge of the individual channels’
sensitivitymaps and the noise covariancematrix. Additionally to an improved local
SNR, receive phased arrays are necessary for parallel imaging (cf. section 1.1.4).
The maximum acceleration factor achievable in one direction is proportional to
the number of elements in this direction. Each receiving element is connected to
a low-noise amplifier. While the peripheral SNR is expected to grow rapidly with
the number of elements covering the region of interest (e.g. the human head), the
central SNR has been shown to remain constant even when reducing the size of
the elements accordingly [Pfrommer, 2018; Ugurbil, 2019] in the case of the brain.
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Figure 1.17: Series RLC model of two adjacent resonant loops, considering onlyloop 1 is receiving NMR signal represented as Vsignal. If the loops are close, thereis a mutual coupling M12 dependent on their relative distance and shape. Thismutual coupling is creating a current I2 flowing in loop 2.

1.3.3 Strategies of decoupling
The main challenge arising from receive arrays is the mutual coupling of close ele-
ments (Figure 1.17). Indeed, if two loops are placed close to each other, the loop
resonance frequency peak splits, i.e., is shifted from ω0 (Figure 1.18). This results in
a potential SNR loss with a difficulty to noise-match the loops as the resonance fre-
quency is superposed with the resonances from the neighbors. Therefore, by rep-
resenting two loops with an RLC series circuit (Figure 1.10), the measured voltage
is defined as:

Vout = Vsignal + (R1 + i(ωL1 − 1
ωC1

))I1 + iωM12I2 (1.40)

There are two possibilities to eliminate the third term in eq. 1.40: cancel the
mutual coupling M12 or eliminate the induced current I2.

Figure 1.18: When two resonant loops at f0 are placed close to each other, theresonance frequency, as measured at the output of the loop, starts shifting. The
S11 or S22 (in decibels) of isolated loops are represented in green, while those ofthe loops in close proximity are represented in red.
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Figure 1.19: Optimal overlap of adjacent circular and rectangular loops. Depend-ing on the loop shape, the amount of overlapping may vary.
Canceling the mutual inductance
To decouple adjacent receive elements, the most used technique is overlapping.
This technique consists in finding the optimal overlapping that cancels the mag-
netic coupling M12. The overlapping area creates a magnetic flux opposing the in-
duction from one loop to its neighbor, thereby eliminating M12. Other techniques
include resonant inductive decoupling [Avdievich, 2013], and capacitive or induct-
ive decoupling [Lee, 2002].
Preamplifier decoupling
The preamplifier decoupling technique was introduced by Roemer et al. [Roemer,
1990]. This method aims at canceling the current induced in the second loop in
Figure 1.18, i.e., I2 = 0. The principle is to generate a high impedance as seen from
the second loop so that the current flowing in it is reduced to a negligible value. In
this manuscript, the impedance presented to the loop will be referred to as Zblock.The standard way to implement such a decoupling technique is to use a low-input-
impedance preamplifier (in the order of a few ohms). The low input impedance
is transformed to a high impedance with a parallel resonant circuit between the
preamplifier and the loop. The tank circuit also provides the optimal impedance
to minimize the noise figure of the transistor (cf. section 1.2.5). If we consider
the loop on the left of Figure 1.20, the impedance at point A will not change if the
impedance Rblock presented at the input of the loop on the right is high enough.
Therefore, the impedance presented to the input of the transistor of the first loop
will not change and the noise figure will still be minimized. The preamplifier de-
coupling performance can be assessed with two probes optimally overlapped by
placing them close to the loop [Fujita, 2013]. At the Larmor frequency, a dip on
the frequency spectrum of S12 is visible, showing that the coupling between the



30 Theory and Background

Figure 1.20: A parallel resonant circuit LC transforms the input impedance of thepreamplifier Rp into a high impedance to reduce the current flowing on the loop.If the input impedance is zero and the LC circuit (made of L2b and C2b) is resonantat the Larmor frequency, the induced current on the loop is completely canceled(from [Roemer, 1990]).
two probes is minimized and thus that the current on the loop is minimal. Other
high-impedance/noise-matching circuits have been proposed, consisting of three
or four elements to gain freedom on the components’ values and possible trade-
offs [Reykowski, 1995; Wang, 2021]. Of course, this technique has an intrinsic limit:
if the current induced on the coil is totally canceled with preamplifier decoupling,
so is the power detected by the preamplifier. Furthermore, there is always a trade-
off between decoupling and noise-matching performance [Wang, 2023].
1.3.4 Metrics to evaluate receive arrays
There are several parameters to consider when designing the "best" receive-array
as possible. Although one coil can only be dedicated to a predefined purpose,
some metrics can guide the RF coil builder to achieve goals and needs. Among
them are the SNR and the parallel imaging capabilities, both of these metrics be-
ing related to the sensitivity of the receive array and to the noise covariancematrix.
A difficult trade-off lies in improving the local or the global SNR, as it is a challenge
to improve both simultaneously, especially at UHF. In addition, the coil’s robust-
ness to the loading is crucial: the coil should maintain good performances even
with significant loading differences, e.g., with large or small heads. Finally, patient
comfort is of utmost importance for a coil dedicated to clinical imaging, as the
patient is intended to spend a certain time in the same position without moving
(usually tens of minutes). In the following subsections, these considerations will
be detailed.
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Noise correlation
The noise covariance matrix, or its normalized form known as noise correlation,
is commonly shown in RF coil articles. The noise correlation matrices are often
depicted as "decoupling matrices" [Shajan, 2014], assessing that an array is suffi-
ciently decoupled and a direct link is made between the values of the off-diagonal
elements of the S matrix and the off-diagonal elements of the noise correlation
matrix. More importantly, the noise covariance matrix is needed to compute the
parameters presented hereafter: SNR and g-maps. The noise covariance matrix
can be easily derived from a noise acquisition before (or after) the main image
sequence [Kellman, 2005; Kellman, 2007]. The most common way is to set a se-
quence with 0 V input and acquire enough samples to provide sufficient statistics
(typically, above a hundred thousand samples are needed). This acquisition can be
computed in a few seconds and does not interfere with the other imaging modal-
ities; it should have the same readout bandwidth as the sequence under scrutiny.
The acquired complex data can be post-processed to compute the noise covari-
ance matrix Ψ:

Ψi,j = 1
N

N∑
k=1

ni(k)n∗
j (k), (1.41)

where ni(k) and nj(k) are the complex noise data from channels i and j, and
N is the total number of samples. The diagonal of Ψ represents the amount of
noise from each channel, while the off-diagonal elements depict the amount of
correlated noise. For convenience, it is possible to normalize this matrix into a
noise correlation matrix with a diagonal equal to 1, independent of the noise from
each channel. It allows a better representation of the noise correlation coeffi-
cients when some channels have more significant amplification gains than others.
The correlationmatrix from the covariancematrix transformation is obtained with
[Ohliger, 2006]:

Ψcorr
i,j = Ψi,j√

Ψi,iΨj,j
(1.42)

The noise covariancematrix has been subject to divergent interpretations, lead-
ing to statements regarding the potential improvement that one can achieve by
lowering the amount of correlated noise. Roemer [Roemer, 1990] claimed that
the noise correlation coefficient ke related to electric coupling cannot be canceled.
In contrast, the coefficient km related to magnetic coupling can be canceled with
geometric or capacitive decoupling (cf. section 1.3). More recently, Avdievich et
al. [Avdievich, 2017] provided a model showing, at least theoretically, that it is
possible to cancel both coupling coefficients, thereby implying no noise correla-
tion. The noise correlation mechanism in receive arrays and its implication on the
design of high-density coils will be thoroughly discussed in chapter 2.
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Signal-to-Noise Ratio
The SNR has been described from a physics aspect in section 1.1.3. In this section,
only the computation of the SNR is discussed, based on Roemer’s seminal paper
[Roemer, 1990]. The most basic combination method to form an image out of
several receivers is the root-sum-of-square (rsos):

Irsos =
√

S†S, (1.43)
where S is a column vector containing the complex-valued signal over all the re-
ceive channels. Kellman [Kellman, 2005; Kellman, 2007] proposed a method to
estimate the signal vectors from an MRI acquisition by applying the proper scal-
ing factors to the complex-valued data. Note that in the method, the noise is also
scaled by the "noise equivalent bandwidthBn" which is a scanner system constant.
In order to compare different coil designs, since the transmit field pattern is not ho-
mogeneous within the sample (cf. section 1.3.1), one needs to correct for the flip
angle inhomogeneities with the following formula (example given for a gradient
echo sequence - cf. section 1.4):

SGREcor = SGRE
1 − E1cos(FA)

(1 − E1)sin(FA) (1.44)
where FA is the nominal flip angle used in the GRE sequence and E1 = e−T R/T1 .
At this point, the SNR is corrected for the transmit inhomogeneities, and the T1

contribution. When evaluating the SNR with an homogeneous phantom, this pro-
cess is sufficient and straightforward as the value T1 is constant within the sample.
However, for in-vivo acquisition, a T1 map must be acquired, and a low-pass fil-
ter must be applied to correct for the proton-density variations inside the sample
[Wang, 2005].

The rsos combination assumes that the noise from the channels is uncorrel-
ated, i.e., that the noise correlation matrix is the identity matrix, and that the
same amount of noise is collected by each channel. This assumption is rarely veri-
fied in practice, as the high-density receive arrays always have remaining noise
correlation and level differences. Therefore, an optimized combination was pro-
posed, taking into account the noise correlation between the channels [Pruess-
mann, 1999]. It is the so-called "noise covariance weighted root-sum-of-square"
(cov-rsos):

Icov−rsos = SNRcov−rsos =
√

S†Ψ−1S, (1.45)
where Ψ is the noise covariance matrix. Here, the image directly equals the SNR,
voxel by voxel. This combination is equivalent to the "noise-prewhitening" pro-
cess described hereafter: it creates a virtual set of coils that are uncorrelated. The
noise prewhitening process (Figure 1.21) requires decomposing the raw noise co-
variance matrix with the Cholesky factorization such that there exists a triangular
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Figure 1.21: Example of the noise prewhitening process on a 32-channel head coilat 7 T ("Avanti2" coil, presented in chapter 2). The noise covariance matrix Ψ be-comes the identity matrix.
matrix L satisfying [Hansen, 2015]:

Ψ = LL†. (1.46)
The prewhitened signal is then given by:

Sprew = L−1S. (1.47)
If one applies a root sum-of-square with Sprew using equation 1.43, the final res-
ult is equivalent to equation 1.45 using the non-prewhitened signal and the noise
covariance matrix.

The SNRmaps from a high-density receive array exhibit substantial heterogen-
eity, as the SNR in the periphery is larger than in deeper regions. Depending on
the size of the loops, this ratio can be higher than five. Therefore, an intensity
correction is usually applied so that the human eye is not tricked by the highest
intensities at the surface; every MRI manufacturer has its own intensity correction
algorithm [Vovk, 2007; Schmitt, 2021]. Although these algorithms have been used
for decades, their impact on the SNR and the image quality are unclear. Offering
the most homogeneous SNR directly from the coil would be beneficial if possible.

Increasing the SNR is one of themainmotivations of RF coil builders. A straight-
forward improvement has been demonstrated by increasing the number of chan-
nels. From Roemer’s paper describing the concept of receive arrays with a few
channels, recent works showed arrays at UHF composed of 64 [Ugurbil, 2019], 128
[Gruber, 2023; Lagore, 2023], or even 256 [Hendriks, 2019] channels. However,
these studies, although demonstrating significant improvement of the accelera-
tion capabilities, showed marginal overall SNR gains above 64 channels. Indeed,
the so-called ultimate intrinsic SNR theory [Guerin, 2017; Lattanzi, 2012; Lattanzi,
2018] predicted that the SNR could not be further improved above a certain num-
ber of elements of the same size for a given field strength. Nevertheless, it has
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been shown [Pfrommer, 2018; Avdievich, 2018] that combining different types of
receivers, i.e., dipoles and loops, can be highly beneficial at UHF.

The g-factor
This thesis uses the SENSE [Pruessmann, 1999] g-factor formalism, used in theMRI
community as a metric to evaluate coil acceleration capabilities. The equation to
compute the g-factor was given in equation 1.23. As indicated by its name, the
g-factor is related to the geometry of the coil. Therefore, the thesis author’s inter-
pretation is that one can not change the g-factor for a given geometry, no matter
the coupling or the type of preamplification used; it will be discussed in chapter
2. Even though it may seem trivial, this comprehension leads to the statement
that there is no possible g-factor improvement by lowering noise correlation for
a given geometry. More specifically, the techniques such as preamplifier decoup-
ling or self-decoupling [Yan, 2018] are not expected to improve the g-maps, as
they do not change the geometry of an array, but only reduce the effects of mu-
tual coupling throughminimizing the current circulating on the elements. To lower
the g-factor, maximizing the number of elements certainly provides higher accel-
eration capabilities [Hendriks, 2019; Ugurbil, 2019; Lagore, 2023]. On the other
hand, it is commonly accepted that overlapping loops spoil the g-factor [Larkman,
2007], as the sensitivity patterns are more overlapped. Note that this statement
may be more subject to discussion at high-field as the field patterns are strongly
heterogeneous compared to low-field MRI [Avdievich, 2022].

Robustness and practical considerations
We define the coil robustness to the load as the ability for a coil to maintain high
performances even with different loading conditions, e.g., head sizes. For clin-
ical use, it is a primary criterion to characterize its performance, as a significant
sample size variation is expected. There are several possible ways to improve the
robustness. The first one is hidden in the preamplifier design and in the choice
of the transistor. Indeed, the noise matching plays a critical role as from equation
1.36, the noise parameter rn translates the ability of the transistor to keep a low
noise figure even when the impedance presented at the gate is varied, i.e., when
the loading conditions are changed. The lower the rn, the more robust the noise
matching and, in turn, the more robust the final SNR to the loading. It requires
building homemade preamplifiers, as this noise parameter is usually not given in
commercially available MRI preamplifier datasheets. In addition, high-impedance
coils were recently proposed in the MRI community. It demonstrated robustness
against stretching of its dimensions and to the loading conditions [Mollaei, 2020;
Obermann, 2023; Zhang, 2018]. For example, the so-called "Air coils" [McGee,
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2018] developed by General Electric are blanket-like coils, ensuring a comfortable
examination for the patient.

As for medical purposes, a coil must be ergonomic and not cause any pain dur-
ing the scanning. As explained in the previous sections, improving the SNR and
the g-maps implies approaching the loops as close as possible to the subject. For
head coils, it translates into tight-fit designs with a very narrow space left that may
feel uncomfortable for large heads. Another drawback is that it limits the use of
audio or visual protection/stimulation. Therefore, designing a coil requires con-
sidering the design adequacy with the patient, which, in turn, will affect the per-
formance metrics. Some designs were recently proposed to accommodate more
space around the eyes: [Gilbert, 2021; Nikulin, 2021]. In addition, the possibility to
adjust the coil dimensions depending on the subject head size was investigated:
[Cho, 2021; Duan, 2021].

Finally, receive arrays are often associated with transmit only coils or B0 shim-
ming systems [Meneses, 2022]. Therefore, it requires a complete optimization and
understanding of the system in its entirety, as every part of the system has some
influence on the others.
1.3.5 State of the art and research interests
The RF coil development at high and ultra-high fields significantly contributes to
theMRI community. There is a general tendency to increase the number of receive
channels to the maximum available to benefit from parallel imaging and enhance
the SNR on the sample surface. The use of hybrid arrays made of loops and di-
poles [Luong, 2022; Avdievich, 2018] is of growing interest above 7 T as it was
demonstrated that the latter could contribute more to the central SNR than the
loops [Pfrommer, 2018; Raaijmakers, 2016]. Flexible coils have been proposed re-
cently, relying on high-impedance loops [Zhang, 2018; Nohava, 2021; Ruytenberg,
2020]. These coils allow to fit the patient closely and improve the SNR. Further-
more, these receivers have demonstrated improved robustness against the load
and the deformation of their shape. The high-impedance coils will be presented
in detail in chapter 4.

Nowadays, electronic components exhibit very low noise characteristics; their
implementation on dedicated amplifiers is a step towards achieving a maximum
SNR, with little contribution of the noise induced by the electronics.

With this increasing number of elements and complex geometries, electronics,
and couplingmechanisms, predicting coil performance before building is essential.
Indeed, it is not only beneficial to the RF coil designer, but also for safety require-
ments.

✽ ✽ ✽

✽ ✽

✽
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This chapter focuses on the noise correlation in receive phased arrays. Firstly, a
review lists themodels used in the literature and tries to find their origins and

their relation toMRI coils. Secondly, electromagnetic simulations and experiments
are performed and detailed to compare the formulas and to show their potential
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limits. Finally, we propose a simulation workflow to predict the performances of
any receive array.
2.1 Introduction
Nowadays, powerful simulation tools are available for coil design: CST Microwave
Studio (Dassault Systèmes, France) and Ansys HFSS (Ansys, PA, USA) are among
the most popular ones. These softwares are either based on the Finite Integra-
tion Technique (FIT) or the Finite Element Method (FEM). For RF coil simulation,
HFSS has been demonstrated to provide faster and thus more accurate results
(SAR and B+

1 ) in a shorter time at UHF [Kozlov, 2010]. As supercomputers are in-
creasingly becoming available to research units, it further motivates the need for
precise electromagnetic simulations and predictions of receive array performance
for MRI, without the fear of spending weeks to compute complex models. Since
receive arrays are composed of many circuits, their modeling is crucial to estimate
their performance accurately. The approach of using circuit model co-simulation
was previously described, especially for transmit coils [Kozlov, 2009] and Specific
Absorption Rate (SAR) safety assessments, or for a few numbers of receive chan-
nels [Beqiri, 2015; Stumpf, 2018]. For optimization and time-saving purposes, pre-
dicting dense receive array performances at UHF benefits the RF coil builder. It
is also useful for safety requirements, as a close fit to measurements is expected.
These tests are usually performed with phantoms to validate a device for clinical
use. It thereby motivates the need for tissue-equivalent phantoms mimicking the
properties of the body.

In section 1.3.4, it was shown that the noise covariance matrix is a critical para-
meter of a receive array. In simulation, as well as in measurements, it is an import-
ant factor in the target metrics for the RF coil builder, which are SNR and g-maps.
In the MRI community, different formulas are used to compute the noise covari-
ance matrix from the simulation results, but they do not rely on the same input:
electric fields inside the sample or scattering matrix. In this chapter, we lay em-
phasis on the noise correlation mechanism in receive arrays through a review of
the literature. Then, we present a series of experiments aimed at demonstrating
the usefulness of one formula, which is not commonly used in theMRI community.
Finally, we propose a workflow to predict the performances of any receive array
(SNR and g-maps) based on 3D-FEM electromagnetic simulations and circuit co-
simulation.



2.2. Literature review on the noise correlation matrix 39
2.2 Literature review on the noise correlation matrix
2.2.1 Noise resistance matrix
The discussions regarding the noise correlation inMRI receive arrays can be traced
back to Roemer’s fundamental paper [Roemer, 1990]. Roemer defines a matrix R

as the noise resistance matrix containing all the information about correlated and
uncorrelated noise between coils:

Ri,k ≡ σ

∫
Ei(x, y, z) · Ek(x, y, z)dV (2.1)

where Ei(x, y, z) is the "spatial dependence of the electric field induced in the sample
for a sinusoidal current of unit amplitude in coil i. Ri,i is the noise resistance of coil
i in isolation and Ri,k, where i ̸= k, is the added resistance when coils i and k are
used in combination and therefore represents the correlated noise between coils." In
this formula, the superscript ∗ is omitted for E∗

k , but was then added in the RF coilliterature. For the noise resistance matrix computation, Roemer assumes that the
phase shifters and transformers are lossless, i.e., that the components connected
to the loops that are necessary to tune and match are lossless. The Ultimate In-
trinsic SNR theory [Ohliger, 2003; Guerin, 2017] is based on the same assumptions
as the ones made by Roemer: no mutual coupling and no losses from the circuits
connected to the loops.

In addition, Roemer defines an electric coupling coefficient similar to the noise
correlation coefficient:

keik
= Rik√

RiiRkk
. (2.2)

In the Figure 9 of Roemer’s paper, a plot shows, for a simple case of two loops, that
the coefficient ke is never canceled, no matter what is the distance between them.

The origins of this formula are not easily found, as no reference is given for
the definition of R. Some similar expressions are retrieved from the early works
of Mamouni [Mamouni, 1983; Mamouni, 1991] in the context of correlation mi-
crowave thermography, where two receivers are purposely correlated in order to
trace back the temperature information from a coupling parameter defined like-
wise the Roemer formula. More recently, a similar formalism can be found in the
radar community for phased arrays detectors, with works from Warnick [Warnick,
2008; Warnick, 2009; Warnick, 2012] closely related to MRI phased arrays where
the "external isotropic noise correlation matrix" is defined as the pattern overlap
integral matrix:

Am,n = 1
2η0

∫
Em(r) · E

∗
n(r)r2dΩ (2.3)

whereEm is the embedded radiation field pattern with a unit current into them-th
element with other elements open-circuit loaded. Contrariwise to Roemer, in this
equation the integral covers the entire space.
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Following Roemer’s publication, Jesmanowicz et al. [Jesmanowicz, 1991] pub-

lished a paper demonstrating, based on the thermodynamic laws, that there is no
noise correlationwhen themutual inductance is zero. Right after, Harpen [Harpen,
1992] showed, contrariwise, that there exists noise correlation even in the absence
of residual mutual inductance, but it was then again refuted by Jesmanowicz [Jes-
manowicz, 1992]. More recently, Brown [Brown, 2007] reconciled these conflicting
arguments by "differentiating between the total noise correlation matrix and the spec-
tral noise correlation matrix.". Even though these discussions may seem of relative
importance, they directly impact the building of high-density receive arrays. It is
beyond the scope of this thesis to find theoretical arguments confirming or refut-
ing these assumptions, but rather to explore the validity of theRmatrix in different
realistic configurations along with another formula in the following section.
2.2.2 Bosma’s theorem
In 1967, H. Bosma published a thesis entitled "On the theory of linear noisy sys-
tems" [Bosma, 1967]. In the manuscript, the formulation of a noise distribution
matrix formula is given:

Ns = I − SS† (2.4)
where I is an nxn identity matrix and S an nxn scatteringmatrix with n the number
of ports. From Bosma: "the matrix Ns describes how the noise power generated in S

is distributed over the ports of S.". Therefore, the noise wave power matrix is:
CS = kTBNs = kTB(I − SS†)(= Ψ) (2.5)

considering a system at the uniform temperature T in Kelvin, measured over a
bandwidth B in Hertz. For clarity, Ψ will refer to the noise covariance matrix from
equation 2.5. This equation is valid for any S matrix from a passive linear multi-
port. The term "passive" is related to the first law of thermodynamics and holds if
"it is impossible to extract power from it other than thermally radiated noise power."
[Bosma, 1967]. For example, an array composed of several receive elements, each
attached to noise-matching circuits, is considered a passivemultiport, as no power
can be generated from the system. The preamplifier thus constitutes the interface
between a passive and an active device and is described from its noise figure para-
meters (cf. equation 1.36).

A special outcome of Bosma’s theorem is found in the case of a two-port sys-
tem. For any passive linear two-port, the off-diagonal term of the noise correla-
tion matrix is the sum of products of Sii and Sij ; the mathematical expansion is
represented in equation 2.6. Therefore, as stated by D. F. Wait [Wait, 1968] or S. W.
Wedge [Wedge, 1991]: "if the two-port is matched to reflectionless loads so that S11

and S22 are zero, then there are no correlations in the thermal noise emitted out the
two ports.". This statement is no longer true for any system with more than two
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ports. For example, the expansion in the case of a three-port network is shown in
eq.2.7. However, two conclusions can be drawn from the analysis of the formula.
Firstly, if the coupling is canceled, i.e., that the terms Sij with i ̸= j are equal to
zero, then the off-diagonal term in the noise covariance matrix is also zero, and
therefore there is no correlation; it corroborates [Jesmanowicz, 1991] demonstra-
tion. In other words, if S is diagonal, so does CS . The second conclusion from
the analysis of Bosma’s theorem is that even though the off-diagonal terms of CS

cannot be completely canceled, having reflectionless terminations, i.e., Sii = 0, de-
creases the correlation. Moreover, the remaining term in this case is of the second
order: e.g., if Sii = 0, Ns12 = −S13S23. In practice, matching is thus another way to
decrease noise correlation. The following NS matrices, computed from Bosma’s
formula, include all coupling and matching parameters.

Ψ2×2 = kT B

−S12S12 − S11S11 + 1 −S12S22 − S11S21

−S12S22 − S11S21 −S22S22 − S21S21 + 1

 (2.6)

Ψ3×3 = kT B


−S13S13 − S12S12 − S11S11 + 1 −S13S23 − S12S22 − S11S21 −S13S33 − S12S32 − S11S31

−S13S23 − S12S22 − S11S21 −S23S23 − S22S22 − S21S21 + 1 −S23S33 − S22S32 − S21S31

−S13S33 − S12S32 − S11S31 −S23S33 − S22S32 − S21S31 −S33S33 − S32S32 − S31S31 + 1


(2.7)

The noise wave representation of the Bosma theorem can equivalently be writ-
ten in terms of impedance (based on noise voltages) and admittance (based on
noise currents) seen from the ports:

CZ = kTBRe(Z)

CY = kTBRe(Y )
(2.8)

FromWedge and Rutledge [Wedge, 1992], these covariance matrices can be trans-
formed into the different noise representations according to Table 2.1.

In the MRI community, some references using the Bosma theorem are found
in the literature: [Pavan, 2013; Pavan, 2015; Maunder, 2014; Findeklee, 2019a]. In
an ISMRM abstract, Pavan et al. [Pavan, 2013] showed an experimental validation
of the theorem with a two-loop example. The noise correlation was efficiently pre-
dicted from the measurement of the scattering parameters. Based on Bosma’s
formula, the associated thesis [Pavan, 2015] proposed a complete model to auto-
matically perform impedance matching rather than optimizing coil decoupling.
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qq

CY CZ CS

CY CY Y CZY † (I + Y )CS(I + Y )†

CZ ZCY Z† CZ (I + Z)CS(I + Z)†

CS
1
4(I + S)CY (I + S)† 1

4(I − S)CZ(I − S)† CS

Table 2.1: Transformation formulas between the impedance CZ , admittance
CY , and wave CS representations of the noise covariance matrix (adapted from[Wedge, 1992]).

2.2.3 Noise correlation and SNR
In a 2004 paper, Ohliger et al. [Ohliger, 2004], in their discussion, outlined that
"coupling does not change the ultimate achievable SNR for a parallel imaging recon-
struction [...] Thus, any loss of distinctness in the measured coil sensitivities is com-
pensated for by information stored in the measured noise correlations." Indeed, be-
cause the noise covariancematrix contains all the information about coupling, the
SNR-optimized reconstruction proposed by Roemer or Pruessmann [Pruessmann,
1999] effectively takes it into account to produce themaximumSNR. Therefore, the
efforts made in the MRI community to continuously try to improve coil decoupling
may be questionable, especially in the case of preamplifier decoupling (cf. section
1.3.3). In a 2009 abstract from Reykowski [Reykowski, 2011] and more recently
in 2019, Findeklee et al. [Findeklee, 2019b] experimentally demonstrated that
preamplifier decoupling does not improve SNR. The experiment was performed
in the worst-case scenario, comparing the SNR of adjacent coupled loops between
the resonant mode (power-matching) and the preamplifier-decoupled mode, but
both being optimally noise-matched. The result is unambiguous and pushes fur-
ther Ohliger’s conclusions: the SNR is equivalent in the two cases as long as the
noise covariance weighted root sum-of-square is applied. Curiously, these ab-
stracts did not have a significant impact on the RF coil community. The answer
might be based on the fact that, for practical reasons, it may be suitable to imple-
ment preamplifier decoupling as it eases the building procedure.
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2.3 Electromagnetic simulations and experimental validation
2.3.1 Comparison of Roemer and Bosma’s formulas with 4 loops
In the previous section, the noise covariance matrix and its different formulations
were described. As a preliminary study, electromagnetic simulations are used to
compare these formulas. With a simple case, the potential limit of applying the
Roemer formula is presented regarding the integration domain to compute the
noise covariance matrix. The study evaluates the most interesting metrics for the
receive RF coil designer: SNR and g-maps.

Methods
With HFSS, four overlapping loops were aligned in a row above a parallelepipedic
phantom. The loops are 5 cm in diameter and modeled as copper traces depos-
ited on an epoxy FR4 PCB of 1.6 mm thickness. The phantom is 16x16 cm and 6
cm thick, and two different dielectric properties were evaluated. In the first setup,
the phantom is homogeneous with σ = 0.78 S/m and ϵr = 72 (Figure 2.1). In the
second setup, the phantom is split in half in its diagonal with one side set to σ =
0.2 S/m and ϵr = 72 and the second side with σ = 2.0 S/m and ϵr = 72. The adjacent
loops were optimally overlapped such that the mutual coupling was minimized.
The loops were always tuned at 297.2 MHz (Larmor frequency of the proton at 7
T) such that the imaginary part of their impedance was canceled. To simplify the
comparison, no noise-matching nor preamplifier decoupling circuits were present.
The coupling between adjacent loops was kept below -12 dB in the presented con-
figuration. The next-nearest-neighbor coupling is about -8 dB (between loops 1
and 3 or loops 2 and 4).

In order to complywith Roemer’s requirement that the preamplifier decoupling
is "perfect", such that the loops are considered "in isolation", a port with a large
impedance (1 MΩ) was connected to each loop to export the field maps and Ψ.
More specifically, the noise covariance matrix was computed for Bosma’s formula
by exporting the 4x4 complex scattering matrix, and for Roemer’s by exporting
the electric fields. The field maps were computed by setting a current source of 1
A at the input of each loop. The loops were progressively moved away from the
phantom, from 0 cm to 8 cm. The reference 0 cm corresponds to the case where
the PCB of the loop almost touches the phantom (distance between phantom and
PCB < 1 mm). The SNR and g-maps were computed for every distance and com-
pared for Bosma and Roemer’s noise covariancematrix estimation. The fieldmaps
were exported from HFSS with a 2-mm isotropic resolution. The SNR- and g-maps
reconstruction was performed using custom Matlab routines. The g-maps were
computed for an acceleration R = 4 in the direction of the loops. The SNR was nor-
malized to its maximum value in each case to compare the patterns between the
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Figure 2.1: Simulation setups to compare Roemer and Bosma’s formulas with fouridentical loops placed in one row. The loop diameter is 5 cm and the phantomhas a square box shape with σ = 0.78 S/m and ϵr = 72 (left) and split in two with
σ = 0.2 S/m, ϵr = 72 and σ = 2.0 S/m, ϵr = 72 (right); the phantom dimensions are16x16x6 cm. The distance between the loops and the phantom is varied along theaxis perpendicular to the phantom. The loops are always tuned in every case.

computations based on Roemer and Bosma’s noise covariance matrix. The same
study was conducted with four separated loops, as presented in Appendix A.

Results
When the loops are close to the homogeneous sample, the noise covariance mat-
rix is similarly estimated from Bosma and Roemer’s formulas. However, a sub-
stantial divergence occurs when moving away the loops from the phantom (d >
2cm). Indeed, the mean and maximum correlation values from Roemer’s formula
are increasing, whereas they decrease for Bosma’s. From Roemer’s formula, this
result is expected as the electric field patterns are increasingly being mixed as the
loops are moved away from the phantom. Since the noise covariance matrices
are equivalent when the loops are placed close to the sample, so does the SNR.
However, when the distance is increased, the SNR pattern becomes different. Sim-
ilarly, while the g-maps are found equivalent for strongly loaded loops, the g-maps
widely differ when the distance is superior to 2 cm. The differences are evenmore
acute when comparing the formulas with a non-homogeneous phantom (Figures
2.4 and 2.5). In the case of 4 non-overlapped loops (Figures A.1 and A.2), the res-
ults are similar to the four overlapped loops although the difference between the
two noise covariance matrix computation formula is found to be less significant.
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Figure 2.2: Simulated comparison of the noise covariance and correlationmatricesfor four loops in one row computed with Roemer and Bosma’s formulas. The dis-tance is varied from 0 to 8 cm. When the loops are placed close to the phantom,the two formulas are almost equivalent, while a strong divergence appears whenthe loops are moved away from the phantom.
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Figure 2.3: Simulated SNR and g-maps (R=4x1) comparison for four loops in onerow computedwith Roemer andBosma’s formulas. The distance is varied between0 and 8 cm from the homogeneous phantom with σ = 0.78 S/m and ϵr = 72. Thethree views correspond to the orthogonal central slices.
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Figure 2.4: Simulated comparison of the noise covariance and correlationmatricesfor four loops in one row computed with Roemer and Bosma’s formulas. The dis-tance is varied from 0 to 8 cm. When the loops are placed close to the phantom,the two formulas are almost equivalent, while a strong divergence appears whenthe loops are moved away from the phantom.
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Figure 2.5: Simulated SNR and g-maps (R=4x1) comparison for four loops in onerow computedwith Roemer andBosma’s formulas. The distance is varied between0 and 8 cm from the two compartments phantom with σ1 = 0.2 S/m and ϵr = 72and σ2 = 2.0 S/m and ϵr = 72. The three views correspond to the orthogonal centralslices.
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Discussion
The comparison between Roemer’s and Bosma’s formulas showed similar results
when the loops were close to the load, although some local differences are visible.
However, when the distance to the phantom is greater than the diameter of the
loop, the results widely differ. The g-maps reflect the sensitivity pattern overlaps.
As the loops are moved away from the phantom, the sensitivity of the loops is
more mixed than when in close proximity to the load; thus the more distant the
loops, the higher the g-factors should be. However, the g-maps based on Roemer’s
noise covariance matrix are surprisingly better at 4 cm than at 2 cm and at 8 cm
than at 4 cm from the phantom. On the other hand, the g-maps based on Bosma’s
noise covariance matrix are coherent with the expected g-maps behavior.

When the loops are placed close to the load, the electric fields are mostly con-
tained inside this load. Then, the S parametersmostly describe the coupling between
the loops mediated by the load, i.e., the coupling is primarily defined by the dielec-
tric properties of the phantom. As the electric fields inside the sample become
more overlapped when the distance from the load is increased, the mutual in-
ductance between the loops becomes the primary source of correlation, which is
here minimized by the optimal overlap between neighboring loops. This aspect is
missed out when using Roemer’s formula, contrary to Bosma’s. The differences
are even more important with a non-homogeneous phantom. It is understand-
able as the electric fields induced in the phantom is therefore different between
the loops (1-2 and 3-4). It translates into a different distribution of the coupling
between the loops and the phantom.
2.3.2 SNR and G-maps vs coupling
In this section, we evaluate the impact of the impedance presented to the input of
the loop, for the Bosma’s formula only. The same setup as in previous section (Fig-
ure 2.1) with the two-compartment phantom is used, with four loops placed at 1
cm from the phantom. The nearest neighbor is optimally overlapped to cancel the
mutual inductance. The impedance presented to the input of each loop is named
Zblock and was swept from 1 Ω to 1 MΩ; it represents the quality of preamplifier
decoupling: the higher the Zblock the lower the effects of coupling. A noise covari-
ance weighted root-sum-of-square (cf. equation 1.45) is computed based on the
field maps and the noise covariance matrix computed with Bosma. The g-maps
are also computed based on equation 1.23.

Even though the noise covariance matrices and the B−
1 maps are different de-

pending on Zblock, the SNR and the g-maps are equivalent to the 5th decimal (Fig-
ure 2.6). Therefore the preamplifier decoupling does not improve thermal SNR. It
corroborates previous observations [Findeklee, 2019b; Reykowski, 2011], as it was
discussed in section 2.2. Of course, this result only considers the thermal SNR and
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not the noise from the electronics. Indeed, in reality, the Zblock reduction is associ-ated with an increased coupling between the loops, and thus a potential deviation
from the noise-matching optimum (cf. section 1.2.5). This will in turn increase
the noise figure from the transistor and then decrease the SNR as it can be meas-
ured at the scanner. For this reason, it is desirable to use preamplifier decoupling
for dense arrays when no other decoupling method can be used. Interestingly,
increasing Zblock above 300 Ω does not affect the B−

1 anymore in the presented
configuration.

Figure 2.6: Variation of the impedance Zblock presented to the input of the loop. Araw root sum-of-square combination is computed, as well as a noise covarianceweighted sum-of-square and g-maps. Even though the noise covariance matricesand the field maps are different depending on Zblock, the cov-rsos and the g-mapsare always equivalent.

A complementary simulationwas performedwith the same setup, but lowering
the loop’s copper conductivity by a factor of 58: 1 MS/m compared to the conduct-
ivity of pure copper which is 58 MS/m. The rationale behind this simulation was to
explore the potential limits of Bosma’s formula, andmore precisely to evaluate the
impact on the distribution of the losses. Indeed, if the power is mostly dissipated
in the phantom, then the conclusions are given in the previous paragraph. In this
experiment, the same conclusions are drawn: the SNR and the g-maps are invari-
ant no matter the value of Zblock, even when the conductor has a low conductivity.
Therefore, it is possible to use Bosma’s theorem with loops made of a material
with a lower conductivity.
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2.3.3 Comparison of Roemer and Bosma’s formulas in the case of a

32-Rx coil at 7 T
In this section, we compare the noise covariancematrix computationmethods and
their impact on SNR and g-maps with the 7 T coil that will be thoroughly presented
in chapter 3. We invite the reader to look at Figures 3.1 and 3.2 for a brief overview
of this coil as the results presented here do not require further knowledge of the
design details.
Methods
To begin with, we compute the noise covariance matrix at the input of the tuned
loops, without supplementary circuits. Each of the 32 loops is connected to a port
with a 1 MΩ impedance where the S matrix and the field maps (with a 1 A current
generator) are exported. The SNR and g-maps, for a 5x5 in-plane acceleration
factor, are compared. Then, for Bosma’s formula only, we introduce the preampli-
fier model. As it is home-built, a complete simulation of the preamplifier is at our
disposal. It decomposes into two supplementary noise sources: the noise figures
from the transistors and the losses induced in the noisematching and preamplifier
decoupling circuit. As an example, we compare the g-maps based on the compu-
tation of Bosma’s theorem at the different interfaces and ultimately we compare
them to the measurements.
Results
From the noise covariance and correlation matrices (2.7), the general patterns are
similar even though some local differences are found. Themost significant discrep-
ancies are found for some of the largest loops of the receive array (especially loops
6, 16 and 27). These loops are also more distant from the load compared to any
other one. The SNR comparison in Figure 2.8 exhibits similar behavior, with local
differences of up to 15% in some locations. For the g-factor, the Roemer formula
provides lower g-factors than Bosma.

In Figure 2.9, the g-map reconstructed with the complete preamplifier model
(with its associated circuit), provides the bestmatch between simulation andmeas-
urement. It demonstrates Bosma’s theorem validity and the usefulness of simu-
lating the coil with the maximum number of known parameters.
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Figure 2.7: Noise covariance and correlation matrices comparison between Roe-mer and Bosma for the 32-Channel receive array presented in chapter 3. Eventhough the general pattern is similar between the two methods, some local non-negligible differences are found. The most significant discrepancies are found forthe larger loops of the receive array (also being further from the phantom).
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Figure 2.8: SNR and g-map (R = 5x5) computed with Bosma’s and Roemer’s equa-tions for the 32-channel receive array presented in chapter 3. The SNR is normal-ized to the maximum value and in both cases (with the g-maps) we compute theabsolute of the difference. The g-factors computed with the Bosma formula arealways higher than with Roemer’s.

Figure 2.9: Axial 5x5 g-map considering the noisematching circuit and the preamp-lifier noise figure.
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2.3.4 A 7 T 32-Rx coil with low noise correlation
In this section, we simulate the noise behavior of another coil that was recently
built at NeuroSpin [Luong, 2022]. The noise covariance and correlation matrices
are compared with measurements and with those of a commercial coil. We also
show that the noise, as measured at the scanner, is not necessarily higher in the
presence of a load than without.
Methods
The homemade 32-channel array, so-called “Avanti2” [Luong, 2022], does not use
preamplifier decoupling, but instead attempts to decouple neighboring receive
elements with Resonant Inductive Decoupling (RID [Avdievich, 2013]) (cf. Figure
2.10) (except for two loops overlapped around the eyes). All elements are tuned
and matched to 50 Ω and connected to 50 Ω-input impedance preamplifiers, mak-
ing the receiving system power-matched. Its noise covariance matrix, measured
at the scanner, is compared to that of the commercial Nova coil (8Tx/32Rx, Nova
Medical, Wilmington, USA), which presumably uses loop overlapping and preamp-
lifier decoupling. Both coils are loaded with a spherical agar phantom (ϵr = 72, σ

= 0.78 S/m, 16-cm diameter). The noise covariance matrices were also acquired
in the absence of the phantom without any modification of the coils. Experiments
were performed on a Siemens Magnetom at 7 T, and noise covariance matrices
were transformed into noise correlation matrices. Two amplification modes are
possible at the scanner console, corresponding to a 9-dB power gain difference
following preamplification: low- or high-gain; both were employed.

Then, we compareBosma’s simulatednoise covariance and correlationmatrices
with the actualmeasurements. In the simulation, wedonot account for the preamp-
lifier as commercial 50-Ω preamplifiers were used with no knowledge on the noise
parameters.
Results and discussion
The two different amplification modes provide very different results. As expected,
selecting the "high-gain" mode increases the diagonal of the noise covariancemat-
rix, i.e., the noise collected by each channel. However surprisingly, it also increases
the off-diagonal elements of the noise correlation matrix. Moreover it somewhat
spreads the covariant structures observed in low-gain along secondary diagonals,
as seen in the simulation.

The Avanti2 coil exhibits an extremely low correlation (Figure 2.11). To the best
of the author’s knowledge, no such low correlation was found elsewhere in the
MRI literature for a dense array at UHF. Two reasons can explain this result. First,
as the coil uses geometric decoupling based on the Resonant Inductive Decoup-
ling (RID) principle [Avdievich, 2013] to cancel the mutual inductance, the coupling
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Figure 2.10: (Left) Avanti2 coil design . (1) Transceiver dipole; (2) Transceivercircularly-polarized patch antenna; (3) Dipole-feeding loop; (4) Patch-feeding port;(5,6) Receive-only loops; (7) Passive loops for decoupling neighboring dipolesbased on the RID principle [Avdievich, 2013]; (8) Decoupling loop extensions, alsorelying on the RID principle. (Right) Simulated scattering matrix with the Agarspherical phantom (Courtesy of M. Luong)
is mitigated without optimally overlapping the loops. Secondly, the preamplifiers
are power-matched. From the analysis of the Bosma formula in section 2.2, the
Sii matrix elements being very low, the off-diagonal elements of Ψ are lowered as
well. The simulated matrices are close to the high-gain measurements. The most
significant difference is found for the overlapped loops around the eyes (loops 16
and 17). Indeed, these simulated loops are not as optimally tuned andmatched as
in reality. While the matching of these two loops leads to Sii = -6 dB in simulation,
it is close to -14 and -16 dB in practice. The pattern is more similar to the simula-
tion in high-gain mode. As previously stated, the simulation does not include the
preamplifier model and thus the correlation is likely to be overestimated as the
noise figure from the transistor is mechanically reducing the correlation. For the
Nova coil (Figure 2.12), themean correlation is about twice higher (High or low gain
modes) than for the Avanti2 coil. This can be explained by preamplifier-decoupling
which introduces strong impedance mismatch, therefore noise reflections at the
ports, as well as the intrinsic higher correlation due to overlapping.

When removing the phantom, the simulated and measured noise covariance
and correlation matrices from the Avanti2 coil hardly change, indicating good ro-
bustness to the load and that the noise does not significantly come from the load.
In measurements, the trace of the noise covariance matrix (representing the total
noise power from all channels) is only increased by 0.8% and 4.8% in the low and
high-gain modes, respectively. One could expect a much higher difference if the
dominant "noise source" was the phantom. Interestingly, the mean noise correla-
tion is lower with the phantom than without, which could be explained by the fact
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Figure 2.11: Noise covariance and correlation matrices with and without phantomfor the Avanti2 coil. The simulations are compared with the measurements in low-and high-gain modes.
that the coil was initially tuned with a loading inserted. The results are similar in
the case of the Nova coil. It is difficult to distinguish between the noise induced
by the losses in the phantom or by the receiver chain. Indeed, since the coils were
tuned in the presence of a phantom (presumably for the Nova), removing it likely
deteriorates noise matching and induces a higher noise figure than with a load
since the impedance presented to the preamplifier is not optimum anymore.
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Figure 2.12: Noise covariance and correlation matrices with and without phantomfor two 32-channel receive arrays. The experiment is performed in the low-gainand high-gain modes. The phantom is an Agar sphere with ϵr = 72 and σ 0.78. Themean and maximum value of the off-diagonal elements is indicated below eachcorrelation matrix; the trace is given below each covariance matrix.
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2.3.5 Synthesis of the experiments
With the three presented experiments, we demonstrated the applicability of the
Bosma formula. Firstly, using electromagnetic simulations, we showed the limits
of the Roemer formula in the case of lightly loaded loops. It translated into unreal-
istic g-maps. Then, we also compared the formulas with a home-built 32-channel
receive array. At this point, we added the necessary preamplifier model data to
predict the coil performances accurately. Finally, using two receive arrays at 7 T,
we showed the impact of the load on the noise covariance and correlationmatrices.
We also demonstrated that power-matched preamplifiers lower the noise correla-
tion between receive elements.
2.4 Electromagnetic modeling
In order to accurately predict receive coil performance in terms of SNR and g-maps,
the following simulation routine is proposed (Figure 2.14). It relies on the compu-
tation of the noise covariancematrix according to Bosma’s formula, which demon-
strated its validity in the previous sections, as opposed to Roemer’s. From elec-
tromagnetic simulations, the sensitivity maps can be estimated based on the re-
ciprocity theorem [Hoult, 2000a] by computing the B−

1 receive profiles from each
element.

For the built coils described in chapter 3, or for any coil relying on traditional low
impedance loops, each element is placed individually in its final position to determ-
ine the capacitor values when loaded. This first step can be ignored in the case of
a self-resonating high-impedance loop as presented in chapter 4. In the usual low-
impedance receive elements case, the lumped ports are then connected to capacit-
ors in the circuit co-simulation. Once the capacitor value is found to tune the loop
at the Larmor frequency, lumped capacitors replace the ports in the electromag-
netic simulation and aremodeledwith an equivalent series resistor (ESR) based on
the capacitor datasheet. A complete simulation of the receive array is performed
with the surrounding environment. To account for preamplifier decoupling, a cir-
cuit transforms the impedance of the preamplifier to the high impedance Zblock.This impedance is chosen to be only real valued. The higher Real(Zblock) is, the
lower the coupling effects (and vice versa for the High-Impedance loop presented
in chapter 4). To obtain the Breceive

1 profile from the reciprocity theorem [Hoult,
2000a], a voltage generator with V =

√
8Z0 where Z0 is 50 Ω and delivers 1 W

since P = V 2/8Z0. The complex magnetic field maps are then computed and ex-
ported for each receiving element, then transformed into B−

1 = (B1x + iB1y)/2 as
we chose to have z along the B0 magnetic field, or B−

1 = (B1x − iB1y)/2 otherwise.
A vector S containing the individual receive sensitivities is created for each voxel.

To compute the noise covariance matrix, Bosma’s theorem [Bosma, 1967] is
applied by extracting the scattering parameters at the input of the preamplifier
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Figure 2.13: (A) Circuit to compute the noise figures. (B) Circuit to extract the Smatrix and the field maps, taking into account the circuit losses.
device. However, the transistor’s input impedance Ztra can be complex, and the
reference impedance used to export the scattering matrix must be real-valued to
comply with Bosma’s formula. Therefore, a virtual lossless circuit is used to trans-
form a real-valued reference impedance Z0 to Ztra before extracting the S matrix.
The S matrix will change according to the choice of Z0 (here 50 Ω), but the noise
covariance matrix as defined by Bosma’s formula is invariant to Z0 provided that
Zblock seen by the loops is unchanged. This process takes into account the lossesin the noise matching and preamplifier decoupling circuit. The noise bandwidth
and temperature are set to 1 Hz and 290 °K, respectively, without incidence on the
results, as only a relative comparison of SNR is performed.

Each channel’s noise figure is computed with the scattering parameters based
on equation 1.36. It requires knowledge of the transistor noise parameters, usually
found in the datasheet. The previously computed Bosma’s noise covariancematrix
is transformed into the total noise covarianceΨtot bymultiplying its diagonal terms
by the corresponding noise figure, as preamplifiers add extra but uncorrelated
noise. In reality, a fraction of the noise figure from the transistor can be coupled
back to the antenna through the noise-matching circuit; we assume this noise is
negligible at first approximation. The SNR and g-maps are then easily computed
with equations 1.45 and 1.23 based on S and Ψtot.
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Figure 2.14: Generic simulation workflow for any arbitrary coil. Inputs are fieldmaps and noise covariance matrix both computed with FEM solver and circuit co-simulation. The resulting outputs are predictions of relative SNR and absoluteg-maps.
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2.5 Conclusion
In this chapter, we reviewed the existing literature on the noise correlation predic-
tion in receive arrays for MRI. Throughout several experiments, we demonstrated
the limits of application of Roemer and the usefulness of Bosma’s formula as well
as the necessity to include the preamplifier model in order to accurately predict
the target metrics: SNR and g-maps. According to this conclusion, we proposed
a simple simulation workflow relying on accurate 3D-FEM-based electromagnetic
simulations and circuit co-simulation. This will be used in the following chapters
to compare coil designs at different field strengths as it does not depend on B0

(incidentally it could also be used for body MRI). Predicting g-maps based on ac-
curate electromagnetic simulations is an innovative step toward RF receive array
optimization.

✽ ✽ ✽

✽ ✽

✽
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In this chapter, we present the methodological developments and results of a
two-layer 32-channel receive array built with additive manufacturing technolo-

gies, based on electromagnetic simulations presented in chapter 2. The low-noise
amplifiers are home-built and allow, combined with 3D-printing, an efficient work-
flow to build dense receive arrays. The coil presented in this chapter was designed
and built in the framework of the Horizon 2020 European project "M-One". This
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project was dedicated to building a brain coil usingmetamaterials for 7 TMRI. Even
though parallel transmission systems are now used as a way to tackle the inhomo-
geneous excitation patterns, these systems were not validated for routine examin-
ations in Europe at the time of the project; they still remain complex to implement.
In this context, a metamaterial birdcage (cf. section 1.3.1) was proposed as an al-
ternative, to provide homogeneous excitations, and developed by the partners of
the project, using passive RF shimming with metamaterial structures. Moreover, a
state-of-the-art receive-array was needed to benefit from the improved transmis-
sion homogeneity. In this chapter, "M-One" will refer to our proposed coil system.

3.1 Introduction
In the previous chapter, we presented a simulation workflow to predict any coil
performancewith electromagnetic simulations as accurately as possible. However,
the equivalence of simulations and measurements can be altered due to the diffi-
culty in reproducing exactly what was simulated, especially for high-density arrays
and complex coil shapes. Traditional implementation of receive arrays requires
the manual winding of enameled copper wire to form loops. This task becomes
challenging when going to high-channel-count arrays and can lead to noticeable
deviations from the simulations. It is not only harmful to the performance of the
coil but also to RF safety where close agreement with the simulation is expected.
Coaxial flexible receive elements have also been proposed recently in theMRI com-
munity [Zhang, 2018; Nohava, 2021]. Until now, these receive elements are primar-
ily dedicated to close-fitting coils for body or extremities imaging. Furthermore,
their modeling is complex as they are meant to be flexible to adapt to the patient
morphology.

In the past decade, new additive manufacturing techniques were presented
to print complex geometries with highly conductive materials, and more recently,
the printing of pure copper was introduced. It revolutionizes many industrial pro-
cesses and domains [Vafadar, 2021]. Different techniques are available: Electron
Beam Melting (EBM) [Guschlbauer, 2020; Lodes, 2015], Laser Powder Bed Fusion
(L-PBF) [Lassegue, 2021] for direct printing, or a combination of standard meth-
ods of plastic 3D-printing associated with chemical electroplating of a conductive
material. The use of additive manufacturing was recently proposed in the MRI
community to print subject-conformal loops [Vanduffel, 2022; Schildknecht, 2021;
Zamarayeva, 2021; Behzadnezhad, 2018]. These studies were, for now, limited
to single or a small number of channels. A high-density 3D-printed array has not
been produced yet, raising the question of its applicability to clinical use for UHF
MRI and the feasibility of building complete arrays with these techniques.

Because the optimal overlapping between adjacent loops is a time-consuming
process for dense arrays (especially in simulation), the coil presented in this chapter
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only relies on preamplifier decoupling. We showed in chapter 2 that, when neglect-
ing the noise from the electronics, preamplifier decoupling does not improve the
thermal SNR. However, in practice, the preamplifier noise figure and its associated
component losses always impact the SNR. To keep the noise figure minimum, the
impedance presented at the input of the transistor gate must be optimum. This
can be achieved by preamplifier decoupling: if two loops are close to each other
with a low current flowing on their surface, the impedance seenby the preamplifier
hardly changes. As mentioned in our simulation process, precise information on
the preamplifier is required. For commercially available solutions, crucial data is
lacking, particularly the normalized noise resistance and the optimum impedance
from eq. 1.36. Therefore, in our project, a dedicated preamplifier was designed
and built for preamplifier decoupling, and compared to a commercial reference at
7 T.

Althoughmaximizing the SNR implies placing receive elements close to the sub-
ject [Kumar, 2009], tight designs can be uncomfortable for clinical studies, but also
for fMRI studies as audio stimulation is needed. The main commercial reference
coil at 7 T is produced by NovaMedical (Wilmington, MA, US). It limits audio protec-
tion and stimulation because of its tight design in the right-left dimension (18.5-cm
gap between the inner sides). Furthermore, since the B+

1 field is strongly inhomo-
geneous for a circularly-polarized transmit coil at 7T, dielectric pads ormetamater-
ials [Vergara, 2022; Raolison, 2022] have been proposed to enhance the transmit
field in the temporal lobes, thereby also limiting the available space in that dimen-
sion. To the same extent, a design with two loops encircling the eyes can be det-
rimental to fMRI studies or eye-tracking solutions as such loops may obstruct the
field-of-view.

In this chapter, we investigate the possibility of building dense receive arrays
from additive copper manufacturing for clinical MRI of the human brain at 7 T.
We propose an innovative array design with increased inner dimensions with re-
spect to the Nova coil. The loop elements are arranged in a two-layer designmade
of non-geometrically decoupled loops, with larger loops on the outer layer to ad-
dress SNR enhancement in the brain center; we design the receive array without
obstructing eyesight. The receive array only rely on preamplifier decoupling tomit-
igate channel cross-talk. Low-noise high-impedance preamplifiers are produced
in-house to fully control their performance and possible trade-offs while allowing
an efficient integration procedure.
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3.2 Methods
3.2.1 Coil design
Receive array
As a way to accommodate more patient head space and to enable potential fMRI
studiesmore conveniently, the receive-element support helmetwas designedwith
a 20.5 cm inner diameter in the right-left direction and22 cm in the antero-posterior
direction (at the dorsomedial region). It is therefore 2 cm wider and 1 cm higher
than the commercial Nova coil. A large opening of 14 cm in the right-left direction
was designed around the eyes to ease visual stimulation and eye-tracking. A re-
cently proposed design demonstrated, together with better patient comfort, an
improved penetration depth with a single loop encircling the eyes compared to
two small loops [Gilbert, 2021]. Nevertheless, the orbitofrontal cortex SNR can
only be lower than with two loops of half-width diameter.

The loop-supporting casing, thereafter named "helmet", was printed with Poly-
amide PA2200 with a 4-mm wall thickness (ϵr = 4.6, and tanδ = 0.001). Positioning
studs were designed on the helmet to precisely place the loop according to simu-
lations. A housing was designed around the coil in order to prevent any physical
contact with the electronics. The loops were arranged in a two-layer configura-
tion, purposely not overlapped within the same layer (Figures 3.1 and 3.2). Pre-
liminary simulations showed that a Zblock greater than 300 Ω was sufficient for
preamplifier-decoupling, without the need to optimally overlap adjacent loops.
The inner layer is composed of 25 elements of three different loop sizes. The first
two rows (in the feet-head direction) contain medium-sized loops of 65x62 mm
dimension, whereas the small loops on the top of the helmet are triangular with a
maximum 50x32 mm height times base dimension. On the outer layer, large ver-
tical loops of 160x60 mm served two purposes: fill blank spaces left by the gaps
within the first layer of small loops (since they are not overlapped) and improve
the B−

1 penetration inside the brain. Two large horizontal loops were added on
the forehead and around the eyes. The simulated loop around the eyes differs
from the experimental one. Indeed, it was noted after printing that the simulated
design would be detrimental to the insertion of the birdcage, with space being lim-
ited by the casing. This specific loop was thus bent at nose level in the z-direction
while keeping a similar perimeter (Figure 3.1B). Since the maximum number of
channels cannot exceed 32 on our 7 T machine, two small loops in front of the
forehead were combined via a Wilkinson power combiner [Pozar, 2012] to pre-
serve coil symmetry in the sagittal plane. In the presented experiment and meas-
urements, no phase shift is performed between the two combined loops, thereby
leading to a sub-optimal signal combination; an improved combiner design with a
phase shifter would be beneficial to the SNR of these loops.
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Figure 3.1: M-One 32-Rx coil. (A) Receive array in simulation loaded with an ana-tomical phantom. (B) Front-view of the built receive array loaded with the samephantom as in simulation. (C) Back-view of the receive array. The coil is composedof 3D-printed loops, home-built LNAs, and floating cable traps. (D) Final configur-ation with the receive array inserted inside the transmit-only detunable birdcage.A mechanical system allows inserting the Rx array into the Tx casing, relying on a3D-printed bed support.
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Figure 3.2: A 2D-schematic of the receive array with corresponding loop number.Large loops of the outer layer are shown in green, while small loops from the innerlayer are represented in black (dimensions are not to scale).
A small interconnection PCB was placed at the top of the helmet to solder RF

and signal control cables. Twelve floating cable traps [Seeber, 2004] were added at
the preamplifier’s output, outside of the birdcage radiation region. Two or three RF
cables were placed in each cable-trap. Since the preamplifiers are placed directly
at the loop port, the cables are less prone to Zblock variations induced by common
mode currents. The purpose of adding cable traps (Figure 3.1) at this position
outside Tx radiation is to limit the loss of the transmit coil efficiency rather than
the impedance variation on the receive array. Whenmeasuredwith a VNAwith the
two ferrites technique [Seeber, 2004], the floating cable traps provide about 30-dB
isolation. Outside the coil radiation area, all the cables were placed in a shielded
copper sheath.
Transmit coil
A 12-leg high-pass birdcage coil (cf. section 1.3.1) of 27 cm diameter (at the end-
ring position) and 30 cm length was used for transmission. The birdcage is fed by
two ports with a 90° phase shift, and its shield is connected to the ground and split
by decoupling capacitors to minimize eddy currents. The legs, rings, and shield
were all printed in an epoxy FR4 substrate. To tune the transmit coil, 24 capacitors
were placed on the end-rings, and two matching capacitors were placed parallel
to the two feed ports. To minimize the coupling between the birdcage and the re-
ceive array, 24 PIN diodes were placed in series with the tuning capacitors on both
end-rings. Four control signals each biased 6 diodes. An LC trap circuit is formed
parallel to the diodes to completely cancel the resonance during signal reception.
The diodes are biased during the transmission mode, making the birdcage reson-
ant at the Larmor frequency. The general design was created by Multiwave Ima-
ging prior to this thesis, and some modifications (trap circuits, fine-tuning) were
performed during the M-One project.



3.2. Methods 71

Figure 3.3: Simulated and built transmit high-pass birdcage from the M-One coil.The diodes are biased in the transmission mode making the birdcage resonant atthe Larmor frequency.
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Figure 3.4: Electron Beam Melting printing process, from [Körner, 2016].
3.2.2 3D-printing loops with Electron BeamMelting
Context and technique
The idea of using additive manufacturing to build MRI receivers came from a dis-
cussion with François Nizery, a mechanical engineer at the IRFU department of
CEA. His role was to find transverse additive manufacturing applications, partner-
ing with specialized institutes. The loops presented in this section were designed
with F. Nizery and a mechanical designer (G. Maitre). The printing was performed
in close collaboration with a Spanish research institute, "AIDIMME", providing us
insights about how the copper 3D-printing works.

Among the available additive manufacturing techniques, EBM was found to be
the most suitable for our application. This specific process allows to print metal-
lic conductive parts with high precision. The printing of pure copper was recently
introduced as a possible material, along with titanium, cobalt chromium, or other
alloys. In a vacuum chamber, powder is placed on a platform, and an electron
beam gun melts the copper parts. The platform is lowered, and the process is
repeated until the complete part is produced (Figure 3.4). The copper purity can
be assessed from the IACS metric (International Association of Classification So-
cieties), and it ranks at 99% for EBM. It means that one can expect 99% of the
conductivity of perfectly pure copper which is about 58 MS/m.

However, this conductivity is theoretical and only valid for a perfectly smooth
surface. A major concern arose from the surface roughness of the produced cop-
per parts. It has been demonstrated that a rough surface is detrimental to the
effective conductivity [Gold, 2017]; in this paper, figure 16 shows that the effect-
ive conductivity can dramatically drop for highly rough copper surfaces. From the
literature, it has been reported that raw copper parts printed with EBM present a
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conductivity of about 20 to 30 MS/m [Galati, 2019; Jiang, 2021], about twice lower
than a perfectly pure copper part. Even though solutions such as sandblasting
exist to enhance the surface smoothness, these techniques can incorporate un-
desirable components on the copper, leading to a non-optimal purity.
Preliminary tests
A simple simulation was performed to predict the impact of a lower conductivity
on the receive sensitivity (Figure 3.5). A large loop (presented in the next section)
is placed 4 cm from a spherical phantom (16 cm diameter, σ = 0.87 S/m, ϵr = 72).
TheB−

1 sensitivity normalized to 1W of injected power is computed while lowering
the conductivity. (We only considered the B−

1 as the SNR would be proportional
to B−

1 /
√

W in the power-matching mode.) On the horizontal axis, σ is varied from
58 MS/m (perfect conductivity) to 0.05 MS/m. The curve presented in Figure 3.5
shows that B−

1 hardly changes when the conductivity is decreased by a factor of
two, with less than 1% loss. Interestingly, even when the conductivity is reduced
by a factor of 1000, the sensitivity drops by less than 20%. To assess the validity of
this result, an important aspect is the skin depth: the effective conductive depth
of thematerial. At the frequency of interest (297.2 MHz), the skin depth δ is always
inferior to the width of the simulated conductor (0.8 mm). From the following
relationship:

δ = 1√
σµπf

, (3.1)
where µ is the permeability in H/m and f the frequency, δ is about 90 µm when
σ = 0.1 S/m, compared to 4 µm when the conductivity of the copper is maximum
at 58 MS/m; both values being much lower than the loop thickness. This result
confirms that one can use material other than copper for MRI coils. Some studies
have already been carried out using conductive polymersmade of Gallium-Indium

Figure 3.5: For a large loop placed 4 cm from a spherical phantom, the conductivityof the copper is changed and the mean B−
1 inside the phantom is computed. Itshows very little to no degradation of the sensitivity when σ ≥ 10 MS/m.
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[Motovilova, 2021; Port, 2021]. The conductivity of this material is in the range of
3 to 4 MS/m [Zhao, 2023], and yet the SNR performance of the coils was excellent.

As a preliminary test, a small loop with a 3-cm diameter was 3D-printed and
compared with a standard enameled copper wire. At the 7 T scanner, the SNR
was compared with the same imaging parameters, and the same preamplifier was
connected to the loops. The loops were loaded by a 10-cm saline water phantom.
The SNR from the two loops are equivalent (Figure 3.6).

Figure 3.6: A small 3D-printed loop of 3-cm diameter is compared to a regularhandmade copper wire. The SNR from the loops as measured in the scanneris equivalent between the two loops (in the same conditions and with the samepreamplifier).

Loop design
In the literature, the 3D-printing of loops for MRI application was investigated for
small loops, dedicated to magnetic fields below 7 T [Vanduffel, 2022]; these loops
were not segmented by capacitors as being very small. At ultra-high-field and es-
pecially for large loops, segmentation is required as the wavelength is smaller; oth-
erwise, it would be detrimental to current homogeneity and therefore to receive
sensitivity. To tackle this problem, the loops were designed with a "U" section. The
section of the U is 3.2 mm large and 5mm high, with a 0.8 mmwall thickness. This
design served two purposes: the first was to place a small PCB with a capacitor
in-between segments to make the loop resonant at the Larmor frequency, and
the second was to ease the mounting on the helmet with positioning studs. To
preserve the geometry, each loop was printed as a single piece (or two pieces for
the large loops) and then cut thanks to small holes designed to locate the cutting
planes. Standard mechanical tools were used to cut the loops. Once cut, a 10 x 6
mm FR4 PCB was placed between the two parts and soldered with tin. Then, the
tuning capacitor was mounted on the PCB. Finally, the loops were placed on the
helmet with an MCX connector directly soldered at the top (along z). All the loops
were tuned to the Larmor frequency at 297.2 MHz inside the detuned transmit coil
with the same phantom used in simulation and scannermeasurements. More pre-
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cisely, the imaginary part of Zcoil was canceled with a tuning capacitor placed at
the bottom of each loop when connecting the output of the loop to the VNA. No
geometric decoupling (optimal overlapping) was performed during fabrication.

Figure 3.7: 2D design example of one loop (inner layer, bottom row).

Figure 3.8: 3D-printed loops, presented raw after printing. (A) Loop section assimulated. It shows a U shape with a 3.2 mm base and 5 mm height; the wallthickness is 0.8 mm. (B) Set of small loops of the inner layer, printed as singlepieces. (C) Set of large loops of the second layer, printed as two pieces. (D) Closeview of one small 3D-printed loop. Roughness and placement holes are visible.

Figure 3.9: Loop mounting process. (A) The loop is cut at the position of the hole.(B) A small PCB is added between the two pieces to solder a capacitor. (C) Looppositioning on the helmet with placement studs.
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Quality factor
Awidely usedmetric in the RF coil community consists of measuring the unloaded-
to-loaded quality factor ratio of a resonator. It is commonly accepted that a ratio
superior to two ensures "sample noise dominance", implying that the losses from
the coil are not dominant and do not spoil the SNR [Gruber, 2018].

The simulations are performed for the U-shaped loops with a perfect conduct-
ivity and a worst-case conductivity reduced by a factor of two. We also simulated
wire-shaped loops of 1.5 mm diameter, matching the dimensions of the U-shaped
ones. The results are compared with the measurements of the 3D-printed loops
and handmade loopswith copperwires. Themeasurements are performed follow-
ing the double-loop probe technique [Darrasse, 1993]. In the loaded conditions,
the loops are placed 20 mm from an agar sphere phantom (16 cm diameter, σ =
0.87 S/m, ϵr = 72). The measured loaded quality factors are close to the simulated
ones (Table 3.1). However, the measured unloaded Q factors are lower than in
simulation. It can be explained by the capacitor losses that may vary from one ca-
pacitor to another, and by the difficulty to reproduce the simulation setup accur-
ately. Indeed, when measuring the unloaded Q factor, the primary loss sources
come from the capacitors and the conductors, but also the losses due to the envir-
onment and the radiation boundaries. The differences found for the wire shape
are likely due to the difficulty of accurately reproducing the simulated shape.

Figure 3.10: Simulation model of the loops with "U" and cylindrical sections (left),modeled with lossy capacitors; 3D printed loops and the handmade copper wireequivalents (right).
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Loop type
Simulation Measurements

U-shape
with σCu =
58MS/m

U-shape
with σCu =
29MS/m

Wire 3D-printed
U-shape

Handmade
wire

Small triangular
Qunloaded 376 355 424 320 290
Qloaded 120 115 146 120 133

Qunloaded/Qloaded 3.1 3.1 2.9 2.7 2.2
Medium square

Qunloaded 323 315 413 260 280
Qloaded 49 49 65 46 55

Qunloaded/Qloaded 6.6 6.4 6.3 5.6 5.1
Large rectangular

Qunloaded 198 192 252 180 220
Qloaded 37 36 54 39 49

Qunloaded/Qloaded 5.3 5.3 4.7 4.6 4.5

Table 3.1: Simulated and measured unloaded, loaded and ratios of quality factorsfor the three types of loops. The simulations are performed for theU-shaped loopswith a perfect conductivity and a worst-case conductivity reduced by a factor two.A copper wire matching the shape of the U-section is used as a comparison.

Printing limits and cost of the EBM process
The wall thickness of 0.8 mm could be further reduced, but it is the minimum
to guarantee precise printing, with sufficient mechanical strength. The printing
quality is related to the orientation of the pieces inside themachine. Moreover, the
cost is proportional to the total volume of melted copper. Therefore, the pieces
were gathered asmuch as possible and oriented tominimize the supports. The 3D
printing of 37 loops, counting spare ones, costs 3800 €. The reproducibility of the
loops was satisfying. It was noted that the larger the loops, the larger the possible
deviations from nominal dimensions. Some measurements performed right after
printing are presented in appendix B.
3.2.3 Low-noise amplifiers
In the context of fully controlling the design optimization of the coil, the preampli-
fiers were home-built. We chose a telecommunication transistor, SAV 541+ (Mini-
circuits, NY, USA), with scattering parameters and noise figure readily available.
The DC signals arriving from the Siemens chain are 10 V and 70 mA per channel
maximum. Using a voltage regulator, we designed the bias circuit so that 3 V ar-
rives at the gate of the transistor and that the source-drain current IDS is 70 mA.
The transistor is biasedwith a classical voltage dividermadewith lumped resistors.
Since the transistor has an arbitrary input impedance (8-94j), a "T" circuit consist-
ing of two capacitors and one inductor is chosen to transform this impedance into
a high real-valued impedance seen by the loop (Zblock), together with the two ca-
pacitors C1 and C2 in Figure 3.12. On the other hand, it also provides the optimal
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Figure 3.11: In-house built low noise preamplifier. The blocking impedance usefulfor preamplifier decoupling is easily measured at the input of the preamplifier.
impedance tominimize the transistor noise figure (noise-matching condition). The
inductor L5 is hand-wound to accurately tune the circuit. It is also beneficial from
a performance perspective as the quality factor of such an inductor is higher than
miniaturized commercial ones (about 150 compared to 90). In the transmit mode,
a signal control of 12 V and 100 mA switches on two PIN diodes. The first PIN
diode creates a short across C4, providing a high impedance formed by the on-
resonance parallel (L1, C2) trap. The second PIN diode protects the transistor
by creating a short across C1, so that a very low current flows to the transistor.
Furthermore, a passive protection is provided to the transistor with Schottky di-
odes placed upstream the transistor gate. The preamplifier size was minimized
so that it could be directly connected to the output of the loop with an MCX con-
nector. Without considering this connector, its PCB is 34-mm long and 14-mm
wide. The direct high-impedance impedance Zblock presented to the loop providespreamplifier-decoupling. Since the loop is always tuned, the design and validation
of loops and LNAs can be completely separated. The preamplifier PCBwas printed
with a standard epoxy FR4 two-layer substrate.
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Figure 3.12: Low noise preamplifier schematic, with corresponding componentvalues adjusted empirically. The different functions of the circuits are highlightedwith colored dashed lines: preamplifier decoupling and noisematching circuit, act-ive detuning, passive protection, transistor bias circuit, output filter, and voltageregulator.
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Circuit simulation
The circuit was designed and optimized using HFSS built-in circuit simulator. The
transistor biasing circuit was not accounted for in this simulation. Several para-
meters were considered in this optimization, leading to trade-offs between them.
Zblock was selected to be above 300Ω. The noise figure target was 1 dB. However, it
is highly constrained by the choice of Zblock. The power gain should be in the rangeof 26 ± 2 dB, as recommended by the MRI vendor. The thermal SNR, considering
the losses induced by the circuit components, was targeted to approach its max-
imum value (obtained if the components were lossless). Finally, we ensured that
the circuit is stable around the Larmor frequency, considering the input and output
reflection coefficients of the circuit, which should be as low as possible. Typically,
an instability would result in a reflection coefficient superior to one. The optim-
ization results are presented in Figure 3.13. For the optimization, we considered
Zcoil = 4Ω (based on simulation and measurements).
Preamplifier performances
Webuilt a set of 33 preamplifiers and compared them to commercial preamplifiers:
a 50-Ω power-matched preamplifier (HMC616, Analog devices, MA, USA) and a low
input-impedance preamplifier WMM7RP (WanTcom, MN, USA). In order to save
scanning time, we developed an electronics test bench (Figure 3.14). We noted
an important frequency shift of the Zblock peak in the measurements. Indeed, the
effects of the PCB were not taken into account in the simulation process. More
precisely, the lines connecting the components are adding inductive effects, lead-
ing to a frequency shift. Therefore, the components L5, C3 and C1 were tuned on
the bench in order to reach maximum Zblock at 297.2 MHz. When comparing the
preamplifier performances to the commercial references (the latter giving equival-
ent results), a maximum 1-dB drop in SNR was measured and a good reproducib-
ility was found within the set of preamplifiers. However, a large dispersion was
found when measuring Zblock. While the mean Zblock was about 400 Ω, the stand-
ard deviation among all the preamplifiers was about 200 Ω, with a minimum of
120 Ω and a maximum of 700 Ω. This disparity can be explained by the spread of
tolerances of the components in the noise-matching and output-matching circuits,
as well as the transistor tolerances. Therefore, we decided to connect the larger
Zblock preamplifiers on the large loops of the second layer, and the smaller Zblock-valued preamplifiers to the small triangular loops on the third row of the inner
layer. This choice was conducted by the intrinsically lower coupling presented by
the smallest loops since they are not in the same orientation as the other loops
and are less coupled to the large loops of the second layer.

While the LNA performances in terms of SNR and preamplifier decouplingwere
satisfying, we found a reliability issue when using the transmit coil at its maximum
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Figure 3.13: Simulated preamplifier performances. At the Larmor frequency, Zblock= 335Ω, the noise figureF = 1.3 dB, the gainG = 29 dB. The SNR, taking into accountcomponent losses, is close to the optimum. At 297.2 MHz, the input and outputreflection coefficients are below 1, ensuring stability.

power. Indeed, across various experiments, it was noted that a peak power above
1 kW transmitted with the birdcage coil could be detrimental to the transistor. We
witnessed that some transistors would be damaged. Unfortunately, we were not
able to find a solution to better protect the preamplifier as the damages to the tran-
sistors were not reproducible over several experiments. This e-HEMT transistor is
designed to withstand a maximum gate-source voltage Vgs of 0.7 V, which is most
likely exceeded in the failure case. Although the most basic human failure cannot
be ruled out (e.g. a soldering default), the systematic verification of the preamp-
lifier before scanning ensured a low probability of failure. Although complex to
model, a possible understanding would be a direct radiation of the transmitted
power on the preamplifier PCB, causing a high voltage at the transistor gate. It
was also noted that even when the transistors were damaged, the Schotkky pro-
tection diodes were still functioning. Indeed, since our transistor is biased with a
Vgs = 0.5 V, it is possible that an excess voltage of 0.2 V could damage the tran-
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Figure 3.14: Relative SNR comparison between different preamplifier designs. In aFaraday cage, a small excitation loop (non-resonant) is placed on an Agar phantomand power is sent with a signal generator. In close proximity, a resonant loop isplaced, and its reactance is zero. A preamplifier is connected to its output and theSNR is measured with the use of a spectrum analyzer.
sistor. Since the Schottky diodes only clamp voltages above 0.75 V, they are likely
not activated in the case of a small, yet excessive voltage at the transistor gate. In a
future design, the Schottky diodes should be placed closer to the transistor’s gate.
3.2.4 Electromagnetic simulations
The simulation workflow strictly followed the one presented in chapter 2. In the
simulation model, the loops were represented with a smooth surface. The PCBs
inserted between loop segments were represented by two small rectangles, and
one capacitor was modeled in between. These lumped capacitors were placed on
epoxy FR4 substrates between loop segments and modeled with a 0.05 Ω equi-
valent series resistor (ESR) based on the capacitor datasheet. The average Zblockpresented to the loop in the simulation was 400 Ω. More specifically, the triangu-
lar small loops on the last row had a Zblock of 200 Ω, the medium size loops had a
Zblock of 400 Ω, and the large loops on the outer layer had a Zblock of 600 Ω. A com-
plete simulation of the 32 receive channels was performed with the surrounding
environment: helmet, detuned transmit coil, and gradient coil RF shielding (60-cm
diameter). The complex magnetic field maps were computed with 1 W injected
power and exported for each receiving element, then transformed into B−

1 .The loops were designed with CATIA (Dassault Systèmes, France). All electro-
magnetic simulations were performed with Ansys HFSS using an Intel Xeon Gold
3.9 GHz with 768 GB RAM. Embedded circuit co-simulation in the Ansys Electron-
ics Desktop suite was used for loop fine-tuning, noise covariance, and noise figure
estimations. Simulation of the full array lasted 15 hours on this configuration. The
data post-processing was performed with custom MATLAB (Mathworks, MA, USA)
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routines. The field maps were exported from HFSS with a 2-mm isotropic resolu-
tion for SNR comparison with scanner measurements.

Figure 3.15: Simulated electromagnetic model of the M-One coil with HFSS. (A)Single medium loop of the inner layer. (B) Single large loop of the outer layer.(C) 32-Channel Receive array design. (D) Complete simulation model with the sur-rounding environment: anatomical phantom, shielded detuned transmit birdcage,helmet, gradient magnet shield.
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3.2.5 Scanner measurements
The MRI data was acquired on a 7 T MAGNETOM scanner (Siemens Healthineers,
Germany). A human head and shoulder model filled with Polyvinylpyrrolidone
(PVP) [Ianniello, 2018] and salt was used both in simulation and for scanner meas-
urements (σ = 0.87 S/m, ϵR = 45, T1 = 630 ms). To compute SNR, a 2-mm isotropic
3D GRE sequence was acquired (TE = 3 ms, TR = 10 ms, FOV = 256x224x192 mm3,
bandwidth = 270 Hz/Pixel, nominal Flip Angle FA = 8 °). Noise measurements were
acquired with the same GRE sequence with 0V-excitation, yielding the noise cov-
ariance matrix. Relative flip angle maps were acquired with a 4 mm isotropic 3D
magnetization-prepared turbo-flash sequence [Amadon, 2015] (TE = 1.85 ms, TR
= 20 s, FOV = 256x224x192 mm3). All experiments were performed in the "high-
gain" mode selected at the Siemens console. The GRE data was post-processed
via a custom-written MATLAB code, and SNR was reconstructed following Kell-
man’s method [Kellman, 2005; Kellman, 2007] (without low SNR correction since
the measured SNR far exceeded 100). Data was then corrected for transmit in-
homogeneities using the steady-state GRE signal equation:

SNRcor = SNR
1 − E1cos(FA)

(1 − E1)sin(FA) , (3.2)
with E1 = e

−T R
T1 and FA is the flip angle. The g-maps were computed with eq. 1.23

using individual SNR maps as sensitivity profiles and noise covariance matrix.
Since a long procedure is required to validate the coil for full SAR use, the

“restricted SAR” method [Dudysheva, 2023] was used for in-vivo experiments, al-
lowing for a fast and unconditionally safe examination. Nevertheless, the M-One
coil underwent internal regulatory guideline tests before patient scanning. One
healthy volunteer was acquired for the demonstration and gave his/her written
consent. The acquisitions were made in the context of an approved clinical study
(CPP SudMediterranée4 number 180913 IDRCB: 2018.A01176153). For qualitative
image assessment, a GRE T ∗

2 -weighted image with 0.5 mm in-plane resolution and
4-mm slab thickness was also acquired in vivo (TR = 767 ms, TE = 20 ms, FOV =
220x224 mm2, Bandwidth = 300 Hz/Pixel).
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3.3 Results and discussions
3.3.1 Noise covariance and correlation
The noise covariance and correlation matrices are computed with the same ana-
tomical phantom. From the noise covariance matrix prediction presented in sec-
tion 2.4, Bosma’s equation can be computed directly at the interface between a
passive and an active component. The transistor noise figure was optimized for
Zcoil = 4 Ω, corresponding to a small loop of the inner layer lightly loaded. In this
case, the noise figure is kept between 1 and 1.5 dB. However, it was not anticip-
ated that an important variation of Zcoil could be largely detrimental to the noise
figure of the preamplifier. Indeed, we noticed that while the large loops at the back
of the head (closest to the load), had a Zcoil of 16 to 20 Ω, the small loops at the
front of the head only delivered an impedance of 1 to 2 Ω. From the simulation, it
appears that the noise figure increases as Zcoil decreases. If the impedance given
by the loop is only 1 Ω, then the noise figure F equals 3 dB. On the other hand, if
Zblock = 15 Ω, then the noise figure is only equal to 0.5 dB. This behavior leads to
the covariance and correlation results presented in figure 3.16. Since the noise fig-
ure only affects the diagonal of the noise covariancematrix, themean off-diagonal
correlation is thus decreased.

Figure 3.16: Simulated noise covariance and correlation matrices of the M-Onecoil, without (top) and with (bottom) the noise figure of the transistor. The noisecorrelation is reduced when taking into account the noise figure of the transistoras only the diagonal of the noise covariancematrix is affected. Themean andmax-imum off-diagonal correlation coefficients are shown next to the noise correlationmatrices.
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In the M-One coil noise measurements (figure 3.17), the highest variances are

found for the large loops on the second layer. In contrast, the smallest loops with
triangular shapes on the top of the coil show the lowest noise. The strongly loaded
loops, especially the small ones at the back of the helmet near the occipital region,
also exhibit higher collected noise. Even though the observable tendency that the
large loops collect more noise than the small loops is confirmed from simulation
to measurement, the experience shows an accentuated effect. Indeed, the meas-
ured difference of noise collected by a large and small loop can be as high as a
factor of five. In measurement, one specific correlation coefficient (between loops
15 and 16) is higher than any other one, around 0.65 (versus 0.35 in simulation). A
deviation of the setting in the preamplifier decoupling circuit could, for instance,
cause an excessive correlation coefficient between these two neighbors. The av-
erage noise correlation, as measured from the off-diagonal elements, is slightly
lower than with the Nova coil when loaded with the same phantom (0.093 com-
pared to 0.109 for the Nova). Overall, the noise correlation is underestimated in
the simulation, with amean off-diagonal value of 0.069. However, amajority of cor-
relation "hot spots" are found equivalent between simulation and measurement:
for example between loops 1 and 2, loops 5 and 6, loops 8 and 32...etc. It is interest-
ing to note that the noise covariance matrix from the Nova coil seems to present
a "plug-to-plug" higher correlation, with visible structural patterns of off-diagonal
elements (from loops 1 to 8, 9 to 16, 17 to 24, and 25 to 32). The Nova coil shows
higher correlation values for overlapping loops.

In chapter 2, we showed that the noise covariance and correlationmatrices are
affected by the Siemens receiver chain, leading to possible discrepancies between
simulations and measurements. In the presented results, the measurements are
performed in the "high-gain" mode, and the latter is likely to induce larger vari-
ances, thereby a smaller off-diagonal correlation than the "low-gain" mode.
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Figure 3.17: Noise covariance and correlations matrices for the M-One coil bothsimulated and measured, and measured for the Nova coil. For the M-One coil,large loops of the outer layer are loops 1, 6, 12, 16, 19, 22, 27, and 32. The meanand maximum off-diagonal correlation values are written next to the correlationmatrices. It shows that the simulated correlation is lower than in measurements.Compared to Nova, the mean off-diagonal correlation is slightly lower, and themaximum is higher with a more heterogeneous distribution.



88 A 32-Channel 3D-Printed Two-Layer Receive Array for Brain MRI at 7 T
3.3.2 Transmit efficiencies
In figure 3.18, the transmit efficiencies of the birdcage coil are compared between
simulations and measurements with the same anatomical phantom surrounded
by our receive array. Although the Nova’s transmit coil design is unknown, a com-
parison of its efficiency is provided as well. In the simulation, the M-One receive
array is detuned by presenting a large impedance (800Ω, based on simulation and
measurements) to the output of the loops. A good agreement is found with the
simulations for the M-One coil: the B+

1 field exhibits an asymmetric pattern in the
axial slice. The effective coverage of the birdcage in the z-direction finds its limit
at the nose level. The Nova transmit coil demonstrates a 35% transmit efficiency
increase compared to the M-One birdcage in the displayed masked phantom. In-
deed, the numerous PIN diodes (24) of the M-One birdcage are activated during
transmission and thereby increase losses as the equivalent series resistance of
each diode is about 0.5 Ω. Moreover, the receive array could be better detuned
in the transmit mode. It is noteworthy that the phantom used here has signific-
ant dielectric losses with σ = 0.87 S/m. Therefore, the amount of power needed
to achieve an average flip angle over the whole volume of interest may be larger
than what it would be for an in-vivo examination as the conductivity of the white
matter is closer to 0.4 S/m [Ianniello, 2018].

Figure 3.18: Transmit efficiencies in µT/W for the M-One and Nova coils. The M-One measurements show the same B+
1 pattern as the simulation, with an asym-metry visible in the axial central slice. The Nova coil outperforms the M-One coilby about 35% in the whole phantom.
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3.3.3 Signal-to-Noise Ratio and preliminary in-vivo images
The SNR is evaluated in the scanner for the M-One coil, and compared to simu-
lation as well as to the Nova coil in Figure 3.19. For M-One comparison between
simulation andmeasurement, the maximum SNR on the color scales corresponds
to twice the mean value over the brain, as no intrinsic SNR was simulated. A vir-
tual brain was masked manually over the anatomical phantom. The SNR pattern
shows a good agreement between simulation and measurement. However, com-
pared to simulation, the loops placed on the front of the helmet under-perform,
whereas those placed near the occipital region over-perform. A slightly different
phantom positioning could cause these discrepancies. In the coronal central slice,
the measured SNR shows an asymmetric pattern compared to the simulation.

Figure 3.19: Simulated (first row) and measured (second row) SNR for the M-One coil; measured SNR for the Nova coil (third row), all on the same anatomicalphantom. The maximum on the color scales corresponds to twice the mean SNRin the whole brain for our coil. Red dashed lines on the sagittal and axial planescorrespond to the presented axial and coronal slices, respectively.

The measured SNR is comparable with the commercial coil in the posterior
half, with noticeable improvements in the occipital region. However, the closer
elements in the right-left dimension and in the frontal region benefit the Nova coil,
dimensioned with a tight-fit design. An improved combination of the two loops
located near the prefrontal cortex would also be beneficial for the SNR in this re-
gion. Moreover, the SNR at the brain center is 5% higher for the Nova coil. On
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average, over the displayed masked phantom, the M-One coil achieves about 82%
of the SNR measured in Nova’s.

For completeness, the same SNR study is shown with a 16-cm Agar sphere (σ =
0.87 S/m, ϵR= 72, T1 = 570ms). TheM-One coil achieves about 96% of the Nova coil
SNR with this spherical phantom. The front part SNR is still lower than simulated
and the SNR at the central axial slice shows better penetration depth. This SNR
increase compared to themeasurement performed with the anatomical phantom
could be explained by a better filling factor, i.e., that the loops are placed closer
to load for a spherical phantom than for the anatomical phantom. The difference
could also be explained by the different dielectric properties and associated losses
that can impact the preamplifier noise figure in a different manner.

Figure 3.20: Simulated andmeasured SNR of theM-One coil with an Agar sphericalphantom, and comparison to the Nova coil. The displayed slices are at the centerof the sphere in the three directions. On average in the sphere, the M-One coilachieves about 96%of theNova coil SNR.While the coronal and sagittal slices showclose agreement between simulations and measurements, the axial slice shows aslightly different SNR pattern, with a stronger gradient from the center to the lowerpart in the measurements.
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Figure 3.21 shows the contribution of small loops in the inner layer and large

loops in the outer layer as well as the ratio of their SNR contributions. If the ratio
equals one, the contribution of the outer layer is the same as the inner layer. In
the brain’s center, the outer layer composed of only eight large loops gives 85 to
90% of the SNR provided by the twenty-five small loops, showing an increased pen-
etration performance. In addition, the empty spaces on the periphery left by the
non-overlapped small loops are compensated for by the presence of the second
layer, which is more visible on the axial slice. However, it is visible that the large
loops at the front of the head, placed further from the subject, do not perform
enough to the SNR.

Figure 3.21: Measured SNR of the M-One coil reconstructed with only the innerlayer of 25 small loops (first row), with only the second layer of 8 large loops(second row), and the ratio of SNR showing the contribution of large over smallloops (last row). A ratio of 1 indicates that the set of large loops contributes equallyto the small loops on the final SNR. At the center of the phantom, the 8 large loopsprovide 85 to 90% of the SNR from the 25 small loops. The large loops at the frontof the head do not provide as high SNR as the ones placed at the back.
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In-vivo examination in restricted SAR mode
To demonstrate the coil capability for anatomical imaging without unexpected ar-
tifacts despite the non-uniform birdcage excitation, Figure 3.22 shows 3D GRE im-
ages for various axial slices and a 2D T ∗

2 -weighted image in the axial plane. These
experiments were conducted in the restricted SAR protocol, ensuring no excess
of SAR limits without proper evaluation of the local SAR hot spots. However, it
constrains the data size as the time allocated to an examination is not longer for
this protocol. For the GRE sequence, only 20 slices were thereby acquired. After
the examination, the subject’s feedback was positive, although he felt somewhat
uncomfortable in the neck after an hour. Indeed, the placement of shoulders on
the MRI bed can be detrimental to the good positioning of the back of the head
inside the helmet as the M-One coil is a bit high relative to the bed. For the next
exams, the subject’s body should therefore lie higher with a thicker mat.

Figure 3.22: In-vivo images acquired with the M-One coil. (A) Brain axial slicesfrom 3D GRE sequence. (B) T ∗
2 -weighted single slice image with acceleration factorGRAPPA = 2.
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3.3.4 G-maps
The inverse g-maps are shown for various acceleration factors and directions in
Figures 3.23 to 3.25. In order to highlight the comparison between simulation and
measurement, but also to the reference coil, the acceleration factors are pushed
to the limit of acceptable g-factors. The same FOV is chosen in simulation and
measurement, alignment being necessary to produce comparable g-maps. In all
acceleration dimensions, an excellent agreement between simulation and meas-
urement is found for the M-One coil, both for the pattern, mean, and maximum
values.

With reasonable acceleration factors (R < 3) in the axial plane (Figures 3.23 and
3.24), the mean g-factor is kept below 1.2. The maximum measured g-factors
in right-left (R-L) and antero-Posterior (A-P) acceleration directions are 1.64 and
1.19 for R = 3, respectively. The g-map distribution differs from the Nova coil for
higher acceleration factors but shows close maximum and mean values across
slices. With an acceleration factor of R = 5 in the R-L and A-P directions, the mean
g-factor is found to be slightly lower for the proposed coil. For dual phase-encode
acceleration (Figure 3.26), the highest g-factor penalties are found in the middle
of the axial slices for the M-One coil while being sparser for the Nova coil. For the
Head-Foot (H-F) acceleration (Figure 3.25), the fewer rows in the M-One coil, three
vs four in Nova, account for increased mean/max g-factors with an acceleration
factor of R ≥ 3. A mean g-factor of 1.62 was measured for the M-One coil com-
pared to 1.40 for Nova for R = 3. Overall, the M-One coil shows different g-factor
distributions compared to the Nova coil; however, themaximum andmean across
slices are almost equivalent, except for R = 4 in the z-direction and R = 4x4 in the
axial plane. Realistically, the maximum acceleration factors (based on a mean g-
factor < 1.2) are 4 in the A-P direction, 3 in the R-L direction, 2 in the H-F direction,
and 2x2 for dual phase-encode acceleration.
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Figure 3.23: Inverse g-maps for antero-posterior acceleration from R = 2 to 6. Themean and maximum g-factors across the displayed slice are shown under eachfigure.

Figure 3.24: Inverse g-maps for right-left acceleration from R = 2 to 6. The meanand maximum g-factors across the displayed slice are shown under each figure.
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Figure 3.25: Inverse g-maps for foot-head acceleration from R = 2 to 4. The meanand maximum g-factors across the displayed slice are shown under each figure.

Figure 3.26: Inverse g-maps for combined antero-posterior and right-left accelera-tion from R = 2x2 to 5x5. The mean and maximum g-factors across the displayedslice are shown under each figure.
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Figure 3.27: Inverse g-maps reconstructed with and without the outer layer.
It is interesting to note that even though the large loops on the outer layer

overlap the small loops on the inner layer, they do not spoil the g-maps. Indeed,
the g-maps are reconstructed with and without the presence of the outer layer of
large loops (Figure 3.27) for high acceleration factors in the three dimensions and
the results show that the large loops’ presence is beneficial to the g-factor. For
A-P acceleration, the mean and maximum g-factors found in the whole volume
are lower when the large loops are present. For R-L acceleration, the mean and
maximum g-factors are equivalent. Lastly, for H-F acceleration, the mean g-factor
reconstructed with the presence of the large loops is lower than without them.
In the dorsomedial region, the g-factor is improved when using the large loops,
because of the presence of the two large loops around the eyes and the forehead,
thus with an improved segmentation in the H-F direction.
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3.4 Conclusion
The additive manufacturing of receive elements enabled to build faithfully what
was designed. The reproducibility of the printed loops was excellent and did not
need any refinement to fit the designed studs placed on the helmet. Nevertheless,
if necessary, it is possible to bend the produced copper parts even after printing
without breaking or damage. The integration time, associated with a non-iterative
tuning, was significantly reduced. Furthermore, the 3D-printed copper parts were
also beneficial for the coil’s mechanical strength and overall stability. The 5-mm
height of the loop section could be reduced, yet the current wall thickness for print-
ing with a guaranteed result is limited to a minimum of 0.8 mm. The possibility to
print complex geometries is a thrilling opportunity for RF coil builders whose time
can be more efficiently dedicated to optimization with simulation.

The simulated and measured SNR patterns of the M-One coil were compared,
showing good agreement overall. With respect to the Nova coil, comparable res-
ults show up in the posterior part of the brain. The more distant M-One elements
in the right-left direction accounted for a reduced SNR in the temporal regions.
Even though we showed that the large loops positively impacted the central SNR,
the reconstruction method using equation 1.16, or equivalently prewhitening, is
not optimal if a more homogeneous sensitivity profile is sought. Indeed, the pur-
pose of prewhitening is to equalize individual noise from the array and to de-
correlate the noise contribution. Therefore, since large loops collect more noise
than small ones, their contribution to the SNR is reduced. If the noise-covariance
weighted sum-of-squares maximizes global SNR, it could be at the expense of SNR
uniformity. Considering the specificity of this two-layer design, another weighted
sum-of-squares could be beneficial to further increase central SNR and the homo-
geneity across the brain.

The noise covariance matrix estimation allowed for an accurate g-map predic-
tion. In spite of a two-layer design and a completely different antenna design, the
results are comparable to the Nova coil for mean andmaximum g-factors for axial
plane acceleration, while depicting different spatial distributions because of the
difference in loop configuration. To the same extent as SNR, Rx-elements distant
from the object to image spoil the g-factor, the individual receive sensitivities being
less distinct from each-others.

The proposed receive array demonstrated rather good performance for brain
imaging at 7 T, both in SNR and parallel imaging capabilities, considering that the
coil was built with increased dimensions compared to the Nova coil, and with an
innovative two-layer design without geometric decoupling. It also used home-built
direct high-impedance preamplifiers to ease the tuning procedure. The additive
manufacturing of receive elements was explored, allowing conformity between
simulation and scanner measurement while providing an efficient building pro-
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cedure. This approach can offer significant improvement for dense array reprodu-
cibility, together with an opportunity to design tailored coils for specific needs. As
the M-One coil demonstrated a good agreement between simulation and meas-
urements, it could now be used as a reference for our future designs, relying on
the SNR achieved by this coil.

✽ ✽ ✽

✽ ✽

✽
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The newly installed 11.7 T Iseult magnet offers unprecedented potential for
brain studies. However, the B0 magnetic field increase is only beneficial if the

receive array follows the expected gains in SNR. This chapter presents a unique
cap-like receive array for temporal lobes fMRI at 11.7 T made of close-fitting loops.
A new stripline structure is proposed, relying on the high-impedance coil tech-
nique. The design is evaluated with electromagnetic simulations, and preliminary
results are compared with the M-One coil presented in chapter 3.

4.1 Introduction
Iseult is the name of the project that led to the unique 11.7 T clinical magnet in-
stalled at NeuroSpin. By extension, it also designates the 11.7 T magnet itself. The
increased B0 field has demonstrated an improved SNR [Le Ster, 2022; Pohmann,
2016; Amadon, 2023]. While there is an expected clinical gain at such field strength,
this machine will also be devoted to functional MRI studies. The fMRI technique
is commonly used to understand brain functions (cf. section 1.1.5). Fast imaging
sequences are employed in order to follow activation locations. This technique
mostly relies on the Blood Oxygen Level Dependent signal (BOLD), which is highly
constrained by a low contrast-to-noise ratio and, therefore only possible at high
field. At CEA NeuroSpin, a multidisciplinary platform, several researchers investig-
ate how the brain represents and stores information, or the fundamental senses
such as vision, hearing, etc. A particular region of interest is the temporal lobe
(Figure 4.1). This region is mainly devoted to the perception of sound, language,
and speech recognition, but also to semantic concepts and memory. Another in-
terest is Broca’s area, which is linked to the temporal lobes through Wernicke’s
area. Broca’s is located close to the temporal lobes and is related to speech pro-
duction.

Traditional receive arrays for brain studies use elements placed several cen-
timeters away from the surface of the head; it is detrimental to the maximum
achievable SNR as the latter is a function of the distance to the sample. With
sub-millimeter resolution achievable at 11.7 T, it will be very hard to scan the
whole brain for highly-resolved fast imaging. Therefore, this unprecedented field
strength is a thrilling opportunity to develop region-focused receive arrays and
maximize local SNR with 32 channels. Placing the receive elements very close
to the subject is advantageous for the SNR, however difficult to implement with
standard loops segmented with capacitors since it is a safety concern to place
components near the head because it could locally increase SAR if the detuning
of the Rx-coil is not sufficient enough during the transmit mode. The use of trans-
mission line resonators has been proposed to build component-free loops [Hos-
seinN, 2018; Nohava, 2021; Frass-Kriegl, 2020]. At the same time, the concept of
"high-impedance coils" (HIC) was also introduced [Zhang, 2018; Ruytenberg, 2020;
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Figure 4.1: Brain schematic highlighting the temporal lobes, Wernicke and Brocaareas. These brain regions are responsible for language comprehension andspeech recognition, respectively (From [Clinic, 2023]).
Maravilla, 2023], using coaxial or twisted-pair cables, well-suited for flexible receive
arrays, and interfaced with an "inverted" [Zhang, 2018] preamplifier decoupling
strategy. Until now, these studies were limited to a small number of channels
and/or at lower field strengths.

In this chapter, a 32-channel temporal-lobes-focused cap array is designed for
11.7 T. At this field strength, the Larmor frequency of the proton is 499.4 MHz.
The loops are designed based on high-impedance technology, and a new stripline
loop structure is proposed, together with in-house built preamplifiers. The size
and cabling of the system composed of loops and preamplifiers are optimized
to gather the maximum number of elements in a small available space. The coil
performances are predicted with electromagnetic simulations and compared with
the results from chapter 3. Experimental results are compared with a whole-brain
receive array at 11.7 T.
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4.2 High impedance coils
4.2.1 Theory

Figure 4.2: Standard low-impedance vs high-impedance coil schematics. (adaptedfrom [Zhang, 2018])
The traditional low-impedance loop (LIC) can be represented by a series RLC cir-
cuit whereas a high-impedance loop (HIC) corresponds to a parallel RLC circuit (cf.
section 1.10). At the natural resonance frequency of the HIC loop, the impedance
measured at its ports is in the order of kΩ. The HIC needs a coaxial structure, and
the capacitive effect is represented by the distributed capacitance created by the
transmission line. If the capacitive effect, combined with the inductance of the
loop, forms a resonant circuit at the Larmor frequency, then the impedance meas-
ured at the loop’s port (gap on the inner conductor) is very high. The resonance
frequency of a high-impedance loop is only given by its dimensions and dielectric
properties without the need for components, thus improving the design paramet-
ers’ flexibility compared to a standard low-impedance loop.

Several designs were proposed in the community. The most employed one
uses coaxial cable structures [Zhang, 2018; Zhang, 2021; Nohava, 2021]. The proto-
types were made with a single gap on the outer conductor of the shield. However,
only one gap constrains the resonance frequency of the loop. Therefore, lumped
inductors or capacitors were added parallel to the port to tune the loop to the de-
sired frequency [Mollaei, 2020]. However, the advantage of using a self-resonant
structure was previously discussed by Nohava et al. [Nohava, 2021], and designs
with several gaps were proposed in this context. In Nohava’s paper, it was shown
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that the current on the outer conductor (the one thatmatters forB−

1 production) is
more homogeneous when using a loop intrinsically resonating close to the Larmor
frequency, compared to a loop where a lumped element is added for tuning. In
this context, it was proposed to increase the resonance frequency by adding gaps
on the inner and outer conductors [Nohava, 2021; Mollaei, 2020]. Furthermore,
the flexibility of the coaxial loops allows them to conform to the desired shape
while keeping high performance without the need for retuning.

Figure 4.3: High-Impedance-Coil schematic with a coaxial structure with one ortwo gaps. The inner conductor is represented in red and the outer conductor inblack. Supplementary gaps allow to increase the resonance frequency of the loop
Another advantage is the improved decoupling: Zhang et al. [Zhang, 2018] pro-

posed the use of a "reversed" preamplifier decoupling circuit. Indeed, a low imped-
ance is presented to the input of the HIC. As the preamplifier decoupling consists
of mismatching the loop and the preamplifier’s input impedance to minimize the
current flowing on the conductor, the same effect is achieved as in the LIC case.
The HIC has the advantage of providing a broad-band decoupling compared to the
LIC.

4.2.2 A stripline example design
This section explores theworking principle of a self-resonating (at 499.4MHz) strip-
line loop with a 43.5 mm from peak-to-peak hexagonal shape, used in this chapter
to build the 32-channel receive array. In this chapter, we extend the concept of
"self-resonating" from the literature to a structure resonating without the help of
any capacitor or inductor. The idea to use a stripline was based on former works
about resonant inductive coupling [Tierney, 2013] because it is the closest struc-
ture resembling a coaxial cable. The stripline wasmade of one gap on its inner con-
ductor at the opposite of the port, and two gaps on the outer conductor at 90 and
270° from the port. Further details are given in section 4.3.1. The self-resonating
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Figure 4.4: (A) Stripline model placed 2 cm away from a phantom. (B) Impedance
Zcoil. (C) Current on the inner conductor. (D) Current on the inner face of the outerconductor. (E) Current on the outer face of the outer conductor.

loop was placed at 2 cm from a homogeneous phantom, and the real part of the
impedance directly measured at the end of the inner conductor was about 1600
Ω (Figure 4.4). The HFSS simulation shows that the current on the inner conductor
was maximum at the location of the gaps on the outer conductor andminimum at
the port location and its opposite. The inner side of the outer conductor (the one
facing the inner conductor) showed themirror current of the inner conductor. The
outer face of the outer conductor had a homogeneous current distribution along
its contour.

To demonstrate the preamplifier decoupling capability, twoprobeswere placed
next to theHIC loop (Figure 4.5) andwemonitored the transmission between them.
The impedance Zblock presented to the loop is swept between 1 Ω and 1 MΩ. The
resonance is not visible until Zblock exceeds 250 Ω. It is unnecessary to target very
low Zblock, as a meager decoupling improvement is achieved from 50 to 1 Ω. It also
shows the large band decoupling for low Zblock.
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Figure 4.5: Two probes are placed next to the HIC, and the S12 between theseprobes is measured for different Zblock (impedance presented to the loop’s port.

4.2.3 HICs vs LIC: robustness to the load
As a way to demonstrate the high-impedance coil potential advantages, we com-
pared three types of loops: stripline, microstrip, and low-impedance loop (Figure
4.6). The stripline was a self-resonant 43.5 mm large hexagonal loop (peak-to-
peak) at 499.4 MHz. Figure 4.8 presents the detailed loop dimensions and prop-
erties. The microstrip loop had the same dimensions as the stripline, without the
top conductor (the bottom conductor is the one facing the phantom); its thickness
was reduced by a factor of two. Because removing the bottom conductor and chan-
ging the dielectric thickness shifts the resonance frequency, a parallel capacitor of
6.2 pF was added at the loop’s port in order to tune the microstrip to 499.4 MHz.
The low-impedance loop corresponds to the stripline’s bottom conductor, where
the two gaps serve as the loop port and the placement of a tuning capacitor (1.2
pF). The three loops were placed 20 mm above a parallelepipedic phantom with
σ = 0.87 S/m and ϵr = 45. At this distance, each loop reactance, measured at their
port, was zeroed. Then, the loops were approached gradually to the phantom
without modifying their geometry or tuning capacitors. The resonance frequency
was measured in each case, defined as the frequency at which the reactance is
canceled.

From the results presented in Figure 4.7, the stripline shows less variation
among the three types of resonators. The HIC stripline and microstrip offer better
robustness than the LIC loop. Nevertheless, the stripline shows a slightly improved
robustness compared to themicrostrip. Onemay ask about the implication on the
performance of the coil. Once the coil is tuned for a given geometry and phantom,
there is no intrinsic advantage to using an HIC over an LIC (at least from an SNR
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perspective). Yet the HIC’s usefulness lies in the robustness of the noise-matching
parameter. However, it is complex to perform such a comparison because the
noise matching depends on the circuit used to transform Zcoil to the optimum im-
pedance. A different circuit is used since Zcoil is not equivalent between LIC and
HIC, and the preamplifier decoupling circuits are designed to achieve opposite res-
ults. This is why we chose to focus only on the resonance frequency, meaning that
a significant variation of Zcoil will undoubtedly imply a significant variation at the
preamplifier’s input.

Based on this experiment only, it is not yet possible to conclude on the ad-
vantage of the stripline compared to the microstrip. As explained, the microstrip
was chosen to match the stripline size and dimensions, with a reduced dielectric
thickness. In this configuration, a capacitor was needed to tune the microstrip to
the Larmor frequency. Therefore, the behavior and the robustness to the load-
ing could change since the impedance Zcoil of the stripline and the microstrip are
very different. In Table 4.1, the standard deviation ratios of the real and imaginary
parts are given over the mean value of Zcoil are given for the two types of HICs.
Even though the results given here do not give a clear advantage to the stripline, it
seemed more reasonable at this point to choose the closest structure to a coaxial
line as was originally proposed by Zhang et al. [Zhang, 2018]. Indeed, as previ-
ously discussed (Figure 1.13), the electric and magnetic fields radiating from the
microstrip are not entirely confined in the dielectric material.

Figure 4.6: ((A) Self-resonant high-impedance stripline loop. (B) High-impedancemicrostrip loop. (C) Low-impedance loop. The distance to the phantom (σ = 0.87S/m and ϵR = 45) varies from 0.5 to 20 mm. The three types of loops are tunedonce and for all at 20 mm.
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Figure 4.7: Resonance frequency shift of the three types of loops vs the distanceto the phantom. The loops are placed 20 mm from the phantom, tuned to theLarmor frequency, and then brought closer to the phantom.

Microstrip Stripline
< Re(Zcoil) > 226 1153

σ(Im(Zcoil))/ < Re(Zcoil) > 0.114 0.130
σ(Re(Zcoil))/ < Re(Zcoil) > 0.769 0.807

Table 4.1: Ratios of the standard deviation (noted σ) to the average (noted < >) realpart of the loop, for the microstrip and the stripline.
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4.3 Methods
4.3.1 Loop design
The loops were designed to be rigid because of the following motivations:

• The loops needed to be very small since the area of the temporal lobe only
constitutes 17% of the cerebral cortex [Kiernan, 2012]. Therefore, relative to
the low curvature of the head, the loops do not necessarily need to be folded.
Moreover, according to a survey [Zhuang, 2005], the head circumference of
males is 575.7 mm with a standard deviation (std) of 17.1, and the one of
females is 554.9 with std = 17.8. Across both genders, the 1st percentile head
circumference is 515 mm, and the 99th percentile is 618 mm. In comparison,
another study [Ford, 2003] evaluated the waist circumference across both
sexes in the US population between 1999 and 2000. The 1st percentile is
64.4 cm and the 99th percentile is 142.8 cm, thus more than a factor two.
Therefore, the relative head size variation between subjects is not expected
to be as significant as body size.

• There was no need for the loops to be stretched after positioning on the
patient as no head size variation is expected during the MRI acquisition.

• We wanted to rely on standard printing technologies for reproducibility. In-
deed, the printing of flexible coaxial structureswas not available in the needed
conditions at the time of this thesis. Even though it is possible, the manual
process of creating gaps is a highly complex task for such small loops, espe-
cially for the gaps on the cable’s inner conductor. On the other hand, the PCB
printing of microstrip or stripline structures is a well-known process.

The high-impedance loopwas designedwith a hexagonal shape in order tomin-
imize empty spaces between adjacent loops since no overlapping was performed
as it would constrain the mechanical design. The circumradius of the loop is 21.75
mm and the full dimensions are given in Figure 4.8. It was printed on a Rogers
4350B substrate with a 0.338 mm thickness (ϵr = 3.6 and tanδ = 0.004). Since a
transmission line design is used, the losses are more important to the final per-
formance than a standard loop printed on PCB material. Compared to the most
common epoxy FR4 dielectric, the losses in RO4350B are about 10 times lower. In
the multilayer PCB printing technique, a "prepreg" is an insulation layer that at-
taches two cores (main dielectric) or one copper layer with a core. From the PCB
manufacturer, the Rogers 4450F was chosen as having close dielectric properties
compared to the core. The width of the outer traces was 3.5 mm, and the inner
trace width was 0.6mm. Two vias were designed to connect the inner copper trace
to the preamplifier.
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Figure 4.8: High-impedance stripline design. The loop is 43.5 mm from peak topeak and 37.8 mm from edge to edge. The stackup is composed of three dielectriclayers: Rogers 4350B for the two cores and Rogers 4450F as prepreg. The top andbottom copper traces are 35 µm thick, while the inner layer is 17.5 µm.
As previously stated, it is advantageous to build a self-resonant loop. However,

even though a precise electromagnetic simulation of the stripline is performed, a
frequency shift cannot be ruled out, considering the PCB printing tolerances. To
account for these tolerances, the loop is designed to resonate at a slightly lower
frequency than the target: about 490 MHz instead of the Larmor frequency at
499.4 MHz. A simple way to increase the resonance frequency is to widen the
gaps on the outer conductors. Therefore, mechanical trimming is performed at
the location of the gaps to tune the loop. This process is easily carried out on
every loop with a milling machine.

The produced loops are resonating at 470 MHz, indicating a shift in the res-
onance frequency compared to the simulation. The PCB printing tolerances and
a non-uniform thickness across the loop likely explain the measured frequency
shift. Moreover, the complete preamplifier 3D design was not modeled with the
components; it can have some effect on the loop’s resonance frequency. After
trimming, each loop effectively resonates at 499.4 MHz in the presence of the
preamplifier described in the next section. The impedance Zcoil is about 1300 Ω in
the air without loading and close to 500 Ω when strongly loaded by saline water
on a flat surface separated by a neoprene cap.
4.3.2 Low noise amplifiers
The NMR signal amplification is realized by a preamplifier attached to the HIC. Its
power supply conversionmodule is placed remotely at the back of the RF coil. This
choice wasmade for three reasons. Firstly, the heating dissipation of a voltage reg-
ulator can be in the order of 75°C in its close vicinity (as was the case for theM-One
LNA presented in chapter 3), thus it is highly desirable not to place it too close to
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the head. Secondly, the voltage regulator is an active device, and it is better to put
it away from the integrated preamplifier to avoid any oscillations created by their
interaction. Lastly, since the preamplifier and its noise matching/preamplifier de-
coupling circuit are placed very close to the loop, placing the voltage regulator on
a secondary circuit allows for minimizing the size of the LNA. The design of the
preamplifier follows the loop hexagonal shape, as it is meant to be placed at the
center of the HIC. Two small wires are soldered to connect the loop to the preamp-
lifier. The circuit is composed of a noise-matching and preamplifier decoupling cir-
cuit. The detailed schematic is presented in Figure 4.10, highlighting the different
circuit functions.

The on-bench measurement procedure follows the same spirit as in chapter
3.2.3. The HIC and its associated preamplifier are compared to an LIC with a stand-
ard 50 Ω power-matched preamplifier (Figure 4.11) with a 0.5 dB noise figure. The
LIC is designed with a single copper trace printed on a Taconic dielectric; its con-
ductor is similar to the outer trace of the HIC. A small tuning and matching PCB
is added close to the LIC and provides Soutput = -15 dB at 499.4 MHz, ensuring a
low-noise figure from the preamplifier. The gain of the HIC is 6 to 7 dB higher than
that of the LIC. Its noise is also higher by 6 to 7 dB, leading to similar SNR perform-
ance. The current consumption is about 33 mA, compared to 63 mA for the 50 Ω
preamplifier.

Figure 4.9: Final loop configuration with its preamplifier. The gaps were enlarged,and the preamplifier was mounted with screws directly in close proximity to theloop.
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Figure 4.10: Low noise preamplifier schematic for the 11.7 T coil, with corres-ponding component values adjusted empirically. The different functions of thecircuits are highlighted with colored dashed lines: preamplifier decoupling andnoise matching circuit, detuning circuit, DC biasing, output filter, and TTL circuit(Transistor-Transistor Logic signal provided by the scanner).
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Figure 4.11: LIC vs. HIC designs for benchmeasurements. The LIC has the same di-mensions as the HIC outer conductor. It is printed on a low-loss Taconic substratewith a thickness of 0.8 mm.
Cable Traps
During the in-lab experiments, it was noted that the output cable’s position strongly
influences the collected signal. Thereby, a cable trap was necessary to mitigate
common mode currents.

We designed a cable trap without lumped components to take advantage of
the reduced wavelength at 11.7 T, relying only on geometrical parameters (Figure
4.12). It is a floating cable trap [Seeber, 2004]; the principle being similar to the
one presented in chapter 3. The cable trap is a λ/4 coaxial line, with one end
short-circuited. Polycarbonate was the chosen dielectric, as it is a 3D printable ma-
terial with FDM (Fused Deposition Modeling). Its dielectric parameters are known,
allowing to simulate its behavior: ϵr = 2.9 and tanδ = 0.0005. The exact λ/4 is
therefore calculable and is equal to 86 mm. Since the loops are near each other,
the cable trap needs to be as thin as possible: the internal diameter is 2.1 mm,
and the external diameter is 10 mm. The cable trap is made of two half-cylinders.
Copper tape is placed in both the internal and external parts and covered with an
isolation layer (Kapton). To anticipate the potential 3D printing and material toler-
ances, the cable traps were printed with a length of 95 mm. In practice, one end of
the copper tap is trimmed to tune the cable trap to 499.4MHz. While the simulated
length value was 86 mm, 89 mm was found in practice. The cable traps are valid-
ated with the two ferrites measurement principle from [Seeber, 2004]. Figure 4.13
shows that the cable traps provide 34 dB of isolation (the transmission difference
between the two ferrites without and with the cable trap inserted).

A solution based on silver painting was also explored to build the cable trap.
Unfortunately, the conductivity of the chosen painting was too low, and the isol-
ation was not as good as with the copper tape. The silver-painted cable trap and
the associated results are presented in Appendix Figure C.2.
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Figure 4.12: Cable trap design for 11.7 T. The cable trap is a λ/4 coaxial line withoutany lumped component. Its length is 86 mm based on the ϵR of the dielectric. Theinternal diameter is 2.1 mm and the external diameter is 10 mm.

Figure 4.13: (A) Built cable traps for 499.4 MHz and positioning near the receiveHIC loop. (B) The performances are measured on the bench with two ferrites andcompared to a reference cable without cable trap. It shows a 34 dB attenuation atthe Larmor frequency.
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4.3.3 RF coil design
Receive array
The receive array is composed of 32 loops separated into 16 loops for each side
(right and left). The loops are placed as close as possible to a neoprene cap. The
dielectric properties of this cap are set to ϵr = 6, and tan(δ) = 0.036 in simulation.
It fully covers the model’s head and has a 3.5-mm thickness. The set of 16 loops
coversmore than only the temporal lobes. Indeed, the receive array is designed to
anticipate different head sizes and shapes. It is also a performance constraint since
the loops cannot be too small to have a good enough penetration depth. Although
the loops could be overlapped to be larger and thus have a better penetration,
such a design would be difficult to implement on a flexible support made of rigid
loops.

Figure 4.14: Simulated model of the proposed receive array made of 32 smallloops. It covers more than only the temporal lobes of this phantom to be robustto different head sizes.

Figure 4.15: Loop numbering of the 11.7 T cap coil. The other side is symmetricalwith respect to this one.
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Figure 4.16: Built 32-channel cap receive array. Velcro straps are sewn on thecap and adhesive Velcro is placed underneath each loop. Floating cable traps areplaced at approximately 7 cm from the preamplifiers.
The final built 32-channel receive array follows the loop placement as in sim-

ulation (Figure 4.16). Velcro straps are sewn on the neoprene cap and adhesive
Velcro is placed underneath each loop to freely position them. The preamplifi-
ers are encapsulated in a 3D-printed housing in order to avoid potential damage.
The module composed of the loop and preamplifier is positioned on the cap with
the phantom inside, in order to minimize the gaps between loops. Floating cable
traps are placed at approximately 7 cm from the preamplifiers, and are encapsu-
lated in a heat-shrinkable sleeve. No particular constraint is applied to the distance
between the cable traps.
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Transmit coil
The transmit field produced by a birdcage coil at 11.7 T is strongly inhomogen-
eous (cf. Figure 1.15), andprevents controlled excitation, especially in the temporal
lobes. Therefore, a parallel transmit coil composed of eight large loops was used.
The transmit coil was built by the University of Glasgow; all the details about this
coil can be found in [Chu, 2023]. Initially working as transceivers, the eight loops
were modified to work as transmit-only elements by adding a detuning circuitry.
Given the large coil diameter, a relatively low coupling is expected between the
transmit and receive elements, as the Rx loops closely fit the head. The transmit
loops are distant by about 5 cm from the receive elements.

Figure 4.17: Transmit coil former version working in Tx/Rx mode [Chu, 2023].

Figure 4.18: Simulation model of the cap receive array. (1) Receive loop and itspreamplifier dummy board (copper ground plane in simulation). (2) Neoprene capwith 3.5mm thickness. (3) Transmit arraymade of eight overlapped loops workingin transmit-only mode. (4) Transmit copper shielding. (5) Mechanical parts: hous-ing and voltage regulators PCB holders.
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Figure 4.19: Simulation model for the 11.7 T cap coil. It includes the anatomicalhead and shoulders phantom, the neoprene cap, the 32 HIC loops, the transmitcoil shield, and the tunnel shielding.
4.3.4 Electromagnetic simulations
In the simulationmodel, an anthropomorphicmulti-layer head phantomwas used
to highlight the brain area only. Appendix C.3 shows the detailed tissues and as-
sociated dielectric properties. Each loop has a virtual PCB placed 1 cm above it
to represent the preamplifier copper ground plane. The model also includes the
neoprene cap, the transmit coil shield, and the tunnel shielding (Figure 4.19). To
clearly separate the SNR improvement related to the coil design from the potential
improvement from the electronics, we compare the M-One and the Iseult cap coil
without considering the noise figures from the preamplifiers and the associated
circuit losses. The blocking impedance Zblock presented to the loops is 50 Ω.

The loops were designed with SpaceClaim and HFSS (Keysight, US). All electro-
magnetic simulations were performed with Ansys HFSS using an Intel Xeon Gold
3.9 GHz with 768 GB RAM. Embedded circuit co-simulation in the Ansys Electronics
Desktop Suitewas used to export the fieldmaps and the scatteringmatrix for noise
covariance estimation. The field maps were exported from HFSS with a 2-mm iso-
tropic resolution to compute the SNR and the g-maps. Simulation of the entire
array lasted 21 hours on this configuration. Particular attentionwas given tomesh-
ing the loop’s dielectric with convergence assessment. The data post-processing
was performed with custom MATLAB (Mathworks, MA, USA) routines.
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4.4 Simulation results
4.4.1 Noise correlation
The scatteringmatrix and the transformed impedance representingZcoil computed
with equation 1.30. Since a low impedance is presented to the loops (Zblock = 50
Ω) and the loops impedance is high: (Real(Zcoil) = 575 Ω, the diagonal of the S
matrix is close to zero (Figure 4.20). The Real(Zcoil) difference between the loopscan be explained by two reasons. The first one is the impossibility of placing the
loops perfectly tangential to the surface of the cap, therefore leading to loading dis-
crepancies. Secondly, as can be seen from the loop numbering (Figure 4.15), the
highest Real(Zcoil) are found for the loops 1, 15, and 16 (for one side and symmet-
rically for the other side), it thus corresponds to the loops with the least number
of neighbors. Therefore, contrary to the low-impedance loop case, the coupling is
expected to lower the impedance of the high-impedance loop. To the same extent,
a strong loading will reduce the Real(Zcoil) of a HIC.Then, the noise covariance is computed with Bosma’s formula (cf. chapter 2)
and then normalized to obtain the noise correlation (Figure 4.21). A highReal(Zcoil)implies that its associated value on the diagonal of the noise covariancematrix will
be low since the ratio with the port impedance is higher for a high Real(Zcoil) thanfor a low Real(Zcoil). A maximum two-times ratio is found between the highest
and the lowest variances, and the noise correlationmatrix shows a 0.06mean and
0.35 maximum correlation. The symmetry of the coil is visible (between loops 1 to
16 and 17 to 32).

Figure 4.20: Simulated S matrix and Re(Zcoil) for the 11.7 T cap coil. Since usingpreamplifier decoupling, the diagonal of the S matrix is close to zero.
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Figure 4.21: Simulated covariance and correlation matrices for the 11.7 T cap coil.Themean andmaximumoff-diagonal correlation values are 0.06 and 0.35, respect-ively.
4.4.2 Signal-to-Noise Ratio
The SNR is shown for three slices and compared to the M-One coil from chapter 3
(Figure 4.22). The first two rows show the raw SNR, without considering the signal
gain from 7 to 11.7 T. It shows an improved SNR in the periphery of the axial slice.
On the coronal slice, it also indicates improved SNR in the lower parts of the brain.
The third row takes into account the signal gain from 7 to 11.7 T: the sensitivity
maps from the 11.7 T cap coil are multiplied by a factor (11.7/7)2 = 2.79 as the SNR
scales as B2

0 since the B−
1 contribution is already taken into account. The last two

rows show the ratio of the cap to theM-One coil with two different scales. The first
one scales from 0 to 2.79; therefore, every saturated pixel corresponds to a gain
attributable to the cap compared to the M-One coil. In the periphery of the brain,
at the temporal lobes part especially, the ratio of SNR can go as high as a factor 6.
Interestingly, the SNRat the brain’s center is also higher by a factor of 1.5 to 2. It can
be linked to the close proximity of the loops to the head in the right-left direction,
and therefore the closer distance to the center of the brain. In the highest part of
the brain, however, the ratio of SNR is lower for the temporal-lobes-focused coil,
since no elements are covering these regions.



120 A High-Impedance Temporal-Lobes-Focused Receive Array at 11.7 T

Figure 4.22: Simulated comparison of the proposed 11.7 T coil vs. the 7 T M-Onecoil. The third row considers the signal boost from 7 to 11.7 T. The last two rowsshow the ratio of SNR from the cap to the M-One coil.
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4.4.3 G-maps
The inverse g-maps are shown for the three directions and two-dimension accel-
eration; the results are compared to the M-One coil. The same tight-fitting FOV is
used for both coils. To be consistentwith future scannermeasurements, thewhole
head of the phantom is used. For antero-posterior acceleration (Figure 4.23), the
Iseult cap coil demonstrates reduced g-factors in the whole area of interest. When
an acceleration factor of 6 was unfeasible in the A-P direction with the M-One coil,
it appears feasible with the Iseult cap coil. The same conclusions are drawn for the
right-left acceleration up to a factor 5 (Figure 4.24). In the head-foot acceleration
(Figure 4.25), the g-factor is also reduced for the Iseult cap coil, and an accelera-
tion factor of 4 is expected to be achieved. For two-dimension acceleration (Figure
4.26), the 5x2 acceleration (AP x HF) provides close to optimum g-maps, and the
extreme 6x3 acceleration still provides less than a factor 2 noise-enhancement
penalty in the temporal lobes area.

While the increased number of elements easily explains the improved g-maps
in the antero-posterior dimension, it is interesting to note that the g-maps in the
right-left and head-foot dimensions are also reduced compared to the M-One coil.
It can be explained by the smaller size of the loops as well as their close proximity
to the head and the non-overlapping coil design. Indeed, in this configuration,
the sensitivity maps are more distinct than those of the large loops placed at a
distance from the load. Moreover, at 500 MHz, the reduced wavelength creates
a more asymmetric B−

1 distribution in the brain and is likely reducing the pattern
overlap.

Figure 4.23: Inverse g-maps comparison of the Iseult HIC 11.7 T and M-One 7 Tcoils for antero-posterior acceleration with R = 5 and 6.
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Figure 4.24: Inverse g-maps comparison of the Iseult HIC 11.7 T and M-One 7 Tcoils for right-left acceleration with R = 4 and 5.

Figure 4.25: Inverse g-maps comparison of the Iseult HIC 11.7 T and M-One 7 Tcoils for head-foot acceleration with R = 3 and 4.
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Figure 4.26: Inverse g-maps comparison of the Iseult HIC 11.7 T and M-One 7 Tcoils for dual acceleration in the antero-posterior and right-left dimensions with R= 3x3 and 4x3 (top) and dual acceleration in the antero-posterior and head-footdimensions with R = 5x2 and 6x3 (bottom).
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4.5 Measurements
In this section, the cap receive array is compared to a whole-brain receive array
previously built at NeuroSpin, which provided the world-first in-vivo images at
11.7 T [Luong, 2022; Mauconduit, 2024]. The so-called "Iseult coil" is composed
of 15 transmit receive dipoles, 1 transmit patch at the top of the head, and 16
receive-only loops. All elements are tuned and matched to 50 Ω and the preamp-
lifiers (Hittite HMC616) have a 50 Ω input impedance; thus all channels are power-
matched. It follows the same architecture as the Avanti2 coil presented in Figure
2.10.

Figure 4.27: (A) Iseult whole-brain receive array design made of 32 receive ele-ments. (B) CAD simulation model of the full coil.
The experimental SNR is obtainedwith a one-compartment head and shoulders

phantom filled with Agar and Sucrose (ϵr = 48.7, σ = 0.65 S/m, T1 = 600 ms), using
a GRE sequence (2-mm isotropic resolution, TR = 30 ms, TE = 3 ms, 10°-flip angle
pTx pulse based on 7 kT-points [Cloos, 2012], acquisition matrix = 128x112x88),
and a 0-V acquisition for noise measurement. Both acquisitions are performed in
the "high-gain mode" selected at the scanner console. The SNR is reconstructed
with a noise-covariance weighted root sum-of-squares and corrected for transmit
inhomogeneities based on the simulated flip angle maps [Amadon, 2023]. The
g-maps are computed in post-processing with the SENSE formula.
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4.5.1 Noise correlation
The measured noise covariance matrix from the cap receive array shows an im-
portant variation of its diagonal terms (Figure 4.28). It could be explained by two
reasons: firstly, the loop-to-sample distance is not equivalentwithin all loops, which
leads to a different Rcoil; a similar effect was already noticed in the simulation
(Figures 4.20 and 4.21). Secondly, a gain variation was noted among the set of
produced preamplifiers (of about 3 dB), thus changing the absolute value of the
collected noise which is assessed in the diagonal of the noise covariance matrix.

As explained in chapter 2, power-matching helps to mitigate the noise correl-
ation. Therefore, the whole-brain Iseult receive array has an extremely low mean
off-diagonal correlation of 0.025. Even though the correlation is higher for the
cap receive array than the whole-brain receive array, it still exhibits a low mean
off-diagonal correlation of 0.057. The non-overlapped design is a possible explan-
ation of this observation. Moreover, the intrinsic lower coupling of HICs compared
to LICs could help to reduce the noise correlation. Nevertheless, as explained in
chapter 2, the sole analysis of the noise covariance or correlation matrices does
not provide enough information on the final SNR and g-maps performance.

Figure 4.28: Measured noise covariance and correlationmatrices for the temporal-lobes-focused and the whole-brain receive arrays.
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4.5.2 Signal-to-Noise Ratio
The measured SNR are shown for the three central slices (Figure 4.29) and for dif-
ferent axial and coronal slices (Figure 4.30). The voxel-to-voxel ratio of the SNR pro-
duced by the two coils is also presented. In the periphery of the temporal lobes, a
significant SNR improvement ismeasured. Over the displayedROI (in black dashed
lines on the third row of Figure 4.29), the SNR is about 1.7 times higher for the
cap. Locally, the ratio goes up to a factor of 4. At the center of the brain, the cap
achieves between 70 and 80% of the whole-brain receive array’s SNR. Figure 4.30
shows that the SNR improvement is significant in the entire temporal lobes region,
with an extent to the edges of the frontal lobe where the Broca’s area is located.

Figure 4.29: Measured central slices SNR for the temporal-lobes-focused receivearray and the whole-brain receive array. On the third row, the voxel-to-voxel ratioof the two coils is shown. Over the manually selected ROI (in black dashed lines),the SNR is about 1.7 times higher for the cap.
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Figure 4.30: Different measured axial and coronal slices of both coils and theirvoxel-to-voxel ratio.



128 A High-Impedance Temporal-Lobes-Focused Receive Array at 11.7 T
4.5.3 G-maps
For antero-posterior acceleration (Figure 4.31), the g-maps show close mean and
maximum values across the shown slice, with a lower mean g-factor for R = 6.
For this acceleration factor, it is interesting to note that the g-factor is significantly
lower in the vicinity of the temporal lobes for the cap than for the whole-brain ar-
ray, which indicates that it is beneficial for parallel imaging to build highly dense re-
ceive arrays for a targeted region. As expected, the right-left acceleration is difficult
with the cap as it is barely segmented along this axis (Figure 4.32). It is unrealistic
to reach acceleration factors higher than two for the cap in this direction. However,
for head-foot acceleration (Figure 4.32), a significant improvement is shown since
the whole-brain receive array has only two rows of resonators (and a patch).

Dual-phase-encoding acceleration shows that an acceleration factor as high as
8 can be achieved with the cap receive array, especially when choosing R = 4x2
in the antero-posterior and head-foot directions (Figure 4.33) when targeting the
temporal lobes. It shows a mean g-factor lower than 1.2 across the slice.

Figure 4.31: Inverse g-maps for antero-posterior acceleration with the temporal-lobes-focused and the whole brain receive arrays, from R = 2 to 6. The mean andmaximum g-factor value across the slice is shown under each plot.
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Figure 4.32: Inverse g-maps for right-left and head-foot acceleration with thetemporal-lobes-focused and the whole brain receive arrays. The mean and max-imum g-factor value across the slice is shown under each plot.

Figure 4.33: Inverse g-maps for dual-phase-encoding acceleration with thetemporal-lobes-focused and the whole brain receive arrays. The mean and max-imum g-factor value across the whole volume is shown under each plot.
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4.6 Conclusion
This chapter presented the preliminary results of a temporal-lobes-focused 32-
channel receive array at 11.7 T. We designed stripline loops based on the high-
impedance coil technology, taking advantage of the multi-layer PCB printing tech-
niques. We proposed a compact design for a dense array associatedwithminiatur-
ized home-built preamplifiers. The preliminary on-bench measurements showed
that the stripline and the home-built preamplifier system performed similarly to
a standard low-impedance loop with a commercial preamplifier. The simulated
SNR highlighted a great promise for SNR improvement thanks to small close-fitting
loops: a maximum of 6 times improvement compared to the M-One coil at 7 T. Be-
cause of this tight-fitting design and the increase in the Larmor frequency, the
g-maps were reduced compared to the M-One coil at 7 T. It demonstrates the
possibility of performing acquisitions with a very high acceleration factor. The ex-
perimental results showed a 1.7 times SNR improvement in the temporal lobes
compared to a whole-brain receive array at 11.7 T, with up to a factor of 4 locally.
It also demonstrated improved parallel imaging capabilities for head-foot acceler-
ation and dual-phase-encoding direction acceleration.

The first in-vivo tests are planned for 2024, pending regulatory approval. To
obtain the authorization, critical work remains on the mechanical aspect of the
coil to ease the patient’s insertion inside the cap. Some work has been started to
this end. Moreover, the transmit coil needs to be simulated with the full receive
array model to validate its use in vivo.

The proposed coil is an exciting development towards high-resolution fMRI.
Even though the maximum number of elements is currently limited to 32 for the
Iseult project, the results presented here motivate the need to increase the num-
ber of channels past this number. A coil with such small elements covering the en-
tire brain would allow various fMRI studies to better understand brain functions.
Based on the literature, covering the entire brain with this loop size should provide
a close-to-optimal SNR [Gruber, 2023] at the center. Furthermore, the modular
design of the loops associated with the free positioning using Velcro straps could
allow to image other brain regions by repositioning the loops for the frontal or
parietal lobes, for example.

✽ ✽ ✽

✽ ✽

✽



General Conclusion and
Perspectives

During this thesis, we conducted theoretical studies and experimental valida-
tions that led to the design and implementation of two 32-channel receive

arrays for Ultra-High-Field MRI of the human brain, at 7 and 11.7 T.
Through a preliminary study on noise correlation, we demonstrated the useful-

ness of using Bosma’s theorem to predict coil performances accurately. Beginning
with a literature review, then with electromagnetic simulations and experiments
relying on built dense arrays, we showed the potential limits of Roemer’s formula
to compute the noise covariancematrix in simulation. Based on Bosma’s theorem,
it was shown that there is no simple relationship between the off-diagonal ele-
ments of the noise correlationmatrix and the coupling defined by the off-diagonal
elements of the S matrix. Indeed, even with a strong coupling the correlation can
be weak, provided reflectionless terminations (diagonal of the S matrix close to
zero). Conversely, the correlation can be high even if the off-diagonal elements
of the S matrix are low (but non-zero). The correlation is dependent both on the
diagonal and off-diagonal elements of the S matrix. We also emphasized the need
to include the preamplifier and its associated noise matching and preamplifier de-
coupling circuits in the co-simulation model in order to refine the performance
prediction. Based on this study, we proposed a workflow to predict the SNR and
g-maps of any coil design, relying on accurate 3D-FEM-based electromagnetic sim-
ulations combined with circuit-model co-simulations.

Because new technological advances are increasingly available, we based our
coil designs on them to relieve some building efforts. In this spirit, we applied
an additive manufacturing technique to 3D-print the loops of a dense UHF re-
ceive array in pure copper. We evaluated the produced parts and showed that
the intrinsic RF performances were similar to classical copper wires. Although our
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proposition surely needs some refinement to become a more efficient process, it
demonstrated improved reproducibility compared to the traditional manual wind-
ing. It paves the way toward more complex shapes and designs for dense receive
arrays. Combined with home-built LNAs, it allowed to tune and interconnect the
loops to their preamplifiers, without any iterative process.

With the 7 T M-One coil, we demonstrated that precise geometric decoupling
is not always required. Indeed, we built a 32-channel two-layer coil made of small
and large loops, non-optimally overlapped between them, by means of the home-
built LNAs using preamplifier decoupling. Even though our preamplifier perform-
ances were similar to the commercial one for a given loop geometry and loading, a
future preamplifier design should maintain higher performances for small and/or
lightly loaded loops. It could be achieved by improving the circuit design or choos-
ing another transistor with more favorable noise parameters. Furthermore, using
multilayer-PCB-printing techniques, the LNA size could be further reduced. The
M-One coil results were in excellent adequacy with the simulations thanks to the
proposed simulation workflow and 3D-printing process. Therefore, it could now
be used in simulation as a reference for future designs: if one design surpasses
the M-One coil in simulation, it is also expected to surpass it in MR experiments.
Compared to a reference commercial coil, it showed a similar SNR in the posterior
part of the brain and similar g-maps performances overall. As discussed, the size
ratio between the smallest and the largest loops might be detrimental when using
the noise-covariance weighted root-sum-of-square; in a future version, this ratio
should be smaller. Also, it would be beneficial to place the elements in the frontal
lobe region slightly closer to the subjects to retrieve more SNR in this area.

In the final chapter, we presented the first results of a cap-like receive array for
temporal-lobes-fMRI studies at 11.7 T. We explored the high-impedance coil tech-
nique with stripline resonators. Again relying on precise electromagnetic simula-
tions and efficient PCB printing techniques, the optimized stripline design allowed
to completely get rid of lumped components to tune the loops. These loops were
connected to home-built preamplifiers, which performed similarly to commercial
ones. The small LNA size provided a compact design with the loop, in line with
the dense receive array constraints. In simulation, the small loop size and their
close proximity to the subject showed a significant SNR gain compared to the 7 T
M-One coil. When considering the signal boost provided by the B0 field, the ratio
of SNR in the targeted temporal lobes lies between three and six. Moreover, the ac-
celeration capabilities are greatly improved compared to our whole-brain receive
array at 7 T. On the bench, a proof of concept was compared to the standard low-
impedance coil and provided similar results with an improved robustness to the
load and coupling. The experimental results showed a 1.7 times improvement in
the temporal lobes compared to a whole-brain receive array at 11.7 T. The com-
puted g-maps also demonstrated greater acceleration possibilities in some cases.
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The Velcro straps offer the possibility to easily re-position the loops on the cap,

as a way to image other brain regions such as the frontal or parietal lobes. Of
course, more receive channels would allow the brain to be completely covered:
approximately 60 loops of the presented size should be enough to provide a strong
SNR at the brain’s periphery and improved parallel imaging capabilities. However,
the SNR and the g-maps are not the only relevant metrics. At 11.7 T, the strong B0-
related artifacts spoil the image quality. Therefore, it would be interesting to pair
this cap receive array with a temporal-lobes-focusedB0 shimming system, such as
"SCOTCH" [Meneses, 2022], previously developed at NeuroSpin.

To extend this work, the primary focus should aim to include the receive ar-
ray design in the transmit efficiency and Specific Absorption Rate simulations. An
in-depth workflow was proposed to predict the receive array performance, but to
validate a coil for clinical use, a strong adequacy between simulation and meas-
urement is also expected for the transmit coil. The path to a perfect equivalence
requires some refinement; e.g., the cables, as well as the electronics boards can
significantly impact the transmit efficiency, and one should try to include them in
the simulation.

✽ ✽ ✽

✽ ✽

✽
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Figure A.1: Simulated comparison of the noise covariance and correlationmatricesfor 4 loops separated and non-overlapped computed with Roemer and Bosma’sformulas. The distance is varied from 0 to 8 cm. When the loops are placed closeto the phantom, the two formulas are almost equivalent, while a strong divergenceappears when the loops are moving away from the phantom.



Supplementary Information from Chapter 2 139

Figure A.2: Simulated SNR and g-maps (R=2x2) comparison for 4 loops separatedand non-overlapped. The distance is varied between 0 and 8 cm from the homo-geneous phantom with σ = 0.78 S/m and ϵr = 72.
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Figure B.1: Measurements of 3D-printed small loops (1). from chapter 3
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Figure B.2: Measurements of 3D-printed small loops (2). from chapter 3
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Figure B.3: Measurements of 3D-printed loops large from chapter 3
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Figure B.4: Components used for the LNA of the M-One coil presented in chapter3. The components are grouped by type.





Appendix C
Supplementary Information

from Chapter 4

147



148 Supplementary Information from Chapter 4

Figure C.1: Components used for the LNAof the Iseult cap coil presented in chapter4. The components are grouped by type.
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Figure C.2: Evaluation of silver-painted cable-traps. The parts are made withPolycarbonate and coveredwith a conductive silver painting (ref: RS-Pro 186-3600)having a 0.001Ωcmvolume resistivity. The isolation of the silver-painted cable trap,as it can bemeasuredwith the two ferrites techniques [Seeber, 2004], is only 15 dBwhile the copper-tape cable trap provides 40 dB of isolation. This solution was notfurther explored, but by finding a highly conductive painting, one could certainlyachieve better results.
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Figure C.3: Anthropomorphic phantom dielectric properties. The ones used tohighlight the brain are underlined in the table.



Appendix D
Résumé en français

Abstract in French

Sujet : Conception et réalisation de réseaux de réception pour l’IRM du cerveau
humain à très haut champ.

D ans cette partie, nous résumons en français les travaux de thèse. Nous enta-
merons le propos par une mise en contexte et discuterons des objectifs de

ce manuscrit. Ensuite, nous aborderons les différents développements méthodo-
logiques qui menèrent à la conception de deux réseaux de réception pour l’IRM
du cerveau humain à 7 et 11,7 teslas.
Contexte
L’imagerie par résonance magnétique (IRM) est une technique d’imagerie médi-
cale reposant sur le principe de résonance magnétique nucléaire (RMN). Contrai-
rement à d’autresméthodes d’imagerie, l’IRM est non-invasive et non-ionisante. En
utilisant un champmagnétique statique intense appeléB0, exprimé en tesla (T), et
un champ RF de l’ordre du µT appelé B1, il est possible de remonter jusqu’aux
caractéristiques des tissus qui permettent de créer des contrastes pour former
une image. Dans les hôpitaux, le champ magnétique B0 usuel est de 1,5 ou 3 T.
Pour le moment, les scanners avec un champ de 7 T sont en France au nombre de
trois. A NeuroSpin, un instrument unique au monde ayant un champ de 11,7 T a
été mis au point, ses premières images ayant été produites au cours de l’été 2023.
L’intérêt majeur d’augmenter ce champ statique provient du fait que le rapport
signal-sur-bruit (RSB) augmente de façon supra linéaire avec B0. Ainsi, l’objectif
des chercheurs est principalement d’obtenir une meilleure résolution spatiale.
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Un axe de recherche majeur dans le domaine de l’IRM réside dans l’amélio-

ration des bobines radio-fréquence (ou antennes). Il est nécessaire de distinguer
l’antenne de transmission produisant le champ d’excitation B+

1 , de l’antenne de
réception permettant de capter le signal RMN résultant de l’interaction des tissus
avecB+

1 . Aux prémices de l’IRM, unemême antenne était utilisée à la transmission
et à la réception, bien souvent via des antennes volumiques englobant l’entièreté
du sujet. Plus tard, l’idée vint d’utiliser de petits capteurs surfaciques, placés très
proches de l’échantillon afin d’améliorer le RSB puisque le signal est d’autant plus
élevé que le capteur est proche. La principale révolution dans le domaine fut pro-
posée par Roemer et al. [Roemer, 1990], qui permit d’utiliser unemultitude de cap-
teurs surfaciques sans perdre en champ de vue ; c’est l’introduction des réseaux
de réception. Quelques années plus tard, une idée majeure proposée par Pruess-
mann [Pruessmann, 1999] démontra la possibilité d’obtenir un gain en temps d’ac-
quisition en utilisant un algorithme de reconstruction optimisé. En effet, en bénéfi-
ciant des réseaux de réception et du fait qu’un voxel dans l’espace est encodé par
différents capteurs, il est possible de sous-échantillonner les données sans perdre
trop d’informations. Cette technique est d’autant plus efficace que le nombre de
capteurs est important. Le "facteur g" (facteur géométrique) caractérise la capa-
cité d’une antenne à être performante pour un facteur d’accélération R dans une
dimension donnée.

Les antennes sont aujourd’hui constituées de nombreux éléments de récep-
tions : de 32 à 64 canaux pour les scanners actuels. Ces éléments sont des boucles
ou des dipôles, parfois utilisés conjointement. Une des difficultés liée à la densité
de ces réseaux est le couplage mutuel, les éléments rayonnant sur leurs voisins. Il
existe plusieurs techniques pour s’en affranchir, au moins partiellement. La plus
couramment utilisée est le chevauchement optimal de deux boucles : en les fai-
sant chevaucher on peut réussir à annuler le courant induit dans le voisin [Roe-
mer, 1990]. Cette technique ne fonctionne évidemment plus dans le cas de deux
boucles distantes. C’est alors le découplage par préamplificateur haute impédance
qui est privilégié [Roemer, 1990 ; Fujita, 2013]. Cela consiste à présenter une impé-
dance très élevée aux bornes de la boucle qui se traduit par un courant très faible
circulant sur son conducteur ; onminimise ainsi l’effet du couplage entre éléments.
Il existe également d’autres techniques comme l’auto-découplage [Yan, 2018], le
découplage par élément passif [Avdievich, 2013] ou par effet capacitif ou inductif
[Beck, 2020].

Dans cette thèse, nous débuterons par une étude préliminaire sur la corréla-
tion de bruit. Nous évaluerons la véracité de différents modèles de la littérature ;
cette étude ayant pour but de nous donner les outils nécessaires pour optimiser
et prédire les performances d’un réseau de réception. La deuxième partie concer-
nera le développement d’un réseau de réception de 32 canaux pour le cerveau à
7 T, en utilisant une technique de fabrication additive pour construire les boucles.
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La dernière partie sera consacrée à da conception d’un réseau de réception 32 ca-
naux dédié aux lobes temporaux à 11,7 T, s’appuyant sur la technologie de boucle
haute impédance.

La corrélation de bruit et son implication sur la prédiction des
performances d’une antenne réseau
Il est primordial de pouvoir prédire les performances d’une antenne en simula-
tion, non seulement dans un but d’optimisation mais aussi de respect d’un cahier
des charges. Avec l’utilisation de logiciels de simulation électromagnétique fonc-
tionnant sur des machines très puissantes, il est aujourd’hui possible d’atteindre
un degré de précision très important permettant de simuler des structures com-
plexes. Pour le concepteur d’antennes RF, les deuxmétriques les plus importantes
sont le RSB et les facteurs géométriques. Le calcul de ces quantités nécessite la
connaissance de la matrice de covariance de bruit du réseau. Cette matrice est
généralement présentée dans les articles de journaux comme une métrique en
soi, permettant d’attester du bon découplage des éléments. Dans la littérature re-
lative à la conception d’antennes pour l’IRM, cette matrice est le plus souvent pré-
dite grâce à la formule de Roemer [Roemer, 1990] reposant sur l’interaction des
champs électriques à l’intérieur de l’échantillon. Cependant, il existe une formule
donnée par Bosma [Bosma, 1967], peu utilisée dans la communauté IRM mais
connue des concepteurs de réseau de réception pour les systèmes radars, qui uti-
lise uniquement les paramètres S du système. Nous souhaitons alors comparer
ces formules et montrer leur(s) potentielles limites.

Tout d’abord, nous utilisons la simulation pour montrer que les deux formules
ne donnent pas les mêmes résultats dans un cas simple de quatre boucles (Figure
D-1). En effet, plus les boucles sont placées loin de l’échantillon et plus lesmatrices
de covariance de bruit sont différentes et donc plus les facteurs g et RSB divergent.
Ceci est compréhensible car la formule de Roemer rend uniquement compte du
couplage des champs électriques dans l’échantillon, au contraire de la formule de
Bosma qui inclut le couplage dans tout l’espace de rayonnement des boucles. En-
suite nous montrons, à travers l’exemple du réseau 32 canaux développé dans
la partie suivante, la véracité de la formule de Bosma pour la prédiction des fac-
teurs g. Nous montrons également la nécessité d’inclure le facteur de bruit des
préamplificateurs ainsi que les pertes associées aux circuits de découplage haute
impédance et d’adaptation de bruit (Figure D-2). Enfin, en utilisant un réseau 32 ca-
naux développé précédemment à NeuroSpin (appelé "Avanti2"), nous montrons
qu’il est possible de réduire la corrélation de bruit en utilisant des préamplifica-
teurs réalisant un transfert maximal de puissance (Figure D-3).

Cette étude nous permet de proposer une routine de simulation du RSB et
des facteurs g, basée sur la formule de Bosma. Le processus prend en compte les
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pertes dans les circuits d’adaptation ainsi que les facteurs de bruit des préamplifi-
cateurs. Nous utilisons cette routine dans les chapitres suivants.

Figure D-1 : Comparaison des modèles de calcul de la matrice de covariance debruit. Nous évaluons le SNR et le facteur g dans le cas de quatre boucles chevau-chées et nous faisons varier leur distance par rapport au fantôme.
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Figure D-2 : Démonstration de l’intérêt de la prise en compte des facteurs de bruitet des pertes dans le circuit pour obtenir des facteurs g cohérents avec la mesure.

Figure D-3 : (A) Modèle de l’antenne Avanti2 32 canaux à 7 T, utilisant des préam-plificateurs 50 Ω adaptés ; le réseau est constitué d’une combinaison de boucleset de dipôles. Le découplage des éléments est effectué avec des éléments passifs[Avdievich, 2013]. (B) Simulation de la matrice S du réseau, montrant une bonneadaptation d’impédance sur la diagonale. (C) Simulation de la matrice de corré-lation de bruit en utilisant la formule de Bosma. (D) Mesure expérimentale de lamatrice de corrélation de bruit.
Une antenne 32 canaux à 7 T faite de boucles imprimées par
fabrication additive
Il est avantageux d’avoir une conformité parfaite entre simulation et mesure afin
de pouvoir optimiser l’antenne a priori. Pour parvenir à cette fin, il est nécessaire
de reproduire fidèlement ce qui a été simulé. La méthode classique pour former
des boucles en trois dimensions consiste à utiliser du fil de cuivre et à lui don-
ner la forme désirée. Or, cette tâche devient complexe et fastidieuse dans le cas
d’une antenne à nombreux canaux de réception. Pour palier ce problème, nous
proposons d’imprimer les boucles en cuivre pur directement via la technique de
fusion par faisceau d’électrons. A travers des simulations électromagnétiques et
l’impression d’un échantillon de test, nous montrons que les performances sont
similaires à du fil de cuivre, bien que l’état de surface des pièces imprimées soit
assez rugueux.

Les boucles sont imprimées en une ou deux parties suivant leur taille (Figure
D-4). Aucun traitement de surface n’est appliqué. La section des boucles est en "U"
pour les deux raisons suivantes :
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Figure D-4 : (A) Petites boucles imprimées en un seul tenant (haut), grandesboucles imprimées en deux parties (bas). (B) Vue rapprochée montrant la sectionde la boucle et l’état de surface rugueux des pièces produites. (C) Opération visantà couper les boucles afin d’y insérer des capacités pour régler la fréquence. (D)Montage des boucles sur le casque de réception.
– Les faire résonner à la fréquence de Larmor du proton à 7 T (297.2 MHz) : les
boucles sont coupées à intervalles réguliers afin d’y insérer de petits circuits
imprimés sur lesquels un condensateur est soudé. Cela permet également
de conserver la géométrie de la boucle en sertissant les pièces.

– Faciliter lemontage sur le casque. Ce dernier possède de petits plots qui sont
destinés à accueillir les boucles.

La reproductibilité des boucles était satisfaisante même s’il a été noté que les va-
riations relatives de dimensions entre boucles sont d’autant plus importantes que
les boucles sont grandes.

L’architecture de l’antenne se compose de deux couches : une couche interne
constituée de petites boucles afin de maximiser le SNR à la surface du cerveau
et une couche externe faite de grandes boucles ayant pour dessein d’améliorer
le SNR dans les zones plus profondes (Figure D-5). Les éléments sur une même
couche ne sont pas chevauchés et les éléments inter-couches sont chevauchés
mais sans prêter attention à leur découplage par annulation de l’inductance mu-
tuelle. Nous nous reposons uniquement sur le découplage par préamplificateur
haute-impédance. Nous construisons ces derniers non seulement pour avoir une
marge de flexibilité quant à leur optimisation, mais aussi afin d’utiliser les para-
mètres de bruit qui sont disponibles dans la fiche technique du transistor choisi.
Cela nous permet d’inclure le facteur de bruit dans notre simulation. Les préam-
plificateurs construits délivrent des performances similaires à ceux du commerce.
Toutes les boucles sont tunées a priori, et les préamplificateurs directement connec-
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Figure D-5 : Antenne M-One 32 canaux. (A) Modèle du réseau de réception pourla simulation électromagnétique. (B-C) Antenne finale construite avec les bouclesimprimées par fabrication additive et les préamplificateurs haute-impédance.

tés à l’entrée des boucles via un connecteur MCX. Aucune itération n’est effectuée
dans le réglage de la boucle ou des préamplificateurs.

Nous comparons les résultats expérimentaux avec la simulation et avec les
mesures d’une antenne commerciale 32 canaux de référence produite par l’entre-
prise Nova Medical (Wilmington, USA) (Figure D-6). La simulation et les mesures
sont effectuées avec le même fantôme anthropomorphique constitué de PVP (Po-
lyvinylpyrrolidone) [Ianniello, 2018]. Le RSB mesuré est conforme à la simulation.
Nous obtenons un RSB moyen similaire à l’antenne commerciale dans la partie
postérieure du cerveau, et inférieur dans la partie antérieure. Ceci s’explique par
les dimensions plus importantes du casque de notre antenne : 2 cm plus large (di-
rectiondroite-gauche) et 1 cmplus long (direction antero-postérieure). Enmoyenne
dans la tête du fantôme, le RSB pour l’antenne proposée est à 82% de celui de
l’antenne Nova. En ce qui concerne les facteurs g, nous obtenons là encore une
excellente concordance entre simulation et mesure. Bien qu’en moyenne et au
maximum, les facteurs g soient similaires entre les deux antennes, la distribution
est différente. Nous observons une légère amélioration moyenne avec notre an-
tenne pour des accélérations importantes dans le plan transversal, et à l’inverse,
une augmentation du facteur g pour des accélérations dans le plan sagittal. Ceci
s’explique par le fait que nous ayons plus d’éléments de réception dans la direction
droite-gauche, au contraire de la segmentation dans la direction pied-tête où la
Nova possède quatre rangées quand nous n’en possédons que trois. Nous avons
pu tester notre antenne in-vivo en mode SAR restreint [Dudysheva, 2022], démon-
trant une bonne qualité d’image.
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Figure D-6 : Résultats de simulation et expérimentaux de l’antenne M-One 32 ca-naux. Nous comparons le RSB et les facteurs g pour des accélérations importantesdans les trois dimensions avec l’antenne commerciale Nova. Les chiffres en des-sous des cartes de facteurs g correspondent respectivement au facteur g mini-mum et maximum sur cette coupe. Les résultats expérimentaux coïncident avecla simulation.

Un bonnet pour l’exploration des lobes temporaux à 11,7 T
Comme nous ne disposons pour l’instant que de 32 canaux de réception, l’idée
vint de se focaliser uniquement sur une zone cérébrale afin de maximiser le RSB
dans cette région. L’étude des lobes temporaux est d’intérêt pour les neuroscien-
tifiques car il s’agit d’une zone impliquée dans la production du langage et de sa
compréhension. La solution la plus évidente pour parvenir à booster le RSB dans
cette zone consiste à rapprocher le plus possible les éléments de réception, ce qui
est aussi potentiellement bénéfique pour les facteurs g. Aussi, puisque cette zone
n’est grande que de quelques centimètres, les boucles doivent êtres petites. Les
boucles doivent également être robustes vis-à-vis de la charge, les têtes pouvant
être de tailles très différentes entre sujets. Nous proposons donc d’utiliser des
boucles dites haute-impédance, qui, d’après la littérature sur le sujet, présentent
une capacité de robustesse plus intéressante que des boucles classiques. Le prin-
cipe consiste à former des boucles avec des structures coaxiales, créant une capa-
cité distribuée entre les conducteurs interne et externe.

Dans le même esprit que pour le chapitre précédent, nous souhaitions direc-
tement imprimer les boucles sans nécessité de devoir les former à la main. C’est
pourquoi nous nous sommes tournés vers la technologie stripline, qui est faci-
lement imprimable via les techniques actuelles d’impression multi-couches. La
boucle est de formehexagonale avec une dimensionmaximale de 44mm (si l’hexa-
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Figure D-8 : Modèle de simulation du réseau de réception 11,7 T. Les 32 bouclessont placées au plus proche de la tête, sur un bonnet en néoprène, afin de couvrirles lobes temporaux.
gone était circonscrit dans un cercle, ce dernier aurait un diamètre de 44 mm) et
une épaisseur de 0.8 mm. Elle est imprimée en technologie Rogers, qui présente
l’avantage, comparé au FR4 (epoxy), d’avoir des pertes dix fois inférieures. Les pré-
amplificateurs sont construits par nos soins, en essayant de réduire au maximum
leur taille avec la technologie d’impression multi-couches (Figure D-7). Les perfor-
mances sur le banc sont similaires à une technologie basse impédance associée
à un préamplificateur adapté 50 Ω pour une position donnée, tout en ayant une
meilleure robustesse vis-à-vis de la position par rapport à la charge (variation de
RSB moins importante dans le cas des boucles haute-impédance).

Figure D-7 : Boucle et préamplificateur du réseau de réception à 11,7 T. La taille mi-nimale du préamplificateur permet d’obtenir un système compact et modulable.
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Le réseau de réception 32 canaux est simulé et comparé par rapport aux résul-

tats de l’antenne M-One à 7 T (Figure D-8). Afin de prendre en compte le gain de
signal lié à l’augmentation du champmagnétiqueB0 (qui n’est pas représenté dans
ces simulations électromagnétiques), nous multiplions les cartes de sensibilité ob-
tenues à 499.4 MHz (correspondant à 11,7 T) par un facteur de (11, 7/7)2 = 2, 79.
Dans ces simulations, nous ne prenons pas en compte les préamplificateurs et
leurs circuits, afin de pouvoir dissocier clairement le gain apporté par des éléments
proches de l’échantillon et de plus petite taille, des gains ou pertes liés à l’électro-
nique.

Figure D-9 : Comparaison du RSB et des facteurs g entre l’antenne 11,7 T dédiéeaux lobes temporaux et l’antenne 7 T cerveau entier. Le RSB du réseau à 11,7 Test multiplié par un facteur 2.79 comparé au réseau à 7 T afin de tenir compte dugain de signal lié à l’augmentation de B0. En périphérie, on note un gain de RSBallant jusqu’à un facteur six. Contrairement à l’antenne M-One, il semble possiblede réaliser des accélérations très importantes avec l’antenne bonnet à 11,7 T.
La comparaison de RSB est très favorable à l’antenne à 11,7 T. On observe un

gain allant jusqu’à un facteur six en périphérie du cerveau par rapport à l’antenne
M-One à 7 T ; même au centre du cerveau, le RSB est similaire. Les facteurs g pré-
sentés pour des accélérations importantes montrent une amélioration substan-
tielle. En effet, là où il était irréaliste d’acquérir des données avec une accélération
d’un facteur six dans la direction antero-postérieure ou trois dans la direction pied-
tête avec l’antenne M-One, cela devient possible avec l’antenne bonnet 11,7 T.

Pour l’antenne finale, du velcro est cousu sur le bonnet en néoprène, et du
velcro adhésif est placé sous les éléments de réception. Ainsi, on obtient une an-
tennemodulable où les éléments de réception pourraient être disposés librement
en fonction de la zone d’intérêt choisie. Nous comparons notre antenne à une an-
tenne 32 canaux pour le cerveau entier à 11,7 T [Amadon, 2023], qui délivra les pre-
mières images in-vivo à ce champ. L’évaluation du RSB sur fantôme anatomique
démontre un gain moyen d’un facteur 1,7 dans les lobes temporaux.
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Figure D-10 : (Gauche) Antenne finale composée de 32 boucles de réception hauteimpédance. (Droite) Comparaison (sur fantôme) du RSB délivré par l’antenne bon-net et par une antenne 32 canaux cerveau entier.

Conclusion
Au cours de cette thèse, nous avons développé deux antennes pour l’IRM du cer-
veau humain à très haut champ. Tout d’abord à travers une étude fondamentale,
nous avons proposé une routine de simulation permettant de prédire les per-
formances d’une antenne en termes de RSB et de facteur géométrique. Ensuite,
en se basant sur la simulation, l’antenne construite à 7 T permit de démontrer
la possibilité de construire des antennes en se reposant uniquement sur le dé-
couplage par préamplificateur haute-impédance, sans besoin de chevaucher les
boucles demanière optimale. A travers l’impression de boucles en fabrication addi-
tive, nous avons démontré que ce processus était viable pour les réseaux à nom-
breux canaux de réception. Les résultats expérimentaux de cette antenne sont
proches d’une antenne commerciale de référence. Enfin, nous avons constuit une
antenne 32 canaux pour l’exploration des lobes temporaux à 11,7 T. Les simula-
tions montrent un gain substantiel en RSB et une amélioration des facteurs géo-
métriques par rapport à l’antenne développée à 7 T pour le cerveau entier. La
validation expérimentale des performances d’une boucle est conforme aux prédic-
tions et montre l’intérêt des boucles haute-impédance comparé à la technologie
standard. Les premières expériences du réseau complet sur fantômemontrent un
gain d’un facteur 1,7 dans les lobes temporaux, comparé à une antenne cerveau
entier à 11,7 T.

✽ ✽ ✽

✽ ✽

✽
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