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Titre: Effets de la fidélité dans les simulateurs de réalité virtuelle sur l’apprentissage des compétences

techniques en chirurgie
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Résumé: La réforme des études médicales en

France réserve une place importante à la simula-

tion dans la formation des professionnels de santé.

Dans ce contexte, les simulateurs en réalité virtuelle

peuvent jouer un rôle important. Cependant, la

fidélité de ces systèmes reste une question ouverte

avec un manque de lignes directrices pour déter-

miner les niveaux appropriés de leur fidélité pour

une formation efficace. Dans cette thèse, nous nous

intéressons à la fidélité des simulateurs immersifs

pour l’apprentissage des compétences techniques

en chirurgie. Plus particulièrement, nous cherchons

à comprendre comment la fidélité des interactions

et artefacts pourrait affecter l’efficacité de certaines

tâches effectuées dans le simulateur. Sur le plan

théorique, nous proposons une articulation des no-

tions de fidélité des simulateurs à travers un mo-

dèle basé sur les différents composants de la fidélité

identifiés dans notre revue de littérature, et des dif-

férentes interfaces et interactions utilisées dans les

simulateurs virtuels pour la formation des compé-

tences techniques. Deux études expérimentales ont

été réalisées pour explorer les facteurs de la fidélité

du simulateur associés à une tâche de navigation et

à une tâche de manipulation d’un outil et leurs im-

pacts sur l’apprentissage de deux gestes techniques

en réalité virtuelle. Les résultats montrent que des

techniques d’interaction et artefacts du simulateur

avec une fidélité modérée peuvent supporter la réa-

lisation de tâches secondaires pour une formation

efficace. Les concepteurs des simulateurs virtuels

peuvent s’appuyer sur les recommandations issues

de nos travaux afin d’éviter d’inclure certains dis-

positifs et composants de la fidélité qui peuvent être

encombrants et coûteux sans avoir un réel impact

sur l’efficacité de ces simulateurs.

Title: Effects of fidelity in virtual reality simulators on learning technical surgical skills

Keywords: Human Computer Interaction, Virtual Reality, User Centered-Design, Surgical

Simulation, Simulator Fidelity, Motor Skills Training

Abstract: The reform of medical studies in France

attributes an important role to simulation in health-

care professionals’ training. In this context, virtual

reality simulators can be very useful. However, the

fidelity of these systems remains an open question

with a lack of guidelines for determining their appro-

priate levels of fidelity to support effective training.

In this thesis, we are interested in the fidelity of im-

mersive simulators for the training of technical skills

in surgery. More particularly, we investigate how the

fidelity of interactions and artifacts to perform cer-

tain tasks in the simulator could affect the efficiency

of these systems. From a theoretical perspective, we

propose an articulation of the concepts of simulator

fidelity through a model based on the various fidelity

components identified in our literature review, and

the various interfaces and interactions used in vir-

tual simulators for the training of technical skills.

Two experimental studies were conducted to explore

the factors of simulator fidelity associated with a nav-

igation task and a tool handling task and their im-

pacts on the learning of two technical skills in virtual

reality. The results show that the simulator’s interac-

tion techniques and artifacts with a moderate fidelity

can support the completion of secondary tasks for

effective training. The designers of virtual simulators

can rely on the recommendations resulting from our

work in order to avoid including certain devices and

fidelity components, which can be cumbersome and

expensive without a real impact on the efficiency of

these simulators.
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Introduction

***

Context

This thesis is in the field of Human-Computer Interaction (HCI) and Virtual Reality (VR). It

aims to improve virtual surgical simulators’ design from the simulator fidelity perspective

by proposing recommendations based on theoretical considerations and supported by

experimental studies.

This work was carried out at the “Informatique, BioInformatique & Systèmes Com-

plexes” (IBISC) Laboratory, within the “Interaction, Réalité virtuelle & Augmentée, Robo-

tique Ambiante” (IRA2) team.

The thesis was funded by the French “Ministère de l’Enseignement Supérieur et de

la Recherche” (doctoral scholarship). The equipment used in this project was partially

funded by Genopole and the “Paris Ile-de-France” Region in the context of the VR Skills

Lab research project. This project aims to improve the design of virtual reality surgical

simulators to guarantee effective training. More particularly, my thesis work consisted of

investigating how the concept of fidelity can influence the design of such simulators.

Therefore, starting from concrete situations, the idea was to determine which interactions

and artifacts need improvement. Based on that, design decisions were taken, and experi-

mental studies were used to determine the impact of these interactions and artifacts on

performance and learning outcomes. Based on the results, design recommendations were

built. This work will ultimately shed light on the fundamental needs that must be met to

support the use of virtual reality technology in surgical simulators.

Motivation

A global estimation on surgery procedures shows that about 234 million major surgical

operations are performed annually worldwide, from which almost 7 millions result in
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complications and 1 million in deaths (Weiser et al., 2008). In Europe, the mortality rate

of patients who undergo surgery was estimated to 4% for non-cardiac surgery (Pearse

et al., 2012). One of the reasons for patient mortality is attributed to adverse events, which

are unexpected consequences of the provided treatment rather than the disease itself

(Kohn et al., 2000). Between 39.6% and 54.2% of adverse events happen in the operating

room, which may derive from surgical errors, such as tissue damage or wrong instrument

handling by the surgeon (Fecso et al., 2017). This information raises the importance of

training technical skills in surgery (Kneebone Roger, 2003).

A technical skill refers to “any psychomotor action or related mental faculty acquired

through practice and learning pertaining to a particular craft or profession” (Agha et al.,

2015). The achievement of automaticity characterizes expertise in technical skills, mean-

ing that, as expertise is gained, the type of processing performed by the operator moves

from controlled processing (slower and demanding in terms of cognitive effort) to au-

tomatic processing (fast and performed with little conscious attention) (Dargar et al.,

2015).

Traditional methods for training surgical technical skills followed Halsted’s appren-

ticeship model (Halsted, 1904): “see one, do one, teach one”, where trainees learn by

observation of experts and training on real-patients and animals (in-vivo), or cadavers

(ex-vivo). However, this approach raises ethical concerns (Balcombe, 2004; Coles et al.,

2011) and patient-safety issues (Akhtar et al., 2014; Coles et al., 2011). To limit these issues,

a new model based on practicing on simulators (Rodriguez-Paz et al., 2009; Vozenilek

et al., 2004): “see one, practice safely, do one, teach one” emerged over the past years as a

credible alternative approach. In this context, the US has been the first country to develop

medical simulation centers (McGaghie et al., 2010) to train healthcare professionals before

being exposed to patients. Other English-speaking countries widely followed them. In

2012, the French HAS (“Haute Autorité à la Santé”) published a report whose conclusion

was “never the first time on a patient” with substantial consequences in terms of training

methods. As a result, in 2017, a new reform of the medical curricula emerged (JORF, 2017),

which imposes an evolution of traditional education models and the strengthening of

the role of simulation for training healthcare professionals. Therefore, developing new

and innovative simulation-based training techniques and programs become an actual

need and an emergency.

Simulation can be defined as “the technique of imitating the behavior of some situ-

ation or process by means of a suitably analogous situation or apparatus, especially for

the purpose of study or personnel training” (Bradley, 2006). Physical part-task trainers,

designed to replicate only a part of the environment (Forsslund et al., 2011), and integrated
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simulators that combine a manikin with sophisticated computer controls (Maran and

Glavin, 2003) are commonly used to train technical, procedural or psychomotor skills.

Some inconveniences related to these types of simulators reside in the costs associated

with consumables, which increase the annual training cost (Orzech et al., 2012), and the

need for a teacher/evaluator to be present to ensure the correct execution of the task and

to provide the necessary feedback to the student (Arikatla et al., 2013).

More recently, virtual reality technologies started gaining momentum in simulation-

based training by allowing clinicians to practice their skills before performing real pro-

cedures. These systems provide a cost-effective (Balcombe, 2004; Chellali et al., 2016),

controlled environment (Buckley et al., 2012), with objective measurement tools (Satava,

2001). They allow different scenarios configuration (Ullrich and Kuhlen, 2012), where

students can train and repeat the exercises until reaching the level of proficiency required

to perform the procedure on a real patient (Buckley et al., 2012).

To summarize, technical skills training on simulators is important in order to reduce

surgical errors. The use of virtual reality simulators stands as a suitable and advantageous

tool to train practitioners. However, to allow the acquisition of technical skills on these

systems, effective interfaces should be designed, which remains a challenge.

Research problematic

The knowledge learned during training must be transferred to the real world setup, and

this is, indeed, the primary key to determine the effectiveness of a virtual reality simulator

(Liu et al., 2008; McElhinney et al., 2012). It has been shown that the knowledge transfer

is enhanced when the training environment and the real world are closely matched

(Hamblin, 2005). This introduces the concept of the fidelity of a simulator, which can be

defined as “the similarity between the knowledge taught in a simulator to the one used in

the real-world environment” (Stoffregen et al., 2003). In this line, it would be reasonable

to think that if both, virtual and real systems, cannot be distinguished, then the transfer of

knowledge is guaranteed. However, true fidelity is far into the future due to technology

not yet being ready to accomplish full realism (Stoffregen et al., 2003). Moreover, there

is a high cost associated with existing high-fidelity simulators. On the other hand, some

low-fidelity systems have been shown to be sufficient for efficient training (Chellali et al.,

2016; Kim et al., 2003). Nevertheless, there is still a lack of guidelines on how to achieve

the appropriate levels of fidelity for surgical simulators.

The research problem of this Ph.D. thesis is how to design and implement effective

user interfaces and interactions for virtual reality simulators to train technical skills
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in the surgical domain. In order to tackle this issue, the objective of this work is to study

virtual reality surgical simulators from both the simulator fidelity and interaction design

points of view in order to draw design guidelines for such systems.

Approach

By following an iterative design approach (Maguire, 2001), we first studied existing surgical

simulators to analyze the tasks to be trained as well as the interactions and artifacts

necessary to accomplish effective training and ensure the transfer of skills to the real

world.

In addition, we identified different components of simulator fidelity to elaborate a

generic model that allowed us to classify the components of surgical simulators based on

this fidelity concept.

Particular use-cases about two simulator components were then identified to design

the appropriate interaction techniques and interfaces to perform them in virtual real-

ity, evaluate them through user studies, and extract design guidelines that can then be

generalized to other surgical simulators.

Manuscript organization

This thesis manuscript is divided into two main parts:

• The first part presents the study of existing surgical simulators and prototypes with a

focus on the user interactions developed for them, as well as bibliographic research

on the simulator fidelity concept.

• The second part presents the two main case-studies that we have conducted, the

user’s head movement for navigating in a needle insertion VR simulator and the

user’s hand movement visualization in an immersive tool-based motor skills VR

simulator.

In chapter 1, we introduce technical skills training in surgery. We present a state of

the art of existing VR surgical simulators and the associated design challenges. We also

present how interactions are provided for these systems and where the focus is made.

Indeed, most surgical simulators focus only on the main task to train, whereas secondary

interactions might have an impact on the users’ performance of the primary task and also

on skills transfer.
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In chapter 2, we present the concept of simulator fidelity and discuss the related

existing frameworks. Indeed, while being studied for a long time, simulator fidelity has

recently gained importance in the design of VR simulators. Moreover, depending on the

application domain, different aspects of fidelity may have more or less relevance and/or

impact on the design of effective virtual simulators. Although many researchers are

making contributions to study the effects of some simulator fidelity components, it is not

easy to generalize the results since the contexts, domains and tasks explored are numerous

and sometimes completely different. Based on that, we present our contribution to extend

and adapt an existing fidelity framework.

In chapter 3, we present our first case-study, a needle insertion prototype in VR. The

first aspect we focus on in this work is how the interaction fidelity of secondary tasks (nav-

igation) might impact the user’s performance on the primary (needle insertion) task. For

this purpose, we present two navigation techniques whose design is based on the analysis

of actual needle insertion tasks. We then present a classification of their interaction fidelity

levels through the state of the art framework (FIFA). Finally, we present two user studies

carried out to compare them. The results of these studies indicate that a high-fidelity

navigation technique is not required to perform the needle insertion task. A moderate nav-

igation technique, which design rationale is based on observing real procedures, permits

users to reach similar accuracy performance as the higher fidelity technique but faster,

with fewer errors and higher safety. Finally, the system obtained a good usability score, as

evaluated subjectively by users, supporting the design choices made for this system.

In chapter 4, we present the second case-study, a tool-based motor skill simulator in

immersive VR. In the second part of the thesis, we explore how another fidelity aspect of

the simulation, i.e., the user’s hand control and representation, might influence the users’

training of the primary motor task and the transfer of skills to the real-world setup. We

present the design and implementation of two prototypes, an immersive VR simulator and

a physical prototype, of a tool-based pick, transfer and place task. We also detail the two

user studies, i.e., a validation and a longitudinal study, to determine the impact of user’s

hand movement visualization (kinematic fidelity) on performance, training outcomes,

and skill transfer. The first study results indicate that the users reached an equivalent task

performance regardless of the hand representation condition. This suggests that a high

fidelity of the user’s hand representation does not impact the user performance in the tool-

based pick, transfer and place task. In addition, the longitudinal study shows that users

improve their performance after a two-week training period in the VR simulator, regardless

of the training condition (visualization/absence of the virtual hand), when compared to

a control group. On the one hand, this confirms that training in a VR simulator allows
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users to improve their performance as compared to no training. On the other hand, the

results indicate that hand representation fidelity does not impact the learning curve of

tool-based technical skills in the VR system. Finally, although the system was rated with a

good usability score by the users, only a small transfer of skills to the real-world task is

observed, regardless of the hand representation condition. This reveals a need to continue

improving the VR simulators’ user interface to ensure skills transfer to the real world.

Finally, the conclusion recapitulates the contributions of this thesis work, assesses the

potential impact on the design of surgical virtual reality simulators, and speculates on the

future directions of our research work in this area.
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Surgical simulators

***

Medical training has evolved in the past decades addressing the safety and ethical issues

associated with previous paradigms. Nowadays, there is a growing interest in training

through simulators.

This chapter introduces and defines the main concepts related to our study object:

virtual reality (VR) simulators for learning technical surgical skills, commonly referred to

as VR medical trainers. We present and also discuss the current state of the art of surgical

simulators, with a strong focus on virtual reality trainers. After identifying some of the

current issues related to the design of those systems, we present our research methodology

based on the interaction design and simulator fidelity approaches.

Finally, we discuss the general interaction tasks involved in designing and evaluating

these virtual reality simulators, and analyze surgical VR simulators by focusing on these

interaction tasks to identify the research gaps in this domain.
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1.1 The characteristics of surgical skills

It is important to distinguish between two different types of knowledge, the “declarative”

and the “procedural” knowledge. The declarative knowledge “concerns knowing facts,

theories, events and objects” (Jiamu, 2001). On the other hand, the procedural knowledge

is “knowing how to do something, which includes motor skills, cognitive skills, and cogni-

tive strategies” (Jiamu, 2001). In other words, when the learner needs to know something

static, such as the anatomy of the human body, it refers to declarative knowledge. In

contrast, when the learner is required to know how to do something, such as the steps to

intubate a patient or perform the actual intubation, it refers to procedural knowledge. As

mentioned before, procedural knowledge encompasses motor skills as well as cognitive

skills and strategies. Therefore, it is important to distinguish between learning how to

perform a surgical procedure (i.e., the steps to follow) and the actual execution of the

procedure. Indeed, practitioners first need to learn the different steps to perform, get to

know the tools they are going to employ and how to wear/manipulate them, and then

learn to perform the different parts of the procedure (specific gestures, movements and

actions), to finally combine all into a whole procedure.

In this thesis, the focus is made on surgical skills. For those skills, two main procedural

skills to train can be identified, technical and non-technical skills. In this work, the

focus is more particularly made on technical skills. These skills are defined as “any

psychomotor action or related mental faculty acquired through practice and learning

pertaining to a particular craft or profession” (Agha et al., 2015). More specifically, we

concentrate on the motor skill component of this type of knowledge and not on the

procedure needed to perform or the cognitive aspects required during the task. For this

type of skill, proceduralization is particularly desirable. Indeed, a complex technical skill

can be subdivided into shorter and simpler tasks to train.

Technical surgical skills are complex by nature. Even the most basic tasks, such as

suturing, will require several skills such as precision, bimanual dexterity, hand-eye coordi-

nation, and force control. During this task, clinicians need to safely manipulate the tools

while controlling the applied forces and looking at the tissue and structures. This makes

learning these skills complex and highlights the need to design adapted tools to support

this learning process.

Conclusions on surgical skills characteristics

Human knowledge is divided into two different components. In this thesis, we will mainly

focus on the technical skills component necessary to perform surgical procedures. These
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skills are complex and require practice before being mastered. In the following section,

we will expose the existing models for learning these skills.

1.2 Learning models for surgical skills

The two types of knowledge presented above imply different learning processes. On

the one hand, basic declarative knowledge units are learned relatively easily and can be

modified (or reorganized) quickly (Jiamu, 2001). On the other hand, procedural knowledge

can only be acquired slowly, but once automated, it is tough to modify (Jiamu, 2001). The

mastery of this type of skill “depends on the ability to perform it unconsciously with

speed and accuracy while consciously carrying out other brain functions” (Bloom, 1986).

Indeed, motor skills can be performed unconsciously with great speed and accuracy only

when reaching the highest level of automaticity, allowing the practitioners to focus their

attention on the other factors of the procedure.

Traditional methods for training surgical technical skills followed Halsted’s appren-

ticeship model (Halsted, 1904): “see one, do one, teach one”, where trainees learn by

observation of experts and by training on real-patients and animals (in-vivo), or cadavers

(ex-vivo). However, this approach raises ethical concerns (Balcombe, 2004; Coles et al.,

2011) and patient-safety issues (Arikatla et al., 2013; Coles et al., 2011).

To limit these issues, a new model based on practicing on simulators (Rodriguez-Paz

et al., 2009; Vozenilek et al., 2004): “see one, practice safely, do one, teach one” emerged

over the past years as a credible alternative approach. In this context, the US has been

the first country to develop medical simulation centers (McGaghie et al., 2010) to train

healthcare professionals before being exposed to real patients. Other English-speaking

countries widely followed them. In 2012, the French HAS (“Haute Autorité à la Santé”)

published a report whose conclusion was “never the first time on a patient” with sub-

stantial consequences in terms of training methods. As a result, in 2017, a new reform of

the medical curricula emerged (JORF, 2017), which imposes an evolution of traditional

education models and the strengthening of the role of simulation for training healthcare

professionals.

Simulation has been defined as: “The technique of imitating the behavior of some

situation or process by means of a suitably analogous situation or apparatus, especially

for the purpose of study or personnel training” (Bradley, 2006). One of the first significant

events in medical simulation history is the Resusci-Anne manikin simulator developed

in 1960 (Cooper and Taqueti, 2004; Grenvik and Schaefer, 2004). It was designed for

the practice of mouth-to-mouth breathing and later evolved to incorporate a spring
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in the chest for the practice of cardiopulmonary resuscitation. Since then, simulation

has improved, and new technologies are being integrated to support simulation-based

medical skills learning.

Conclusions on surgical skills learning models

To overcome the issues related to the traditional methods for learning surgical skills, simu-

lation evolves as a reliable and promising model. The ultimate goal of surgical simulation

is to improve patients’ outcomes by allowing residents to train and test their surgical

performance in a safe and standardized environment, ensuring surgical competence

before performing live procedures on patients.

In the next section, we present a review of surgical simulators, which are being used to

master technical skills in this domain.

1.3 Classification of surgical simulators

Simulation provides a safe, educational environment. It allows novices and experts to

practice and develop their skills, knowing that mistakes carry no penalties and that no

harm can be made to patients. It also allows learners to set their own pace, facilitating

on-demand learning, allowing repetitions, generating different tasks and scenarios, and

providing automatic feedback. Furthermore, it enhances standards against which learners’

performance can be compared, helping to better identify the educational needs (Bradley,

2006).

Simulators are designed to reproduce some aspects of the working environment, which

can vary from replicating a single aspect of a task to the recreation of the entire working

environment, such as the operating theater.

Maran and Glavin (2003) propose a classification system for medical simulators:

• Computer-based systems

• Simulated patients

• Simulated environments

• Integrated simulators

• Part-task trainers

• Virtual reality and haptic systems
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1.3.1 Computer-based systems

Computer systems are used to model aspects of human physiology, pharmacology, or sim-

ulated tasks and environments. The interaction is acquired through a computer interface,

and the focus of learning is on using the information to make treatment decisions and

observe their results. An example of this type of medical simulator is the Gas-Man system

(Med Man Simulations, Inc., Boston, MA) (Simulations, 2018), which is a pharmacological

modeling program that allows the user to train for anesthesia dosage (see Figure 1.1a).

These simulators are useful for acquiring basic skills concerning treatment decisions by

observing the results in action. They are relatively inexpensive and allow for independent

learning. However, they are limited to only presenting decisions and actions through

a computer interface, not allowing the experience of realistic situations and complex

procedures.

1.3.2 Simulated patients and simulated environments

The simulated patient is a professional actor trained to present a clinical case and some-

times to mimic physical signs, or can be a patient previously trained to present the medical

history (i.e., facts and symptoms) in a reliable manner. They are commonly used to train

communication skills (Bradley, 2006).

Simulated environments refer to the recreation of an environment in which the clin-

ical activity will occur (e.g., an operating theater). They expect to increase the learner’s

engagement and are commonly used for team training, allowing learners to examine their

roles within a team (Maran and Glavin, 2003).

These simulation types are more related to non-technical skills (e.g., communication,

decision-making, team management, and leadership) and are time-consuming. They

usually involve debriefing sessions with instructors and require the coordination of a

whole team and a dedicated operating room.

1.3.3 Integrated simulators

Integrated simulators combine a manikin with sophisticated computer controls in order

to provide some physiological parameter outputs. These outputs can be physical (e.g.,

pulse rate and respiratory movements) or electrical (e.g., monitor readouts).

The earliest of this type of simulators is the Sim One simulator, developed by Abraham-

son and Denson in the late 1960s (Abrahamson et al., 2004). This manikin’s main features

are breathing, heartbeat, temporal and carotid pulse, and blood pressure. It responds to
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intravenously administrated drugs and gas administration, and the physiologic responses

are rendered in real-time through a computer program. More recently, the SimMan sim-

ulator (Laerdal Medical, Stavanger, Norway) (Medical, 2018) has become available at a

much lower cost (see Figure 1.1b).

On the one hand, these simulators allow the learners to train in pre-configured scenar-

ios with realistic models and outcomes. Both technical and non-technical skills are put

into practice under stressful simulations. On the other hand, most of these simulators are

relatively expensive in terms of purchasing the simulator and the associated running costs.

Because of this, they are located in specialized centers. Some less expensive simulators

exist, with limited computer programs. Finally, a debriefing session is required to provide

feedback on the learner’s performance.

1.3.4 Part-task trainers

Part-task trainers are designed to replicate only some aspects of the environment. They

are commonly used to train technical and psychomotor skills, such as bimanual dexter-

ity, suturing, tissue dissection, eye-hand coordination, catheterization, cannulation, or

venepuncture (Forsslund et al., 2011).

These simulators can mainly be divided into physical trainers and virtual reality train-

ers (virtual reality examples will be discussed later in section 1.5).

In general, physical trainers incorporate synthetic models of tissue and organs and use

real instruments for interacting with them. The objective is to master specific individual

motor skills or subtasks of a whole surgical procedure. Once mastered, those skills can

then be combined in order to perform the full procedure.

An example of a physical part-task trainer is the Fundamentals of Laparoscopic Skills

(FLS) box-trainer, which consists of five standard tasks: the peg transfer, the pattern

cutting, the ligating loop, and intracorporeal and extracorporeal suturing (Fried et al.,

2004) (see Figure 1.1c). This system has been validated and adopted in North America as

the standard for training and assessing basic psychomotor skills needed in laparoscopic

surgery (Palter, 2011; Pitzul et al., 2012; Skinner et al., 2013; Valdivieso and Zorn, 2014).

To summarize, part-task trainers allow training several basic skills separately to in-

clude them in a complex full procedure. Besides, physical part-task trainers purchasing

is relatively inexpensive, allowing centers to acquire several simulators. However, the

consumables used in these simulators elevate the associated training cost. Finally, in-

dependent learning is possible, but no performance feedback is automatically provided,

requiring an instructor to be present for feedback communication.



1.3 Classification of surgical simulators | 31

(a) Computer-based system:
“Gas-Man”. (b) Integrated simulator: “SimMan”.

(c) Physical part-task trainers: Fundamentals of Laparoscopic Skills (FLS) box-trainer.

Fig. 1.1 Surgical simulators classification

1.3.5 Virtual reality and haptic systems

Virtual reality simulators use computer modeling and complex software to simulate a

part-task or a full procedure. These systems have physical interfaces, which may integrate

sensing instruments to obtain the user’s movements. The software is in charge of comput-

ing the changes happening within the model and rendering the correct response, which

can be visual, auditory, haptic, or multi-modal. These systems provide three dimensional

(3D) imaging to make the environment more realistic and intuitive. They can be provided

with real-time interactivity in the full 3D space. This allows the user to explore the model’s

representation from different viewpoints and to query specific or individual structures to

understand the model better while performing the task.

Some VR simulators integrate haptic (from the Greek word, “haptesthai”, which means

“related to the sense of touch” (Salisbury Jr, J. Kenneth, 1999)) feedback, producing in the

user the illusion of being in contact with the physical model. Based on the underlying neu-

ral inputs, the sense of touch can be divided into cutaneous (employs receptors integrated

in the skin), kinesthetic (employs receptors which are located in muscles, tendons, and

joints), and haptic systems (employs both cutaneous and kinesthetic receptors) (Wang

et al., 2014). Through haptic devices, the user can “feel” the patient representation in

addition to seeing it.

Virtual reality has proven to reduce risks to both medical students and patients by

allowing them to train in a controlled environment before the real practice (Buckley et al.,

2012). It also provides the objective measurement tool through which the evaluation

process can be quantified and validated (Satava, 2001), which is not the case with physical
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simulators, where a teacher/evaluator needs to be present to ensure that the task is

performed correctly, give feedback to the trainees and globally evaluate them (subjective

interpretation of the results).

1.4 Evaluation of surgical simulators

Satava et al. (2003) have proposed a taxonomy of metrics for evaluating surgical abilities

and skills. This taxonomy includes two concepts: validity and reliability.

Validity refers to accepting a test if it complies with five validation steps. Reliability

refers to the consistency of the results of a test if this test is performed multiple times. In

the following, we will focus more particularly on the concept of validity, which is usually

used to assess different aspects of surgical simulators. The five steps required to validate

a surgical simulator (Satava et al., 2003) are: face, content, construct, concurrent and

predictive validity.

Face validity (validity of appearance) is an aesthetic validation based on the appear-

ance of the simulated task interface and its difference with the real device. Content validity

assesses the accuracy and relevance of the content proposed by the simulator and is per-

formed by expert surgeons based on the detailed examination of the system content.

Construct validity aims to determine the system’s ability to differentiate a novice’s perfor-

mance from that of an expert. Concurrent validity determines whether the simulator is

similar to its competitors in the field. Prediction validity verifies that the performance

obtained on the simulator is similar to that of the real situation, i.e., whether the evaluated

trainee will have the same performance level in a real task.

Each validation step checks an essential aspect of the simulator, and by fulfilling all of

them, its complete validation is obtained.

Conclusions on surgical simulators classification and evaluation

To summarize, the leading simulators used for training technical surgical skills are part-

task trainers and VR-based simulators. Compared to physical simulators, VR-based simu-

lators are cost-effective. Indeed, most physical trainers are resource-intensive in terms

of consumables, which increases the annual training cost. Moreover, VR systems allow

exposing the user to many different scenarios and easily configuring different properties

of human bodies (Chellali et al., 2016). Finally, the users can train on a VR-based simulator

until they reach the target level of proficiency required to perform the procedure on a real

patient. As (Satava, 2001) summarizes: “The greatest power of virtual reality is the ability
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to try and fail without consequence to animal or patient. It is only through failure –and

learning the cause of failure– that the true pathway to success lies”.

However, although several studies have been performed on existing VR simulators

and prototypes (Ayodeji et al., 2007; Beyer et al., 2011; Duffy et al., 2005; Eriksen and

Grantcharov, 2005; Gallagher et al., 2001; Schijven and Jakimowicz, 2003; Sherman et al.,

2005; Van Dongen et al., 2007; Våpenstad et al., 2013; Zhang et al., 2008), a lack of formal

validation is observed, which limits the adoption of these systems in the training curricula.

Indeed, most of the works presenting construct validity of VR-based simulators are ques-

tionable in terms of power analysis (i.e., number of subjects and profiling), vague in terms

of system description (limiting the study replication), not unified in terms of performance

evaluation measures, and contradictory in their results findings (Våpenstad et al., 2013).

In addition, predictive validity studies are missing due to the ethical and patient safety

issues associated with this type of validation, i.e., it requires testing the transfer of skills

on real patients. Therefore, further evaluation of these systems is required to assess their

effectiveness as surgical trainers and to include them in the surgical education curricula.

Particular attention is required for assessing the transfer of skills to real-world tasks. The

concept of transfer will be further discussed in chapter 2.

The following section presents examples of existing research prototypes and commer-

cially available VR simulators for the surgical training to analyze later VR surgical technical

simulators from an interaction design perspective.

1.5 Examples of VR surgical simulators

Virtual reality for surgical training was first conceptualized by Reznick (1993), and a VR

surgical simulator was first described by Satava (1993) the same year. This simulator,

strongly inspired by the pilots’ training program, consisted of 3D images of the abdomen

organs and surgical tools. The virtual environment (VE) was displayed in a head-mounted

display (HMD), and simple interactions were provided through a data glove. No force or

tactile feedback was present (see Figure 1.2).

Since then, many VR surgical simulators have appeared, both as research prototypes

and as commercial products to be acquired and incorporated into the surgeon’s curricula.

Besides, with the appearance of VR technologies as a new training modality, the number

of works and strategies that focus on teaching and assessing surgical skills increased. In

the following sections, we present examples of different surgical and medical procedures

and the associated VR simulators. These examples were chosen because they are directly

related to the systems designed during this thesis work.
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Fig. 1.2 First surgical virtual reality simulator (Satava, 1993)

1.5.1 Minimally invasive surgery simulators

Minimally invasive surgery (MIS) requires surgeons to operate with special tools inserted

into the patient through small incisions. They manipulate the handles of these tools from

outside the patient without entering in contact with the diseased tissues or organs. In most

cases, without having a direct vision of the inside body situation (Cao et al., 1996). This

surgical procedure has many advantages for the patient, such as the avoidance of large

wounds, less postoperative pain, and faster recovery (Kim et al., 2003). However, it is more

demanding for clinicians, who do not have a direct vision while performing the procedure,

and who must learn to manipulate a variety of tools for each particular procedure. In this

context, a clinician is required to master several technical skills in order to perform MIS,

e.g., hand-eye coordination, tool handling/manipulation, grasping an object, tying a knot,

needle insertion, tissue dissection, cutting, catheterization, cannulation, venipuncture,

suturing, and ambidexterity.

Simulators to train MIS vary from systems replicating a single aspect of a task to those

recreating the entire surgical environment (Maran and Glavin, 2003). Both commercial and

research prototypes of VR surgical simulators for such procedures exist. Some examples

are discussed hereafter.

The LapSim simulator (Surgical Science, Göteborg, Sweden) (Science, 2018) contains

modules for training laparoscopic surgery skills and tools manipulation. It consists of a

software application displayed on a monitor and two laparoscopic handles with haptic

feedback (see Figure 1.3a). The different basic skills tasks are camera navigation, instru-

ment navigation, coordination, grasping, lifting and grasping, cutting, and clipping and

cutting (Van Dongen et al., 2007). This simulator also provides whole procedure modules

such as cholecystectomy and appendectomy.

The VBLaST is a VR research prototype for laparoscopic skills training (Arikatla et al.,

2013; Chellali et al., 2015), consisting of computational software to simulate the FLS indi-
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vidual procedures (the FLS box-trainer was described in subsection 1.3.4). It is provided

with a physical user interface to connect two laparoscopic graspers handles to two haptic

devices (3 degrees of freedom (DOF) for force feedback) (see Figure 1.3b). It has been

evaluated through experimental studies and compared to the FLS box-trainer (prediction

validity). The results of these studies show that the system has a surgical performance

not significantly different from that of the FLS box-trainer in assessing laparoscopic skills

(Chellali et al., 2016; Fu et al., 2019; Linsk et al., 2018; Zhang et al., 2013).

Similar commercial simulators are also available, presenting the same setup than

previous simulators, e.g., LAP-Mentor (Simbionix USA, Cleveland, OH) (Simbionix, 2018),

LapVR (CAE Healthcare Inc., Sarasota, FL) (Healthcare, 2018), Lap-X (Medical-X, Rot-

terdam, the Netherlands) (Medical-X, 2018), etc. The reader can refer to Goodman et al.

(2019) and Våpenstad and Buzink (2013) for a more extensive review of existing endoscopic

and laparoscopic simulators.

(a) Lap-Sim simulator (Science,
2018).

(b) VBLaST simulator (Chellali
et al., 2016).

Fig. 1.3 Surgical simulators for Minimally Invasive Surgery

1.5.2 Needle insertion simulators

Needle insertion procedures consist of introducing a needle into the patient’s body with

the help of a medical imaging system (e.g., CT-scan, scanner X, ultrasound) to reach a

target area (e.g., tumor or organ) and perform a tissue sampling or a treatment. This kind of

procedure requires the surgeon to master haptic perception skills and three-dimensional

spatial abilities. They are sometimes considered as MIS procedures. Several researchers

have focused on developing VR trainers for needle insertion procedures.
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Villard et al. (2014) proposed a simulator for ultrasound-guided needle puncture skills

through a liver biopsy task. This procedure requires hand-eye coordination of ultrasound

imaging and needle manipulation to reach a liver mass for biopsy diagnosis. It is designed

through two workstations. The first one uses a manikin to determine the incision and

insertion point. The second one is a VR simulator with a first haptic device for force

feedback and needle manipulation, and another one to use an ultrasound probe for

needle guidance (see Figure 1.4a).

Corrêa et al. (2014) present the development and preliminary evaluation of a VR-

based simulator for dental anesthesia training. The simulated task is the manipulation of

the syringe, evaluated through several measurements (velocity of manipulation, regions

reached by the needle, translation and rotation movements, and completion time). The

system uses a haptic device to render the forces, and it was implemented in a VR framework

allowing 3D synthetic models, collisions, and deformation (see Figure 1.4b).

(a) Liver biopsy trainer (Villard et al., 2014). (b) Dental training (Corrêa et al., 2014).

Fig. 1.4 Surgical simulators for needle insertion

Henshall et al. (2015) presented their work in progress for a VR environment for training

a kidney biopsy procedure. The system consists of a high-quality stereoscopic display

with head-tracking and haptic feedback. They combined two hardware components to

achieve the biopsy needle behavior. The G-Coder Simball 4D joystick enables the needle

insertion in the virtual body accurately. The Geomagic Touch haptic device (3 DOF force

feedback) was connected to the previous device and used as a force feedback interface

(see Figure 1.4c). In-vivo measurements generated the force model with a glove using a

force sensor resistor from a commercially available prostate biopsy. Their software was

developed using the Unity3D game engine. The anatomical models of the spine, liver, and

kidneys were created by segmenting medical images from a patient’s abdomen CT scan.
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The EYESI system (VRmagic Holding AG, Mannheim, Germany) (VRmagic, 2018)

uses computer-generated images, which can be seen through a realistic stereoscopic

microscope. It combines haptic feedback and realistic instruments to allow trainees to

practice intraocular surgery (see Figure 1.4d).

The reader can refer to Abolhassani et al. (2007) and Corrêa et al. (2018) for a more

extensive review of needle insertion trainers.

(c) Kidney tumor biopsy simulator (Henshall et al.,
2015).

(d) The EYESI system (VRmagic, 2018).

Fig. 1.4 Surgical simulators for needle insertion (Cont.)

1.5.3 Ear surgery simulators

Ear surgery requires the surgeon to observe the surgical area on a microscope while using

different instruments (e.g., drills, tweezers, suction tubes). The main challenges of this

type of simulation are the magnification of the surgical area through a surgical microscope,

the use of specialized precision instruments, and master the different specific operating

techniques.

The VOXEL-MAN Tempo Surgery Simulator is a temporal bone virtual reality simulator

(Arora et al., 2012). Volumetric high-resolution computed tomography images of the

temporal bone are used to produce a 3-dimensional representation. It uses stereoscopic

rendering of virtual simulation through shutter glasses, and haptic feedback is provided

through a desktop device, which is also used to manipulate the virtual drill. A pedal serves

as a device for switching the tool. Besides, performance measures are recorded during the

whole procedure (see Figure 1.5a).

The Mediseus Surgical Simulator (CSIRO/University of Melbourne Temporal Bone

Simulator) consists of a simulated operating microscope (Wijewickrema et al., 2018, 2015).

The user interacts with a 3D volumetric virtual representation of a cadaver temporal bone
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using two haptic devices (see Figure 1.5b). Color is applied to the bone model parts to

represent their hardness, and both visual and tactile cues are rendered to simulate the

real surgical procedure. In addition, physiological functions, such as bleeding, are also

included through auditory and visual feedback.

(a) The VOXEL-MAN simulator for temporal
bone (Arora et al., 2012).

(b) The Mediseus surgical simulator (Wijewick-
rema et al., 2018).

Fig. 1.5 Surgical simulators for ear surgery

Conclusions on VR surgical simulators

To summarize, several surgical VR simulators, commercial and research prototypes, exist

for training technical skills in this domain.

However, their development is complex and potentially expensive. They require the

inclusion and integration of several interfaces and devices to provide multi-modal feed-

back, increasing the entire simulator cost. Indeed, to allow the acquisition of technical

skills on these systems, effective interfaces should be designed, which remains a challenge

(Chellali et al., 2016). Indeed, complex and inappropriate user interfaces may make an

interactive system underutilized or misused (Maguire, 2001). Therefore, it is necessary

to focus their design and use on the actual training requirements of the healthcare pro-

fessionals by determining which are the interaction tasks to simulate and how to choose

the best interaction techniques and technologies to guarantee effective training. In the

following section, we expose the approaches traditionally used for designing VR surgical

simulators and present the approach followed during this thesis work.

1.6 Surgical simulators design approaches

As mentioned above, our object of study in this thesis is VR surgical simulators. These

systems can be viewed at the same time as a simulation system and as an interactive

system.
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There is a strong belief that the development of effective VR simulators is solely an en-

gineering challenge. In fact, much of the engineering approach is technology-driven and

has been focusing on high visual realism (Drews and Bakdash, 2013). On the other hand,

the multidisciplinary iterative design approaches permit to design interactive systems that

better fit the end-users’ needs. There is a growing interest in using this approach to design

virtual reality surgical trainers (Forsslund et al., 2011). According to those approaches,

building an efficient interactive training surgical system requires (Chellali et al., 2016;

Forsslund et al., 2009):

1. Defining the learning objectives of the system. This point is specific to each skill and

procedure to be trained using the system. According to the user-centered design

approach, this requirement is defined during the task analysis phase, performed

during the early stages of the design process.

2. Defining the most important part of the surgical task to simulate, and to what

extent it can be simulated successfully. This point is related to the simulator fidelity

concept and will be discussed more in-depth in chapter 2.

3. Designing effective user interfaces and interactions to encourage trainees to use the

system. Previous research has shown that complex and inappropriate user interfaces

and interactions make an interactive training system likely to be underused or

misused, with frustrated trainees not acquiring the targeted skills when using these

systems or preferring to maintain their current training methods (Maguire, 2001).

Therefore, it is crucial to investigate how interactions are supported and designed

on those systems. This is discussed more in-depth in the following section.

The approach we have followed during this thesis work is mainly based on the HCI

iterative design methodology coupled with a technology-based approach tackled from

the simulator fidelity concept perspective. In fact, there is a considerable amount of

research on simulator fidelity that needs to be considered when designing such interactive

systems. The objective was to take advantage of both approaches in order to better

choose appropriate design components that might help ensure system usability, user

performance, and skills transfer of these systems. The concept of simulator fidelity, as

well as its link with interactions’ design, will be discussed more in-depth in chapter 2.

In the following section, VR simulators will be regarded as a 3D interactive system

where the user (trainee) interacts with a system (virtual environment) through a set of

user interfaces and interaction techniques. This will permit us to analyze these systems

from an HCI perspective in order to investigate their interactions’ design.
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1.7 3D interactions in VR systems

A common way of describing human-computer interfaces is in terms of the communica-

tion process between a user and the system (Bowman et al., 2004) (see Figure 1.6).

Fig. 1.6 Human-system communication design

Firstly, there is an action performed by the user as a result of translating his goals

and intentions. This action corresponds to a direct manipulation of an input device

(physical interface). The input device data is then computed to generate an instruction

or raise an event in the simulator core. The models, rules, and algorithms implemented

are used to evoke an answer to this event or instruction. This answer is then translated

into meaningful signals to be displayed by some output devices as a way to respond to

the user’s action. Finally, the stimuli produced by these devices are perceived by the users

(e.g., sound, light). These stimuli allow them to determine whether the interaction was

fulfilled and translated into a meaningful semantic representation.

In the context of VR simulators, we are more particularly interested in 3D interactions

performed through input and output devices and interaction techniques.

Interaction techniques are defined as the methods used to accomplish a given task via

the interface (Bowman et al., 2004) and include both hardware and software components.

3D interaction techniques can be divided into four basic tasks that the user can perform

when using a virtual reality simulator: selection, manipulation, navigation, and system

control.

• Selection: This task consists of specifying one (or more) object from a set of objects.

• Manipulation: consists of modifying object properties, such as its position or orien-

tation, scale, color, shape, behavior.
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• Navigation: is the task of moving in and around the environment and includes

travel and wayfinding. Travel (or viewpoint control) refers to the user’s low-level

actions to control the position and orientation of the viewpoint. Wayfinding is the

cognitive aspect of the navigation, which involves identifying the current position

and desired goal location, planning the trajectory to reach it, and making a mental

representation of the environment map.

• System control: encompasses the changing of the system mode or state, usually

achieved through menus or commands.

This classification is continually revisited, proposing, for instance, to consider se-

lection and manipulation as one task, since they are usually analyzed together; to split

navigation task into its two components: travel or viewpoint control, and wayfinding,

since many individual solutions exist for each of them; and to add the user’s avatar repre-

sentation and control as a new basic task. In the next section, we perform a more in-depth

analysis of each of these tasks and their use within VR surgical simulations.

1.8 3D interaction techniques in VR surgical simulators

This section aims to analyze the interfaces and interaction tasks included in surgical

virtual reality simulators. We discuss the use of each of the basic tasks in general systems,

and more specifically, in existing surgical VR simulators.

For the purpose of the design of surgical trainers, we will not focus on analyzing

system control since it is inherent to VR simulation. Hence, not playing, from our point

of view, a role in the training of technical surgical skills. Manipulation and selection

are discussed together. A greater focus is made on manipulation, since during surgical

simulation, the trainees are holding tools during the whole task, making the selection task

less relevant. In addition, when discussing navigation, the focus is made on travel (i.e.,

how to change the point of view of the virtual camera). Indeed, during surgical procedures,

the practitioners are either seated or standing facing the working site. In both cases, with

a limited requirement to change their position. Hence the travel component is limited

to changing the perspective (i.e., the point of view) to visualize the tools, hands, and the

patient’s body. Finally, we discuss the user’s avatar control as we hypothesize that it can

impact motor skills learning. This particular hypothesis is investigated more in-depth in

chapter 4. It is to be noted that the borders between the different tasks are sometimes

skinny and that some interaction techniques can support several tasks at a time.
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1.8.1 Manipulation

Interactions in surgical simulators for training technical skills generally involve manipulat-

ing tools and instruments to interact with the different objects of the virtual environment.

They are the primary operative task in these systems.

Manipulation in virtual environments

Manipulation involves changing the characteristics of a selected object. Usually, this

change consists of applying a spatial transformation, but it can also be performed by

applying a deformation or changing the object’s visual properties (e.g., color) or behaviors.

In VR systems, this process is usually performed by means of an interaction device.

Different spatial transformations can be performed on an object, but the main relevant

ones are translation, rotation and scaling (similar to the real-world physical interactions)

(Mendes et al., 2019). Each transformation can be applied in 3 dimensions, which will

determine the number of degrees of freedom of the interaction. Indeed, these transfor-

mations DOF are generally the result of mapping the input device used for interacting.

It is possible to combine more than one transformation (i.e., perform a translation and

rotation simultaneously).

Three types of mapping can be identified for these transformations:

1. a direct mapping (1 : 1 control of the virtual object), which means that the input

device DOF is directly mapped to the virtual object movement;

2. an indirect mapping, for instance, when we use different devices (i.e., mouse, key-

board) to carry out the transformations, or when we use 2D tracking devices to

generate 3D manipulations;

3. and a combination of direct with indirect mappings.

Three-dimensional manipulations based on keyboard and mouse input are used

for several tasks, such as architectural design and virtual modeling. An example of 3D

manipulation using the mouse is Houde (1992) proposition of a bounded box with handles

for performing translations and rotations. Other works have focused on using touch

interactions (Hancock et al., 2007; Martinet et al., 2010), and finger identification with

different gestures transformations (Goguey et al., 2016). In this matter, Wu et al. (2017)

proposed two manipulation techniques using finger identification for the different axis

and using the LeapMotion device to track them while interacting on a touch-pad display

(Wu et al., 2016, 2017). This type of device (i.e., LeapMotion and Kinect) also allows

performing mid-air gesture-based touchless interactions (Hurstel and Bechmann, 2019).
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Moreover, other direct manipulation techniques have been explored, allowing to

manipulate objects in 3D with a more natural input mapping, similar to what one can

do in the physical world. Examples of such techniques include the tracking of the users’

hands or the use of wearable devices. These techniques are particularly used in immersive

VR simulators. Tracked devices being hold by users are current solutions proposed by the

gaming domain due to the availability of commercial products, such as the HMD joysticks

(e.g., HTC VIVE, Oculus Touch). These devices provide 6 DOF tracking capabilities, plus

several buttons that increase the total DOF of the interaction technique. Haptic desktop

devices are also used as direct object manipulation devices, where users manipulate

the stylus to interact with the objects in the virtual scene. DOF may vary depending on

the sensing capabilities of the device. Furthermore, other solutions were proposed for

hand-tracking based manipulations. Mapes and Moshell (1995) proposed to use gloves

to track both user hands, allowing them to manipulate the object located in the hands’

middle position. In this proposition, translations were applied when both hands moved

in one direction. Rotations were applied when moving the hands around the center of the

object. Finally, by modifying the distance between hands, scaling operations were applied.

Other propositions for hand-tracking are based on camera and inertial sensors tracking

capabilities (De Araújo et al., 2013; Hachet et al., 2011)

The reader can refer to Bowman et al. (2004), Argelaguet and Andujar (2013), Jankowski

and Hachet (2015), and Mendes et al. (2019) works for an exhaustive review on selection

and manipulation techniques.

To summarize, different techniques can be used for manipulating objects inside VEs.

The choice between them will depend on the application to simulate and the level of

accuracy and effectiveness required by the task and the simulator itself. It is necessary

to determine which techniques are more appropriate for manipulation in VR surgical

simulators. As we mentioned before, surgical procedures require the user to manipulate

virtual tools (e.g., tweezers, scalpel, needle, forceps) to interact with the virtual objects in

the scene (e.g., tissue, organs, bones, gaze, thread). Since technical skills learning requires

practicing the same gestures and actions until reaching the highest level of automaticity,

the principles of direct manipulation of virtual tools appear to be the most suitable choice

in this case. This hypothesis is further discussed hereafter.

Manipulation in surgical simulators

As mentioned before, surgeons’ hands indirectly manipulate tissue and organs through

instruments. However, it is not completely understood how these instruments interfere

with the sensory perception of the surgeons (Westebring – van der Putten et al., 2008).
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Usually, surgeons and radiologists need to feel forces and position information (kinesthetic

perception) generated by the instruments which are in contact with the tissue to control

them better, understand what they are doing, and avoid fatal mistakes (Basdogan et al.,

2004; Zhou et al., 2012). The perception through instruments is reduced compared to bare

hands, although they are able to distinguish the shape, size, and consistency of the tissue.

Previous research has shown that haptic feedback is an important requirement for surgical

VR trainers (Drews and Bakdash, 2013; Kim et al., 2003). The use of haptic feedback

can be explained through Martin Heidegger’s theory, presented in his book “Being and

Time” (Heidegger, 1927). He explains how we encounter the world and act through it,

and distinguishes between “ready-to-hand” and “present-at-hand”. By “ready-to-hand”

he describes an entity, a tool, that has become invisible, which resides in the background

of the work and we are no longer conscious of it, allowing an ordinary involvement and

interaction with the task we are performing, as opposed to the tools we are using to

perform this task. But when that entity or tool fails to achieve its purpose, since a part or

feedback is missing, which is required for the entity to function as we expect, it comes to

the foreground as an entity that is “present-at-hand”, making the focus of the attention

and obstructing the concentration towards the task. Hence, haptic interaction and well-

functioning tools in motor skills training may allow the users to be entirely concentrated

on the task they are asked to perform. In other words, a simulator without force feedback

may not train the students to cope with the interference of the tools and organs, hence not

allowing them to master haptic skills. Therefore, haptic feedback appears as a requirement

for designing virtual reality surgical trainers if we expect trainees to better transfer their

skills to the real procedure, as supported by previous literature (Chellali et al., 2015; Dang

et al., 2001; Panait et al., 2009; Reich et al., 2006; Seymour et al., 2002; Ström et al., 2006).

A detailed summary of haptic simulators in the medical domain can be found on

Escobar-Castillejos et al. (2016). Most of the works presented in that review implement

force feedback simulations (3 or 6 DOF for force feedback) through haptic interfaces

(Falcon and Haptic Omni devices in most of the works). However, some works focus on

providing feedback in the form of vibrations (e.g., through the use of joysticks like the

Wiimote).

In addition, many researchers use haptic devices coupled with a shape-alike tool to

achieve a correct representation and by reproducing the same manipulation interaction

as expected in the real procedure (Chellali et al., 2016; Henshall et al., 2015; Ullrich and

Kuhlen, 2012). Commercially available VR simulators for laparoscopic surgery, such as

LAP-Mentor (Simbionix USA, Cleveland, OH) (Simbionix, 2018), LapVR (CAE Healthcare

Inc., Sarasota, FL) (Healthcare, 2018), Lap-X (Medical-X, Rotterdam, the Netherlands)
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(Medical-X, 2018), and LapSim (Surgical Science, Göteborg, Sweden) (Science, 2018) are

also some of the examples that follow this principle.

Finally, other systems use classical VR joysticks to carry-out the manipulation tasks,

sometimes by guiding the interaction or restricting the movement to fewer degrees of

freedom than the real world task demands, e.g., SimforHealth VR simulator (SimforHealth,

Bordeau, France) (SimforHealth, 2018) and Vtopia (Trois Prime Lab, Paris, France) (Lab,

2018). However, these systems were not evaluated, and the absence of haptic feedback

may impact their effectiveness as training tools.

To summarize, we can observe that most of the existing surgical simulators focus

their attention on simulating the manipulation task of instruments and tools. Indeed,

this task is the primary operative task to train for technical skills learning. Most of the

solutions propose to use one (or two for bi-manual tasks) haptic device to manipulate

the virtual tool in the VE, allowing to implement a 6 DOF manipulation technique with a

1 : 1 or 1 : N (e.g., for magnification movement under a microscope) mapping between

the input device and the tool’s movements in the virtual scene. In addition, the haptic

device also renders the collision forces between the virtual tool and the virtual objects.

Indeed, haptic feedback was reported to be useful for motor skills training in surgery.

However, since no studies have shown how many DOF are required for haptic feedback,

nor if it is required during the whole training procedure or specific tasks, this remains

an open research question. Answering this research question is considered as out of the

scope of this thesis. In fact, since most previous work suggests that haptic interactions

for manipulating surgical instruments and perceiving feedback from the environment

are essential requirements for surgical simulators design, we have chosen to include this

component in all the prototypes we have designed in this thesis work. Nevertheless,

further investigations on this specific research question are required in the future.

1.8.2 Navigation

Beyond the manipulation tasks that are usually considered the primary tasks to be sim-

ulated in surgical simulators for training technical skills, the other interaction tasks can

be seen as secondary. For instance, navigation tasks are usually overshadowed dur-

ing the design of current VR surgical simulators. Nevertheless, as discussed earlier, the

non-appropriate design of such tasks may impact the system usability and the users’

performance when performing the primary tasks. Therefore, it is crucial to investigate

how these tasks are implemented in VR simulators and whether there is an impact of the

associated techniques on user performance. As mentioned before, we will only discuss
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viewpoint control due to surgical procedures’ constraints, rendering less relevant the

trajectory planning aspects of the navigation.

Viewpoint control in virtual environments

Navigation involves the extraction of visual information from the environment in order

to create a mental representation to use for route and trajectory planning or distance

estimation. In VR systems, this process is usually performed by controlling the user’s

viewpoint (camera) of the VE.

Seven parameters are generally employed to model viewpoint control (Marchal et al.,

2013): 3 dimensions for positional placement and 3 dimensions for angular placement

of the camera, and the camera field of view (FOV). The high number of parameters to

control appears as a difficulty in developing effective techniques for 3D navigation in VR

(Jankowski and Hachet, 2015). Through these parameters, the camera can be manipulated

in the scene to respond to the viewer’s desire to explore the world. This can vary from

large-scale exploration of a 3D environment to a closer inspection of a 3D object.

When a particular object in the world is being explored, the viewer’s goal is to see it

from different angles, which can be achieved by orbiting the camera around the object’s

position (i.e., a combination of rotations and translations around the object), and by

modifying the camera’s FOV to get a closer/distant look (Ortega et al., 2015). To design

effective navigation techniques in VR surgical simulators, it is essential first to identify

how navigation is performed in real surgical procedures and, subsequently, which camera

parameters need to be manipulated using the interaction technique.

All surgical procedures need a certain degree of viewpoint control to perform the

operative task. During technical skills execution, clinicians must efficiently visualize the

operative field to better identify the tool movements and interactions with the organs

and tissues in order to avoid errors (Jarc and Curet, 2017). In this case, the virtual scene

is generally composed of the medical tool(s) and patient/organs representation(s). The

trainee’s objective in terms of navigation is to visualize the 3D objects from different angles

to extract information about the tools’ position with respect to them. This suggests that

the principles of orbiting around the 3D object (point of interest) would be suitable in this

case.

Orbiting around a 3D object can be achieved, for instance, by tracking the user’s head

position and updating the camera position accordingly, allowing a first-person perspective

on VEs. Head-tracking based techniques are commonly used in VR systems and were

first reported in the late 1960s by Sutherland (1968). Since then, different techniques

and algorithms have been proposed to improve the user’s experience (Murphy-Chutorian
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and Trivedi, 2009). These techniques can be viewed as naturalistic techniques since they

mimic human viewpoint control in the real world.

Besides the naturalistic techniques, metaphoric-based techniques are also used for

changing the point of view. For instance, touch-based interactions were used for close-

object exploration with three main approaches: direct touch manipulation in the screen

space, the use of widgets, and a combination of these two approaches with metaphorical

gestures (Kulik et al., 2018). Edelmann et al. (2009) have worked on the DabR system, a

computer-vision based system for multi-touch interaction. The implemented techniques

consist of a pan/tilt of the camera around its position (one-finger movement), camera

zooming (two fingers moving apart), and camera movement parallel to the image plane

(two-finger parallel movement). Marchal et al. (2013) have proposed the Move&Look

technique. This technique maps single-touch movements to camera displacement along

a path (up-down gesture) and egocentric one-dimension rotation (left-right gesture); and

multi-touch gestures to rotate around a pointed pivot (first contact point determines the

pivot, second contact point movement modifies the rotation angle), scrutinize (pinch

gesture), and egocentric two-dimension rotation (left-right and up-down gesture with all

contact fingers).

In addition to these techniques, other means for close-object inspection were pro-

posed (Khan et al., 2005; Ortega, 2013). The reader can refer to Hand (1997), Bowman

et al. (2004), Christie and Olivier (2009), and Jankowski and Hachet (2015) works for an

exhaustive review on navigation techniques.

To summarize, different techniques can be used for controlling the point of view of

the virtual camera in VEs. They vary from large-environment exploration techniques to

object inspection techniques. The analysis of surgical navigation tasks suggests that VR

surgical simulators should rather use object inspection techniques. Object inspection

techniques can be divided into two types: naturalistic and metaphoric techniques. In the

following section, we will analyze examples of viewpoint control techniques included in

existing surgical simulators to investigate whether a consensus exists on choosing one

type of technique over the others.

Viewpoint control in surgical simulators

Means for changing the point of view have already been included in surgical simulators.

For instance, Henshall et al. (2015) VR prototype for kidney biopsy allows visualizing

anatomical models of the spine, liver and kidneys to perform a needle insertion. For this

system, the user’s head position was tracked to provide a first-person perspective of the

operational field. Corrêa et al. (2014) have presented a VR simulator to train anesthesia
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procedures in the dentistry area. Users were able to visualize different models through

different points of view using the keyboard.

Fortmeier et al. (2016) have presented a VR trainer for percutaneous intervention, for

which they use the haptic interface to manage both the manipulation of the needle and

navigation of the ultrasound probe. However, the use of the haptic device for both tasks is

questionable and may negatively impact the system’s usability.

Other works focus on implementing navigation techniques to train surgical skills that

rely mainly on the visualization of structures, such as organs and tissues. For example,

Tang et al. (2007) have built a VR trainer for neuro-endoscopy surgery. It provided different

visualization modes of magnetic resonance imaging (MRI) data to better plan the surgical

procedure. They have used the mouse position to allow the user to navigate inside the 3D

model. However, this system was not designed for training technical skills.

To summarize, although several VR surgical simulators include viewpoint control

techniques to provide a usable system, none of the previous works have discussed the

design of the included techniques or investigated their impact on the user’s performance

of the primary tasks trained on these systems. This suggests that there are currently no

guidelines to help designers choose an appropriate viewpoint control technique for these

systems. Therefore, this remains an open research direction to investigate that will be

discussed in chapter 3.

1.8.3 Avatar representation and control

Another important factor to consider during the design of interaction tasks for VR systems

is the self-avatar representation control. The self-avatar is the visual representation of the

user’s body inside a 3D environment (Lok et al., 2003). Although many researchers study

users’ virtual representation and control in VR, little attention has been paid to motor

skills training implications. In motor skills training, such as assembling mechanical parts,

instrument handling, or many surgical procedures, the avatar representation concerns

the user’s hands primarily. In fact, the hands are used for manipulating the surgical

tools and obtaining spatial cues. In this line, previous researchers identified that the

user’s hand avatar might play a role during the training of motor skills (Sankaranarayanan

et al., 2016; Van Nguyen et al., 2015). Therefore, one important aspect to consider when

designing surgical simulators for technical skills is how surgeons visualize and control

their fingers/hands. In the following sections, we present a summary of research on hand

representation and control in virtual environments and the potential impact on motor

skills tasks.
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Hand representation in virtual environments

The users’ body representation has been studied for some time. The rubber hand illusion,

initially presented by Botvinick and Cohen (1998), is a simple experiment performed

to understand how our brain resolves visual and perceptual stimuli, which lead to the

appropriation of a rubber limb. Recent works have revisited this experiment (Blanke et al.,

2015; Ehrsson, 2009) to explain how the visual and tactile cues influence the users’ sense of

embodiment. Kilteni et al. (2012b) define the sense of embodiment towards a body as the

sense that emerges when that body’s properties are processed as if they were properties of

one’s own body. It can be decomposed into three different dimensions: the sense of body

ownership (feeling that the artificial body is one’s own body and the source of sensations),

the sense of agency (sense of having motor control), and self-location (perceived location

space of one’s body) (Kilteni et al., 2012a). It has also been shown that there is a high

correlation between presence (“sense of being in another environment” (Biocca et al.,

1997)) and embodiment (Usoh et al., 1999).

The rubber hand experiment has had a significant impact on understanding the virtual

body, and many recent experiments are based on it. Mohler et al. (2010) conclude that

if we experience a conflict between the visual and proprioceptive position of our hand,

we will strongly accept it as being placed where it is seen. Argelaguet et al. (2016) have

shown that in VR, the sense of agency improves with the increase of the virtual hand

control capabilities, and the sense of ownership is related to the visual appearance of the

virtual hand. González-Franco et al. (2014) investigated brain activity in response to pain

observation when the user’s virtual hand was attacked with a knife. The results allowed

them to conclude that when users are in an immersive VE, they have body ownership

towards their body representation, up to the point of experiencing observed events to take

place in reality.

It has also been shown that the virtual hand’s structural and appearance differences

might affect the sense of ownership. Having an extra finger can be accepted without

limiting its controllability and reports high levels of body ownership (Hoyet et al., 2016).

However, having fewer fingers in a virtual hand reduces the feeling of presence for realistic

hands, but not for abstract ones (Schwind et al., 2017a). Besides, human hands evoke

higher body ownership than abstract representations (Lin and Jörg, 2016; Ogawa et al.,

2019). However, inverting gender models can decrease the users’ level of acceptance and

presence (Schwind et al., 2017b). In particular, a personalized virtual hand (real hand

projection in the virtual environment) improves object size estimation accuracy. It also

increases the sense of ownership compared to a generic hand model (Jung et al., 2018).
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Moreover, users’ object-size perception in VR is affected by anthropomorphic hands’ size,

but not for non-anthropomorphic ones (Ogawa et al., 2019).

To summarize, several works have focused on studying the user’s hand representation

and its influence on the sense of presence and embodiment. Findings support the inclu-

sion of virtual hands to enhance the user experience in a VR simulator. In addition, the

virtual hands’ appearance has been shown to have an impact on performance in immer-

sive VR applications. However, it is necessary to understand the impact of including these

hand representations and how to control them on motor skills tasks.

Impact of virtual hand representation and control on motor skill tasks

The user’s avatar visualization can also influence motor skills. For instance, Ossmy and

Mukamel (2017) studied the influence of hand’s size on short-term motor skill learning

of a finger movements sequence. They concluded that the hand’s size affected the per-

formance, observing that the performance increases with a larger virtual hand and with

a hand with an almost 1 : 1 ratio size. However, these results were observed only when

the user controlled the virtual hand and not when the user was playing a spectator role

during training. This result highlights the importance of agency on motor skills perfor-

mance, which also proved to be true for distance-estimation tasks performance (Mohler

et al., 2010). Another example was found for a needle insertion VR trainer, where authors

investigated the virtual hand’s influence on the users’ feeling of accuracy and sense of

realism (Van Nguyen et al., 2015). This study suggests that having a static virtual hand

increases the self-perception of accuracy but limited the environment’s overall realism,

pointing out that users’ real hand posture and movement were missing. Moreover, it has

been shown that visualization of limb movements while learning can improve the motor

tasks (Castro-Alonso et al., 2014). This suggests that if users visualize their own hands’

movements while performing the task, they could accelerate the motor skills learning

process.

On the other hand, the self-avatar fidelity was analyzed for a block arrangement task

during interaction with real objects (Lok et al., 2003). The results suggest that to increase

the sense of presence inside the VE, the avatar’s kinematic fidelity (hand movement)

was more important than the avatar’s visual fidelity. However, the avatar fidelity did not

influence the users’ performance for this task.

Moreover, performance on a pick and place task was evaluated for different hand repre-

sentations in virtual grasping. Tracked hands representations (hands that can pass through

the objects which the user interacts with) improved task completion time. Nonetheless,

users preferred to have more realistic interactions where the virtual hand physics with the
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virtual objects reflects a real interaction (i.e., the hand visualization does not penetrate

the manipulated object) (Canales et al., 2019).

One crucial aspect to consider for representing the user’s hands in the VE is the tech-

nology employed to control it. In general, we can differentiate two main approaches to

capture the user’s hand movements: through optical trackers, such as the Microsoft Kinect

or the LeapMotion, or by using inertial trackers or data gloves (many commercial solutions

available) (Dargar et al., 2015)

The advantages of vision-based systems, such as the LeapMotion, is that they are

cheap and easy to use (plug and play). They are usually mounted on HMDs to track

the user’s hands during interactions in immersive VR systems. However, they may not

be usable in all the applications. For instance, they may not be suited for detecting the

hand holding a tool due to occlusions generated by the tool itself. On the other hand,

data gloves are more expensive, require proper calibration and data filtering to obtain

acceptable tracking performance. Depending on the model, and mostly on the price,

some provide only one sensor for each finger blending detection, requiring a new solution

for positional tracking of the hand. However, they offer the advantage of being robust to

occlusion issues when the user manipulates a tool. This suggests that data gloves might

be more appropriate for tracking the user’s hands to support hand control in immersive

VR environments when the task requires manipulating a tool or when occlusion issues

may occur during interactions.

Finally, other works have used hand visualization in training motor skills, without

assessing its influence on performance and skills transfer to the real world (Batmaz et al.,

2018; Carlson et al., 2015; Pulijala et al., 2018; Sportillo et al., 2015).

To summarize, motor skills training is influenced by visual feedback in general, and

particularly by the self-avatar representation. The users’ hand representation and control

are important design choices to enhance users’ participation and state of presence in a VR

simulation. They may influence motor skills performance and training in such systems.

However, its impact on tool-based motor skills training in general and on technical surgical

skills in particular remains an open question to investigate. This particular aspect is

investigated in chapter 4.



52 | Surgical simulators

1.9 Conclusions

In this chapter, we have introduced and defined the main concepts related to our object

of study, virtual reality simulators for learning technical surgical skills. We have also

presented an overview of existing surgical simulators, both research prototype trainers

and commercially available solutions. Furthermore, considering the VR surgical simulator

as an interactive system, we have described the communication process between the user

and the system to extract the 3D interaction techniques needed to support VR simulation.

Examples of different techniques used to support 3D interactions in VR systems and

surgical simulators were presented.

In summary, beyond the main tool manipulation tasks, there are other interactions

and factors worth being analyzed for certain procedures. For instance, navigation tasks are

not the main focus of current VR surgical simulators, sometimes leaving just a fixed point

of view or allowing the use of mice or tactile displays to change the virtual camera position.

Moreover, their impact on users’ performance on the main tasks remains unknown.

Furthermore, the user’s avatar representation and control in surgical simulators, which

concerns mainly the user’s hands, is an issue that has not been studied in immersive

surgical simulators. Again, the existing systems either do not include any hand avatar or

include a static hand. The impact of these representations on users’ performance on the

main tasks also remains unknown.

The common inherent question of these identified issues is the level of fidelity of

the interactions and artifacts to include in the simulators. In fact, the used navigation

techniques range from metaphoric to naturalistic techniques. Moreover, the used hands’

avatar representations range from impersonal and static representations to realistic and

fully controlled virtual hands. However, the current research does not indicate what levels

of fidelity a designer can use to include these components in a VR surgical simulator.

In order to give recommendations regarding the appropriate techniques to design for

VR surgical simulators, we must specify the tasks to perform and analyze the possible

impact of the fidelity of interaction techniques to implement them in the simulator. To

proceed with this analysis, we will study the existing state of the art models of simulator

fidelity. The next chapter summarizes simulator fidelity models and then discusses and

analyzes the different interactions and components needed to improve users’ performance

and their importance for training technical skills in virtual reality simulators.
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In the first chapter, we have presented a description of existing applications of virtual

reality surgical simulations for technical skills training, as well as the design approaches

that can be used to build VR simulations. Our analysis suggests that questions regarding

the interactions’ design and the fidelity level of these interactions are still open in order to

design effective VR surgical simulators.

This chapter aims to present a review of the literature on the simulator-fidelity con-

cepts focusing on the fidelity of interactions to identify the potential directions to follow

for a proper design and evaluation of interactions for VR surgical simulators.

A simulator fidelity model, based on display, interaction and scenario fidelity com-

ponents, is retained for this thesis work. A discussion of the different components, their

application, and limitations are presented. Finally, propositions are made to use this

model to evaluate two distinct aspects of surgical VR trainers, with a particular focus on

the interaction fidelity component.
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2.1 Transfer of skills and simulator fidelity

The development of virtual reality simulators for training skills is based on the assumption

that the skill(s) acquired in those systems should be transferred to the real world. Therefore,

it is essential to define the concept of transfer. Training transfer is defined as the degree to

which learned skills or knowledge can be applied to another situation (Ragan et al., 2015).

It is important to notice here that training in a simulator has value only if it permits to

train the skills that are required in the operational environment (real-world). As discussed

in chapter 1, the predictive validity evaluates this requirement by looking at the training

transfer, i.e., assessing the performance of the corresponding real-world task (issue of

the simulation) after the training on the simulator. This means that for surgical training,

for instance, to fully assess the system efficiency, one needs to evaluate the performance

in a real surgical procedure (i.e., in patients) after training in the simulator. However, as

discussed earlier, this is not always possible due to the associated ethical and patients

safety issues.

There is the belief that to design and build simulators that allow training transfer, the

training environment and the real world should be closely matched (Hamblin, 2005). This

introduces the notion of simulator fidelity. Taking into account training objectives, we can

define simulator fidelity as the similarity between the knowledge taught in a simulator

and the one used in the real-world environment (Stoffregen et al., 2003). However, it is

important to note that the published literature has not yet revealed a direct relationship

between the level of simulation fidelity and training effectiveness (Beaubien and Baker,

2004). There are, however, some works that point out that novices experience the most

rapid skill acquisition with lower levels of fidelity, while experts require high-fidelity

simulators to improve their skills (Arbogast and Rosen, 2012) (see Figure 2.1).

Fig. 2.1 The relationship between fidelity of simulator and acquisition of skills at three levels of expertise:
novice, intermediate and experienced (Arbogast and Rosen, 2012)
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Accepting that there is a strong relationship between the level of fidelity and the

training effectiveness encourages the development of a virtual environment with the

highest possible fidelity. Indeed, it would be reasonable to think that if both virtual and real

systems cannot be distinguished, then the transfer of knowledge is guaranteed. However,

true fidelity, conveying that reality is the highest possible fidelity, is unachievable. Indeed,

the sensory stimulation in a simulator cannot be identical to that available in the system

being simulated (Stoffregen et al., 2003). Moreover, high-fidelity VR simulators require

technologies such as HMDs, high-precision 3D tracking systems, and advanced input

and output devices that are quite expensive (Duncan, 2006). Furthermore, as previously

mentioned, other researchers have shown that low-fidelity simulators may be enough for

effective and efficient training, particularly for novices (Arbogast and Rosen, 2012; Chellali

et al., 2016; Kim et al., 2003). Nonetheless, this raises some questions, such as how low

can we go in terms of fidelity? What is important to include in a simulator?, and whether

all aspects of the simulator need to be of equal fidelity. Finally, will less fidelity in some

aspects affect the users’ performance, training, and transfer of skills to the real situation?,

and will less fidelity affect users’ perception of the simulation?

Although many recent research contributions on the effects of simulator fidelity, it

is not easy to generalize the results since the contexts, domains and tasks explored are

numerous and very different. In addition, the use of the terminology may vary among

different works, and some aspects defined may also overlap, which adds more variety

and complexity to the topic. In the following section, we discuss the simulator fidelity

literature, including definitions, models, and components. This will help us make some

choices regarding the fidelity frameworks that can guide us in the design of VR surgical

simulators.

2.2 Simulator fidelity definition and dimensions

Since the origin of the term “fidelity”, many researchers have proposed different dimen-

sions to evaluate their simulators. The variety of domains in which this term is employed

and the different nature of the simulators proposed make it difficult to reach a classifica-

tion which embraces all the dimensions found in the literature. In addition, depending

on the application, different aspects of fidelity may have more or less relevance to the

objectives and/or performance of the virtual reality simulator. Finally, no consensus has

been reached to determine the exact role of simulator fidelity in medical training, and

more importantly, which of these dimensions play an important role to ensure a positive
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training and transfer of technical surgical skills. This section aims to examine the existing

definitions proposed in the literature and summarize the contributions to this topic.

2.2.1 Simulator fidelity

We previously defined simulator fidelity in terms of training objectives as the similarity

of the knowledge taught in a simulator to the one used in the real-world environment

(Stoffregen et al., 2003). Most works suggest that there are two major aspects of simulator

fidelity to consider. Notably, they distinguish between the experiential fidelity (fidelity

of subjective experience) and the action fidelity (fidelity of performance) (Stoffregen

et al., 2003). In the same line, Fuchs (2006) agrees with this classification, but uses the

terms perceptual fidelity and psychological fidelity for experiential and action fidelity,

respectively.

On the other hand, Gerathewohl (1969) defines fidelity in terms of the quality of the

stimulus produced and not as a human perception of the simulation: “the degree to which

a device accurately reproduces a specific effect” (Gerathewohl, 1969). Indeed, no consen-

sus is reached to determine which type of “realism” is being addressed when discussing

simulator fidelity. However, there is a general agreement on the need to describe, in a

subtle and precise way, the relationship between the simulacrum generated by the virtual

environment and aspects of the real world (Fuchs, 2006).

In the following section, we discuss the different models and dimensions of simulator

fidelity presented in previous works.

2.2.2 Simulator fidelity dimensions

The first mention of a fidelity framework comes back to the early 1980s, with the works

of Hays (1980) and Baum et al. (1982) for the aviation domain. In the following, we will

present the most common simulator fidelity models found in the literature and discuss

their dimensions and underlying concepts.

Experiential and action fidelity

The first model we will discuss was presented by Stoffregen et al. (2003) and distinguishes

between two components of fidelity experiential fidelity and action fidelity.

Experiential/perceptual fidelity Experiential fidelity is defined as “the extent to which

a simulation gives rise to a subjective experience of being there” (Stoffregen et al., 2003).

It is associated with the sense of presence and immersion.
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Immersion can be objectively assessed, and it is defined as what technology exhibits

from an objective point of view (Slater, 2003). So, the more immersive a system is, the

most faithful the real-world sensory simulation becomes. On the other side, presence

is a human reaction to a system with a certain level of immersion, the point at which

simulated sensory data plus perceptual processing produces a coherent place in which

one can be and act (Slater, 2003). A clear sign of presence is, for example, having the user

behave in the virtual environment in the same or similar way to how he/she would behave

in the analogous real situation.

Presence can be decomposed into three types:

• Environmental Presence: is determined by the extent to which the environment

recognizes the user’s existence and reacts to it.

• Social Presence: states that greater interaction of presence of others will lead to

higher engagement of the individual with the simulation and the group.

• Personal Presence: describes the extent of, and reasons for, a person’s feeling like

he/she is “in” a virtual environment.

Slater (2003) stands that the presence in a real-life situation can be simulated by a

virtual reality that delivers extremely poor sensory data in relation to physical reality. He

remarks at the same time that the important issue is to use the knowledge of the perceptual

system to determine what is really important in the representation of the virtual world.

He also stands that involvement, interest, and emotion are aspects of an experience and

do not influence the state of being present. However, they can be used to evaluate it. An

example of this is comparing an emotional response in both the virtual environment and

the similar real-world to determine if they are the same.

In order to measure the sense of presence of the user in a VE, two main methods are

used (Schuemie et al., 2001):

Subjective measurements: these measures are based on subjective ratings through

post-experimental questionnaires, which allow users to express their feeling of

presence in a VE. The advantage of using such metrics is that they give feedback on

the user experience in the VE. This provides new opportunities to understand better

the phenomena linked to presence. However, the questions are often dependent on

a theory or definition of presence (Schuemie et al., 2001). This may limit the scope

of the results of these questionnaires. Their validity is also continually questioned

(Sanchez-Vives and Slater, 2005). They are also based on subjective feedback of the

users that may be influenced by other factors. Nevertheless, this method is the most
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commonly used in presence research. One example of questionnaires used to assess

the sense of presence is the “Presence Questionnaire” (Witmer and Singer, 1998).

Objective measures: these measures can be divided into two categories:

– Behavioral measures: these measures include, for instance, reflex responses

(e.g., avoiding an obstacle that arises suddenly in the VE) or the direction of

gaze during the user interaction with the VE.

– Physiological measurements: these measures include, for instance, heart rate,

skin temperature, and skin conductance, or even brain activity measured

through electroencephalograms (EEG).

However, the use of these objective measurements remains limited and their validation

involves comparisons with subjective measurements.

Action/psychological fidelity Action fidelity is defined “in terms of relations between

performance in the simulator and performance in the simulated system” (Stoffregen et al.,

2003). It exists when the performance in the simulator transfers to the real-world situation

that is being simulated. A way of measuring the action fidelity is to measure the transfer

of learning to the real task (when possible) or the variance in performance across trials.

As presented by Champney et al. (2014), psychological fidelity of a training simulation

refers to the similarity in producing the essential underlying psychological process that

takes place within the learner as experienced in the operational environment as well as

the emotional cues present during the experience. It has the potential to enable the use of

cost-effective, low fidelity simulations during training, which can maximize transfer in

terms of retention and generalization (Kozlowski and DeShon, 2004a).

Interface and environment fidelity

Waller et al. (1998) defined simulator fidelity as “the extent to which the virtual environ-

ment experiences and interactions with it are indistinguishable from the participant’s

observations of and interactions with a real environment”. This definition is based on a

subjective evaluation of the simulator by users, which contemplates that there are three in-

formation domains in VE training: the real-world environment, the training environment,

and the trainee’s mental representation of the environment (Waller et al., 1998). In their

work, the authors indicate that simulator fidelity can be decomposed into two psycholog-

ical aspects of the simulation, the environmental fidelity, which mediates the mapping
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between real-world and the training variables, and the interface fidelity, which mediates

the mapping between the training environment and the user’s mental representation of it.

They define environmental fidelity as the degree of resemblance between the training

and the real-world variables of the environment. In addition, they define interface fidelity

as the degree of similarity between the input and output devices functioning in the VE to

the way in which the user would interact in the real world. Both definitions are presented

as psychological concepts rather than objective correspondence between the VE and

real-world.

Physical and functional fidelity

Pioneer simulator systems had focused on the identical element principle which cor-

responds to include the maximum common elements between the simulator and the

operational environment (Champney et al., 2014), producing high levels of physical fi-

delity. In this approach, the equipment to use, the controls, the reactions and behaviors,

and the simulators’ look, feel and motion are built to be as realistic as possible.

An alternative to focusing on identical elements is to replicate the functions and

behaviors from the real to the simulated environment. Functional fidelity defines the

similarities in how the simulation behaves like the operational environment in reaction

to tasks/actions (inputs) performed by the learner (who is engaged in the experience)

(Champney et al., 2014).

However, this approach is technology-centered and does not consider the users’ expe-

rience, i.e., how learners perceive and behave during training in the simulation compared

to the real world.

Display, interaction and scenario/simulation fidelity

McMahan et al. propose to evaluate fidelity through three dimensions: interaction fidelity,

display fidelity and scenario fidelity (Bowman and McMahan, 2007; McMahan, 2011; Ragan

et al., 2015).

They define display fidelity as the objective degree of exactness with which real-world

sensory stimuli are reproduced by a display system (i.e., the verisimilitude of the displayed

output), commonly referred to as immersion (Bowman and McMahan, 2007; Ragan et al.,

2015).

Moreover, interaction fidelity is defined as the objective degree of exactness with which

real-world interactions are reproduced in an interactive system (i.e., the realism of the

input devices and interpretation software) (Ragan et al., 2015). McMahan (2011) has
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proposed the FIFA (Framework for Interaction Fidelity Analysis) framework to objectively

classify interaction techniques in terms of interaction fidelity.

Finally, Scenario fidelity is defined as the objective degree of exactness with which

behaviors, rules and object properties are reproduced in a simulation as compared to the

real/intended experience (i.e., the realism of the simulated scenario and the associated

model data) (Ragan et al., 2015). Nilsson (2016) rejoins this definition, but uses the word

simulation instead of scenario fidelity. He defines simulation fidelity as the objective

degree of exactness with which real-world physics and characteristics are reproduced in a

simulation (i.e., the realism of the models on which the virtual world is generated, e.g.,

geometric, lighting, or physical models).

A more in-depth discussion of this model will be presented later in section 2.3

Buy-in/user acceptance

Another concept that appears in the literature review is the buy-in or user acceptance

(Alexander et al., 2005), which refers to the degree to which a person recognizes that an

experience or event is useful for training and may depend on the user identification with

avatars and/or the whole simulated environment.

2.2.3 Synthesis

Table 2.1 summarizes our literature review on simulator fidelity. Since the appearance of

the simulator fidelity concept, many researchers have contributed to this topic. However,

only a few have proposed practical guidelines or frameworks to design and evaluate virtual

reality simulators from a fidelity perspective.

In addition, most of the reviewed works are based upon controlled evaluations of

fidelity, which means that they usually perform a direct comparison of similar systems

while keeping under control one or more components of fidelity. This allows determining

their effects and the possible interactions between them. Some other evaluations are

performed comparing high-fidelity simulators with true fidelity (when this is possible),

conveying that reality is the highest possible fidelity (see Table 2.1).

To conclude, simulator fidelity has recently gained importance in the design of virtual

reality simulators. However, none of the existing classifications and proposed frameworks

have been developed explicitly for the surgical domain.

Previous research has shown that interaction fidelity plays a central role in transferring

knowledge from a virtual reality trainer to the real world (Chellali et al., 2016; Drews and

Bakdash, 2013). It is affected by the ease of interaction and the level of user control of
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the system (Hamblin, 2005). This suggests that building efficient virtual reality training

systems depends on designing an effective interaction for these systems. However, as

pointed out in chapter 1, there is currently a lack of guidelines to determine the levels of

fidelity of interaction techniques during the design of VR surgical simulators. The previous

review permits identifying existing models of simulator fidelity that can potentially be

adapted to tackle this issue.

The model we have chosen to use in this thesis work presents the simulator fidelity as

the compound of three dimensions: interaction, display and scenario fidelity. We chose

this model because it is a detailed framework which proposes an interaction-design-based

classification of several components of a VR simulator in terms of fidelity. Moreover, this

framework was extensively evaluated through user studies. Indeed, some of the existing

components of this model can be generally applied to compare objectively two setups,

such as the FIFA (Framework for Interaction Fidelity Analysis) framework for interaction

fidelity or the visual display framework. Applying this framework in the surgical domain

will help us determine the fidelity components that are most important for the related

simulator, and specifically, which is the level of fidelity expected for each one. More

particularly, this framework will be useful to investigate the levels of fidelity of interaction

techniques and their impact on user training performance. It will be combined with

subjective measures, such as presence questionnaires, to assess the user’s subjective

experience and sense of presence. However, further reflections might be required for

assessing the fidelity of all the aspects involved in the simulation.

In the next section, we discuss this model and its components more in-depth from an

interaction design perspective.
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Table 2.1 Review of simulator fidelity works

Authors Description / Objectives
Application

Task Simulator
Fidelity

Evaluation
Framework/

Domain Dimensions Formulation

Examine the variables in training navigation VR environment, user studies interface &

transfer of spatial knowledge interface environment

using fidelity, in spatial fidelity
Waller et al. (1998, 2001)

representations for VE training definitions

Slater (2003)

Addresses the confounding of NA NA NA immersion, NA presence &

the term presence with several presence immersion

different distinct aspects of definitions

experience

Review of currently available medical NA physical, physical, NA –

simulators. The use of manikin, psychological

different levels of simulation computer- / functional

in a continuum of training based

Maran and Glavin (2003)

is discussed.

Stoffregen et al. (2003)

Present simulator fidelity flight NA VR stimulus NA stimulus

analysis simulation experiential experiential

action action

definitions

Present a theoretically based training NA NA physical, NA psychological

strategy for training research psychological fidelity

and design that focuses on approach
Kozlowski and DeShon (2004b)

psychological fidelity

Alexander et al. (2005)

Examine the potential of gaming & NA computer- physical, NA –

technology developed for military based psychological,

video games and MMPGs to be training immersion,

used in training presence, buy-in

Explore a variety of individual training manually VR environment, controlled –

differences known to affect HCI assembly interface experiments

and their potential effect on
Hamblin (2005)

transfer of training from VEs
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Johnsen et al. (2005)

Development of an immersive medical diagnosis VR presence, pilot study –

virtual patient system and immersion

discussions on the feedback

from a pilot group of students

Present simulator fidelity NA NA VR perceptive, NA perceptive

definitions psychological psychological

fidelity
Fuchs (2006)

definitions

Bowman and McMahan (2007)

Understand how the various military visualization, VR immersion, user studies display

components of immersion training & manipulation, display fidelity

affect measurable user entertainment search, spatial framework

performance, understanding, understanding

and preference in a wide

variety of VEs

Description of a haptic robotics remote VR presence, user studies –

teleoperation system of a teleoperation navigation display

mobile robot and experimental
Lee and Kim (2008)

study results

Backlund et al. (2009)

Extend the concept of game- training & search VR immersion, questionnaires –

based training systems by gaming physical,

adding multiple screen view functional,

and a novel interaction mode psychological

Explores educational technology gaming & NA VR physical, comparison –

and management education by education psychological, studiesCornacchione Jr (2012)

analyzing fidelity functional

Lee et al. (2013)

Investigate the validity of Mixed NA search VR (AR) display, user studies –

Reality Simulation studying interaction,

visual realism effects on search scenario,

tasks simulation

Present a human experience training combat VR functional, NA SPOT taxonomy

approach to simulator fidelity medicine psychological, (physical) extended

optimization, incorporating physical for functional

required cues for functional and psychological

Champney et al. (2008, 2014)

and psychological fidelity fidelity
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Development and Evaluation gaming & selection, VR display, user studies FIFA framework

McMahan et al. (2010, 2012) of VR environments for military manipulation, interaction, for interaction,

McMahan (2011) Gaming and Military domains. training navigation, simulation display and

Ragan et al. (2015, 2013) Theoretical framework definition locomotion, scenario

and application to those targeting fidelity

environments spatial judgment

Describe and evaluate an education & bimanual VR interaction user studies application

immersive VR simulation training interaction of FIFA

employing bimanual interaction
Bertrand et al. (2015)

tasks

Benyahia et al. (2015)

Validate and improve the surgery biopsy VR interface, user studies –

interface and environment environment

fidelity of the system

Study of the factors influencing NA navigation VR display, NA application

the degree of perceived interaction, of FIFA

naturalness of Walking-in-Place simulation
Nilsson (2016)

locomotion
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2.3 User-interaction design approach for simulator fidelity

In order to better understand the fidelity dimensions of a simulator included in McMahan

and Herrera (2016) model, we revisit here the human-system communication model

presented in the previous chapter (see Figure 1.6).

Based on the flow of information presented on this model (see Figure 2.2), we can

include the three components of fidelity presented by McMahan and Herrera (2016),

which were partially explored in the literature for other domains, such as gaming and

military training:

• Display fidelity

• Scenario fidelity

• Interaction fidelity

Fig. 2.2 Human-system communication design and FIFA components

2.3.1 Display fidelity

Display fidelity is related to the different stimuli a human being can perceive. Therefore, it

includes visual display fidelity, as the stimuli perceived by human vision, haptic display

fidelity as perceived by the kinesthetic human system, audio display fidelity as perceived

by human hearing. An approach to characterize visual display fidelity is presented by

Bowman and McMahan (2007). It considers components like the field of view, the display

size and the resolution, the frame rate, and stereoscopy (see Table 2.2). An analogous
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reasoning can be done for the rest of the dimensions: auditory (hearing), haptic (touch),

olfactory (smell), and gustatory (taste), e.g., for haptic display fidelity, we can consider

components like the force feedback degree of freedom, the force range, the torque range,

the force resolution, and the workspace. However, only the visual display fidelity com-

ponent has been discussed so far in the literature. Haptic fidelity, which is an important

dimension for surgical simulation, was not explored. Since this was identified in chapter 1

as an essential component for a VR surgical simulator, an extension will be necessary in

order to use this model for the analysis of this component.

Table 2.2 Visual display fidelity framework

Component Definition

Stereoscopy The display of different images to each eye to provide an additional depth cue

Field of View (FOV)
The size of the visual field (in degrees of visual angle) that can be viewed

instantaneously by the user

Field of Regard (FOR) The total size of the visual field (in degrees of visual angle) surrounding the user

Display Resolution The total pixels displayed on the screen or surface

Display Size The physical dimensions of the display screen or surface

Refresh Rate How often the display draws provided rendered data

Frame Rate How often rendered data is provided to the display

2.3.2 Scenario fidelity

Scenario fidelity has not been fully explored, and it embraces many components, which

range from models, objects properties, physics, VE to 3D effects, specialized algorithms

and artificial intelligence. Some of these components can be of crucial importance for

some aspects of a VR surgical simulator if we intend to replicate the real-world experi-

ence. Therefore, this component will require a more in-depth analysis before being used.

However, this component is considered as out of the scope of this thesis work.

2.3.3 Interaction fidelity

We will more particularly focus on this component in this work.

McMahan (2011) has proposed the framework of interaction fidelity analysis (FIFA),

a theoretical framework for the study of the interactions fidelity aspects in the fields of

gaming and military simulation. This framework has been used to objectively characterize

and evaluate different components of the fidelity of the interaction identified by the author

(McMahan et al., 2010, 2012). However, it has never been applied to the specific field of VR

surgical simulation.
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The FIFA framework decomposes interaction fidelity into three main components:

bio-mechanical Symmetry, control symmetry and system appropriateness.

Table 2.3 FIFA framework (McMahan, 2011)

Biomechanical Symmetry

The objective degree of exactness with which real world body movements for a task can be reproduced

through the interaction to successfully complete the task. Basically, it is the amount of correspondence

between the movements of the body realized during interaction, and those that would be made in the

same real task

The objective degree of exactness with which a real-world body motion
Kinematic symmetry

for a task can be reproduced

The objective degree of exactness with which a force involved in a
Kinetic symmetry

real-world movement can be reproduced

The objective degree of exactness with which the body segments involved

in a real-world action can be matched by the body segments involved inAnthropometric Symmetry

an interaction that successfully completes the task

Control symmetry

The objective degree of exactness with which control in a real-world task is provided through

interaction. Basically, it is the amount of correspondence between the control provided by an

interaction technique, and the possible control in the real world

The objective degree of exactness with which control dimensions in a
Dimensional Symmetry

real-world task are provided through interaction

The objective degree of exactness with which a real-world transfer
Transfer Function Symmetry

function is reproduced through interaction

The objective degree of exactness with which the termination of a
Termination Symmetry

real-world interaction is reproduced

System Appropriateness

The other factors that characterize how suitable the system is for implementing

a particular aspect of interaction

The degree to which the registered values represent the
Input Accuracy

“true” values

The degree to which repeated measurements in static conditions yield
Input Precision

the same results

The temporal delay between user input and feedback generated by the
Latency

system in response to it

Form Factor The shape and “size” of the input device used

The biomechanical symmetry component describes the matching between the body

movements made during the interaction in the simulator and those necessary to perform

the same task in the real world. The control symmetry component represents the corre-
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spondence between the control provided by an interaction technique and the possible

control in the real world. Finally, the system appropriateness component is used to de-

scribe the other factors that characterize how suitable the system is for implementing a

particular aspect of the interaction. See Table 2.3 for a complete definition of each of this

components.

However, it is currently unclear whether this framework can be used to determine the

appropriate levels of interaction fidelity in virtual surgical simulators. In the following

section, we will present a concrete example of how this framework can be used in the

specific case of a VR surgical simulator.

2.3.4 A practical example

As a way to better explain the concepts and fidelity components presented in this model

(display, interaction and scenario fidelity), we present here an interpretation of each of

them through examples of a VR simulator for tissue dissection using a scalpel.

Analysis of the display fidelity of the system

The display fidelity concerns the degree of realism of the used rendering technology. For

visual display fidelity, we can opt for a low level of fidelity by providing a desktop monitor

screen to visualize the VE in a 2D view, or a higher fidelity level by providing a HMD device,

allowing the user to see the VE in 3D. In fact, both solutions can provide stereoscopy view

(i.e., rendering images to each eye to provide depth perception), but the HMD provides

higher degrees of FOV and FOR. Nonetheless, a higher-level of display fidelity does not

guarantee better effectiveness of the system. Hence it would be necessary to test which

of these components influence the users’ performance in the simulator to decide upon

the best solution to render the visual aspects of the simulation. For haptic display, we

can choose to provide haptic rendering through a haptic desktop device. Depending on

the characteristics of this device, we can provide different levels of fidelity. For instance,

we can provide a high-fidelity solution by providing 6 DOF for force feedback at a 1KHz

update rate, or just 3 DOF for positional forces. This analysis can be extended to include

and characterize all the rendering modalities being used. This analysis will then permit to

determine the level of display fidelity of the whole system. After that, we can then carry out

comparative user studies and analyze each component’s influence on user performance

and user perception of the simulated stimulus to adequately choose the interface to use for

each rendering modality that better suits the training objectives of the surgical simulator.
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Analysis of the interaction fidelity of the system

Let us consider an interaction such as the manipulation of the virtual scalpel in this

simulator. We can say that if the user utilizes a classic Xbox joystick to manipulate the

scalpel (for example, by using the right stick to move in the X and Z axis and the up/down

directional pad to move on the Y-axis), we have a lower level of interaction fidelity as

compared to the user manipulation through the stylus of a haptic device (e.g., freely

moving the stylus in a 3D space and matching its position to that of the virtual scalpel).

This classification is made through the application of the interaction fidelity framework.

In fact, the joystick interaction technique has a lower biomechanical symmetry since

the movements done by the user in this interaction technique (i.e., fingers moving the

stick and pressing buttons) do not correspond to the ones expected in the real-world

task (i.e., moving the upper arm, forearm, hand and fingers to manipulate the scalpel).

On the other hand, interaction through the haptic device has a higher biomechanical

symmetry since the movements to manipulate the stylus can be identical to those of

the real scalpel manipulation. Moreover, the transfer function places the haptic-based

interaction technique as a more realistic one by providing a 1 : 1 transfer of the position

(i.e., one millimeter moved in the real space is translated to one millimeter of movement

in the VE).

Analysis of scenario fidelity

We can also describe different scenario fidelity aspects of the VE. For instance, we can

provide basic 3D models (e.g., rigid cubes and spheres) to represent the tissue and organs,

or more realistic ones with complex forms that deform on contact with the instrument. In

addition, we can provide realistic fluid models for blood and patient’s respiratory move-

ments. The deformation of the different patient’s organs and tissues and how they respond

to interactions with instruments are the focus of many research works. As mentioned

earlier, this component is out of the scope of this thesis project.

Conclusions on simulator fidelity and existing models

We have presented so far an overview of the existing works and theories in the field of

simulator fidelity. McMahan (2011) model that includes the FIFA framework was discussed

as the most suitable approach to examine the fidelity of interactions to be included in

the VR surgical simulators. However, this model suffers from some limitations. Indeed, it

does not provide a framework for analyzing some components, such as the haptic display
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fidelity, and it was not originally designed specifically for the surgical domain. Considering

these limitations, our first contribution in this work was to extend this model to iteratively

incorporate and evaluate the suitable components for developing virtual reality surgical

simulators. We discuss this in the following section.

2.4 Towards a simulator fidelity framework for surgical VR

simulators

Our literature review in chapter 1 suggests that the definition of effective interactions for

virtual reality medical simulators may impact their usability and effectiveness for training

purposes. We have subsequently identified three main interaction aspects of a virtual

reality simulator that may play a role in the training of technical skills:

• Changing the virtual camera’s point of view (navigation): In this thesis work, we

have investigated this aspect for a VR biopsy simulator, where the main task to

train on the system is the needle insertion inside a virtual body. The navigation

around the operative field was considered as a secondary interactive task. The main

objective was to determine whether the viewpoint changing technique’s interaction

fidelity, although considered a secondary task, impacts the user’s primary task per-

formance in the biopsy simulator. We have investigated this question by designing

and comparing two navigation techniques used to change the user’s viewpoint.

These techniques were characterized in terms of their levels of interaction fidelity by

applying the FIFA framework. They were designed following an iterative approach,

which consisted of three steps: an in-depth analysis of real biopsy procedures with

a focus on navigation tasks, the design of interaction techniques, and evaluation

studies. In chapter 3, we describe the biopsy task analysis and then present the de-

sign and evaluation of the navigation techniques through two iterative experimental

studies.

• The avatar control and representation: One important aspect observed during the

analysis of real surgery procedures is that surgeons visualize their fingers when

manipulating the surgical tools. Hand and finger movements are important for

performing motor tasks. This raises the question of whether it is important for the

trainees to see their hands and their movements when simulating the manipulation

of tools in VR. Unfortunately, our review of exiting simulator fidelity models did not

provide us with a framework for characterizing the degree of fidelity for users’ self-

avatar representation and control. Therefore, in the following section, we propose
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and discuss a model for self-avatar representation fidelity, which will be used to

characterize the avatar fidelity of the users’ hands representation in a bimanual

tool-based motor skills trainer. This is used then to determine the influence of

the self-avatar fidelity on users’ performance, learning outcomes, and transfer of

skills to the real procedure in a VR trainer for a pick and place task simulating basic

technical skills in surgery. This topic is investigated in chapter 4.

• The haptic display fidelity: No existing framework allows us to characterize haptic

display fidelity in order to deduce what is required for haptic feedback in surgical

simulators. The analysis of this topic is out of the scope of this thesis work. Nonethe-

less, we propose in the next section a haptic display fidelity framework that can

be used in the future to objectively evaluate the user interfaces to use for haptic

rendering, in a similar way to the visual display fidelity framework (Bowman and

McMahan, 2007). By following the same approach, (analysis of the literature, design

of a user study, implementation of a prototype, and evaluation of the research hy-

pothesis), designers can determine, in the future, the appropriate levels of haptic

display fidelity to include in their surgical VR simulators.

2.4.1 Self-avatar representation and control fidelity

As presented in chapter 1, the importance of the self-avatar representation and control

has been investigated for some time, showing that there is a strong correlation between

the feeling of presence and the degree of association of the users with their virtual repre-

sentation and movements (i.e., sense of embodiment). In addition, some studies show

that the users’ performance in VR simulators can also benefit from having a self-avatar

representation. However, the current FIFA framework does not include a tool to evalu-

ate the self-avatar fidelity, and there is no framework proposition for characterizing it.

For surgical VR simulators, the users use their hands to manipulate different tools while

performing technical skills. Therefore, the self-avatar in this context concerns the users’

hands.

In this section, we propose a framework for self-avatar fidelity of the users’ hands,

adapted from our research on avatar representation fidelity (Gamelin et al., 2020).

Three distinct components were identified for characterizing the self-avatar fidelity

of virtual hands: the visualization perspective fidelity, the kinematics fidelity, and the

appearance fidelity.
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Visualization perspective fidelity The first characteristic concerning the self-avatar is

the perspective from which the users visualize their virtual hands in the simulator (i.e.,

point of view). This dimension presents two levels:

• A first-person perspective, where the user visualizes the virtual hands co-located with

their real hands. This level of point of view usually requires an immersive display for

“hiding” the users’ real hand (e.g., HMD).

• A third-person perspective, where the user visualizes the virtual hands at an external

position, not co-located with their own hands, as if the virtual hands were the

puppets of the real hands.

Intuitively, we can consider that a first-person perspective represents a higher fidelity

metaphor for the users’ point of view in self-avatar visualization. Previous works have

investigated the difference between first- and third-person perspectives for a full-body

avatar and their impact on the sense of ownership (Debarba et al., 2015; Fribourg et al.,

2020; Gorisse et al., 2017). Additional studies are required to analyze this dimension for

virtual hands.

Kinematics fidelity This dimension considers the dynamics of the self-avatar. It is

defined as the degree of exactness with which the avatar replicates the movements of

the represented user (Gamelin et al., 2020). In this line, we can analyze all the DOF of

the hands’ movements, i.e., hand position and rotation, as well as fingers’ flexion and

spreading.

Moreover, for training motor skills, we can also consider the level of relevance of the

control capabilities with the real movement we want to train, in other words, the minimal

control functions required in the real-world task. For example, we should provide the user

with control capabilities for the hand position and rotation rather than individual fingers’

movements for using a scalpel in a surgical procedure.

Finally, kinematics fidelity is also characterized by the synchronicity of the movement.

For example, we can have low levels of synchronicity with virtual hands that “follow”

the real ones by providing animated transitions between different goal posture states or

high-fidelity ones with hands that produce real-time movements.

Appearance fidelity This dimension refers to the visual aspects of the self-avatar, re-

gardless of the motion capabilities. We can define it through three different components:

the appropriateness of the morphology, the photorealism and the visual identity. These
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components were previously defined for full-body avatars in the context of collaborative

virtual environments (Gamelin et al., 2020).

• The appropriateness of the morphology describes how close the selected morphol-

ogy matches that of the real entity or how realistic the morphology is represented

(Gamelin et al., 2020). Different degrees of fidelity can be established for the hands’

morphology’s appropriateness, ranging from the lowest level representation through

a basic element (e.g., a sphere) to a full human-like morphology (i.e., five articulated

fingers connected to a main body).

• The photorealism describes the realism of the representation as a generic human

hand. An example of a low-level model could be a cartoonish hand, whereas a higher

level contemplates, for instance, having a realistic rendering with tissue details, nails

and hair.

• The visual identity concerns the individual characteristics of the users’ hands, which

allow them to recognize the virtual hands as their own. It can concern, among

others, the complexity (e.g., thin or wider hands representation), skin colors, scars

and wrinkles, tattoos, as well as jewelry worn.

Previous studies (as presented in chapter 1) have compared different degrees of mor-

phology (Argelaguet et al., 2016; Giraud et al., 2013), visual realism (Lok et al., 2003) and

visual identities (Jung et al., 2018) for virtual hands in VR simulators. Nonetheless, further

studies are needed for the specific domain of surgical simulation in VR.

To summarize, we propose to extend the fidelity framework to contemplate the self-

avatar representation and control fidelity in VR simulators, specifically for hands repre-

sentation, which was an important aspect to consider during the design of VR surgical

simulators (see chapter 1). Previous works have studied the effects of self-avatar fidelity in

users’ state of presence, ownership and agency for VR simulators. However, none of them

focus on how the self-avatar’s fidelity might impact surgical skills training. We investigate

this issue for a tool-based motor task in chapter 4.

2.4.2 Haptic display fidelity

Humans interact with their surroundings through the five sensory channels: visual, audi-

tory, olfactory, gustatory and haptic. The haptic channel enables manipulation and active

exploration of the physical world, allowing the perception of some features like hardness,

roughness (friction or smooth), texture, shape, and weight. Haptic interaction consists

then of perception and manipulation (see Figure 2.3).
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Fig. 2.3 Classification of the human haptic perception and manipulation capabilities (Wang et al., 2014)

As mentioned in chapter 1, a haptic interface is a feedback device able to produce

a sensation to the user’s skin or muscles, like the sense of touch, rigidity or weight. It

can be classified into two main categories: force-feedback devices and tactile feedback

devices (perception of pressure, vibration, and texture). Haptic rendering is “the process

of computing the force required by contact with virtual objects based on the operator’s

motion measurements” (Hannaford and Okamura, 2008). The computational process of

haptic rendering can be seen in Figure 2.4. Indeed, the realism that can be achieved for

the sense of touch depends on the device’s capabilities in terms of positional sensing and

force feedback DOF. To characterize the haptic display fidelity, we focused on the interface

rather than the underlying force models and algorithms used for the simulation, which

relate to the scenario fidelity dimension.

Fig. 2.4 Schematic diagram of the haptic rendering cycle (Hannaford and Okamura, 2008): Virtual object
moves in the virtual environment according to the user’s movements of the haptic device. Joint displace-
ments are sensed in the device (1), processed through collision detection (2), surface points (3), and force
calculation (4)
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Haptic display fidelity framework

As was previously presented by (Bowman and McMahan, 2007), we can characterize the

visual rendering output through objective components. In the same way, we propose

to classify haptic rendering systems in terms of their characteristics. This way, we can

enumerate several objective components that allow us to determine the degrees of realism

we can have in terms of haptic feedback (see Table 2.4).

Table 2.4 Haptic display fidelity framework

Component Definition

Sensed Degree of Freedom The total degrees of freedom sensed for the device movement

Force Feedback Degree of Freedom The total degrees of force feedback

Force Range The upper and lower limits of force feedback

Torque Range The upper and lower limits of the torque

Force resolution Which is the resolution of the force allowed to be applied

Frame Rate
Or Update Rate. The number of times per second that a

force is updated

The physical dimensions of the workable workspace for the
Workable Workspace Size

device movement

Some of these characteristics might have a more significant influence on surgical

training. We hypothesize that the DOF for force feedback is one of the most critical compo-

nents to analyze. Indeed, depending on the surgical procedure intended to simulate, using

only positional forces might be enough and has been used for several surgical trainers

(e.g., needle insertion and MIS). Whether fully-actuated 6 DOF for force feedback devices

(i.e., including torques) can significantly impact the users’ performance and transfer of

skills remains an open research question. In this line, Forsslund et al. (2013) studied the

influence of the degree of freedom for force feedback on users’ task performance for an

instrument positioning task in virtual reality. They conclude that 6 DOF haptic rendering

significantly improved task performance over 3 DOF haptic rendering. Moreover, other

aspects, such as the workspace available and the frame rate provided for haptic rendering

are worth being explored.

To summarize, the inclusion of the sense of touch in virtual environments is currently

used to complete the user’s perception. Nowadays, there are many devices with great

capabilities to generate force feedback. By characterizing those capabilities (Table 2.4), we

can then investigate which interface and properties are needed for a specific VR surgical

simulator. Although this model’s justified relevance for the design of VR surgical trainers,

its validation requires several studies, which are considered out of this thesis’s scope.

Therefore, future works need to be conducted for its validation.
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2.5 Conclusions

Our analysis in chapter 1 suggests that the definition of effective interactions for virtual

reality medical simulators could have an impact on their usability and effectiveness for

training purposes. From a technological point of view, there are three main general

characteristics that we can extract from the virtual reality surgical simulators studied.

First, a means for visualizing the working site is provided by a screen monitor or HMD,

sometimes with a stereoscopic view, with one or simultaneous fixed views of the virtual

environment, or means for changing the users’ point of view in real-time. Second, the

virtual working site can include tissue models, bone representations, or merely abstract

objects, as well as the tools used to interact with them. Finally, they include the use of one

or two physical tools, usually interfaced with haptic devices, which are manipulated by

the users’ hands. They serve to control the virtual tools and provide the necessary haptic

feedback from their interaction with the other virtual objects.

From a user-centered point of view, surgical simulation can be seen as a traditional

3D interactive system, where interactions can be described through three essential tasks.

First, the manipulation of tools, generating kinesthetic and force feedback from collisions

of the tools with the environment elements. Second, the navigation, where the user moves

his head to visualize the surgical site from different perspectives. Finally, we can add the

avatar control as the user’s control of his body during manipulation. In this particular

case (surgical technical skills training), the avatar concerns the user’s hands. The first task

corresponds to the simulation’s primary task, and the other two to secondary ones. In

this thesis, we focus only on the two secondary tasks. Therefore, if we want to design an

efficient simulator, we need to determine how realistic these tasks need to be simulated,

which relates to simulator fidelity.

In this chapter, we have introduced and defined the main concepts related to simulator

fidelity in VR. Indeed, the fidelity of a simulator is strongly associated with the transfer of

skills to the real world. Hence it is important to base the design of surgical VR simulators on

this concept. We have also presented an overview of existing fidelity models and research

studies that contribute to this topic. The variety of domains in which this term is employed

and the different nature of the simulators make it difficult to reach a classification that

embraces all the dimensions found in the literature. Nonetheless, we have chosen one of

the existent works, which already proposes a three-dimensional model to characterize

different simulator interactions and components in terms of display, interaction, and

scenario fidelity. However, it was never used for the surgical domain.
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From the main interaction aspects identified above that could play a role in technical

skills training, the navigation inside the VE and the manipulation tasks can be analyzed

through the interaction fidelity framework dimension (FIFA). Indeed, the current chapter

sheds light on the important role the interaction fidelity component plays in the transfer

of knowledge from a virtual reality trainer to the real world. This suggests that higher

fidelity interactions would improve the efficiency of VR surgical simulators for learning

technical skills. However, it is not clear whether high interaction fidelity is necessary for

all the interaction aspects. In this work, we do not focus on the manipulation task. We

hypothesize that as being the main task of the simulation, it must be simulated in its

highest level of fidelity in terms of interaction, including the same degrees of freedom for

the tool movement and the same shape of the tool. Navigation, more particularly, how

to change the point of view in the VR simulator, is explored in chapter 3. The focus is

made on interaction techniques for supporting the needle insertion task in a VR biopsy

simulator. We investigate the impact of interaction fidelity viewpoint changing techniques

in users’ performance in a designed VR biopsy simulator.

The second main aspect identified, which is how the environment is visually rendered

to the user and the haptic feedback rendering, can be analyzed through the display fidelity

dimension. The existing fidelity framework for this dimension focuses only on how to

characterize the visual display fidelity. However, other stimuli, such as haptic display,

are more relevant for surgical VR simulators. In this chapter, we proposed a framework

to characterize the levels of haptic display fidelity, which contributes to the existing

framework. In this work, we do not focus on studying the impact of haptic fidelity on

training. Nonetheless, this framework extension could be useful in the future to determine

which are the essential characteristics for haptic rendering in VR to guarantee effective

training and transfer the skills to the real-world procedure. We do not focus on the scenario

fidelity dimension either. Concerning this dimension for surgical simulators, we can move

from lower levels of object models to more realistic, deformable ones. Moreover, higher

expressions of scenario fidelity might include specialized algorithms for fluids and blood.

As presented in this chapter, this dimension has not been thoroughly explored for VR

simulation in general, nor for surgical simulators either.

Finally, the avatar control and representation in VR simulators are not included in the

fidelity framework formulation we chose to focus on (interaction, display and scenario

fidelity). Therefore, we extended this model with a self-avatar framework to characterize

the users’ virtual representation’s degree of fidelity. The avatar control and representation

is the second component we focus on in this thesis work. We study how the users’ self-

avatar representation’s fidelity can influence the learning of a tool-based motor-skill task
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in a VR simulator in chapter 4. For that purpose, we use the new model we have proposed

in this chapter to characterize the level of avatar fidelity for users’ hands in VR simulators.

To summarize, two components were selected from surgical VR simulators to study:

viewpoint changing task and self-avatar representation and control. We study how some

degrees of fidelity for these components can influence users’ performance during surgical

technical skills training, see chapter 3 and chapter 4 respectively for viewpoint change

and avatar.
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In the previous chapters, we have identified interaction fidelity as a main aspect to con-

sider during VR surgical simulators’ design for technical skills training. More particularly,

the correct navigation inside the virtual environment remains unexplored for surgical

simulators.

In this chapter, we will investigate the design of this interaction component for a

virtual reality surgical simulator in order to improve its effectiveness. More particularly,

we will focus on how the users can efficiently change their point of view during a needle

insertion task in a virtual reality biopsy simulator.

After a detailed analysis of the navigation task during biopsy, we identified the key

points of view used by the physicians when performing this task. Based on this analysis,

two techniques to change the VE camera’s point of view are proposed and compared using

the state-of-the-art interaction fidelity framework (FIFA) (McMahan, 2011) to categorize

their levels of interaction fidelity. The first technique is based on tracking the user’s head,

while the second one is based on touch interactions. They were evaluated through two

user studies to determine which technique is more suitable for performing the needle

insertion task, improving users’ task performance, and which is preferred by the users.

The chapter is structured as follows. First, we present a brief state of the art on

biopsy VR simulators to lead to our research problem for the first part of this work. We

then describe the two iterations carried out (preliminary and main study) to design the

needle insertion trainer and interaction techniques. Finally, we present the user studies

conducted to compare these interaction techniques and discuss the main results and

conclusions.
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3.1 Biopsy and virtual reality simulators

Biopsy consists of inserting a specific needle into the human body to reach a target tissue

(e.g., a tumor). This procedure is usually performed with limited real-time visual feedback

to guide the manipulation of the needle (Chellali et al., 2012). Therefore, the accuracy of

this task requires high haptic and three-dimensional spatial abilities.

The needle insertion task has already been simulated through VR technologies with a

focus on haptic feedback simulation. For example, Gerovich et al. (2004) have developed

a needle insertion simulator where the user could see in 2D a sample of a four-layer tissue:

skin, fat, muscles and bones. Using a haptic device, users could feel force feedback when

the needle passes through the tissue layers. Shin et al. (2011) have presented a needle

insertion simulator with a haptic device. However, no visual feedback experience was

included in this system. Other simulators have also been developed for training different

needle insertion procedures (Corrêa et al., 2014; Henshall et al., 2015; Sutherland et al.,

2013; Torres et al., 2012). The reader can refer to Corrêa et al. (2018) recent literature

review on needle insertion simulators. However, the absence of any widespread adoption

of these systems suggests that more work is needed to improve their design.

3.2 Research problematic

The previous review and the state of the art on the navigation task in VE presented in

chapter 1 suggests that the existing needle insertion simulators and studies focus on the

design of the main operative task to train. However, little is known about the impact of

secondary tasks, such as how to change the point of view, on the user’s performance. In

this chapter, we focus on how the user can interact inside the VE to find the best point of

view during a needle insertion task in a VR simulator.

As discussed in chapter 1, the principle of orbiting around 3D objects (point of interest)

is the most suitable for navigation in VR surgical trainers since it allows the trainee to

visualize the 3D objects from different angles to extract information about the tools’

position with respect to them. We have also identified two types of navigation techniques

that vary in their levels of interaction fidelity: naturalistic and metaphoric techniques.

However, no consensus was found to help designers choose the appropriate level of

interaction fidelity of navigation techniques for these systems.

To summarize, secondary tasks such as navigation are not the main focus during

VR surgical simulators’ design, and although many techniques have been proposed for

navigating in these systems, their impact on users’ performance on main tasks remains
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unknown. Besides, in chapter 2, simulator fidelity was pointed out as important to

guarantee the transfer of knowledge to the real world. However, the influence of the

interaction techniques’ fidelity on users’ performance for surgical simulators has not been

fully investigated yet. In this chapter, we address this issue for a virtual reality biopsy

simulator, where the main task is the needle insertion, and the secondary task is the

navigation around the operative field (i.e., changing the point of view). The research

problem we want to address in this chapter is whether the interaction fidelity of the

viewpoint changing technique impacts the user’s task performance in the biopsy simulator.

We investigate this issue by designing and comparing two existent techniques used to

change the user’s viewpoint. These techniques have different levels of interaction fidelity

and were designed following a user-centered approach with an in-depth analysis of real

biopsy procedures. In the following sections, we describe the biopsy task analysis and then

present the design and evaluation of these techniques through two iterative experimental

studies.

3.3 Biopsy task description

The task analysis of the biopsy procedures presented here is based on a previous study

conducted by the research team (Van Nguyen et al., 2015). The study is based on observa-

tions of videos from actual interventions and interviews with expert clinicians. Hereafter,

we describe the main phases of the biopsy procedure and their requirements.

During a biopsy, clinicians must insert a needle accurately in the patient’s body to reach

target tissue such as a tumor. The biopsy procedure can be divided into three main phases.

The first phase is the planning. This phase consists of identifying the tumor position inside

the body by means of an imaging system (e.g., a computerized tomography (CT) scan),

choosing the appropriate needle entry point on the body surface, and determining the

trajectory that the needle must follow to both, reach the target and take into consideration

safety constraints (e.g., avoiding vital organs or bones). The second phase is the needle

insertion and manipulation. It consists of inserting the needle through the chosen entry

point and following the defined path to reach the tumor and extract a sample tissue to

analyze. To reduce the radiation exposure from the CT scan in this phase, the clinician

does not have live visual feedback of the needle position. Only the CT scan images’ spatial

memorization from the planning phase and the haptic feedback provided by the needle

in contact with the different tissues during insertion are used to guide the clinician. The

third phase is the verification of the needle position inside the patient’s body. This phase

consists of performing another offline CT scan of the patient to determine whether the
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needle insertion is being correctly performed and whether the needle tip reached the

target. It is essential to mention that the number of CT scans should be minimized in

order to reduce the patient’s radiation exposure. If the needle is not correctly positioned,

the clinician can take it out of the skin and then reinsert it to correct its orientation. The

procedure ends when the needle tip is correctly positioned inside the target to perform

the tissue sampling. The clinician then removes the needle with the sample tissue outside

the body.

3.3.1 Analysis of viewpoint change during biopsy

To design our techniques, we have conducted here a more specific analysis related to

navigation tasks during a biopsy. This allowed us to identify the key viewing angles used

by the physicians when performing this procedure (see Figure 3.1). Performing a biopsy

requires first to have a top viewing angle (by looking at the same direction as the needle

insertion axis) in order to determine the entry point on the skin surface to position the

needle on this entry point correctly. After the needle is positioned on the entry point and

inserted inside the skin, the physician changes to an inclined viewing angle with small

head movements (between 30 and 60 degrees relative to the needle insertion axes) in order

to associate the position of the needle inside the tissue layers with the perceived haptic

feedback. Finally, the clinician uses a close-up lateral viewing angle (almost perpendicular

to the needle direction axis) to determine how deep the needle inside the patient’s body

is. All this information is updated regularly through CT scan images to ensure the proper

execution of the task.

(a) (b) (c)

Fig. 3.1 The different points of view required to perform the biopsy task. (a) Top viewing angle to determine
the entry point and position the needle on it. (b) Inclined viewing angle to associate the needle position
with the haptic feedback. (c) Close-up lateral viewing angle to determine the needle depth into the skin
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3.4 The design of the interaction techniques

Based on the previous analysis, two distinct techniques are proposed to change the point

of view of the working scene in our biopsy simulator. The first technique is based on

tracking the user’s head, while the second one is based on touch interactions. Both

techniques should cover a field of view similar to that used by the clinicians. These

techniques correspond to existing metaphors usually used for navigation inside virtual

environments but have different levels of interaction fidelity. Therefore, we have inspected

them by applying McMahan’s FIFA framework (McMahan, 2011) to classify them according

to their levels of interaction fidelity.

Head-tracking technique

This technique allows the user to change the point of view by moving his head. As observed

in the recorded videos, clinicians use this way of navigation to choose an appropriate

point of view when manipulating the biopsy needle.

The technique consists of getting the user’s head position through a tracking device

and using this information to change the virtual camera position in the VE (see Figure 3.2).

This technique offers the advantage of being intuitive because the camera in the VE

replicates the natural movements performed by a user when exploring the real-world

environment.

The implementation in our simulator uses Kooima’s generalized perspective projection

algorithm proposition (Kooima, 2008). This algorithm deals with the issue of motion

parallax by calculating the appropriate projection matrix through the user’s position with

respect to the center of the screen.

Touch-based technique

In this technique, the non-dominant hand is used to set the appropriate point of view,

while the dominant hand is used to manipulate the needle. We have designed this tech-

nique based on previous discussions with clinicians and observation of the real-world

task. Indeed, clinicians use their non-dominant hand as a local frame of reference when

performing the needle insertion task (see Figure 3.3). This can be related to the asymmet-

rical bimanual model (Guiard, 1987), which indicates that the non-dominant hand serves

as a frame of reference for tasks performed using the dominant hand. This technique

offers the advantage of a finer tuning of the point of view by allowing the user to have

better control with smaller camera movements.
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Fig. 3.2 (left) User interacting in the VR simulator using the head-tracking technique. (right) Head-Tracking
movements: (a) Get up and down views (move the head up/down). (b) Get lateral views (move the head
sideways). (c) Get closer to/far from the object (move the head ahead/backward)

For our implementation, two different gestures are used, dragging and pinch. The

dragging gesture uses one finger to rotate the camera in the opposite direction of the

movement, allowing the user to explore lateral and up/down views. The pinch gesture

allows zooming into the scene for a close-up look (see Figure 3.4). Similar gestures were

previously used by Fu et al. (2010) for navigating simulated astrophysical environments.

Fig. 3.3 Clinicians use their non-dominant hand as a local frame of reference. (left) Clinician performing a
real biopsy. (right) User using the touch-based interaction technique

3.4.1 Analysis of interaction fidelity of the techniques

Concerning the design choices and fidelity levels, we controlled the two dimensions of

the display and the scenario fidelity by providing a moderate visual (high resolution and

stereoscopy, but moderate framerate and display size, and low FOV and FOR) and haptic

(3 DOF force feedback, no torque, a max force of 3N, and a frame rate of 1 kHz) fidelity
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Fig. 3.4 (left) Touch-Based gestures: (a) Dragging gesture to rotate the scene (up-down). (b) Dragging gesture
to inspect the skin from its lateral sides. (c) Pinch gesture to zoom the scene. (right) User interacting in the
VR simulator using the touch-based technique

levels and a low scenario fidelity (a simplified task in a multi-layer tissue sample, with no

representation of the patient’s body).

For interaction fidelity, we controlled both manipulation and avatar fidelity. As men-

tioned in chapter 2, the manipulation task requires high levels of interaction fidelity (i.e.,

exact forces and movements, shape-alike interface). The avatar fidelity was designed with

a low level of fidelity (static human-like hand with third-person perspective).

Finally, the evaluated component is the viewpoint changing task, for which we inves-

tigated the level of interaction fidelity. To characterize the two interaction techniques’

fidelity levels, we have used the state-of-the-art interaction fidelity framework. The FIFA

framework analyzes three dimensions of the interaction fidelity: biomechanical symmetry,

control symmetry and system appropriateness (see subsection 2.3.3 for the definition of

each dimension). Its application consists of determining whether an interaction technique

matches the natural human interaction in the real world for each of these dimensions. In

our case, we want to analyze which of the proposed techniques reproduces more reliably

the natural human navigation during needle insertion.

Hereafter, we present for each dimension of the FIFA framework the associated level

of fidelity attributed to each proposed technique. A summary of the analysis can be found

in Figure 3.5.
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Fig. 3.5 Interaction fidelity analysis of head-tracking and touch-based techniques using FIFA

Biomechanical symmetry: The head-tracking technique is considered a higher-fidelity

interaction technique than touch-based technique regarding this component because the

body movements involved and the forces applied are those of the real human navigation.

Control symmetry: Although it is possible to control the virtual camera position with

both techniques, it is important to notice that for the head-tracking technique, the user’s

movements are directly mapped to the virtual camera movement. In contrast, finger

movements must be converted into a delta angle to update the camera position. Moreover,

the scaling performed with the zoom gesture must be translated to a displacement in

order to finally change the camera position. Additionally, touch interaction has a lower

level of termination symmetry when compared to the head-tracking. To analyze this, we

considered that the termination symmetry in the natural navigation task corresponds

to stopping the body (i.e., head) movement, which is precisely reproduced in the head-

tracking technique.

System appropriateness: For this dimension, we consider that both techniques have

minimal errors in accuracy and precision (the fingers detection and the head-tracking).
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However, the gesture recognition has a higher latency and requires a touch input device,

while the head-tracking is done naturally by attaching passive markers to the user’s head.

Therefore, the head-tracking technique presents a higher level of system appropriateness.

Nonetheless, although the touch-based technique is presented as a lower fidelity

technique in terms of system appropriateness, it can be more advantageous in terms

of movement stability. In fact, users can view the scene from one fixed viewpoint while

manipulating the device from their natural viewpoint. On the other hand, head-tracking

can result in a less stable point of view because any small movement of the user’s head

results in a camera movement (low input accuracy and tracking latency). This may impact

the user’s performance during needle manipulation.

As a whole, head-tracking is classified as a high-fidelity interaction technique and touch-

based as a moderate-fidelity technique. Nevertheless, the touch-based technique presents

some advantages that can lead to a better performance in the particular task of needle

insertion using the VR trainer.

3.5 Viewpoint change fidelity, first study

3.5.1 Working hypotheses

After designing our techniques, we have conducted a first user experiment to compare

them. Our main research question for this experiment was whether the fidelity of the view-

point changing technique (secondary task) would impact the users’ performance during

needle insertion (main task) in the VR biopsy trainer. Besides this central question, we

wanted to investigate whether the fidelity of this interaction technique will also influence

the users’ subjective experience through the sense of agency and the sense of ownership,

as well as easiness to use and preference. We can interpret the sense of agency in this

specific context as the users’ impression to be able to control the camera’s point of view,

and the sense of ownership as the impression that the camera’s point of view is the users’

own eyes.

Therefore, we have defined three main working hypotheses for our experiment:

• H1) Users will perform the needle insertion task better using the touch-based tech-

nique.

We think that the touch-based technique will allow users to be more accurate

when performing the needle insertion task because it will grant them a more
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stable point of view and let them carry out smaller camera movements. Conse-

quently, this is expected to allow them to perform the overall task faster, with

fewer trials and more accurately because they will reach the target much more

easily. On the other hand, in the head-tracking technique, the users’ head

position will be continuously tracked, and the camera position updated. This

may result in a less stable point of view, which will impact the accuracy of the

needle manipulation and also increase the overall completion time and the

number of insertion trials.

• H2) Users will have a higher sense of agency and ownership when using the head-

tracking technique.

We hypothesize that the head-tracking technique will more positively affect

the sense of agency and the sense of ownership, compared to the touch-based

technique, due to its higher biomechanical symmetry and a stronger control

symmetry with natural navigation.

• H3) Users will find the head-tracking technique easier to use and prefer it over the

touch-based technique.

We hypothesize that the head-tracking technique will be easier to perform due

to the similarity to a known task, and this will make users prefer the use of this

technique over the touch-based one.

3.5.2 Apparatus

In order to evaluate the two proposed techniques, a prototype of a needle insertion

simulator was developed. The implementation was done using Unity3D1 (version 5.3.2)

with C#. Unity3D was chosen as the development platform because it permits an easy

integration of the various devices used, such as the haptic interface and the expansion

modules for network communication and stereoscopic 3D view.

The VE consists of a virtual biopsy needle (modeled in Blender) and a rectangular

object simulating a soft two-layer tissue (penetrable surface) placed on a table (not pene-

trable surface). A green sphere representing a tumor target was placed inside the tissue.

In addition, a virtual rigid-hand holding the needle was added because it was reported to

be useful as a spatial reference in needle insertion VR simulators (Van Nguyen et al., 2015)

(see Figure 3.6g).

1https://unity.com
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The virtual needle position and orientation are controlled by a physical interface, the

Geomagic Touch2 haptic device, providing 6-DoF for position (see Figure 3.6d) and 3 DOF

of force feedback (3.3N mm−1 maximum stiffness force). The used force feedback model

is based on a needle insertion inside a pig liver at a constant speed (Barbé et al., 2006) and

was implemented by extending the C# wrapper for Geomagic Touch device developed by

Kirurobo3 (Kirurobo, 2014). Finally, to increase the system’s interface fidelity, the haptic

device’s stylus was replaced by a 3D printed model of a biopsy needle-holder. This holder

replicates the exact measures of a real biopsy needle-holder (see Figure 3.6e).

A 40 inches 3D monitor was used to display the VE (see Figure 3.6b). It was posi-

tioned with a 45◦ inclination with respect to the horizon, as suggested in previous studies

(Van Nguyen et al., 2015). Finally, the VE was displayed with stereoscopic rendering

because previous studies show that it provides depth cues that can help users to better

understand scene details when precision is required (Boritz and Booth, 1997; Lee and Kim,

2008).

Head-tracking technique: The user’s head position tracking was performed using the

SmartTrack4 camera system (see Figure 3.6a). This system consists of two infrared cameras

for optical tracking, capable of detecting passive and active markers and operating at 60fps.

Passive markers were attached to the stereoscopic 3D glasses (see Figure 3.6f). In order to

communicate the position of the markers to the Unity3D application, the ARTTrackSM5

library (developed internally by the team) was used (Davesne, 2015). Our implementation

of the head-tracking technique is based on the generalized perspective projection method

(Kooima, 2008).

The usable tracking space provided by the camera system was limited. It allowed the

user to perform around 120◦ sideways and 110◦ upside-down exploration. This constraint

was, however, sufficient to answer to the requirements of the biopsy navigation.

Touch-based technique: The touch-based technique was implemented using an interac-

tive 3D multi-touch table (see Figure 3.6b) and by extending the Touch Script6 framework

developed for Unity3D and freely available in the asset store.

2https://www.3dsystems.com
3https://github.com/kirurobo/ManagedPhantom
4https://ar-tracking.com
5https://www.ibisc.univ-evry.fr/ fdavesne/tec/
6https://github.com/TouchScript/TouchScript
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Fig. 3.6 Biopsy VR simulator implementation. (a) SmartTrack camera to track the user’s position. (b) Touch
input screen with 3D stereo capabilities. (c) Virtual scene of the needle insertion task. (d) Geomagic haptic
device to implement force feedback. (e) 3D printed needle attached to the device. (f) 3D stereo glasses with
passive markers to track the user’s position. (g) Virtual hand

To be able to compare both techniques, the amplitude of the point of view using the

touch-based technique was limited in order to have the same space as the head-tracking

technique (i.e., 360◦ exploration with the touch-based technique was not allowed).

3.5.3 Participants

Fourteen participants (10 males and 4 females) from the University (students and staff)

were enrolled in this study (N = 14). The mean age was µ= 26.50 (σ= 3.98). Twelve of

them were right-handed. They all had normal or corrected to normal vision, and six wore

their correction glasses during the experiment. All of them have previous video game

experience (including smartphone games), with four of them being regular players. Eight

participants reported previous experience with 3D VEs, and seven participants used haptic

devices before this experiment (mainly in demonstrations or previous user studies). All

the participants were naive subjects with limited experience with needle insertion tasks.

This is similar to what one can expect from future users of the system –novice medical

students who start learning basic technical skills.

3.5.4 Experimental design

A within-subject design was used, with one independent factor (viewpoint changing

technique) with two levels: the head-tracking (HT) and the touch-based (TB). Thus, all
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participants performed the experimental task twice, once using each technique. The

presentation order of the techniques (automatically assigned by the application) was

counterbalanced to avoid any learning effect.

3.5.5 Experimental task

The experimental task consisted of a needle insertion inside a transparent tissue model.

The goal was to position the needle tip in the center of a green target located inside the

transparent tissue.

Before each trial, a red sphere was displayed in the center of the scene, indicating the

starting point. The participants had to position the virtual needle in the center of this

sphere to start the trial. This ensured that the haptic device was positioned at the exact

same position at the beginning of each trial. Once the trial started, the green target was

placed inside the tissue model. The participants were instructed to insert the needle inside

the tissue to reach the target. They used the viewpoint changing technique to choose the

entry point, verify the virtual needle’s position with respect to the target, and confirm if

the virtual needle reached the target’s center. A red alert appeared if they touched the

virtual table support, indicating that they have inserted the needle in too far. Once the

participants considered that they reached the target’s center, they had to validate the

current trial by pressing the button included in the physical needle holder.

The participants were instructed to perform the task as quickly as possible (to evaluate

the completion time) and to position the needle tip as accurately as possible in the center

of the green target (to evaluate the accuracy).

3.5.6 Experimental procedure

The experiment started with signing the consent form and filling-in the demographics

questionnaire. After that, the participants were presented with an instructional video

explaining how to visualize the environment from different points of view by using each

of the proposed techniques, how to use the different equipment (i.e., haptic device and

validation button), and the task procedure to perform. The participants were then installed

in the VR prototype area. They started the familiarization phase, where they learned how

to manipulate the haptic device, how to use the physical holder’s button, and they were

able to experience the haptic feedback of the virtual needle inside the tissue. After that,

the experimental session started for the first technique (automatically assigned by the

simulator). It consisted of performing five trials of the needle insertion task. Finally, the

participants were asked to fill in a questionnaire to subjectively evaluate the viewpoint
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changing technique used. This procedure was repeated for the second technique. See

Figure 3.7 for a summary of the experimental procedure.

Fig. 3.7 The experimental procedure for the viewpoint change study

3.5.7 Data collection and analyses

Objective and subjective measurements were recorded for this experiment. The com-

pletion time and the distance between the needle tip position and the target’s center

were recorded for each trial to analyze the techniques’ effectiveness. Completion time

calculation started when the start red sphere was reached and ended when the physical

button was pressed to validate the trial.

The subjective data consisted of responses to a questionnaire for each technique, using

a 7-point Likert scale (see Appendix C). The questions included four different criteria:

the realism, the possibility to navigate and manipulate inside the environment, the sense

of ownership, and the sense of agency. Some of the questions (Q1-Q11) were extracted

from the “State of Presence Questionnaire” (Witmer and Singer, 1998) and the rest of them

(Q12-Q16) were inspired from questionnaires used in the literature (Hoyet et al., 2016).

Data analyses

All data analyses were performed using SPSS software version 21.0 (IBM Corp., Armonk,

NY, USA) with the appropriate statistical tests. We have used a confidence level of 95% for

all our statistical analyses. Therefore, a result is considered significant when p < .05.

First, the collected data was analyzed to determine whether parametric tests can be

used. We have checked the data normality assumption through the Shapiro-Wilk test on

the completion time data and the accuracy data. The results indicate that all data follows

a normal distribution. Therefore, the paired samples t-test was used for all the variables

data to compare the mean values.
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The non-parametric Wilcoxon Signed Rank Sum test was used to compare the mean

scores of the subjective questionnaire data (ordinal data).

3.5.8 Results

Objective measures

Completion time: The paired-samples t-test showed a significant main effect of the

technique on the completion time (t = 2.25, p = .044) (see Figure 3.8). The participants

performed the task significantly faster in the HT condition.
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Fig. 3.8 The median value (with inter-quartile range –Q1-Q3) for time and accuracy measures in the VR
prototype for the HT and TB techniques

Accuracy: Although participants were more accurate in the HT condition, the paired-

sample t-test showed no significant effect of the technique on the accuracy (t = 0.56,

p = .584) (see Figure 3.8).

For a more in-depth analysis, we have compared the accuracy according to each

axis (X, Y, and Z) separately. A one-way ANOVA shows no significant effect of the axis

(F (2,39) = 2.38, p = .105) on the accuracy for the HT condition. On the other hand,

the one-way ANOVA shows a significant effect of the axis (F (2,39) = 7.12, p = .002) on

the accuracy achieved with the TB condition. Post hoc comparisons with Bonferroni

correction show that participants were more accurate on the X-axis (lateral) and on the
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Fig. 3.9 The median value (with inter-quartile range –Q1-Q3) for the analysis of the accuracy measure by
axis in the VR prototype for the HT and TB techniques

Z-axis (vertical) than on the Y-axis (depth) (p = .003, p = .020; respectively). No significant

effect was found between X and Z axes (see Figure 3.9).

Subjective evaluation

Overall, 71% of the participants preferred the head-tracking technique over the touch-

based technique, and 64% of them thought that it is easier to learn. Finally, half of them

believe that they performed better with it. Regarding the questionnaire answers, although

the responses show a higher score in favor of the HT technique for all the criteria (see

Figure 3.10), the Wilcoxon non-parametric tests show no significant effect of the technique

for any of the criteria (see Table 3.1).
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Fig. 3.10 Subjective measures results for user-study (first-iteration)

Table 3.1 Statistical results for Presence questionnaire

Wilcoxon tests

Criteria Z p

Realism −0.63 .528

Possibility to Navigate/Manipulate −1.18 .238

Sense of Ownership −1.72 .085

Sense of Agency −1.86 .063

∗p < 0.05

3.5.9 Discussion

Our first user study results do not allow us to validate the hypothesis of participants

having a better performance with the moderate fidelity technique (H1). Indeed, the results

suggest that the higher fidelity technique for changing the point of view permits to perform

the needle insertion task significantly faster than the moderate fidelity technique in our

virtual reality simulator. These results are consistent with Chen et al. (2013) study, who

compared a head-tracking navigation technique with a lower fidelity interaction based on

joystick’s control, and concluded that the head-tracking metaphor allowed participants
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to achieve lower task completion times. The results show also that this technique allows

users to perform the task more accurately, although no significant difference was found.

A more in-depth analysis of the user’s performance using the touch-based technique

shows that users were more accurate on the lateral (X) and up (Z) positions of the needle

compared to the depth (Y) position. This suggests that the top view of the tissue was not

fully explored during target validation using this moderate interaction fidelity technique.

Not surprisingly, the head-tracking technique was reported to be easier to learn (64%

of participants) and was preferred over the touch-based technique (71% of participants);

therefore, H3 is validated. This can be attributed to the fact that this technique is based on

the way users naturally navigate in the real world to inspect objects from different sides.

Concisely, head-tracking technique has a higher level of bio-mechanical symmetry.

Besides, the head-tracking technique seems to generate a higher feeling of ownership

and agency, although the differences were not significantly different compared to the

moderate fidelity technique. These results can be attributed to the technique’s fidelity level,

particularly to the higher control symmetry level that the head-tracking technique has

over the touch-based technique. Therefore, H2 is not validated, although the results lean

towards head-tracking evoking a higher sense of agency and ownership when compared

with the moderate technique.

Finally, general remarks were made by participants concerning the non-animated

hand characteristics as well as its posture not reproducing participants one. Indeed, in

this first study, participants were able to only choose between a left or a right hand, which

had a medium-light skin tone. Improvements need to be made to increase participants

association with their virtual hand (the research topic of hand representation and control

was explored in the second part of this thesis project for a bimanual task, and it is presented

in chapter 4).

The preliminary results presented above (Ricca and Chellali, 2016; Ricca et al., 2017)

suggest better performance and preference by the users for the head-tracking technique,

which is characterized as a high-fidelity interaction technique, compared to the touch-

based technique, characterized as a moderate-fidelity interaction technique.

However, our observations during the experiment have shown that the participants did

not fully use the touch-based technique to correctly verify the position of the needle during

the insertion. Some of them kept the same viewpoint during the whole trial, which did not

allow them to fully understand the 3D position of the needle with respect to the target. This

may have impacted their performance using this technique. This issue can be attributed

to an excessive simplification of the task design. In fact, the participants were able to insert
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the needle and validate the trial without explicitly using the techniques to change the

point the view. This does not reflect the actual biopsy procedure requirements in which

the clinicians need to verify the needle position during the whole procedure. Subsequently,

we have decided to perform a new design iteration of the simulator prototype by changing

the task to better match the actual needle insertion task during biopsy and encourage

participants to use the viewpoint changing techniques to perform the task correctly. This

new iteration required us to come back to the task analysis phase in order to better design

the biopsy procedure.
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3.6 Viewpoint change fidelity, second study

3.6.1 New design choices

Based on the first study results, we have decided to modify the task implemented in the

first prototype by including a visualization metaphor of a patient’s scanner image during

the biopsy procedure. By adding this metaphor that better reflects the procedure require-

ments, we were expecting the users to make use of the viewpoint changing techniques

to perform the task with higher performance. This was also expected to improve the

simulator’s design by teaching the trainees how to better take into account the viewing

angle during the needle insertion. Subsequently, two modes were included in the system.

First, the verification mode simulates the clinician’s need to visualize the offline scanner

images to check the needle position without manipulating it. Second, the manipulation

mode simulates the needle manipulation and insertion without visual feedback of the

needle’s position inside the body during its manipulation.

Based on these new design choices, a second version of the prototype was designed

and developed. A second user study was carried out to investigate the original research

question of whether there is an impact of the interaction fidelity of the viewpoint changing

technique (secondary task) on the user’s performance during the needle insertion task

(main task) (see subsection 3.5.1).

3.6.2 Apparatus

Two changes were made to the initial needle insertion trainer. First, the two system modes

(verification and manipulation) were added. A pedal was used as a user interface to

switch between these two modes (see subsection 3.6.5 for details). Second, concerning the

head-tracking technique, the SmartTrack camera system was replaced by the OptiTrack7

camera system due to the original system’s malfunctioning (see Figure 3.11a). This new

camera system consists of six infrared cameras capable of detecting active and passive

markers (like the ones mounted on the 3D glasses). A VRPN8 client-server application was

developed to communicate the user’s head position to the Unity3D application.

7https://optitrack.com
8https://github.com/vrpn/vrpn
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Fig. 3.11 Biopsy VR simulator implementation. (a) OptiTrack IR cameras to track the user’s position. (b)
Touch input screen with 3D stereo capabilities. (c) Virtual scene of the needle insertion task. (d) Geomagic
haptic device to implement force feedback. (e) 3D printed needle attached to the device. (f) 3D stereo
glasses with passive markers to track the user’s position. (g) Pedal used to change modes

3.6.3 Participants

Twenty-one new participants (15 males and 6 females) from the University (students and

staff) were enrolled in this study (N = 21). None of them have participated in the first

study. The mean age was µ = 32.19 (σ = 9.13). Seventeen of them were right-handed.

They all had normal or corrected to normal vision, and six wore their correction glasses

during the experiment. Seventeen of them have previous experience with video games

(including smartphone games), with six of them regularly playing video games. Fifteen of

them reported previous experience with 3D VEs, with only five of them having used haptic

devices before this experiment (mainly in demonstrations or previous user studies).

The experimental protocol was approved by the institutional ethics committee of

Université Paris-Saclay (CER Paris Saclay) prior to enrolling any human subject. Informed

written consent was obtained from all the subjects involved in this study prior to their

participation.
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3.6.4 Experimental design

The same design as the first study was used in this study (see subsection 3.5.4). One

male participant had to be excluded from the data set because he did not correctly follow

the experimental instructions. This left 10 participants who started the experiment with

the head-tracking based technique (N = 10) and 10 participants who started with the

touch-based technique (N = 10).

3.6.5 Experimental task

The changes made to the experimental task in this second experiment include the addition

of the visualization metaphor of a patient’s scanner image during a biopsy procedure.

Once the trial started (after the red sphere position was reached with the virtual needle,

see Figure 3.12a), the green target was placed inside the tissue model. This time, the tissue

model was opaque, similar to the patient’s body. Therefore, the participants were not

allowed to see the target inside it. To simplify the task, the entry point, represented by a

blue circle, was displayed on the top of the tissue (see Figure 3.12b). This replaces the initial

planning phase, identified during our task analysis (see section 3.3). The participants were

instructed to insert the needle inside the tissue following this entry point, allowing them

to focus only on the needle manipulation and the verification phases.

Based on our task analysis, the system was designed to provide two different visual-

ization modes. The first mode, called the “manipulation mode”, allowed the participants

to move and rotate the virtual needle as pleased and experience the collision forces with

the tissue (see Figure 3.12c). Moreover, the participants were able to use the viewpoint

changing technique to choose the desired point of view. The second mode, named the

“verification mode”, showed a frontal plane cut section of the tissue located at the target’s

middle position. In this mode, a truncated cone was rendered from the blue circle in the

tissue’s surface to the green target, and served as a guide to conduct the needle insertion

(see Figure 3.12d). In this mode, the participants could not manipulate the virtual needle

(i.e., the haptic device’s position was constrained). They could only change the point of

view by using the interaction technique. This mode simulates the verification phase using

the CT scan images during the real-world procedure.

A priori, the participants did not know the green target’s location, so they started

each trial by switching to the verification mode to locate the target and determine the

best needle orientation to reach it according to the proposed entry point. In addition,

participants were instructed to use this mode to verify at any time the position of the

virtual needle with respect to the target. The pedal was used to allow the participants
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(a) Starting point determined by the red sphere. (b) Blue circled guide where the insertion must be done.

(c) Manipulation mode where the participant can control
the virtual needle.

(d) Verification mode where the participant can use the
cone guide to verify the needle’s position.

Fig. 3.12 Biopsy simulator task description

to switch between the two modes (see Figure 3.11g). In this case, the pedal needed to

be pressed and hold to display the verification mode and released to come back to the

manipulation mode. The pedal’s use allowed them to switch between the two modes

hands-free so that they could continue to use the touch-based technique using the non-

dominant hand without interruption. Once the participants considered that they reached

the target’s center, they had to validate the current trial by pressing the needle holder’s

button in the verification mode.

The participants were instructed to perform the task as quickly as possible (to evaluate

the completion time) and to position the needle tip as accurately as possible in the center

of the green target (to evaluate the accuracy). Finally, they were asked to minimize the

number of times they switched between the two visualization modes to evaluate users’

ability to maximize the patient’s safety (the patient’s radiation exposure needs to be

minimized).
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3.6.6 Experimental procedure

The experiment started with signing the consent form and filling-in the demographics

questionnaire. After that, the participants were presented with the simulator. They were

able to choose the virtual hand characteristics: dominant hand (left/right), male/female

model, and skin color (light, medium or dark). The simulator automatically assigned

the first technique to test, for which a detailed tutorial was presented. It consisted of a

series of steps in the form of short video and audio instructions on how to perform the

needle insertion task, how to use the different devices, and how to use the viewpoint

changing technique to update the virtual scene’s point of view. This training phase was

alternated with short interaction sequences for familiarization with the setup. All the

steps could be repeated if necessary and permitted to progressively understand each

step. The last training step consisted of performing a whole needle insertion procedure

to guarantee that the participant had understood the experimental task correctly. Once

the tutorial was finished, the experimental session started for the first technique. It

consisted of performing five trials of the needle insertion task. Finally, the participants

were asked to fill in a questionnaire to subjectively evaluate the viewpoint changing

technique. This procedure was repeated for the second technique and finished with a

comparative questionnaire and a global system usability questionnaire. See Figure 3.13

for a summary of the experimental procedure.

Fig. 3.13 The experimental procedure for the viewpoint change study

3.6.7 Data collection and analyses

Both objective and subjective measurements were recorded to compare the two tech-

niques. The user performance was evaluated through the accuracy of the needle insertion,

the completion time, the time spent in the verification and manipulation modes, the

number of times the participant switched to the verification mode, and the number of

errors committed. All the data was automatically recorded on a log file.
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Time

The time counter for the task started once the virtual needle was placed on the center

of the red sphere and ended once the users pressed the validation button on the haptic

device, indicating that they considered that the needle tip was in the center of the green

target. We have also calculated the time spent in the verification and the manipulation

modes and the mean time spent during a single insertion trial. An insertion trial began

when the user approached the needle to the tissue model and ended when the button was

pressed for validation, or when the users removed the needle from the tissue to correct its

orientation and re-try the insertion.

Accuracy

The distance between the virtual needle and the center of the green target (upon validation

of the user) was used to measure the insertion’s accuracy.

Changes between modes

A counter was incremented each time the user switched to the verification mode to register

the participants’ skill to perform the task by minimizing the patient’s exposure to radiation.

Error rates

Errors were measured through the number of times the participants performed the inser-

tion outside the blue circled guide and the total number of insertions required to finally

reach the target.

Subjective data

The same comparative questionnaire (5-point Likert scale) used in the first study was

employed to compare both techniques through four different criteria: realism, possibility

to navigate and manipulate inside the environment, the sense of ownership, and the sense

of agency.

Participants were also asked to indicate which technique was easier to use, had a better

performance with, preferred for the whole task, and which one was specifically preferred

for performing the three subtasks:

• finding the entry point;

• guiding the needle towards the target;
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• checking the position of the needle’s tip with respect to the target.

Finally, the “System Usability Questionnaire” (SUS) (Brooke, 1996) was used to obtain

a general usability score of the VR biopsy system.

Data analyses

All data analyses were performed using R version 3.3.2 (R Core Team, 2017) on RStudio

(RStudio Team, 2016, Boston, MA) with the appropriate statistical tests. We have used a

confidence level of 95% for all our statistical analyses. Therefore, a result is considered

significant when p < .05.

First, the collected data was analyzed to determine whether parametric tests can be

used. We have checked the normality assumption of the data through the Shapiro-Wilk

test on the completion time data, the accuracy data, the verification, manipulation and

insertion times data, the number of switches to the verification mode, and the different

error measures data.

The results indicate that all but the number of switches to the verification mode data

follows a normal distribution. Therefore, the non-parametric Wilcoxon Signed Rank Sum

test was used to compare the means for this dependent variable, and the paired samples

t-test was used for all the normally distributed data measures. In addition, we have used

Pearson’s correlation test to analyze, for each participant, the correlation between his/her

performances with each interaction technique. The non-parametric Wilcoxon Signed

Rank Sum test was used to compare the mean scores of the subjective questionnaire data

(ordinal data). Results for the objective measures are summarized in Table 3.2.

3.6.8 Results

Time

The paired-sample t-test shows a significant effect of the technique on the mean comple-

tion times for the task (t = 3.95, p < .001). Participants performed the task significantly

faster in the TB condition (24.4% less time).

The paired-sample t-test shows a significant effect of the technique on the total time

spent in the manipulation mode (t = 4.03, p < .001). Participants spent significantly less

time in the TB condition (24.5% less time).

The paired-sample t-test shows a significant effect of the technique on the total time

spent in the verification mode (t = 2.25, p = .036). Participants spent significantly less

time in the TB condition (24.0% less time).
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The paired-sample t-test shows no significant effect of the technique on the mean

insertion time (t =−0.60, p = .555). In addition, the Pearson’s correlation test between

the two variables shows that the insertion time was highly correlated between the two

techniques (r = .715, p < .001).

The results graph can be observed in Figure 3.14.
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Fig. 3.14 The median value (with inter-quartile range –Q1-Q3) for time measures in the VR prototype for the
HT and TB techniques

Accuracy

The paired-sample t-test shows no significant effect of the technique on the mean distance

between the needle tip and the target center (t = −0.62, p = .541) (see Figure 3.15). In

addition, the Pearson’s correlation test shows a moderate positive correlation between

the mean distance between the needle tip and the target in the two techniques (r = .445,

p = .049).

Changes between modes

The non-parametric Wilcoxon test shows a significant effect of the technique on the

number of switches to the verification mode performed by the participants (Z =−2.49,

p = .006). Participants switched to the verification mode less often in the TB condition

(29.5% less) (see Figure 3.15).
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Fig. 3.15 The median value (with inter-quartile range –Q1-Q3) for accuracy, number of switches to verifi-
cation mode, and error measures (total number of insertions and number of wrong insertions) in the VR
prototype for the HT and TB techniques

Error rates

The paired-sample t-tests show a significant effect of the technique on the number of

insertions performed outside the blue guide (t = 2.61, p = .017), and the total number of

needle insertions required to reach the target (t = 1.63, p < .001). Participants performed

the task with significantly fewer errors in the TB condition (43.1% less wrong insertions

and 31.9% fewer insertions required) (see Figure 3.15).

Table 3.2 Descriptive and statistical analyses for the objective data

t-test

Measure HT µ (σ) TB µ (σ) t p

Completion Time 63.37 (19.72) 47.91 (19.71) 3.95 < .001∗
Manipulation Time 49.38 (15.35) 37.28 (14.41) 4.03 < .001∗
Verification Time 13.98 (5.50) 10.63 (7.32) 2.25 .036∗
Insertion Time 16.72 (7.97) 17.60 (9.08) −0.60 .555

Accuracy 13.50 (6.65) 14.51 (7.10) −0.62 .541

Wrong Insertions 0.72 (0.59) 0.41 (0.42) 2.61 .017∗
Total Insertions 5.11 (2.42) 3.48 (1.51) 1.63 < .001∗
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Wilcoxon test

Measure HT µ (σ) TB µ (σ) Z p

Mode Switches 8.66 (3.71) 6.11 (3.03) −2.49 .006∗
∗p < .05

Subjective data

The analysis of grouped questions through the non-parametric Wilcoxon tests show no

significant effect of the technique on any of the criteria: the realism, the possibility to

navigate and manipulate inside the environment, the sense of ownership, and the sense

of agency.

On the other hand, the non-parametric Wilcoxon tests show a significant effect of

the technique on the participant’s mean scores for question Q5 (To what extent were you

able to actively explore the virtual environment?), with the mean score being significantly

higher in the TB condition (Z =−2.54, p = .011). No significant effects were found for the

other questions.

In addition, the results show that 55%of the participants found the touch-based tech-

nique easier to use. There was no preference of the technique for the perceived perfor-

mance and the preferred viewpoint changing technique. Regarding the preference of

the technique to perform the individual subtasks, the results show that the touch-based

technique was preferred to find the entry-point (65%) and to verify the final position of the

needle with respect to the target (55%), but no preference was observed for the guidance

subtask.

Finally, the SUS score reports a mean value of µ= 75.13 (σ= 9.75), which stands for a

grade B (“Good”, percentile range 70−79) on the usability scale.

3.6.9 Discussion

The results show that using the touch-based technique facilitated the completion of the

needle insertion task on our VR simulator as compared to the head-tracking technique.

This is observed through the decrease in the total time spent to perform the task, which

was significantly lower in this technique. In addition, the participants also reduced the

number of switches to the verification mode. This also reflects a better needle insertion

performance with the touch-based technique requiring less often to check the needle

position during manipulation. Moreover, the observation of the time spent in each mode

shows that the use of this technique decreased the completion time for the manipulation
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of the needle and the verification of its position subtasks. For the manipulation task,

the participants also had a significantly lower number of wrong insertions (insertions

performed outside of the blue guide) with this technique. This suggests that using the

touch-based technique helped the participants insert the needle through the predefined

entry point compared to the head-tracking technique. This is also supported by the

comparative questionnaire on the preferred technique to perform this subtask (65% of

the participants preferred this technique).

We have also analyzed the mean time spent to perform a single insertion using both

techniques. The results show that participants spent a similar amount of time for each

insertion with a significantly high correlation of performances between the two techniques.

In addition, no difference in the subjective preference between the two techniques to

perform this subtask. The same observation can be made for the verification phase. In

fact, only a small difference (55% vs. 45%) in the subjective preference between the two

techniques to perform this subtask is observed.

Considering these results as a whole, they suggest that the users’ main issues using

the head-tracking technique appeared while positioning the needle on the entry point

before its penetration inside the tissue. This can be associated with a less stable point of

view when using this technique, resulting in a less accurate needle positioning. Actually,

this can be explained by the fact that when the users were trying to reach the entry point,

they needed to move their heads to determine the best orientation of the needle, and at

the same time keep their hand still to do the insertion, which sometimes required several

trials. Indeed, the head-tracking technique is more demanding in terms of muscle forces

and movements (biomechanical symmetry), which was previously found to be one of

the reasons for poor performance in high-fidelity techniques (McMahan et al., 2012). On

the other hand, the touch-based technique offered a stable viewpoint during the needle

positioning towards the entry point. This resulted in a more successful and thus faster

needle positioning and penetration through the entry point. In this case, they were able to

choose and keep a top viewing angle on the tissue while moving their head to manipulate

the needle correctly. Indeed, its design, based on Guiard (1987) principles for bimanual

interaction, proved to have a beneficial impact on the dominant hand’s precision, which

is in line with previous results (Bertrand et al., 2015). After the needle penetrated inside

the tissue and during the needle insertion towards the target, an inclined viewing angle

was necessary. This was easy to get using both techniques. In this phase, the needle

was guided by the haptic forces generated by the interactions between the tissue and the

needle. This made the insertion easier. This can explain the fact that the needle insertion

times were equivalent and positively correlated between the two techniques. This is also
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observed in the verification phase because the users were not allowed to move the needle

while checking its position. The increase in time in this phase can mainly be related to

the increase of the insertions’ number, each insertion requiring an additional amount of

time to check whether the needle was correctly inserted. This was also associated with

an increase in the number of switches to the verification mode. Finally, the techniques

had no incidence on accuracy. In addition, the results show a moderate correlation in

performance between the techniques with no significant difference in the mean values.

This further confirms that both techniques offer an efficient interaction to check the

needle tip’s final position and verify whether it is in the target’s center. Therefore, H1 is

validated except for accuracy performance. Indeed, other works have shown that head-

tracking metaphors are not always perceived as more efficient than touch interactions,

and that a mixture between head movement interactions with manual ones offers a better

compromise than head interaction alone (Spindler et al., 2012).

On the other hand, the subjective data analyses do not allow us to validate the hy-

pothesis of the user’s higher feeling of ownership and agency (H2) or preference for the

technique (H3) when using the head-tracking technique. This can be explained in part by

the users’ lower performance with this technique, which may have impacted their subjec-

tive evaluation. This suggests that the participants considered that higher fidelity is less

important in this case. The touch-based technique was better evaluated regarding actively

exploring the VE. This suggests that, while both techniques offer exactly the same FOV

amplitudes, the virtual camera’s higher stability in the touch-based technique was more

comfortable for the users and helped them better explore the environment. Although

it was not objectively measured, a small delay can be observed for the head-tracking

technique. This lag corresponds to the VRPN client-server communication, and it was

not perceived as significant for the users (Q9: To what extent were the delays between your

actions from their consequences perceived?, Z =−1.04, p = .297).

Many works have shown that high interaction fidelity techniques generally improve

the users’ performance and that middle-fidelity techniques tend to perform even worse

than lower-fidelity ones (Bhargava et al., 2018; McMahan, 2011; McMahan et al., 2012;

Nabiyouni, 2017; Nabiyouni et al., 2015). However, the results presented here show that

high-fidelity interaction techniques are not always necessary for surgical simulators, and a

well-designed moderate-fidelity technique can have a real advantage for training purposes.

This highlights the fact that more research is needed to understand the impact of fidelity

on VR simulators’ design.

Finally, in terms of usability, the SUS questionnaire reported a good value (75%), which

encourages the choices made for the design of this VR biopsy simulator.
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3.7 Conclusions

Summary

Following an iterative design approach, we have designed two interaction techniques for

viewpoint change for our virtual reality needle insertion simulator. The first technique is

based on tracking the user’s head position, while the second one is touch-based and relies

on manipulating the user’s point of view using the user’s non-dominant hand. Our main

objective was to investigate the impact of the interaction fidelity to perform the navigation

task (secondary task) on the user performance for a needle insertion task (main task). In

other words, whether higher interaction fidelity during navigation is required to improve

user’s performance. The two techniques were inspected using the FIFA framework to

characterize their levels of interaction fidelity. This framework was originally designed

for military applications and games, and we have used it for the first time in the specific

field of surgical simulators. Based on this framework, the head-tracking technique was

classified as a high interaction fidelity technique, while the touch-based technique was

classified as a moderate interaction fidelity technique. The two techniques were then

implemented in a virtual needle insertion simulator and compared in a user study.

Findings

The results show that the higher interaction fidelity technique (head-tracking) is more

intuitive and easier to learn, globally preferred by the users, and improved participants

needle insertion task performance when the simulated biopsy task was simplified (first

study (Ricca and Chellali, 2016; Ricca et al., 2017)). On the other hand, when the task was

more realistic (i.e., better contemplated the different sub-tasks required to complete a

biopsy procedure), the moderate interaction fidelity technique (touch-based) offered a

better task completion performance (second study (Ricca et al., 2021a)). This increase

in performance was more particularly observed during the needle positioning before

its insertion inside the tissue, which impacted the overall task completion performance.

In addition, no impact of this technique was observed on the accuracy of the needle

insertion.

As a whole, these results indicate that a high-fidelity viewpoint changing technique is

not required to perform the needle insertion task. A moderate technique, which design

rationale is based on observing the real procedures, permits users to reach similar accuracy

performance as the higher fidelity technique but faster, with fewer errors and higher safety

(i.e., minimizing patients’ exposure to radiation). In addition, the touch-based technique
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is easier to implement and permits to avoid additional calibration constraints associated

with head-tracking technologies. Moreover, in a setup like the one presented in these

studies, the head-tracking technique is more expensive due to requiring an external

camera system to track the user’s head position.

Our study also confirms that the design of interaction techniques to perform sec-

ondary tasks, such as navigation can influence the users’ primary task performance in

VR simulators. This further suggests that these tasks should be highly considered and

carefully designed when implementing and evaluating such systems.

Limitations and perspectives

By observing the results of the designed viewpoint changing techniques in both studies, we

noticed that the users’ performance differs depending on the realism of the task simulated.

The task realism, as presented in chapter 2, is related to the scenario fidelity. Therefore,

it would be important to study and classify the scenario fidelity components for our

simulator to determine which aspects influenced the users’ performance and also if there

is an interaction between the scenario and interaction fidelity components.

In addition, while the head-tracking technique was classified as a higher interaction

fidelity technique, it is not yet fully realistic, which can lead to an uncanny valley effect

(Mori et al., 2012). Since the touch-based technique’s primary added-value relies on its

usefulness to correctly position the needle to perform the insertion, we can also propose a

combination between head movement interactions with hand movements to provide a

better compromise.

Moreover, as for system improvements, participants commented that the actual po-

sition of the haptic device with respect to the monitor was not the optimal one. This

may have lowered the interaction fidelity of the system as a whole. The main problem

seems to come from the fact that the users visualize their real hands while manipulating

the haptic device, and see the virtual needle’s representation with a non-animated hand

model attached in another position, hence presenting a mismatch between the visual

and motor coordinate systems. In this current setup, users need to perform a mental

translation between their motor and visual systems to carry out the task. To overcome

this issue, some other possibilities can be explored. For instance, some researchers have

used a mirror to see a co-located representation of the virtual needle and the user’s real

hand (Arsenault and Ware, 2000; Coles et al., 2011; Fortmeier et al., 2016; Lemole Jr. et al.,

2007; Mastmeyer et al., 2014). This solution allows placing the haptic device in a closer

position in comparison to the real-world task. However, there are no evaluation studies

that show an advantage of this approach for training. Another possibility would be using
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a head-mounted display, where the users look in the same direction as they manipulate

the needle and switch to a more immersive virtual environment. However, this may raise

other issues, such as dealing with the self-body (hand) perception during tool manipu-

lation. Indeed, while using a head-mounted device, the users can visualize a synthetic

environment all around them, but they do not have a direct visualization of their physical

bodies, specifically, of their hands (used to manipulate the tools). We investigate the

self-avatar representation (second design component) in chapter 4.

To summarize, in this first part of the thesis project, we were able to get insight into

the impact of the interaction techniques’ fidelity in a single experimental session. Our

objective for this first part was to determine the impact of the fidelity of the interaction

techniques for secondary tasks on users’ primary task performance. Indeed, as revealed

by the literature review on surgical simulators (see chapter 1), secondary tasks are not

the main focus of those simulators’ design, yet their inclusion and appropriate design,

as shown by our two studies results, can lead to higher users’ task performance in terms

of completion time, and also improving the whole user experience in the VR simulator.

Our first approach through these two studies was to apply the state-of-the-art interaction

fidelity framework (FIFA) in the surgical domain and determine its suitability and limita-

tions in the context of technical skills training. However, as mentioned in chapter 1, to

determine the VR simulator’s effectiveness, a real-world assessment of the learned skills

must be performed. Although the biopsy task was a suitable choice due to requiring a cer-

tain degree of navigation (secondary task) to perform the needle insertion (primary task),

performing a real-world evaluation is a strong limitation. Indeed, the needle insertion task

simulated was relatively easy, limiting the possibility to carry out a longitudinal study with

repeated training sessions. Moreover, transfer of knowledge to the real task is challenging

to implement (in terms of objective assessment) and carries ethical and patients safety

issues due to requiring the use of cadavers or patients. To better approach our main

objective, which is to determine how the VR simulators’ fidelity can influence technical

skills learning, we chose to focus on another motor task to train, more challenging for

users to learn, and approachable for us to assess the users’ transfer of skills in a real-world

setup. As presented in chapter 2, the second design component retained for studying is

the fidelity of the self-avatar representation and control in VR surgical simulators. We

explore this aspect in the next chapter.
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In the previous chapter, we have raised users’ concerns about not fully associating the

virtual non-animated hand represented in the VE with the way their real hands hold

the physical tools and the movements performed with them. Indeed, the user’s self-

representation (avatar) in surgical VR simulators has not been thoroughly studied. The

need to visualize our own representation inside the virtual environment and the required

fidelity of this visualization are not yet determined to guarantee performance improve-

ment or technical skills learning. In motor skills training, such as the assembling of

mechanical parts, instrument handling, or tying knots in surgery, the user representation

concerns primarily the user’s hands.

In this second part of the thesis, we will focus our attention on the user’s representation

and control in immersive surgical simulators. More specifically, we want to determine the

impact that the users’ hand movement visualization might have on performance, training

outcomes, and skill transfer of a tool-based motor task.

The chapter is structured as follows. First, we present a brief summary of the state

of the art on hand visualization in different VR applications presented in chapter 2. We

then describe the design and implementation of our pick, transfer and place VR simulator

with hand visualization support. In order to determine the degree of self-avatar fidelity of

the hand representation, we characterize its implementation by applying the proposed

extension model of self-avatar fidelity for surgical VR simulators (see chapter 2).

Finally, we present the two user studies conducted, validation and longitudinal, which

analyze the impact of hand representation in motor skills training, and discuss the main

results and conclusions.
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4.1 Hand representation in virtual environments

Several works have focused on studying the user’s hand representation and its influence

on the sense of presence and embodiment. Findings support the inclusion of virtual

hands to enhance the user experience in a VR simulator. In addition, the virtual hands’

appearance has been shown to have an impact on performance in immersive VR ap-

plications. However, it is important to understand the impact of including these hand

representations on motor skills tasks.

In addition to visual feedback, haptic feedback is another aspect to consider when

studying tool-based motor skills training. Although the visual feedback dominates how

stimuli are perceived and drives the multimodal interaction (Hecht and Reiner, 2009;

Posner et al., 1976), haptic feedback has also been shown to impact motor skills training

(Lin et al., 2012). Research in the field has shown that motor learning performance is

improved in terms of accuracy and trajectory optimization when haptic feedback is used

Grant et al. (2020), which highlights the importance of including multimodal feedback in

VR simulators that aim to train and transfer tool-based motor skills.

The objective of this second part of the project is to build on the existing literature,

which shows a positive impact of hand presence on performance for direct object ma-

nipulation, and to go beyond by investigating the impact that the hand representation

can have on motor tasks completion in immersive VR when the user manipulates a tool

(indirect object-manipulation tasks). For that purpose, we have designed an immersive

VR simulator where users could perform a tool-based pick and place task to train a motor

skill. We have also conducted a first validation study to investigate the influence of hand

visualization on users’ performance and experience in this system. For that purpose, the

users were asked to perform the task on the system with two conditions: presence or ab-

sence of the representation of their virtual hands. Furthermore, a longitudinal user study

was also conducted on the developed VR simulator and a physical implementation of the

same task. The purpose of this second study is to first evaluate if user’s hand visualization

impacts the learning process of the motor skill in VR, and if there is a transfer of knowledge

from the VR simulator to the real-world task.

4.2 Validation study

Previous research suggests that adding a virtual hand will increase depth perception and

give users additional spatial cues when manipulating tools (Van Nguyen et al., 2015).

Moreover, visual feedback from arms was reported to be better for movement percep-
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tion in tool-based tasks than the visualization of an isolated tool (Guerraz et al., 2018).

Therefore, we expect the presence of the hands’ representation to improve the users’ task

performance.

Besides, previous works have shown that the users’ sense of presence increased with

the self-avatar representation for tasks involving direct manipulation of objects (Lok et al.,

2003). More particularly, users’ higher sense of ownership is associated with avatars’

higher appearance representations (Canales et al., 2019). In contrast, users’ higher sense

of agency is associated with the users’ ability to reproduce more realistic movements with

the virtual body (Argelaguet et al., 2016). Therefore, we aim to investigate whether these

findings also apply when users utilize tools to manipulate objects.

Based on the previous observations, we have defined the following working hypotheses

for our user study:

• H1) Users’ performance (time, accuracy, and errors) would be improved when

they have the real hand representation compared to the no hand representation

condition.

• H2) The users will have a higher sense of presence with the hand visualization

condition in a tool-based interaction task:

– H2.1) Users in the real hand movement condition would feel a higher sense of

ownership than users in the no hand representation condition.

– H2.2) Users in the real hand movement condition would feel a higher sense of

agency than users in the no hand representation condition.

4.2.1 Participants

Forty-one participants (26 males, 15 females) from the University (students and staff)

enrolled in this study (N = 41). The mean age was µ = 35.68 (σ = 11.64). Thirty-one of

them were right-handed, 8 left-handed, and 2 ambidextrous. All of them have normal or

corrected to normal vision, and 18 wore their correction glasses during the experiment.

All of them have previous video game experience (including smartphone games), with

18 of them being regular players. Twenty-two participants reported previous experience

with 3D VEs, and 14 participants used haptic devices before this experiment (mainly in

demonstrations or previous user studies). Twenty-three participants have previously used

HMDs, with only 2 of them using them regularly and for no longer than 30 minutes per

session.



116 | Hand movement

The institutional ethics committee of Université Paris-Saclay (CER Paris Saclay) ap-

proved the experimental protocol before enrolling any human subject. All the participants

involved in the study gave informed written consent before their participation.

4.2.2 Experimental design

A within-subject design was used, with one independent factor with two levels: the

presence of the animated virtual hand (VH) and the absence of the animated virtual

hand (NH) (i.e., only the virtual tools visualization) in the VR simulator. All participants

performed two sessions on the VR simulator (one for each condition). The presentation

order of the condition was counterbalanced to avoid any learning effect. One female

participant had to be excluded from the data analysis since she felt uncomfortable using

the plastic handles in the VR prototype and could not finish the whole experiment. This

left 20 participants who started the experiment with the VH condition (N = 20), and 20

participants who started with the NH condition (N = 20). The sample size was calculated

beforehand to use a two-tailed t-test for matched pairs (α= 0.05 and β= 0.10) to be able

to detect a medium effect size (d = 0.55), which determined that at least 37 participants

were required in this experiment to have an actual power of 0.90.

4.2.3 Experimental task

For this experiment, we have designed and developed a VR simulator for training a motor

skill task. We have designed a simple tool-based pick, transfer, and place task (PT&P), in

which the trainee had to pick a set of small virtual objects from a specific position using a

first tool, transfer them from one tool to another, and place them in final position using

the second tool.

This task was inspired by the peg and transfer task used in physical and VR simulators

to train surgeons’ bi-manual dexterity and hand-eye coordination skills in laparoscopic

surgery (Chellali et al., 2016). However, in contrast with the laparoscopic surgery sim-

ulation, the trainees using our system could see the objects and tools in 3D and in the

same direction where they manipulate them. In contrast, in the laparoscopic surgery

simulation, they observe their actions on a 2D screen decoupled from their working space.

The experimental PT&P task was performed with two forceps tools and six small cubes.

The goal was for the participant to grab each cube with one of the forceps, transfer it to

the other forceps, and place it on a square target.
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At the beginning of each task, the participant had to place the forceps at the initial

position and wait for the countdown to start (see Figure 4.1a). This ensured that the tools

were positioned at the same starting position for all the trials and all the participants.

The initial and target positions of each cube were numbered with the same number

(see Figure 4.1b). Due to the limited workspace provided by the haptic devices used,

both initial and final cubes positions were carefully chosen to enable full movement with

the tools during the whole task. These positions remained the same for all trials and all

participants. The cubes’ manipulation order had to respect the number sequence, i.e., the

participant should first pick the cube number 1 and place it in the target position number

1, continue with the cube number 2, and so on until placing the cube number 6.

To make the task more challenging for participants, each cube had a green sticker on

one of its faces. Initially, the cubes were oriented with the sticker facing upwards. The

participant had to place the cubes with the sticker facing downwards, regardless of the

orientation (i.e., the side of the sticker must be in contact with the target once placed),

and to align the cubes with the target squares (see Figure 4.1c). This forced the participant

to rotate the cubes during their transfer.

The working area was divided into two sides by a wall, with three cubes placed on each

side. Each of the tools was used only to manipulate a cube on one side of the working area,

which means that the right tool was used to pick and place cubes on the right side of the

wall and the left tool on the left side. The only zone where both tools were authorized to

manipulate a cube at the same time was the exchange zone, which was on top of the wall

(see Figure 4.1d). They were able to do as many manipulations of the cube between the

tools as necessary.

An example of how all these rules apply is:

• pick cube 1 with the right tool,

• transfer it to the left tool in the transfer zone (taking into account that the green

sticker must be placed facing downwards),

• place it with the left tool on target number 1.

Continue with cubes 2 and 3 following the same rule. Then, for cubes 4 to 6, participants

had to use the left hand/tool for picking, and the right hand/tool for placing them.

The participants were asked to move the cubes as quickly as possible and place them

on the targets as precisely as possible. They were also instructed to avoid errors, which

were tool-wall collisions and cube drops. When a cube was dropped, they were allowed to

pick it up and continue. They had to use the appropriate tool (left or right) to pick it up,

depending on which side of the wall the cube fell in. Finally, either tool could be used to

pick it from the wall.
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(a) The initial position of the forceps determined by
the yellow spheres on top of cubes 2 and 5.

(b) The initial position of the cubes and target square
numbering.

(c) The final position of a cube.
(d) The left and right tools zones (green and blue, re-
spectively) and the exchange zone (yellow).

Fig. 4.1 Pick, transfer and place task description

4.2.4 Apparatus

VR prototype

The VR prototype consisted of two physical interfaces, an HTC VIVE1 HMD providing a

first-person perspective, and a pair of data gloves (see Figure 4.2). The physical interfaces

were used to control two virtual forceps. Two Geomagic Touch2 haptic devices were used,

each providing 6 DOF for the position and 3 DOF for force feedback. The interfaces’

styluses were removed, and 3D printed models of forceps handles were attached instead

(see Appendix A for further information concerning the plastic holders). Each handle

added one extra DOF by allowing to open and close the tool. The opening angle was

obtained through a potentiometer installed inside each handle and connected to an

Arduino Uno card3.

The VE consisted of 6 small pickable 3D cubes (dimensions: 2 cm side-length, mass: 29

g) with a green sticker on one of the faces, two virtual forceps representing the tools, and

1https://www.vive.com
2https://www.3dsystems.com
3https://store.arduino.cc/arduino-uno-rev3
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the user’s hand representation. It also included a delimited working area (dimensions: l =

30.5 cm, w = 22 cm) divided by a wall and the cubes’ initial and target positions specified.

The initial cube positions were marked on each side of the wall. Both the initial and final

positions of the cubes were numbered.

The PT&P VR simulator was designed as a client-server system. The server side was

developed in C++ and used the chai3d4 (Conti et al., 2003) framework for haptic force

feedback simulation and ODE physics engine for collisions detection. The tools’ interac-

tion with the virtual cubes and wall was computed on this application. The cubes and

tools’ positions and orientations and the opening angle of the tools were continuously

sent to the client-side using a UDP socket. The opening angle of the tools was obtained

through serial communication with the Arduino. Haptic feedback was displayed when

the virtual tools were in contact with the cubes, the wall, and the table surface, similar to

what one can experience when manipulating real objects. The client-side was developed

using Unity3D5 (version 2018.3.6) with C#. It received the computed positions of the

different components of the VE and rendered them in the HMD. It also communicated

with the data gloves to obtain the user’s fingers’ movements and animated the virtual

hands accordingly. The client and server were executed in two different computers (CPU:

Intel i7, GPU: GeForce GTX 1060/1070, RAM: 16 GB), directly connected through a UTP

cable. The application frame rate was 90 fps for visual rendering and 500-600 fps for haptic

rendering.

One of the main challenges faced during this prototype’s development was to match

the virtual hands’ positions with that of the virtual tools and the user’s egocentric view of

the VE. The hands’ positions were obtained through the HTC trackers attached to each

glove, providing the same frame of reference as the user’s head (through the HTC VIVE

HMD tracking). Also, a wood platform was built to position the two haptic devices. A third

HTC tracker was placed on this fixed platform to track its position and locate it in the

same reference frame as the HTC VIVE. The positions of the virtual tools (controlled by

the haptic devices) were then associated with the corresponding position inside the VE.

Hand representation and control

In order to explore the influence of hand representation on performance for a motor

task trainer, we chose to design a metaphor that provides a global moderate avatar fi-

delity. In this section, we first present the process of implementation of the virtual hand

representation and control, and then we characterize it in terms of fidelity.

4https://www.chai3d.org
5https://unity.com
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Fig. 4.2 The VR prototype for the PT&P task. (a) User interacting with the system (b) physical interfaces (c)
3D printed handle, forceps model (d) data gloves with HTC trackers (e) HTC VIVE HMD (f) virtual scene:
working table, wall, cubes, forceps and hands representation (g) HTC tracker for the whole setup

In chapter 1 we have mentioned that there are two main approaches to capture the

user’s hand movements: through optical trackers, such as the Microsoft Kinect6 or the

LeapMotion7, or by using inertial trackers or data gloves (many commercial solutions

available).

We performed some tests with the LeapMotion device. It already provides easy inte-

gration to Unity3D applications through a well-documented API and examples. It can be

attached to the HMD, facilitating the frame of reference association with the users’ view.

Moreover, with this device, it is possible to get, in addition to hand tracking, full finger-

tracking, with better tracking results for the thumb, index and middle fingers. Nonetheless,

the tracking was unstable once the user grabbed the forceps tool (used to perform the pick

and place task), which led to a frustrating user experience. Therefore, we have decided to

explore data gloves technologies.

The first tests were carried on with 5DT data gloves8, which provide optical sensors to

track fingers (only flexion of each finger), but without an integrated solution for positional

tracking of the hand. Finally, we have decided to use the Noitom Hi5 VR Gloves9, with a

VIVE tracker attached to each of them to track the users’ hand movements. These data

gloves provide 9 DOF, 1 DOF for each finger (flexion), an extra DOF for the thumb finger

6https://developer.microsoft.com/en-us/windows/kinect/
7https://www.ultraleap.com
8https://5dt.com/5dt-data-glove-ultra/
9https://hi5vrglove.com
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(they do not offer a full finger-tracking), and 3 DOF for hand rotation. Extra 3 DOF for the

position of the hand were obtained using the HTC tracker attached. Although the Noitom

VR gloves require calibration for each user, the procedure lasts only one minute.

The virtual hand representation consisted of a human-like hand with a neutral color.

Since virtual hands’ appearance may impact immersive VR applications, we chose to use

a virtual hand model with a realistic shape and movements (obtained through the data

gloves sensors) while controlling color and gender differences.

Self-avatar fidelity analysis: Concerning the fidelity levels, in this second part of the

thesis project we have also controlled the two dimensions of the display and the scenario

fidelity by providing a high visual (stereoscopy, and high resolution, framerate, FOV and

FOR) and a moderate haptic (3 DOF force feedback, no torque, no grasping force, a max

force of 3N, and a frame rate of 600 Hz) fidelity levels and a moderate scenario fidelity

(small objects with high physical behaviors, no patient’s body, complex task).

For interaction fidelity, we controlled both manipulation and navigation tasks, rep-

resenting a high level of fidelity (physical handles and 6 DOF for virtual tool movement,

plus 1 DOF for the tool’s opening and closing, and head-tracking for the navigation).

Finally, the evaluated component is the avatar representation and control. In chapter 2

we have proposed a model for characterizing the self-avatar representation, i.e., the users’

hands in VR surgical simulators. By applying this model to our designed virtual hand,

we can determine that it has a high-level of visualization perspective fidelity since a

first-person point of view is provided. Indeed, the users’ virtual hands global positions

were obtained through the HTC tracker controllers (attached to the data gloves), whose

positions were in the same reference frame as the HTC VIVE HMD, hence being rendered

in the “same” position where their real hands were (i.e., co-located). For the kinematics

fidelity analysis, we characterize the hand control as a moderate-to-high fidelity approach.

In terms of the movements reproduction, we provide 1 DOF for flexion of each finger

not directly involved in the grasping of the tool (free fingers, commanded by the data

gloves sensors), and an extra DOF for simulating the “pinch” movement carried on with

the (other) two main fingers to open and close the tool (controlled by the potentiometer

included in the physical plastic handles, see Appendix A). Indeed, after conducting some

pilot tests, we observed that the initial arbitrary choice of using the index and thumb

fingers to control the opening/closing of the tool was not preferred by all the participants in

terms of comfort. Therefore, we have decided to propose three different configurations for

this aspect: the thumb and index, the thumb and middle, and the thumb and ring fingers

(see Figure 4.3). No spreading movement between the fingers was provided (limitations of
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the data gloves interface). Moreover, the low precision technology used to track the users’

hands global positions and rotations (the HTC VIVE tracking system) did not allow us to

rely on this information to update these measures during the whole simulation. Indeed,

although the haptic devices were rendered in their exact position with respect to the HMD

(through a third HTC tracker installed in the rigid wooden platform), a mismatch was

observed between the haptic forceps and virtual hand positions. This error might be

related to several factors: the low-level precision of the HTC trackers, the experimental

calculation of the haptic end effectors positions, and the fact that a unique hand size

model was used for hand representation. To fix this mismatch issue, we chose to include

two movements states:

• A free-mode where participants had full movement control of the virtual hand, i.e.,

maximum interface capabilities: 6 DOF for hand position and rotation plus 5 DOF

for finger flexion and an extra DOF for thumb-index pinch.

• An on-the-task mode used when users were manipulating the tools. In this mode,

the hands’ global movements (6 DOF) were controlled by the haptic devices (6 DOF),

main fingers by the potentiometer installed in the forceps interface, and free fingers

by the data gloves sensors.

The participant’s virtual hands were animated into pre-configured models of the hand

attached to the tool to switch between the free to on-the-task modes. This transition

phase corresponds to a lower level of synchronicity of the movements.

(a) Thumb and index finger configuration (b) Thumb and middle finger configuration

(c) Thumb and ring finger configuration

Fig. 4.3 The different configurations for hand-tool association
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Finally, our hand representation was characterized as presenting a moderate appear-

ance fidelity. By using a human-like hand model, we are representing a high level of

appropriateness of the morphology. However, the photorealism of the hand represen-

tation and the visual identity are both characterized as low-level components. Indeed,

realistic details are presented in these human-like hands, e.g., the nails, but we chose a

neutral skin color to symbolize the use of gloves in surgical procedures, which renders

a final version more cartoonish than realistic in terms of photorealism. In addition, the

visual identity is very low for the hands’ representation in this study. Neither the cosmetic

aspects (e.g., participants’ skin real texture), nor the dimensions and gender of the users’

hands are personalized in our hands’ model.

4.2.5 Experimental procedure

Before the experiment, participants were asked to read and sign the consent form and

complete the demographics questionnaire. They were then asked to read the experimental

instructions presenting the prototype and explaining how to use the different devices and

how to perform the task. After that, they were moved to the VR prototype area. They were

asked to put in the gloves and the HMD, grab the two forceps handles and sit comfortably.

The instructions were shown on the virtual screen. For the VH condition, a calibration

of the data gloves was performed before the familiarization session. They started then

the familiarization session, which consisted of trying the system by performing a pick,

transfer, and place of one cube (placed in the middle of the starting zone) on each side

of the wall. At this point, the participants would feel comfortable with both the tools

manipulation and task completion. After the familiarization phase, the experimental

session started by performing three trials of the experimental task on the VR prototype

for the first condition. To reduce cognitive load and allow participants to focus their

attention on the motor task to perform, the cubes’ location per trial and cubes’ order to

manipulate remained the same. At the end of the third trial, the participants were asked to

subjectively evaluate their experience with the system in the current condition through the

presence-state questionnaire. This procedure was repeated for the other condition. We

counterbalanced the order of conditions presentation to control any learning effect (this

was also verified through the proper statistical tests). Finally, the participants were asked

to answer a system usability questionnaire for the VR simulator. The whole procedure

lasted, on average, 45 minutes for each participant, with each condition taking between

10 to 15 minutes (VH condition was 2-3 minutes longer due to the data gloves calibration

phase). See Figure 4.4 for a summary of the experimental procedure.
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Fig. 4.4 The validation study procedure

4.2.6 Data collection and analyses

To compare the two VR conditions (VH, NH), objective and subjective measurements

were recorded. The user’s performance was evaluated through the accuracy of placing the

cubes, the task completion time, and the number of errors during the task (the number of

cubes dropped and the number of collisions of the tools with the wall). All the data was

automatically recorded on a log file for each experimental condition.

Time

The time calculation of the task (total time) started once the tool touched the first cube,

and ended when the last cube was placed. We have also calculated the time for the three

subtasks: pick (pick time), transfer (transfer time), and place (place time). The pick subtask

for a cube started when the tool touched it in its initial position and ended when the other

tool touched the cube. This also corresponds to the beginning of the transfer subtask. The

transfer subtask was determined by the exchange of the cube in the transfer zone at any

moment in the task. Finally, the place subtask consisted of manipulating the cube with

the placement tool outside of the transfer zone at any moment in the task. This means

that the user could come back to the transfer subtask from the place subtask if necessary,

i.e., to correct the cube’s orientation.

Accuracy

The distance and the minimal rotation angle difference between each cube center and the

corresponding target center were used to measure each cube placement accuracy. The

task’s accuracy was determined as the average of the six cubes’ distance error (position

distance) and rotation difference (rotation difference).
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Errors rates

An error was counted for each time a cube was dropped during the task (total drops).

The second error measure corresponded to the number of times one of the tools

touched the wall (total wall collisions).

Subjective data

The subjective data consisted of responses to a “Presence” questionnaire for each condi-

tion, using a 5-point Likert scale. The questions included eight different criteria: realism,

possibility to act, quality of the interface, possibility to examine, self-evaluation of perfor-

mance, haptic, ownership, and agency. Some of the questions (Q1-Q21) were extracted

from the State of Presence Questionnaire (Witmer and Singer, 1998), and the rest of them

(Q22-Q25) were inspired by questionnaires used in the literature (Hoyet et al., 2016). Also,

participants were asked to rate which condition they preferred the most (VH or NH).

Finally, the “System Usability Questionnaire” (SUS) (Brooke, 1996) was used to obtain

a general usability score of the VR system to improve the system in future iterations.

Both questionnaires can be found in Appendix C.

Data analyses

All data analyses were performed using R version 3.6.0 (R Core Team, 2019) on RStudio

(RStudio Team, 2016, Boston, MA) with the appropriate statistical tests. We have used a

confidence level of 95% for all our statistical analyses.

First, we have checked the normality assumption of the data through the Shapiro-Wilk

test on the time, accuracy, and the two error measures for the VR prototype data. The

results indicate that the total time, place time, position distance, and rotation difference

follow a normal distribution. Therefore, the paired samples t-test was used for these

variables data to compare the mean values for the two conditions in the VR prototype.

The non-parametric Wilcoxon Signed Rank Sum test was used to compare the means for

all dependent variables that are not normally distributed.

In addition, we have used the Pearson’s correlation test (for variables following a nor-

mal distribution), and the Spearman’s correlation test (for the other variables) to analyze,

for each participant, the correlation between his/her performance on both VR conditions

(VH and NH). This test was used to determine whether each participant achieved the

same task performance in both conditions regardless of differences in personal abilities

between participants. To further investigate the similarity in performance between both
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conditions, equivalence tests (TOST (Lakens et al., 2018)) were also carried out for each

dependent variable.

Finally, the non-parametric Wilcoxon Signed Rank Sum test was used to compare the

mean scores of the “Presence” questionnaire data (ordinal data). The general mean score

is provided for the “System Usability Questionnaire”.

4.2.7 Results

Objective measures

The plots for all the performance measures for both conditions are detailed in Figure 4.5,

and descriptive statistics in Table 4.1.

Time: The paired-sample t-test shows no significant effect of the condition on the mean

total time (t < 0.01, p = .999) nor on the mean place time (t = −1.29, p = .206). The

non-parametric Wilcoxon test shows no significant effect of the condition on the mean

pick time (Z =−0.61, p = .541), nor on the mean transfer time (Z =−0.36, p = .722).

In addition, the Pearson’s correlation test shows a moderate correlation between

the mean total time (r = .374, p = .018), and a high correlation between the place time

(r = .618, p < .001) in both conditions. The Spearman’s rank correlation test shows a high

correlation between the mean pick time (r = .513, p = .001), and a moderate correlation

between the transfer time (r = .469, p = .002) in both conditions.

Furthermore, the equivalence test was significant for the total time (t(39) = −1.89,

p = .033), pick time (t(39) =−2.24, p = .016), transfer time (t(39) =−1.93, p = .030), and

place time (t (39) = 2.17, p = .018).

These results suggest that participants spent an equivalent amount of time to perform

the task in both conditions, globally, and for each sub-task.

Accuracy: The paired-sample t-test shows no significant effect of the condition on the

mean position distance (t = 1.04, p = .305), nor on the mean rotation difference (t = 0.02,

p = .983).

In addition, the Pearson’s correlation test shows a high correlation between the mean

position distance in both conditions (r = .672, p < .001), and a high correlation between

the mean rotation difference in both conditions (r = .787, p < .001).

Furthermore, the equivalence test was significant for both, the position distance

(t (39) =−3.36, p < .001), and the rotation difference (t (39) =−3.20, p = .001).
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We can observe that participants achieved the same accuracy in both conditions

regardless of personal motor skills.
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Errors rates: The non-parametric Wilcoxon test shows no significant effect of the condi-

tion on the mean total drops (t =−0.20, p = 0.838), nor on the mean total wall collisions

(t =−1.00, p = .317).

In addition, the Spearman’s rank correlation test shows a high correlation between the

mean total drops (r = .707, p < .001), and a moderate correlation between the total wall

collisions (r = .426, p = .006) in both conditions.

Furthermore, the equivalence test was significant for both error measures, (t (39) = 2.21,

p = .017) and (t (39) = 2.18, p = .018) for total drops and total collisions, respectively.

These results show that error rates remained equivalent between both conditions too.

Table 4.1 Descriptive mean and standard deviation for the objective measures

Measure VH µ (σ) NH µ (σ)

Total time 144.09 (42.02) 144.08 (47.13)

Pick time 30.80 (11.47) 28.67 (8.37)

Transfer time 54.46 (26.32) 53.80 (32.25)

Place time 47.15 (14.28) 49.76 (14.99)

Rotation difference 10.92 (5.62) 10.90 (6.25)

Position distance 4.35 (1.78) 4.12 (1.80)

Total drops 5.83 (4.71) 6.33 (6.05)

Total collisions 1.81 (1.75) 1.83 (3.10)

Subjective evaluation

The analysis of grouped questions through the non-parametric Wilcoxon tests show no

significant effect of the condition on any of the criteria: realism, the possibility to navigate

and manipulate inside the environment, the possibility to examine, self-evaluation of

the performance, haptic, and sense of ownership. However, a significant effect of the

condition on the sense of agency can be observed (Z =−2.29, p = .022), with the mean

score being significantly higher in the VH condition. Results are summarized in Table 4.2.

On the other hand, the non-parametric Wilcoxon tests show a significant effect of the

condition on the participant’s mean scores for questions Q8 (“Were you able to anticipate

what would happen next in response to the actions that you performed?”) (Z = −1.97,

p = .049), Q14 (“How much delay did you experience between your actions and expected

outcomes?”) (Z =−2.00, p = 0.045), and Q24 (“I felt that I was losing control of my hand

when the virtual (hand/tool) was not responding correctly.”) (Z =−2.32, p = .020), with the
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mean scores being significantly higher in the VH condition for Q8 and Q24, and the NH

condition for Q14. No significant effects were found for the other questions.

Regarding the preference of the visualization of the hand, 37.5% of the participants

preferred the visualization of their hands, 32.5% preferred to visualize only the virtual

tools, and 30% felt no difference between the two options.

Finally, the SUS score reports a mean value of µ= 74.25 (σ= 13.61), which stands for a

grade B (“Good”, percentile range 70−79) on the usability scale.

Table 4.2 Results of the grouped questions criteria mean comparison

Wilcoxon test

Criteria VH µ (σ) NH µ (σ) Z p

Realism 3.65 (0.60) 3.67 (0.59) −0.21 .837

Possibility act 3.75 (0.53) 3.73 (0.64) −0.18 .854

Quality of interface 2.47 (0.66) 2.48 (0.71) −0.19 .854

Possibility examine 4.08 (0.63) 4.03 (0.61) −0.15 .885

Self performance 3.65 (0.66) 3.77 (0.58) −0.82 .415

Haptic 3.64 (0.86) 3.60 (0.71) −0.43 .667

Ownership 3.58 (1.03) 3.60 (1.06) −0.10 .918

Agency 3.17 (0.59) 2.91 (0.86) −2.29 .022∗
∗p < .05

4.2.8 Discussion

The results show that although the greatest number of participants preferred to visualize

their virtual hands (37.5% of the participants), participants achieved the same perfor-

mance for both conditions (presence and absence of the hands). Indeed, there was no

significant difference between the two conditions for any objective measure (time, accu-

racy, and error measures). Moreover, the results show that all of these measures present a

significant high to moderate correlation between the two experimental conditions and

equivalent results. This does not allow us to validate our hypothesis on the participants’

performance for the hand visualization (H2). These results contradict previous research,

which has shown that the visualization of one’s upper limb movements during a manual

task could be beneficial for the training of motor skills (Castro-Alonso et al., 2014). A

possible explanation for this finding may rely on the fact that the users were holding

the physical handlers during the whole experimental session for our pick and place task.
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This might have generated a form of embodiment beyond the body itself, allowing the

participants to include the tools as if they were part of their bodies (Maravita and Iriki,

2004) as if the hands were elongated to the extremity of the tools. This phenomenon is

coherent with the “ready-to-hand” (zuhanden) concept introduced by Martin Heideg-

ger (Heidegger, 1927). By “ready-to-hand” Heidegger describes a tool that has become

invisible, receding to the background of the work, and we are no longer conscious of it.

This, in turn, allows our concentration to be focused on the work as opposed to the tools

that we use to perform the work. In our case, the participants were more focused on the

objects to be manipulated and the task rather than their hands. These results suggest that

the user’s animated hand’s visualization is not necessary to perform a simple tool-based

motor task in a VR simulator. This is an important finding for designing immersive VR

motor skills simulators since obtaining a high-fidelity hand animation may be technically

challenging and expensive. Furthermore, hand tracking devices, such as data gloves or

optical cameras, add a small delay during the simulation. For our simulator, a delay was

indeed perceived by the users in the visual hand condition (Q14: How much delay did

you experience between your actions and expected outcomes?) compared to the tools-only

visualization.

On the other hand, the subjective data analyses show that the users feel a higher

sense of agency when visualizing their hands’ real movements in the VE. This finding

is coherent with previous results on existing VR simulators, including fully animated

hands for motor skill trainers (Mohler et al., 2010; Ossmy and Mukamel, 2017). This is

also supported by responses to question 8 (Q8: Were you able to anticipate what would

happen next in response to the actions that you performed?) of the presence questionnaire

where participants in the hand condition felt more confident controlling the tools and

events in the simulator. Furthermore, the fact that participants experienced a higher sense

of agency with the hands’ real movements representation reinforces the importance of

kinematics fidelity of the avatar to enhance the sense of embodiment.

On the contrary, the sense of ownership score was not significantly different between

the two conditions. As supported by previous research, visual fidelity correlates with the

sense of ownership. In our case, we have used human-like hands, but have kept a neutral

skin color (that could be similar to wearing surgical gloves). In order to increase the sense

of ownership, personalized gender, size, and skin-colored hands could be proposed to the

users, similar to what was done for the second iteration of the needle insertion user study

(see chapter 3). Therefore, H1 is validated, except for the sense of ownership.

Finally, in terms of usability, the SUS questionnaire reported a good value (74%), which

encourages the choices made for this VR pick and transfer simulator’s design.
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4.2.9 Conclusions of the validation study

Through this study, we have investigated the impact of self-avatar visualization on a VR

simulator for tool-based motor skills training.

We have designed and developed a VR simulator for a pick, transfer, and place task. Our

main objective for this part was to investigate the impact of the users’ hand visualization

on task performance and user experience. In other words, whether having animated

hands reproducing the users’ movements allow users to achieve better performance than

only visualizing the tools. A user experiment was designed and conducted to compare

the users’ performance for the two conditions (hand visualization and tools visualization)

in the VR simulator. Results show that although users prefer to visualize their animated

hands, they achieved the same performance on both VR conditions. These results suggest

that the presence of the animated user’s hand representation is not necessary when

performing a tool-based motor skill task in a VR simulator. These findings have practical

implications for the design of VR simulators for training tool-based motor skills tasks.

Adding users’ hand representation may require cumbersome and expensive additional

devices. Therefore, to reduce the costs of VR trainers, designers can benefit from this

study’s findings to build cost-effective and less constraining VR simulators.

In this user study, we have investigated the impact of hand visualization on user’s

performance during only one experimental session. However, the impact of hand vi-

sualization on the long-term training of motor skills in immersive VR simulators and

the transfer of these skills to the real world remains unanswered. These issues were

investigated in the last part of this thesis project, through the following study.
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4.3 Longitudinal study

After analyzing the impact of having a virtual hand representation in the VE on partic-

ipants’ performance in our motor skills VR simulator, we have decided to investigate

whether these results would also apply for long-term motor skills training in immersive VR

and if the learned skills transfer to a real-world setup. For this purpose, a new user study

was designed. Our virtual reality prototype was used to train participants for a short period

of time. Two training groups were formed. The first group was trained with the virtual

hand representation, while the second group was trained without it (tools visualization

only). In addition, a physical prototype was developed, implementing the same pick,

transfer and place task, to study the transfer of skills learned in VR to a real-world task.

The study follows a pre- post- retention-test design, with two training groups and a

control group. Our research questions for this work are:

• Would training groups significantly improve their performance in the VR simulators

when compared to the control group?

• Would the experimental condition in the VR simulator impact the performance of

the two training groups differently?

• Would the training in the VR simulator improve the trainees’ performance in the

physical prototype?

Therefore, we hypothesize that:

• H1) Participants in the training groups will improve their performance (i.e., time,

accuracy, and errors) in the VR simulator when compared to the control group.

We hypothesize that the training groups will benefit from the training sessions

to automatize the motor task execution, expecting an improvement from the

pre-test to the post-test. In addition, if the training were consequent enough,

we would expect retention of this training after a short pause, which means

that the performance at the post-test will be no significantly different from that

at the retention-test. On the other hand, we can expect a small improvement

for the control group between the three evaluation phases (pre-, post- and

retention-test). However, we think that the training groups’ improvement will

be significantly greater than the control group’s improvement.

• H2) Participants who trained under the virtual hand representation will improve

their performance in the VR simulator compared to participants who trained in the

no hand condition.
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In the first study, we did not observe any differences in performance for a single

experimental session. Nonetheless, we think that users can improve differently

under the two conditions after a longer exposure time to the simulator. In

particular, we hypothesize that the hand-visualization training condition will

more positively affect the users’ performance by providing an additional spatial

frame of reference. Therefore, the group trained under the hand-visualization

condition is expected to reach a higher performance level in the post-test than

the group trained under the no-hand visualization condition

• H3) Participants who trained in the VR simulator will improve their performance in

the physical prototype as compared to the control group.

As mentioned before, both the VR simulator and the physical prototype imple-

ment the same tool-based pick and place task. Therefore, we expect that the

motor skill learned in the VR prototype will transfer to the physical setup for

both training groups.

4.3.1 Participants

Previous studies show that a minimum of 6 participants per group is required for this

type of study (Linsk et al., 2018; Zhang et al., 2013). Therefore, 30 participants from the

University (students and staff) were enrolled in this study to prevent tiredness due to the

study’s length. A total of 26 participants (16 males, 10 females) were retained for the study

(N = 26). The mean age was µ= 37.00 (σ= 10.87). Nineteen of them were right-handed,

six left-handed (23%), and one ambidextrous. All of them had normal or corrected to

normal vision, and twelve wore their correction glasses during the experiment. All of

them had previous experience with video games (including smartphone games), with

thirteen of them playing video games regularly. Thirteen participants reported a previous

experience with 3D virtual environments (VEs), and nine participants used haptic devices

before this experiment (mainly in demonstrations or previous user studies). Thirteen

participants have previously used head-mounted displays (HMDs), with only two of them

regularly using them, and for no more than 30 minutes per session.

The experimental protocol was approved by the institutional ethics committee of

Université Paris-Saclay (CER Paris Saclay) prior to enrolling any human subject. An

informed written consent was obtained from all the subjects involved in this study prior

to their participation.

Participants were divided into three groups: the control group (CG) and two training

groups (HT and TT). In Table 4.3 we summarize the characteristics of each group.
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Table 4.3 Demographics summary by group

CG HT TT Total

Participants N 9 9 8 26

Gender
Female 3 3 4 10

Male 6 6 4 16

Left 3 2 1 6

Right 5 7 7 19Dominant hand

Ambidexter 1 0 0 1

Age

< 30 4 3 4 11

30 - 45 2 3 2 7

> 45 3 3 2 8

Glasses Worn during experiment 5 2 5 12

Video games Play regularly 5 5 3 13

3D VEs Previous experience 3 6 4 13

HMD Previous experience 3 6 4 13

Haptic devices Previous experience 2 4 3 9

4.3.2 Experimental design

The experiment followed a three-way mixed-design with one between-subjects factor, the

group, with three levels: control group (CG), hand-training group (HT) and tool-training

group (TT); and two within-subjects factors, the phase, with four levels: the pre-test

(PRE), the training (TRAIN), the post-test (POST) and the retention-test (RET), and two

conditions for the VR prototype, the presence of the animated virtual hands (VH) and the

absence of them (NH).

All participants (N = 26) performed the PRE, POST and RET phases. Each of these

phases consisted of a single experimental session (75 minutes mean duration) where

participants performed three different tests of the pick, transfer and place task (the same

as that performed in the previous experiment). The first test was performed in the physical

prototype (real-world task simulator) and the two others on the VR prototype (one for

each condition). The order of presentation of the two conditions in the VR prototype was

counterbalanced for each group (CG, HT and TT). All the participants started with the

physical prototype test for all three phases.

The training phase consisted of ten training sessions on the VR prototype to be per-

formed in two successive weeks (30 minutes mean duration each). The VR prototype
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condition used in these sessions depended on the participants’ group. Only HT and TT

groups participated in the training phase. For the HT group, the condition used in all the

ten sessions was the VH condition, and for the TT group, the NH condition.

4.3.3 Experimental task

The experimental task for the longitudinal study was the same as that used for the valida-

tion study (PT&P) (see subsection 4.2.3).

4.3.4 Apparatus

Two prototypes were developed for this study, a physical and a VR simulator, both imple-

menting the same task (PT&P).

VR prototype: No changes were performed to the VRP with respect to the validation

study (see subsection 4.2.4).

Physical prototype: It consisted of 6 small plastic cubes (dimensions: 2 cm side-length,

mass: 29 g) with a green sticker on one of the faces, two forceps tools, two gloves, and a

working table. The working table consisted of a scanner with the final targets’ position of

the cubes (represented by squares), and a wooden wall (dimensions: l = 30 cm, w = 1 cm,

h = 18 cm) placed in the middle of it. The initial cube positions were specified on each

side of the scanner. Both the initial and final positions of the cubes were numbered. A

computer display was placed in front of the participants to instruct them before the task,

with a camera on top of it to record the whole session (see Figure 4.6).

Passive markers were attached to each forceps tool and the working table to configure

three tracking rigid-bodies. An OptiTrack10 camera system, which consisted of six infrared

cameras, was capable of detecting the passive markers and communicating their position

and orientation through a VRPN client-server application. Tools position and orientation

data were collected but are not included in the analysis of the current results.

4.3.5 Experimental procedure

All the participants (N = 26) started with PRE phase (day 0). Before the experiment,

participants were asked to read and sign the consent form and complete the demographics

questionnaire. They were then asked to read the experimental instructions presenting

10https://optitrack.com
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Fig. 4.6 The physical prototype for the PT&P task. (a) User interacting with the system (b) working table
composed of the scanner and the wall (c) cubes (d) cubes’ targets (e) forceps (f) gloves (g) screen for the
instructions (h) recording camera

the prototypes and explaining how to use the different devices in both setups and how to

perform the task.

After that, they were installed in the physical prototype area. They were instructed to

sit facing the instructions screen, put on the gloves and grab the two forceps. They started

then the familiarization session, which consisted of trying the system by performing a

pick, transfer and place of one cube on each side of the wall. At this point, the participants

would feel comfortable with both the tools’ manipulation and the task completion. After

the familiarization, the experimental session started by performing three trials of the

experimental task on the physical prototype to establish their baseline performance on

this system (real-world task). Prior to each trial, the experimenter placed the six cubes

in their initial positions, and at the end of each trial the scanner was used to capture

an image with the six cubes’ final positions. After finishing the experimental session

on the physical prototype, the participants switched to the VR prototype area. They

were asked to put in the gloves and the HMD. For the VH condition, a calibration of the

data gloves was performed before the familiarization session. The same steps were then

followed for the VR prototype: familiarization session and experimental session (3 trials

of the experimental task) on the VR prototype for the first condition. In these tests, the
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instructions were shown in the virtual screen displayed inside the HMD. This procedure

was repeated for the second condition. Finally, the participants were asked to answer a

system usability questionnaire for the VR simulator.

This procedure was repeated in the POST (day 0 + 2 weeks) and RET (day 0 + 3 weeks)

phases for all the participants. At the end of the RET phase, participants were asked to

answer a comparative questionnaire between the physical and the VR setups.

The training (HT and TT) groups (N = 17) participated in the training phase, which

consisted of ten training sessions of 30 minutes each, during two weeks. The first training

session took place the day after the PRE phase (day 0 + 1 day), and the last one the day

before the POST phase. In each training session, the participants were installed in the

VR prototype area. They were asked to put in the gloves and the HMD. For participants

in the HT group, a calibration of the data gloves was performed for each session. The

participants were then asked to perform the experimental task ten times or the maximum

number of trials possible in 20 minutes. They were allowed to rest their arms and remove

the HMD between each trial if they felt tired or uncomfortable. At the end of the training

phase (training session number 10), participants answered a post-training questionnaire.

See Figure 4.7 for the experimental procedure summary.

Fig. 4.7 Experimental protocol for the longitudinal study for the control group (CG), and the two training
groups (HT: hand-training, and TT: tool-training)
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4.3.6 Data collection and analyses

Both objective and subjective measurements were recorded.

The objective data corresponded to the user’s performance, which was evaluated

through the same measures used in the validation study (see subsection 4.2.6): the accu-

racy of placing the cubes, the task completion time and the number of errors during the

task (the number of cubes dropped and the number of collisions of the tools with the wall).

For the virtual prototype, all the data was automatically recorded on a log file. For the

physical prototype, measures were obtained through the analysis of the video recordings

(for time and errors) and the scanner images of the cubes’ final positions (for accuracy,

described in Appendix B). For this study analysis, we focus only on the total time, both

accuracy measures (position and rotation), and the errors of dropping a cube.

The subjective data consisted of responses to three questionnaires. All of them used

a 5-point Likert scale: the “System Usability Questionnaire” already described for the

validation study, a comparative questionnaire for the two prototypes (VR vs. physical

prototypes), and a post-training questionnaire. The comparative questionnaire evaluated

the perceived similarity between the two setups in terms of the tools and cubes’ weight,

the shape and comfort of the tools, the force feedback and gripping force, the realism of

the manipulation, and the similarity of the two situations as a whole. The post-training

questionnaire evaluated the perceived performance, involvement, contribution of each

session, quantity of training sessions, duration of each session, learning contribution,

and interference of training with other daily tasks. The post-training statistical analysis is

detailed in Appendix D.

Finally, participants were asked to comment on their experience with the system dur-

ing the debriefing session (end of the experiment), see Appendix D. All the questionnaires

can be found in Appendix C.

Data analyses

All data analyses were performed using SPSS software version 21.0 (IBM Corp., Armonk,

NY, USA) with the appropriate statistical tests. We have used a confidence level of 95% for

all our statistical analyses. Therefore, a result is considered significant when p < .05.

The analysis of the objective data is divided into three stages. Firstly, we used a three-

way mixed-design ANOVA on the pre-, post- and retention-test participants’ performance

on the VR prototype (with two test conditions –VH and NH), Tukey’s HSD post hoc test,

as well as pairwise comparisons with Bonferroni correction. Secondly, we analyzed the

learning curve for each training group (HT and TT) to better understand the learning
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process. Finally, we determined whether the training in the VR prototype led to a transfer

of skills to the physical prototype by using a two-way mixed-design ANOVA on the pre-,

post- and retention-test participants’ performance on the physical prototype, Tukey’s

HSD post hoc test, and pairwise comparisons with Bonferroni correction.

Outliers were removed from the data and replaced with the group means before

analysis. For the VR prototype, two data points on the total time, three on the rotation

difference and total drops, and four on the position distance were considered outliers.

For the physical prototype, three data points on the rotation difference measure were

considered as outliers. Furthermore, residuals normal distribution for each cell of the

study was validated through visual inspection of Q-Q plots, and homogeneity of variances

through Levene’s test. For the two- and three-way interaction effects, Mauchly’s test of

sphericity was calculated, and Huynh-Feldt correction was applied when sphericity was

not assumed (ϵ is reported).

For the subjective data analysis, a two-way mixed ANOVA was used to analyze the mean

differences in the “System Usability” questionnaire participants’ global score. Finally,

we present a descriptive analysis of the comparative questionnaire (VR vs. physical

prototypes).
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4.3.7 VR prototype results

The first step in the data analysis aims to determine whether users’ performance in the

VR prototype is different between groups through time. For this purpose, we analyze

whether participants’ performance on the VR prototype changes through time (pre-, post-,

retention-test) for the different groups and conditions. The mean and standard devia-

tion of each measure is summarized in Table 4.4 Results of the three-way mixed-design

ANOVA (three-way and two-way interaction effects, plus main effects) are summarized in

Table 4.5. In addition, one-way ANOVAs were performed for the PRE phase measurements

to compare groups’ initial performance (baseline) for both conditions. This aimed to

determine whether all groups had a comparable performance at the beginning of the

experiment. Moreover, to assess the training impact, independent-samples t-tests were

applied to compare groups performance between PRE and POST phases for each con-

dition separately, and paired-samples t-test were employed to compare for each group

participants’ performance between the two conditions.

Table 4.4 Mean and standard deviation (µ (σ)) for all time measures in the VR prototype

Condition Group
Total time Position Rotation Drops
(µ (σ)) (µ (σ)) (µ (σ)) (µ (σ))

PRE-TEST
CONTROL GROUP 142.65 (41.13) 3.99 (1.04) 9.99 (5.80) 5.63 (3.12)

HAND TRAINING 138.45 (42.84) 4.35 (1.77) 12.17 (5.98) 7.04 (7.00)VH

TOOL TRAINING 120.88 (19.37) 4.07 (0.78) 9.74 (3.85) 5.50 (2.44)

CONTROL GROUP 122.68 (14.42) 4.39 (2.34) 9.40 (4.79) 5.22 (4.43)

HAND TRAINING 142.08 (14.42) 4.51 (2.12) 12.56 (8.48) 6.59 (5.55)NH

TOOL TRAINING 144.56 (44.04) 4.42 (1.19) 10.28 (5.16) 5.95 (2.29)

POST-TEST
CONTROL GROUP 104.41 (9.02) 3.78 (1.28) 8.74 (3.20) 4.12 (2.22)

HAND TRAINING 74.82 (15.10) 1.88 (0.80) 3.26 (1.00) 1.11 (1.21)VH

TOOL TRAINING 72.28 (12.35) 1.86 (0.60) 5.58 (3.34) 1.42 (1.32)

CONTROL GROUP 115.93 (22.69) 4.59 (1.36) 9.61 (4.91) 5.19 (3.47)

HAND TRAINING 75.43 (11.45) 2.54 (1.24) 3.65 (1.20) 1.24 (2.07)NH

TOOL TRAINING 76.20 (11.17) 2.56 (0.98) 5.15 (2.37) 1.23 (0.56)

RETENTION-TEST
CONTROL GROUP 96.95 (16.40) 3.17 (0.91) 7.50 (6.00) 4.41 (3.62)

HAND TRAINING 73.29 (10.79) 2.12 (1.19) 4.83 (5.18) 0.93 (1.33)VH

TOOL TRAINING 69.25 (12.57) 2.52 (1.68) 6.03 (4.31) 1.13 (0.85)

CONTROL GROUP 106.53 (12.84) 3.06 (1.09) 8.15 (5.40) 3.83 (2.05)

HAND TRAINING 70.78 (7.96) 2.23 (0.95) 3.52 (1.43) 0.52 (0.63)NH

TOOL TRAINING 71.31 (11.62) 2.69 (1.64) 5.73 (3.17) 1.44 (1.31)
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Baseline

Participants’ baseline performance (PRE) in the VR prototype is summarized in Table 4.4.

One-way ANOVAs indicate that groups in both conditions had a similar performance

at the beginning of the study (p > .05), indicating that all the participants had a similar

performance level at the beginning of the experiment.

Performance

Hereafter we present the results of the three-way mixed-design ANOVA for each objective

measure considered (see Table 4.5 for interaction and main effects, and Figure 4.8 for the

measures plots). Only significant results for each measure are reported below.

Table 4.5 Results of the two-way mixed design ANOVAs for each of the dependent variables in the VR
prototype. Interaction and main effects of group and phase are presented

Measure Phase × Condition × Group Phase × Condition ϵ¦

Total time F (2.7,31.2) = 3.01, p = .050, η2 = .207 F (1.4,31.2) = 0.93, p = .836 η2 = .004 .678

Position F (3.7,42.1) = 0.14, p = .960, η2 = .012 F (1.8,42.1) = 2.41, p = .106, η2 = .091 .914

Rotation F (4,46) = 0.73, p = .576, η2 = .060 F (2,46) = 0.26, p = .773, η2 = .011

Drops F (4,46) = 0.30, p = .879, η2 = .025 F (2,46) = 0.21, p = .808, η2 = .009

Measure Group × Phase Phase ϵ⋆

Total time F (2.5,28.2) = 5.28, p = .008∗, η2 = .314 F (1.2,28.2) = 86.76, p < .001∗, η2 = .790 .614

Position F (4,46) = 5.60, p = .001∗, η2 = .328 F (2,46) = 32.66, p < .001∗, η2 = .587

Rotation F (4,46) = 4.16, p = .008∗, η2 = .266 F (2,46) = 18.26, p < .001∗, η2 = .443

Drops F (2.9,33.2) = 3.42, p = .030∗, η2 = .229 F (1.4,33.2) = 22.90, p < .001∗, η2 = .499 .721

Measure Condition × Group Condition

Total time F (2,23) = 0.81, p = .458, η2 = .066 F (2,23) = 1.11, p = .302, η2 = .046

Position F (2,23) = 0.36, p = .965, η2 = .003 F (2,23) = 6.62, p = .017∗, η2 = .223

Rotation F (2,23) = 0.16, p = .851, η2 = .014 F (2,23) < 0.01, p = .952, η2 < .001

Drops F (2,23) = 0.20, p = .823, η2 = .017 F (2,23) < 0.01, p = .979, η2 < .001

Measure Group

Total time F (2,23) = 6.38, p = .006∗, η2 = .357

Position F (2,23) = 1.98, p = .162, η2 = .147

Rotation F (2,23) = 1.04, p = .369, η2 = .083

Drops F (2,23) = 2.90, p = .075, η2 = .201

∗p < .05

¦ sphericity not assumed for the phase × condition factor, Huynh-Feldt correction used

⋆ sphericity not assumed for the phase factor, Huynh-Feldt correction used
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(a) Total time (VH condition) (b) Total time (NH condition)

(c) Position distance (VH condition) (d) Position distance (NH condition)

(e) Rotation difference (VH condition) (f) Rotation difference (NH condition)

Fig. 4.8 Plot images of the different performance measures for each group at each phase for each condition
for the virtual reality prototype

Time: For the total time, no significant three-way interaction effect between the phase,

the condition and the group was found. In addition, no significant two-way interaction

effects were found, neither between phase and condition nor between group and con-

dition. A significant two-way interaction effect between phase and group was found
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(g) Total drops (VH condition) (h) Total collisions (NH condition)

Fig. 4.8 Plot images of the different performance measures for each group at each phase for each condition
for the virtual reality prototype (Cont.)

(F (2.5,28.2) = 5.28, p = .008, η2 = .314, ϵ= .614). Finally, a significant main effect of phase

(F (1.2,28.2) = 86.76, p < .001, η2 = .790, ϵ= .614) and a significant main effect of group

(F (2,23) = 6.38, p = .006, η2 = .357) were found. No significant main effect of the condition

was observed. Tuckey’s HSD post hoc test showed a significant difference between control

group and both, hand-training (p = .024) and tool-training groups (p = .009). Pairwise

comparisons with Bonferroni correction showed that total time at PRE was statistically

significantly different from the total time at POST and RET phases (p < .001), and POST

was statistically significantly different from RET phase (p = .011).

Accuracy: No significant three-way interaction effect was found for any of the accuracy

measures. In addition, there were no significant two-way interaction effects between

phase and condition, nor between group and condition for these measures. There was a

significant two-way interaction effect of group and phase for both, the position distance

(F (4,46) = 5.60, p = .001, η2 = .328), and the rotation difference (F (4,46) = 4.16, p = .008,

η2 = .266) accuracy measures. A significant main effect of phase was also found for both

measures (F (2,46) = 32.66, p < .001, η2 = .587, and F (2,46) = 18.26, p < .001, η2 = .443;

respectively for position and rotation). No significant main effect of group was found

for these measures, and a significant main effect of the condition was found only for the

position distance measure (F (2,23) = 6.62, p = .017, η2 = .223). Pairwise comparisons

with Bonferroni correction showed that both accuracy measures performance at PRE

were statistically significantly different from those at POST phase (p < .001), suggesting

learning, and no significant difference was found for these measures between POST and

RET phases (p < .746, p = 1.00; respectively for position and rotation), suggesting no skill

decay.
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Errors: No significant three-way interaction effect was found for the cubes dropped.

Moreover, there were no significant two-way interaction effects between phase and condi-

tion, nor between group and condition. A significant two-way interaction effect between

group and phase was observed (F (2.9,33.2) = 3.42, p = .030, η2 = .229). There was a signifi-

cant main effect of the phase (F (1.4,33.2) = 22.90, p < .001, η2 = .499). No significant main

effect of the condition was found, neither a group main effect. Pairwise comparisons with

Bonferroni correction showed that PRE and POST were statistically significantly different

for the total cubes dropped (p < .001), suggesting learning, and no significant difference

was found between POST and RET error (p = .900), indicating no skill decay one week

after the training period.

To summarize, the results indicate that participants improved their task completion time

as an effect of the training phase, with the training groups achieving better performance

than the control group. We can also observe that participants in the control group have a

higher and more accelerated improvement for time when evaluated in the VH condition.

It can also be observed that participants, in general, continue to learn from post- to

retention-test, suggesting that total time can still be improved. Participants’ accuracy was

measured as the distance error and angle difference between the placed cube and the

target square. For both measures, we can observe that participants improved between pre-

and post-test, suggesting a learning effect, while keeping almost the same performance

between post- and retention-test, indicating that they were able to retain the learned

skills after training stopped. Finally, the same results can be observed for the total cubes

dropped, where participants improved significantly from pre- to post-test, and maintained

their performance in the retention-test. As a whole, these results suggest that training

in VR (both groups) improved the participants’ performance as compared to the control

group.

Learning

The change in performance from PRE to POST as an indicator of learning was analyzed

for each evaluation condition separately by comparing each group 2-by-2. In addition, for

each group, we compared this change in performance between the two conditions.

VH condition: Results from individual unpaired t-tests showed that the change in per-

formance for the hand-training group compared to the control group was significantly

different for both accuracy measures: the position distance (t =−3.05, p = .008), and the

rotation difference (t =−3.08, p = .007). The change in performance for the tool-training
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group compared to the control group was significantly different for the position distance

measure (t =−3.41, p = .004). No other differences were found.

NH condition: Results from individual unpaired t-tests showed that the change in per-

formance for the hand-training group compared to the control group was significantly

different for the total time (p =−4.00, p = .001), the position distance (t =−2.93, p = .010),

the rotation difference (t = −3.44, p = .007), and the total drops (t = −2.16, p = .046)

measures. The change in performance for the tool-training group compared to the con-

trol group was significantly different for the total time (t =−3.53, p = .003), the position

distance (t =−3.33, p = .007), the rotation difference (t =−2.74, p = .015), and the total

drops (t =−2.25, p = .040) measures. No differences were found between the two training

groups (HT and TT).

VH vs. NH condition Results from individual paired-samples t-tests showed that the

change in performance between the two conditions was not significantly different for any

of the four objective measures for the hand-training group, neither for the tool-training

group, nor for the control group.

To summarize, for the VR prototype with the VH condition (virtual hand representation),

participants trained under that condition significantly improved their accuracy compared

to the control group, but not the total time and the errors made, although having better

results than the control group. This can be explained by the fact that the VR prototype with

the VH condition allowed the CG to significantly improve their time in only two sessions.

The other training group (TT), which trained without the virtual hand representation,

also improved their accuracy in the VR prototype with the VH condition compared to

the control group, suggesting transfer from NH to VH condition. Both training groups

significantly improved their performance (for all measures) in the VR prototype with the

NH condition when compared to the control group. This also shows transfer from the VH

training condition to the NH condition. Finally, the improvement from pre- to post-test

was not different between the two conditions nor for the training groups, neither for the

control group. This suggests that users’ performance improvement in the VR prototype is

not affected by the condition (virtual hand visualization vs. tools only visualization).
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4.3.8 Learning curves results

In addition to participants’ performance in the evaluation phases (pre-, post-, retention-

test), we wanted to analyze the learning curve (ten training sessions) between the two

groups (HT and TT) across time. For that purpose, we carried on a series of two-way

mixed-design ANOVAs (training groups × training sessions) on each of the dependent

measures registered for the VR prototype.

Two-way interaction of group and training sessions and main effects are presented in

Table 4.6. In addition, Figure 4.9 presents for each measure the evolution of performance

for each training group through time.

The two-way mixed-design ANOVA results show that no main effect of group was

observed for any of the four measures, and that a main effect of the training session was

presented in all of them. No other statistically significant results were found.

In summary, these results show that participants in the HT group (who trained visualiz-

ing their virtual hand representation) learned in the same way as participants in the TT

group (who trained visualizing only the virtual tools). Both groups improved over time

(training sessions).

Table 4.6 Results of the two-way mixed design ANOVAs for each of the dependent variables in the VR
prototype learning curves. Interaction and main effects of group and training sessions are presented

Measure Group Training session

Total time F (1,15) = 0.22, p = .648, η2 = .014 F (3.0,45.0) = 21.60, p < .001∗, η2 = .590

Position F (1,15) = 0.21, p = .655, η2 = .014 F (5.9,88.8) = 9.41, p < .001∗, η2 = .385

Rotation F (1,15) = 0.29, p = .597, η2 = .019 F (2.1,31.5) = 6.43, p = .004∗, η2 = .300

Drops F (1,15) = 0.42, p = .525, η2 = .027 F (4.6,69.6) = 6.22, p < .001∗, η2 = .293

Measure Group × Training session ϵ⋆

Total time F (3.0,45.0) = 0.65, p = .589, η2 = .041 .333

Position F (5.9,88.8) = 0.83, p = .550, η2 = .052 .658

Rotation F (2.1,31.5) = 2.91, p = .067, η2 = .162 .234

Drops F (4.6,69.6) = 0.95, p = .452, η2 = .059 .516

∗p < .05

⋆ sphericity not assumed for the training session factor, Huynh-Feldt correction used



4.3 Longitudinal study | 147

(a) Total time (b) Position distance

(c) Rotation difference (d) Total drops

Fig. 4.9 Plot images of the different learning curves for each measure for each training group for the virtual
reality prototype
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4.3.9 Additional findings: skills transfer results

In addition to the analysis of the VR prototype measures, we were interested in investi-

gating whether participants’ performance in the physical prototype was affected by VR

training. For this purpose, we have investigated whether participants’ performance on the

physical prototype significantly changed through time (pre-, post-, retention-test) for the

training groups and control group. The means and standard deviations for each measure

are summarized in Table 4.7 Results of the two-way mixed-design ANOVA (interaction

and main effects of phase and group) are summarized in Table 4.8. In addition, one-way

ANOVAs were performed for the PRE phase measurements to compare groups’ initial per-

formance (baseline), and independent-samples t-tests were applied to compare groups’

performance between PRE and POST phases (training impact).

Table 4.7 Mean and standard deviation (µ (σ)) for all time measures in the physical prototype

Group by Phase Total time (µ (σ)) Position (µ (σ)) Rotation (µ (σ)) Drops (µ (σ))

PRE-TEST
CONTROL GROUP 50.70 (20.15) 2.26 (0.83) 4.30 (1.34) 0.04 (0.11)

HAND TRAINING 49.48 (10.54) 2.33 (0.93) 4.52 (1.37) 0.07 (0.15)

TOOL TRAINING 39.43 (6.05) 2.07 (0.74) 3.21 (1.04) 0.08 (0.15)

POST-TEST
CONTROL GROUP 43.73 (11.59) 2.21 (0.79) 3.91 (1.04) 0.07 (0.15)

HAND TRAINING 46.46 (5.18) 1.87 (0.66) 2.48 (1.08) 0.44 (0.41)

TOOL TRAINING 39.72 (7.65) 1.94 (1.08) 2.69 (0.79) 0.54 (0.67)

RETENTION-TEST
CONTROL GROUP 37.46 (8.87) 2.19 (0.83) 4.05 (1.17) 0.07 (0.15)

HAND TRAINING 42.23 (6.78) 1.87 (0.79) 2.66 (1.12) 0.33 (0.53)

TOOL TRAINING 39.06 (6.54) 1.56 (0.39) 2.59 (0.97) 0.50 (0.31)

Baseline

Participants’ baseline performance (PRE) in the physical prototype are summarized in

Table 4.7. One-way ANOVAs indicate that groups had a similar performance (p > .05). In

conclusion, we can say that participants from all the groups reported the same level of

performance at the beginning of the experiment.
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Performance

Hereafter we present the results of the two-way mixed-design ANOVA for each objective

measure considered (see Table 4.8 for interaction and main effects, and Figure 4.10 for the

measures plots). The significant results are detailed for each measure below.

Table 4.8 Results of the two-way mixed design ANOVAs for each of the dependent variables in the physical
prototype. Interaction and main effects of group and phase are presented

Measure Group Phase

Total time F (2,23) = 1.24, p = .309, η2 = .097 F (1.8,40.2) = 7.31, p = .003∗, η2 = .241

Position F (2,23) = 0.68, p = .517, η2 = .056 F (2,46) = 2.28, p = .113, η2 = .090

Rotation F (2,23) = 5.16, p = .014∗, η2 = .310 F (2,46) = 9.07, p < .001∗, η2 = .283

Drops F (2,23) = 4.43, p = .024∗, η2 = .278 F (2,46) = 6.14, p = .004∗, η2 = .211

Measure Group × Phase ϵ⋆

Total time F (3.5,40.2) = 2.06, p = .112, η2 = .152 .874

Position F (4,46) = 0.64, p = .639, η2 = .053

Rotation F (4,46) = 2.75, p = .039∗, η2 = .193

Drops F (4,46) = 1.28, p = .292, η2 = .100

∗p < .05

⋆ sphericity not assumed for the phase factor, Huynh-Feldt correction used

Time: There was a significant main effect of phase on the total time (F (1.8,40.2) = 7.31,

p = .003, η2 = .241, ϵ = .874), but no difference as a function of group. No interaction

between the two factors was observed. Pairwise comparisons with Bonferroni correction

showed that total time did not improve between PRE and POST phases (p = .314), but it

significantly improved between PRE and RET (p = .012) and POST and RET (p = .020).

Accuracy: Neither a phase effect, nor a group effect was found for the position dis-

tance accuracy measure. No interaction between the two factors was observed for this

measure either. There was a significant main effect of the phase on the rotation differ-

ence (F (2,46) = 9.07, p < .001, η2 = .283), as well as a group main effect on this measure

(F (2,23) = 5.16, p = .014, η2 = .310). Moreover, an interaction effect between phase and

group was also observed (F (4,46) = 2.75, p = .039, η2 = .193). Tukey’s HSD post hoc test

showed no difference between the two training groups (p = .604), nor between the CG and

HT groups (p = .91), and a significant difference between CG and TT (p = .013). Pairwise

comparisons with Bonferroni correction showed that PRE and POST were statistically

significantly different (p = .004), suggesting learning, and no significant difference was
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(a) Total time (b) Position distance

(c) Rotation difference (d) Total drops

Fig. 4.10 Plot images of the different performance measures for each group at each phase for the physical
prototype

found between POST and RET rotation (p = 1.00), indicating no skill decay with one-week

time after the training period.

Errors: There was a significant main effect of the phase on the total number of dropped

cubes (F (2,46) = 6.14, p = .004, η2 = .211), a group main effect (F (2,23) = 4.43, p = .024,

η2 = .278), and an interaction between the two factors (F (4,46) = 1.28, p = .292, η2 = .100).

Tukey’s HSD post hoc test showed no difference between the two training groups (p = .687)

or between the CG and HT groups (p = .113), and a significant difference was found

between CG and TT (p = .023). Pairwise comparisons with Bonferroni correction showed

that PRE and POST were statistically significantly different (p = .012), showing a negative

learning effect on errors, but no significant difference between POST and RET rotation

was found (p = 1.00).
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In conclusion, the results indicate that participants’ total time was improved, but not as

an effect of the training phase in the VR prototype, since the training groups’ completion

time is not different from the control group at the end of the experiment. In addition,

participants continue to improve between POST and RET phases, suggesting that they did

not reach their best task completion time yet (see Figure 4.10a). Participants’ accuracy,

measured as the angle difference between the placed cubes and the target squares, im-

proved between PRE and POST, with the training groups achieving better results than the

control group. This suggests a learning effect due to the training phase in the VR simulator.

In addition, no difference is reported between POST and RET, indicating that they retained

the learned skill after a short time period without exposure (see Figure 4.10c). On the other

hand, although we see that training groups improved their placement accuracy, measured

as the distance error between the placed cubes and the target squares, compared to the

control group, no statistically significant differences were found (see Figure 4.10b). Finally,

we can see an increment in the number of errors between PRE and POST phases for both

training groups, suggesting a negative effect of training in the VR prototype. In addition,

this negative learning is retained after one week of pause (see Figure 4.10d).

Learning

The change in performance from PRE to POST as an indicator of learning was analyzed.

Results from individual unpaired t-tests showed that the change in performance for the

HT group was significantly different from that of the CG only for the rotation difference

accuracy measure (t = −2.29, p = .036), and drops error measure (t = 2.14, p = .048).

The rotation difference measures were found significantly different between HT and TT

(t = 2.22, p = .043). No other differences were found.

In conclusion, after comparing the improvement (performance at PRE minus perfor-

mance at POST) between each group, we confirm that training groups performance

improvement (in the physical prototype) with respect to the control group is low, meaning

that only a small transfer of skills is observed after training in the VR prototype.
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4.3.10 Subjective data results

System Usability

In addition to the objective measures, we investigated the participants’ subjective evalu-

ation of the VR prototype in terms of usability. More particularly, we were interested in

exploring whether the perceived system usability was the same across the three groups

and across time.

The results of the two-way mixed-design ANOVA on the global SUS scores showed that

there was no significant main effect of the phase, but a main group effect (F (2,23) = 10.90,

p < .001). There was also an interaction effect between the two factors (F (3.5,39.9) = 3.37,

p = .022, ϵ = .867). Tukey’s HSD post hoc test showed no difference between the two

training groups (p = .326), a significant difference was observed between CG and both HT

(p < .001) and TT (p = .017) groups. No other differences were found (see Table 4.9 for the

mean SUS scores for each group among phases).

These results highlight the fact that participants in the training groups subjectively

perceived the VR prototype as more usable at the end of the experiment as compared to

the beginning of the experiment. In addition, their evaluation of usability (general score)

was significantly higher than the control group.

Table 4.9 System usability global score for the VR prototype (group × phase)

Group by Phase Score µ (σ) Grade Percentile range

PRE-TEST
CONTROL GROUP 70.28 (14.06) C 41−59

HAND TRAINING 80.28 (10.49) A− 85−89

TOOL TRAINING 71.56 (15.64) C+ 60−64

POST-TEST
CONTROL GROUP 64.72 (7.75) C− 35−40

HAND TRAINING 86.94 (6.47) A+ 96−100

TOOL TRAINING 83.13 (11.16) A 90−95

RETENTION-TEST
CONTROL GROUP 65.56 (12.49) C 41−59

HAND TRAINING 90.28 (6.78) A+ 96−100

TOOL TRAINING 84.06 (12.67) A+ 96−100

Virtual reality vs. physical prototypes

In addition to analyzing participants’ performance in the physical prototype, we have

used a comparative questionnaire between the two prototypes (see Table 4.11 for the
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questions used) to determine which are the main perceived differences, and identify the

potential improvement directions of our VR prototype.

The mean scores and standard deviations for each question are summarized in Ta-

ble 4.10. In general, the results suggest that improvements are still to be made, notably

regarding the force feedback in the VR simulation.

Table 4.10 VR vs. physical prototype individual questions statistical results

Question ID CG (µ (σ)) HT (µ (σ)) TT (µ (σ)) All participants (µ (σ))

VRvsP-Q1 3.33 (0.71) 4.56 (0.53) 4.25 (0.89) 4.04 (0.87)

VRvsP-Q2 2.56 (0.88) 3.67 (0.87) 4.00 (0.76) 3.38 (1.02)

VRvsP-Q3 2.67 (0.87) 3.67 (1.23) 3.25 (1.28) 3.19 (1.17)

VRvsP-Q4 3.22 (1.09) 3.89 (0.60) 3.50 (0.93) 3.54 (0.91)

VRvsP-Q5 2.89 (1.17) 4.22 (0.44) 3.50 (1.07) 3.54 (1.07)

VRvsP-Q6 3.22 (1.09) 3.67 (0.87) 3.75 (1.58) 3.54 (1.17)

VRvsP-Q7 3.00 (0.71) 4.00 (0.50) 3.50 (0.93) 3.50 (0.81)

VRvsP-Q8 2.56 (0.53) 3.67 (0.50) 3.00 (1.07) 3.08 (0.85)

VRvsP-Q9 3.00 (0.71) 4.11 (0.60) 3.63 (0.52) 3.58 (0.76)

Table 4.11 VR vs. physical prototype questionnaire

ID Question

VRvsP-Q1 How would you rate the feeling that your real hand was controlling virtual tools?

VRvsP-Q2 How did you find the resemblance of the weight of virtual tools compared to real tools?

VRvsP-Q3 How did you find the resemblance of the weight of the virtual cubes compared to the real cubes?

VRvsP-Q4 How would you describe the grip of virtual tools compared to real tools?

VRvsP-Q5 How would you rate the comfort of using virtual tools compared to real tools?

VRvsP-Q6 How did you find the shape of the handles used to manipulate the virtual tools?

VRvsP-Q7 How would you rate the resemblance of the sensations felt between the virtual and real manipulations?

VRvsP-Q8 How would you describe the force feedback during the interaction in VR compared to the real world?

VRvsP-Q9 How did you perceive the two situations (real and virtual) that have just been presented to you?

Answers interpretation: 1 = Not at all realistic / similar, 5 = extremely realistic / similar
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4.3.11 Discussion

VR prototype for learning

The results of the longitudinal study show that participants improved their task completion

time, accuracy (measured as the distance error and angle difference between the placed

cube and the target square), and errors (measured as the total cubes dropped) as an effect

of the training phase, with the training groups achieving a better whole performance

than the control group. These results imply learning in the VR prototype and allow us to

validate H1. On the one hand, the training groups reduced between pre- and post-test

40% to 48% the general mean task completion time, 42% to 56% the distance accuracy

on placement, 42% to 73% the rotation difference, and 74% to 84% the total number of

cubes dropped. On the other hand, the control group reported lower improvements than

the training groups, less than 5% reduction of performance between pre- and post-test

for all the VR prototype measures under the no hand condition, and between 5% and

27% for the virtual hand condition. In addition, no differences were reported between the

hand-training and tool-training as a function of group.

Moreover, for both accuracy measures (rotation and position) and the total number of

errors, the results also show that participants kept almost the same performance between

post- and retention-test, indicating that they were able to retain the learned skills after

training stopped. These results reinforce the learning effectiveness of the VR simulator

for these performance measures. However, the task completion time was significantly

different between the post- and retention-test, which means that participants, in general,

continue to improve their speed after training. They reduced 2% to 8% the total task

completion time between these phases (post and retention), suggesting that there is still

a margin for improvement in terms of the total task completion time before reaching a

plateau.

As a whole, these results suggest that the training of the pick and place task in our

VR simulator (both groups) improved the participants’ performance as compared to the

control group (H1 validated for all the accuracy measures).

Hand visualization training condition

The results show that for the VR prototype with the virtual hand condition, participants

that trained under that condition (hand-training group) significantly improved their ac-

curacy as compared to the control group, but not the total time and the errors made,

although having better results than participants in that group (control group). This can
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be explained by the fact that the VR prototype with the virtual hand condition allowed

the control group to significantly improve their task completion time in only two sessions.

Indeed, participants in the control group had a greater and more accelerated improve-

ment for task completion time when evaluated in the virtual hand condition, 25% time

reduction for virtual hand condition compared to 6% for the no hand condition. Par-

ticipants in the other training group (tool-training), which trained without the virtual

hand representation, also improved their accuracy in the VR prototype with the virtual

hand condition compared to the control group, suggesting a small transfer of learning for

accuracy from the no-hand to the virtual hand condition.

Moreover, both training groups significantly improved their performance (for all mea-

sures) in the VR prototype with the no hand condition compared to the control group.

This also shows a learning transfer in the other direction, from the virtual hand training

condition to the no hand condition, for all the performance measures.

On the other hand, the results also show that the participants in the hand-training

group were more accurate than the participants in the tool-training group in aligning

the cubes during placement (rotation difference accuracy), with a greater improvement

(between pre- and post-test) of 70% and 73% for the hand-training group, compared

to 43% and 49% for the tool-training group, respectively for the evaluation in the VR

prototype under the virtual hand and no hand conditions. However, no main effect of the

condition was found in the three-way ANOVA for this measure.

Additionally, when considering the comparison of learning (pre minus post) between

the two conditions analyzed separately for each individual group, the improvement was

not different between the two conditions, nor for the training groups, neither for the

control group. These results suggest that the users’ performance improvement in the

VR prototype is not affected by the condition (virtual hand visualization vs. tools only

visualization). It does not allow us to validate our second hypothesis (H2).

Finally, the learning curve results show that participants learned in the same way

for both training groups, significantly improving along time (training sessions) with no

significant differences as a function of the condition. Nonetheless, a better and more

accelerated improvement is visualized for both accuracy measures, where the hand-

training group presented the best results.

As a whole, these results suggest that training in VR is not affected by the users’ hand

representation and control. Indeed, only small (no significant) improvements concerning

the rotation difference accuracy measure in favor of having the hands representation were

found. In line with the first study, this further confirms that self-avatar representation is
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not essential for a tool-based manipulation task when having a moderate-fidelity hand

representation.

Finally, the SUS score reports a mean value of µ= 79.81 (σ= 15.10) at the end of the

user experiment, which stands for a grade A- (“Good”, percentile range 85−89) on the

usability scale. Moreover, participants in the training groups subjectively perceived the

VR simulator as more usable at the end of the experiment as compared to the beginning,

and their scores were significantly higher than the control group. This indicates that the

users’ perceived system usability improved after a certain amount of training, suggesting

that they started adopting the system.

Real-world performance after training

The results for the physical prototype show that participants’ task completion time was

improved. However, this improvement is not associated with the training in the VR

prototype since the control group improved after the three trials as well.

On the other hand, an improvement in participants’ position accuracy can be observed

for both training groups, suggesting that the skills learned on the VR simulator are being

transferred to the physical simulator, although this improvement was not significant.

In addition, participants’ rotation accuracy improved between pre- and post-test,

with the training groups achieving better results than the control group, and maintained

between post- and retention-test, indicating retention of the learned skills after a short

time without exposure. The improvement between pre- and post-test suggests a learning

effect due to the VR simulator training phase, although learning (pre-test−post-test)

was significant only for the hand-training group. Nonetheless, we might not that easily

conclude that there was an effect of the training condition on these results, i.e., that only

the visualization of the hand transferred the skills, because the participants in the tool-

training group were extremely accurate since the beginning of the experiment, and further

studies might be done to reach a conclusive decision.

Finally, the results show an increase in the number of errors between the pre-test and

the post-test phases for both training groups compared to the control group, suggesting a

negative effect of training in the VR prototype. In addition, this negative effect is retained

after one week of pause. This finding can be related to the lack of gripping force in the VR

simulator. Indeed, participants in the training groups got accustomed to the perceptive

absence of forceps gripping force during the two-week training period. The plastic handles

only provided sensing capabilities of realistically opening/closing the virtual tool in the

VR simulator, but participants did not perceive a force effect when grabbing the cube. In

addition, the answers to the comparative questionnaire for VR vs. physical prototypes
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support this hypothesis. Most of the questions assessing the realism of the VR simulator

to the real-world setup reported participants’ scores between 3 and 3.5 (average quality),

and in particular for force feedback modality. This issue is in line with the conclusions of

chapter 2 regarding the need for a more in-depth study of surgical VR simulators’ haptic

fidelity characteristics.

As a whole, these results suggest that training in VR transfers to the real-world setup

in a low portion. This allows us to validate our H3 hypothesis only for the accuracy

performance, more particularly for the rotation difference measure. However, further

exploration is required to determine whether this improvement in accuracy is related to

the users’ hands representation.

To summarize, our VR simulator has been shown to be effective for training a VR tool-

based pick, transfer and place motor task (H1 was validated). However, the results do

not support the need for the users to visualize their hands while interacting with this

system (H2 was not validated). Further analysis of the learning curves and the application

of correlation and equivalence tests can more vigorously support these conclusions. In

addition, the motor task simulated in this work is similar to the tasks being simulated

in existing surgical trainers (see chapter 1), which requires the operator to manipulate

physical tools while interacting with virtual objects. Therefore, we can generalize these

results on self-avatar to other surgical VR simulators. Moreover, our results show that

only a small transfer of skills to the real-world setup is observed. Notably, the accuracy of

aligning the cube with the target square (rotation difference) was improved in the physical

prototype after training during two weeks in the VR simulator (H3 was partially validated).

On the other hand, the number of cubes dropped (errors) was negatively affected by the

physical interface’s current limitations in our VR simulator. Finally, the system’s usability

reports a good score, encouraging some of the choices made in our simulator. However,

other aspects, such as the force feedback, need to be appropriately addressed to build

a more effective system. For that purpose, the proposed framework for evaluating the

haptic display fidelity will be helpful in future studies.
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4.4 Conclusions

Summary

In the second part of this thesis work, we have explored how the fidelity of secondary

aspects of the simulation, such as the self-user representation, might influence the training

of a primary motor task and the transfer to the real-world setup. Our main objective

was to investigate the impact of self-avatar representation and control on a tool-based

manipulation task. To answer this question, we have first proposed in chapter 2 a self-

avatar fidelity model to characterize the users’ representation and control of their virtual

hand. The analysis of the implemented self-avatar, based on this model, indicates a high to

moderate fidelity representation. We have also presented the design and implementation

of two prototypes, an immersive VR simulator and a physical prototype, of a tool-based

pick, transfer and place task. We have also presented a validation study and a longitudinal

study to determine the impact that the user’s hand movement visualization can have on

the user’s perception, performance, training outcomes, and skills transfer.

Findings

The first study results indicate that the users reached an equivalent task performance

regardless of the hand representation condition. This suggests that a high fidelity of the

user’s hand representation is not necessary to perform the tool-based pick, transfer and

place task (Ricca et al., 2020).

In addition, the longitudinal study shows that users improve their performance after

a two-week training period in the VR simulator for both training conditions (visualiza-

tion/absence of the virtual hand) when compared to the control group (Ricca et al., 2021b).

This confirms that hand representation fidelity does not impact the learning curve of

the users’ technical skills in the VR system. Finally, although the system obtained a good

usability score (participants subjective evaluation), only a marginal transfer of knowledge

to the real-world task is observed. This reveals a need to continue improving the VR

simulator’s user interface, particularly the haptic feedback component, to ensure better

skills transfer to the real world.

Limitations and perspectives

One limitation of our VR prototype is related to the plastic handles connected to the

haptic interfaces. Some participants mentioned that they were uncomfortable using it,
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which decreased the system’s usability. Besides, several handles had to be made because

they were fragile and broke after a couple of experimental sessions. To overcome these

ergonomics and comfort issues, we have already improved the handles’ design using a 3D

scan of an ergonomic scissors handle with curved edges and a more robust design (see

Appendix A). Nonetheless, solutions are to be explored on how to provide the gripping

forces through them. Indeed, for this study, the gripping forces were reported as crucial

for learning how to perform the tool-based bimanual task correctly. A future step would

be to study the added value of using gripping force rendering for manipulation motor

tasks in surgical VR simulators.

As for system improvements, the registration of accuracy measures in the physical

prototype could be automatized (see Appendix B). We have used a scanner combined with

image processing algorithms on the resulting images to capture the cubes’ final placement

in our setup. Although this solution is accurate in calculating the cubes’ position and

rotation differences (with respect to the targets), it is not robust to the users’ subsequent

movements (after placement), through which they can accidentally move a cube already

placed. In addition, it requires a break in between trials to allow the scanner to capture the

image. An attractive solution would be to use magnets inside the cubes to continuously

track their positions and orientation (Taylor et al., 2019).

Moreover, another improvement for our VR simulator is to include a training debriefing

report or use a feedback metaphor during simulation (Jeanne et al., 2017; Zhu et al., 2020)

in order to inform the users about their performance. Indeed, several participants (second

study) felt the need to know their improvement during the two-week training phase.

Finally, it would be interesting for the VR surgical simulator to add a new training group,

which would train in the physical simulator. Indeed, this can help us better understand

and characterize the proficiency measures required to be an expert in the simulation.





Conclusion

***

Our work on simulator fidelity and 3D interactions aims to improve the design of virtual

reality surgical simulators. This conclusion summarizes the results of this research and

opens up new perspectives.

Summary

The objective of this thesis work was to understand the simulator fidelity approach to

design virtual reality surgical simulators to guarantee effective training and transfer of

technical skills to the real-world procedure.

To investigate the impact of fidelity on surgical simulators design, we have adopted

an iterative design methodology, which consisted of studying existing simulators from

a human-computer interaction perspective and focusing on how simulator fidelity can

contribute to the design of virtual reality surgical simulators. We have first studied existing

surgical simulators to analyze the tasks to be trained and the interactions and artifacts

necessary to accomplish effective training and transfer to the real world. The approach

consists of identifying particular use-cases about a component of the simulator in order

to design the appropriate interaction techniques to:

1. perform them in VR,

2. characterize their level of simulator fidelity,

3. evaluate them through user studies,

4. extract design guidelines that can be then generalized to other surgical simulators.

The literature review allowed us to understand the main concepts related to our object

of study: virtual reality simulators for learning technical surgical skills. Two main types

of surgical simulators are currently being used for technical surgical training: part-task
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trainers and virtual reality simulators. On the one hand, part-task trainers are resource-

intensive and do not provide an objective evaluation. On the other hand, virtual reality

systems lack formal validation, limiting their adoption in current training curricula.

Based on the observation that current surgical virtual reality systems do not fully meet

users’ requirements, and their design is usually technology-driven, the objective of this

work was to make recommendations and guidelines for the design of virtual reality sur-

gical simulators from an interaction design and simulator fidelity points of view. Our

analysis suggests that the definition of effective interactions for virtual reality medical

simulators would impact their usability and effectiveness for training purposes. We con-

cluded from the study of existing surgical simulators that besides the main task to simulate

in surgical VR systems, there are other interactions and factors worth being analyzed for

certain procedures that are not the main focus of current systems, e.g., changing the

point of view of the surgical workspace and their impact on users’ performance on the

main tasks, the user’s self-avatar representation and control in surgical simulators (i.e.,

the users’ hands representation) and their impact on learning outcomes, and the haptic

feedback impact on users’ performance and transfer of technical skills. The common

inherent question of the design of these aspects is the level of fidelity of the interactions

and artifacts to include in the simulators. Indeed, the fidelity of a simulator is strongly

associated with the transfer of skills to the real world, which is the main goal of surgi-

cal simulators (i.e., training on them must impact performance in the real procedure).

Therefore, it is important to explore the design of surgical virtual reality simulators on this

concept.

Previous research about simulator fidelity does not point out what levels of fidelity

a designer can use to include these components (viewpoint changing task, self-avatar

representation, haptic feedback) in a VR surgical simulator. It is unclear whether high

interaction fidelity is necessary for all the interaction aspects or if lower fidelity approaches

are enough. The state-of-the-art presented in this thesis work led us to some approaches

to define simulator fidelity and analyze some of the dimensions it can be decomposed.

However, we identified a lack of guidelines on how to fully characterize them and their

influence on human performance, user experience, learning outcomes, and the transfer

of skills learned through simulation to the real-world setup.

Through this thesis work we grow the knowledge about simulator fidelity dimensions,

by extending the theoretical model, and by studying two components for surgical virtual

reality simulators: viewpoint changing task and self-avatar representation and control.

Through several user experiments we studied how the fidelity of the interactions and the
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fidelity of the user’s representation in the virtual environment can impact technical skills

performance and training.

Contributions

In this section we summarize the main contributions of this thesis project.

→ Extension of the simulator fidelity model

An extended analysis of simulator fidelity is presented in chapter 2. Several dimensions

and approaches on defining this concept were presented and discussed. McMahan

(2011) and Bowman and McMahan (2007) simulator fidelity model that includes the FIFA

framework was discussed as being the most suitable approach to be used to examine the

fidelity of the interactions to be included in virtual reality surgical simulators. However,

this model suffers from some limitations: it does not provide a framework for analyzing

some components such as the haptic display fidelity and the self-avatar fidelity, which

were identified as important for surgical simulators. Considering these limitations, our

first contribution in this thesis work was to extend this model to iteratively incorporate

and evaluate the suitable components for developing virtual reality surgical simulators.

In this context, a haptic display fidelity model was proposed, based on Bowman and

McMahan (2007) contributions for visual display fidelity; and a self-avatar representation

and control fidelity model was defined, based on our previous work contributions for

full-body avatar fidelity Gamelin et al. (2020). In the first part of this thesis project, we

employed the existent interaction fidelity model (FIFA) for the first time in the surgical

domain for viewpoint changing techniques analysis. Moreover, our proposed self-avatar

representation and control fidelity model was employed in the second part of this project

for a tool-based task.

→ The design of viewpoint changing techniques in virtual reality surgi-

cal simulators

In order to enrich the simulator fidelity model, we have chosen to focus on the viewpoint

changing interaction fidelity, for which we have designed two interaction techniques with

two levels of fidelity and which were compared through user studies. The results (of two

iteration studies) show that the touch-based viewpoint changing technique improves the

users’ task completion performance during needle insertion while maintaining a similar



164 | Conclusion

level of needle manipulation accuracy as compared to the head-tracking technique. These

results suggest that high interaction fidelity is not always necessary when designing

navigation techniques for surgical trainers. This study also highlights the importance of

designing appropriate interactions for secondary tasks because they can influence the

user’s primary task performance in VR simulators.

→ The impact of avatar control and representation in immersive virtual

reality motor skills trainers

We have studied how the fidelity of the users’ self-avatar representation can influence a

tool-based motor-skill task in an immersive VR simulator. For this purpose, we have used

the new proposed model for self-avatar fidelity to characterize the level of avatar fidelity for

users’ hands in VR simulators. A validation study and a longitudinal study were conducted

to compare the users’ learning outcomes with and without visualizing their virtual hands.

The results of the first study indicate that the users reached an equivalent task performance

regardless the hand representation condition in a single experimental session. This

suggests that high fidelity user’s hand representation is not necessary to perform a tool-

based motor task. In addition, the longitudinal study results indicate, first, that users

improve their performance after a two-week training period, as compared to a control

group, in a VR motor-skills trainer regardless of visualizing their hands representation

during training; and second, that the hand representation does not impact the transfer of

motor skills to the real-world. These results show that hand representation fidelity does

not impact, neither the learning curve, nor the transfer of motor skills in VR systems for

tool-based tasks.

Design recommendations

This thesis work permits to propose some recommendations for the design of virtual

reality surgical simulators from an interaction and simulator fidelity points of view. We

describe some recommendations to take into account when designing virtual reality

surgical simulators for technical training. They are related to the two aspects studied in

this thesis work: viewpoint changing techniques and user representation and control.

→ To support navigation tasks in virtual reality needle insertion trainers, designers

should consider several aspects:
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1. The realism of the surgical task can change how participants interact with

the virtual reality system, therefore, scenario fidelity aspects are worth being

explored during the design of this type of simulators.

2. The haptic feedback is required for simulating the needle guidance inside the

virtual environment sub-task.

3. Stereoscopic view is required for simulating the needle tissue sampling sub-

task.

4. Touch-based navigation metaphors should be considered for changing the

point of view of the VE for fine motor skills main manipulation tasks.

5. The use of shadows of the instruments facilitates precision tasks.

→ To support self-avatar representation and control for tool-based motor skills training,

designers should consider several aspects:

1. Gripping forces are to be included for tool-based tasks that require handling

objects (e.g., pick and place), since its absence can lead to negative learning

outcomes.

2. Including high fidelity representation and control of hand avatars is not neces-

sary to improve user performance and training on VR technical skills simula-

tors.

3. Hand avatars should be included only to improve the user experience through

increasing ownership and agency.

Limitations and and short-term perspectives

The difficulties faced and limits of the scope of our contributions, as well as the research

perspectives are discussed hereafter.

→ For our first study on the needle insertion simulator, the actual position of the haptic

device with respect to the monitor was not optimal, which might have lowered the

interaction fidelity of the system as a whole. The main problem seems to come from

the fact that the users visualize their real hands manipulating the haptic device, and

they see in addition the representation of the virtual needle in another position,

hence presenting a mismatch between the visual and motor coordinate systems.

The use of a mirror to see a co-located representation of the virtual needle and the

user’s real hand, or the use of HMD devices might fix this issue. This will increase
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the visualization perspective fidelity component proposed in our model of hand

avatar fidelity.

→ For our tool-based motor skills VR trainer, the plastic handles connected to the

haptic interfaces lacked of gripping force feedback, which resulted in bad training

by participants. In addition, ergonomic, fragility and comfort issues were raised

during the two experimental studies. To overcome these issues, we have already

worked on an improved model based on the 3D scan of an ergonomic scissors handle

with curved edges and a more robust design. We think that providing comfortable

interfaces might allow the users to fully concentrate on the task to perform and not

being distracted by them.

→ One of the limitations of the user studies for navigation techniques is that transfer

validation was not assessed. Indeed, a longitudinal study is required to verify that the

skills trained in the VR simulator are positively reflected in the real-world procedure.

As previously stated in this work, for some surgical procedures transfer assessment

is complex and may present ethical and safety issues.

→ A limitation that prevents further generalization of our results on self-avatar repre-

sentation to other motor skills and VR simulators can be attributed to the multisen-

sory integration. Indeed, further studies are required to understand the contribution

of each component: the visual feedback that originates from the tool and the hand,

the functional characteristics of the tool (shape and dimensions) obtained through

real tool manipulation, and the force feedback perceived through the physical de-

vice (tool). Therefore, it would be interesting to study in the future the impact of

hand representation in the absence of haptic feedback, the use of purely virtual

tools instead of physical ones, and the comparison between generic VR controllers

and alike physical and virtual tools.

→ The two studies of viewpoint changing techniques in needle insertion simulation

differ in the performance results of the distinct fidelity interaction metaphors used,

suggesting that depending on the realism of the task, high or moderate fidelity

navigation techniques perform differently. Therefore, it would be important to study

and classify the scenario fidelity components for our simulators to determine which

aspects have influenced the users’ performance, and also if there is an interaction

between the scenario and interaction fidelity components. Moreover, a combination

of high and moderate interaction fidelity metaphors could be also explored.
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→ Scenario fidelity dimension is not fully characterized, and there are currently no

models to classify and characterize the fidelity of the elements associated with

it. Further studies are required to enrich the simulator fidelity framework and

investigate the possible impacts it may have on surgical VR simulators.

→ The influence of haptic fidelity on user’s performance remains an open issue. Al-

though the relevance of the model proposed for considering the haptic rendering

capabilities in the design of VR surgical trainers, user studies are required to deter-

mine the impact of each component in technical skills learning and transfer.

Long-term perspectives

The long term perspective of this work is to reach a more complete fidelity framework

for surgical simulators. In this work, simulator fidelity was characterized through three

main dimensions: the display fidelity, the interaction fidelity and the scenario fidelity.

Contributions were made through the proposition of individual models for haptic display

fidelity and self-avatar representation and control fidelity. These models refine the whole

fidelity framework allowing the characterization of two individual components inherent

to surgical virtual reality simulators. Nonetheless, much work is needed to reach an struc-

tured framework able to fully characterize the fidelity of each aspect of the simulation

separately, to determine its impact in training and transfer of technical surgical skills, but

also to establish the interaction between the different fidelity dimensions. In this context,

the scenario fidelity dimension remains unexplored. For surgical technical training, as-

pects related to the realism of the task, the physics algorithms and visual models of objects

and tools might have an impact on how users assimilate training in VR. Moreover, haptic

display fidelity plays a crucial role for motor-skills training. Several works have shown that

practitioners performance improve on haptics-enabled simulators. Nonetheless, more

studies are required to determine which aspects of the haptic display fidelity model are

required at a high degree of realism. Finally, the main objective of virtual reality surgical

simulators is to guarantee that the training acquired in virtual reality can be transferred

to the real-world setup, therefore, the fidelity framework should also take into account

the psychological level of learning, which can add a new dimension concerning the con-

structive process of learning and how it can be adapted and integrated in virtual reality. At

the end, the fidelity framework should be used to better choose the fidelity degree of each

component that favors training and renders a suitable learning experience to the user.
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Plastic handles and haptic

integration

***

Several design iterations were made to build the 3D-printed plastic handles (used in the

hand movement studies) based on the real metallic forceps (see fig. A.1). The initial design

(see fig. A.2a) consisted of a main body connected to the haptic device and two handles,

one fixed and solidary to the main body (printed separately to facilitate assembly), and a

movable one (1 DoF). It was provided with a potentiometer which integrated axis served to

both, guide the movable handle and register the angle difference. A custom-made circuit

was added to scale and limit the measures to the range of movement needed (a maximum

opening angle of 45◦), and elastic bands were added to increase resistance on the opening.

It also contained the two buttons already present in the stylus, which were only used

during the development and debugging of the application, but were removed in the final

solution. Two main issues were identified with this model. First, the potentiometer played

the role of sensor and mechanical guide at the same time, which made the tool fragile

and measures unstable after some use. Second, the size of the holes where fingers are

placed were too small for most of the participants. Indeed, although they were designed

to replicate the same size of the real tools’ holes, the gloves used in the VRP had sensors

placed in the fingers’ extremities which did not allowed participants to comfortably grab

the tools.

Another solution was explored, to have two movable handles so as to better reproduce

the exact forceps’ functioning. A group of four students (Master 1, Design specialty)

worked on this prototype proposing an initial solution (see fig. A.2b). However, this

solution, although more realistic in their movements, added more complications for the

integration to the software application. Indeed, the main body moved independently

to the handles and the point where haptic forces were rendered was not controllable.
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Fig. A.1 The real metallic forceps

Nonetheless, the potentiometer (MakeBlock) they chose was a more reliable solution than

the first prototype (guidance was not relied on the potentiometer).

The final prototype model (see fig. A.2c) was designed based on the first prototype. We

have used a single body which was connected to the haptic device and contained the fixed

handle. A MakeBlock angular potentiometer module was used, with an external metallic

axis to guide the opening handle, leaving the sensor only responsible for measuring the

angle variation. This allowed us to have a more robust and durable solution.

Another design iteration was performed after the user studies to improve the er-

gonomics and comfort of the handles. A 3D scanner (EinScan-SE, Shinning 3D) was

used on a pair of real scissors (with a proper ergonomic design), and the result data was

readjusted through several iterations to obtain a solid 3D object of the scissor handles (see

fig. A.2d). As presented before in the results discussion, there are still improvements to

make on this interface, notably, adding the gripping forces.

Integration

The chai3d framework was used for the haptic force feedback simulation. This open-

source framework is specifically developed for computers haptics, visualization and real-

time simulation, and it already supports several commercially-available haptic devices

(Geomagic Touch included). We have used the finger-proxy algorithm for polygonal objects

and the examples for multi-point contact to develop the forceps haptics simulation. As

mentioned before, we have developed a distributed application, separating the haptics

simulation from the visual rendering in the HMD. In the haptics simulation application,

each virtual forceps was initially developed as two single contact points, each one of them

implementing the finger-proxy algorithm. The position of each point was calculated with

the haptics global position and orientation. One of this contact points corresponded to the
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(a) First 3D printed forceps

(b) Development project (M1 students)

(c) Version used for the user studies

(d) Ergonomic handles designed for future iterations

Fig. A.2 The plastic handles design

fixed plastic handle extremity and the other to the movable handle. The position of this

last contact point was adjusted with the opening angle obtained from the potentiometer

through a serial communication with the Arduino UNO board. Each contact point behaved

independently and allowed the user to “feel” the force interactions with the different static

(wall and table surface) and dynamic (cubes) objects in the virtual scene (see fig. A.3).

A “meta-proxy” structure was developed, which contained the constraints of the rigid

objects, i.e., re-calculation of the contact points’ position and correction of the opening

angle once the tool was closed and grabbing the cube. This allowed us to communicate

the final information to the visual rendering application. The visual rendering application

included the same 3D models of the forceps handles that were used for the printed ones.
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(a) Virtual forceps representation

(b) Chai3d representation of the forcpes

Fig. A.3 The virtual representation of the forceps
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Accuracy calculation for the

physical prototype

***

For the physical prototype, measures were obtained through the analysis of the video

recordings (for time and errors) and the scanner images of the cubes’ final positions (for

accuracy). In this section, we describe the procedure for calculating accuracy measures.

The distance and the minimal rotation angle difference between the center of each

cube and the center of the corresponding target were used to measure the accuracy for

the placement of each cube. The accuracy of the task was determined as the average of

the six cube’s distance error (position distance measure), and rotation difference (rotation

distance measure).

The scanner, placed under the wooden wall, was used to capture an image of the

final position of the cubes (2550 px × 3500 px). An OpenCV (CV) python application was

developed to detect the position and orientation of the red cubes with respect to the black

square targets.

First, a median filter (kernel width = 7) was used in the raw image (see fig. B.2a). After

that, six regions of interest (ROIs) were determined (see fig. B.2c), one for each target, to

locally identify the red square (cube position). For the squares detection, the CV template

matching algorithm was used with the squared difference comparison method (Brunelli,

2009). The image used as pattern for the template matching algorithm was a red square

with the green sticker (see fig. B.3a). For each ROI previously identified, the template

matching algorithm was executed 90 times, one for each rotation of the cube (from 0◦ to

89◦, with a step of 1◦). The minimal result was retained, from which the rotation angle and

center position was logged. This procedure was also performed on an image without the

red squares (cubes) (see fig. B.2b), and with a different patch (see fig. B.3b), to determine
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the targets’ (black squares) position and orientation, and hence calculate the red squares’

positions and rotations with respect to them.

Finally, CV Harris corners’ detection algorithm (Harris and Stephens, 1988) was used

to obtain the corners of the rotated patch chosen as solution, and draw them on the raw

image (see fig. B.2d). In order to accomplish this task, first, a new image was generated

from the patch rotated at the angle found as best solution, and then CV Harris algorithm

was applied in this image. The resulted corners positions were then drawn on the original

image taking into account the center position found and the ROI image position. See

fig. B.1 for a graphical summary of the whole procedure. This last step was used to sub-

jectively determine the accuracy of the result and correct the wrongly identified corners.

1.5% of the cubes were wrongly identified by the algorithm (subjective evaluation), which

were manually corrected. Most of those errors were related to the bottom cube, were the

CV template matching algorithm did not reach all the possible solutions (an enlarged

image can solve this issue).

Fig. B.1 Summary of the cubes detection algorithm
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(a) Raw image used for cubes position and rota-
tion extraction

(b) Raw image used for targets position and ro-
tation extraction

(c) Median filter and regions of interest (d) Corners and center visualization

Fig. B.2 Example of the cubes’ position detection

(a) Cube’s detection
pattern

(b) Target’s detec-
tion pattern

Fig. B.3 Pattern images used in the template matching algorithm
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User studies questionnaires

***

Head movement study

For both studies (navigation techniques evaluation) a demographics questionnaire was

presented at the beginning of the experiment; a questionnaire concerning the users’

state of presence was presented at the end of each technique’s evaluation; a comparative

questionnaire between both techniques was presented at the end of the second technique’s

evaluation. A system usability questionnaire was presented at the end of the experiment,

only for the main study (second iteration).

Demographics questionnaire

1. Age ________

2. Gender

# Female # Male

3. Dominant hand

# Right # Left # Ambidextrous

4. Do you wear prescription glasses?

# Yes # No

5. If so, are you wearing them during the experiment?

# Yes # No

6. Have you ever used haptic feedback devices?

Never
1 2 3 4 5

Everyday
# # # # #
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7. If so, in what occasion was it? ________

8. Do you have an experience in the manipulation/insertion of medical needles?

Never
1 2 3 4 5

Everyday
# # # # #

9. Have you ever used 3D virtual environments?

Never
1 2 3 4 5

Everyday
# # # # #

10. If so, in what occasion was it? ________

11. How often do you play 3D video games?

Never
1 2 3 4 5

Everyday
# # # # #

Presence questionnaire

Describe your navigation experience inside the 3D environment by checking the appropriate

item on a 5-point scale, in agreement with the content of the question and descriptive

labels. Please be aware of the full scale when you register your answers, especially when

intermediate levels are involved. Answer the questions independently of each other and

in the order in which they appear. Do not skip questions and do not return to a previous

question to change your answer.

1. To what extent the mechanisms to change your point of view in the environment

seemed natural?

Extremely artificial
1 2 3 4 5

Completely natural
# # # # #

2. To what extent the sense of movement within the virtual environment was it realistic?

Not realistic
1 2 3 4 5

Very realistic
# # # # #

3. To what extent your senses were fooled by the realism of the movement of objects in

the space?

Not at all
1 2 3 4 5

Very misled
# # # # #

4. To what extent the experiences that you had in the virtual environment resembled

those of a real environment?

Nothing at all
1 2 3 4 5

Very much alike
# # # # #
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5. To what extent were you able to actively explore the virtual environment?

Nothing at all
1 2 3 4 5

Completely
# # # # #

6. How close were you able to examine the objects in the scene?

Very far
1 2 3 4 5

Very close
# # # # #

7. To what extent were you able to examine the objects in the scene from different

angles?

Nothing at all
1 2 3 4 5

Completely
# # # # #

8. Were you able to anticipate the effects of the movement that you performed?

Nothing at all
1 2 3 4 5

Completely
# # # # #

9. To what extent were the delays between your actions from their consequences

perceived?

No delay at all
1 2 3 4 5

Long delay
# # # # #

10. In terms of interactions and movements in the virtual environment, to what extent

did you feel competent at the end of the experiment?

Not competent
1 2 3 4 5

Very competent
# # # # #

11. To what extent the control of your point of view interfered with the execution of the

tasks required?

Not at all
1 2 3 4 5

Greatly interfered
# # # # #

12. I felt that the movements within the scene corresponded to my own movements.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

13. I felt that the point of view of the scene corresponded to someone else’s viewpoint.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

14. I felt as if the virtual representation of the scene moved just as I wanted, as if it

obeyed my will.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #
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15. I expected the virtual representation of the camera to react in the same way that my

own eyes.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

16. I felt able to interact with the environment in the way that I wanted.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

Comparative questionnaire between the navigation techniques

1. What do you think is the easiest technique to use?

# Head-Tracking # Touch-Based

2. With what technique did you carry out your best performance?

# Head-Tracking # Touch-Based

3. What is the technique better adapted to perform the sub-task “Find the entry point

into the tissue”?

# Head-Tracking # Touch-Based

4. What is the technique better adapted to perform the sub-task “Inserting the needle

inside the tissue”?

# Head-Tracking # Touch-Based

5. What is the technique better adapted to perform the sub-task “check the achieve-

ment of the target”?

# Head-Tracking # Touch-Based

6. What technique do you prefer the most?

# Head-Tracking # Touch-Based
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Hand representation study

For both studies (hand representation evaluation) a demographics questionnaire was

presented at the beginning of the experiment, and a system usability questionnaire was

presented at the end of the experiment (retention-test). For the validation study, a ques-

tionnaire concerning the users’ state of presence was presented at the end of each experi-

mental condition. For the longitudinal study, a post-training questionnaire was presented

for the two training groups at the end of the training phase, and a comparative question-

naire (virtual reality vs. physical prototypes) was presented after the system usability

questionnaire at the retention-test for all the groups (control and training groups).

Demographics questionnaire

1. Participant number ________

2. Group

# Training group 1

# Training group 2

# Control group

# Single evaluation group

General information

1. Age ________

2. Gender

# Female # Male

3. Dominant hand

# Right # Left # Ambidextrous

4. Do you wear prescription glasses?

# Yes # No

5. If so, are you wearing them during the experiment?

# Yes # No
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Video games experience

1. Have you ever played video games?

# Yes # No

2. If so, how many years since you have started playing video games? ________

3. If so, how often do you play video games?

# Everyday

# Once a week

# Once a month

# Once a year

# Once every few years

Experience with virtual reality

1. Have you ever used 3D virtual environments?

# Yes # No

2. If so, how often do you use 3D virtual environments?

# Everyday

# Once a week

# Once a month

# Once a year

# Once every few years

3. If so, in which context do you use 3D virtual environments? ________

4. Have you ever used virtual reality head-mounted displays?

# Yes # No

5. If so, for how long do you wear it?

# Less than 10 minutes

# Between 10 and 30 minutes

# More than 30 minutes
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6. If so, in which context do you use virtual reality head-mounted displays? ________

7. Have you ever used haptic feedback devices?

# Yes # No

8. If so, when was the last time? ________

9. If so, in which occasion was it? ________

Presence questionnaire

Describe your navigation experience inside the 3D environment by checking the appropriate

item on a 5-point scale, in agreement with the content of the question and descriptive

labels. Please be aware of the full scale when you register your answers, especially when

intermediate levels are involved. Answer the questions independently of each other and

in the order in which they appear. Do not skip questions and do not return to a previous

question to change your answer.

1. How much were you able to control the events?

Not at all
1 2 3 4 5

Completely
# # # # #

2. How reactive (sensitive) was the environment to your actions?

Not responsive
1 2 3 4 5

Completely responsive
# # # # #

3. How natural did your interactions with the environment seem?

Extremely artificial
1 2 3 4 5

Completely natural
# # # # #

4. How much did the visual aspects of the environment involve you?

Not at all
1 2 3 4 5

Completely
# # # # #

5. How natural was the mechanism which controlled movement through the environ-

ment?

Extremely artificial
1 2 3 4 5

Completely natural
# # # # #

6. How compelling was your sense of objects moving through space?

Not at all
1 2 3 4 5

Very compelling
# # # # #
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7. How much did your experiences in the virtual environment seem consistent with

your real world experiences?

Not consistent
1 2 3 4 5

Very consistent
# # # # #

8. Were you able to anticipate what would happen next in response to the actions that

you performed?

Not at all
1 2 3 4 5

Completely
# # # # #

9. How completely were you able to actively survey or search the environment using

vision?

Not at all
1 2 3 4 5

Completely
# # # # #

10. How compelling was your sense of moving around inside the virtual environment?

Not compelling
1 2 3 4 5

Very compelling
# # # # #

11. How closely were you able to examine objects?

Not at all
1 2 3 4 5

Very closely
# # # # #

12. How well could you examine objects from multiple viewpoints?

Not at all
1 2 3 4 5

Extensively
# # # # #

13. How involved were you in the virtual environment experience?

Not involved
1 2 3 4 5

Completely involved
# # # # #

14. How much delay did you experience between your actions and expected outcomes?

No delays
1 2 3 4 5

Long delays
# # # # #

15. How quickly did you adjust to the virtual environment experience?

Not at all
1 2 3 4 5

Less than one minute
# # # # #

16. How proficient in moving and interacting with the virtual environment did you feel

at the end of the experience?

Not proficient
1 2 3 4 5

Very proficient
# # # # #
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17. How much did the visual display quality interfere or distract you from performing

assigned tasks or required activities?

Not at all
1 2 3 4 5

Prevented task performance
# # # # #

18. How much did the control devices interfere with the performance of assigned tasks

or with other activities?

Not at all
1 2 3 4 5

Interfered greatly
# # # # #

19. How well could you concentrate on the assigned tasks or required activities rather

than on the mechanisms used to perform those tasks or activities?

Not at all
1 2 3 4 5

Completely
# # # # #

20. How well could you actively survey or search the virtual environment using touch?

Not at all
1 2 3 4 5

Completely
# # # # #

21. How well could you move or manipulate objects in the virtual environment?

Not at all
1 2 3 4 5

Extensively
# # # # #

22. I felt that the virtual (hand was / tool represented) my hand.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

23. I felt that the virtual (hand was part / tool was the continuity) of my body.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

24. I felt that I was losing control of my hand when the virtual (hand / tool) was not

responding correctly.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #

25. I felt as if the virtual representation of the (hand / tool) moved as I wanted it as if it

obeyed my will.

Completely disagree
1 2 3 4 5

Completely agree
# # # # #
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26. In general I think I prefer to use the system:

With the virtual hand
1 2 3 4 5

Without the virtual hand
# # # # #

Post-Training questionnaire

In this questionnaire you can express your feelings after the end of the training phase (10

sessions).

1. After the 10 training sessions I felt very efficient at doing the task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

2. I felt equally involved in each training session.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

3. I felt that each training session contributed to my improvement.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

4. I felt that the training phase had more sessions than necessary to be comfortable at

doing the task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

5. I felt that the training phase had fewer sessions than necessary to be comfortable at

doing the task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

6. I felt that the time for each training session was not enough to get involved in the

task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

7. I felt that the time allotted for each training session was longer than necessary to get

involved in the task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #
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8. I felt that understanding how the system worked took me too long compared to the

time to learn the task.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

9. I felt that the training sessions interfered with my daily tasks.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

10. Do you think that there were missing functionalities in the system during the training

phase?

# Yes # No

11. If so, which functionalities would you add to the system? ________

12. You can write here other comments and suggestions related to the training phase:

________

VR vs physical prototypes comparative questionnaire

To answer this questionnaire, you should consider the virtual reality simulator as a whole

(regardless of the two conditions tested).

1. How would you rate the feeling that your real hand was controlling virtual tools?

Not at all realistic
1 2 3 4 5

Very realistic
# # # # #

2. How did you find the resemblance of the weight of virtual tools compared to real

tools?

Not at all similar
1 2 3 4 5

Very similar
# # # # #

3. How did you find the resemblance of the weight of the virtual cubes compared to

the real cubes?

Not at all similar
1 2 3 4 5

Very similar
# # # # #

4. How would you describe the grip of virtual tools compared to real tools?

Not at all similar
1 2 3 4 5

Very similar
# # # # #

5. How would you rate the comfort of using virtual tools compared to real tools?

Not at all similar
1 2 3 4 5

Very similar
# # # # #
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6. How did you find the shape of the handles used to manipulate the virtual tools?

Not at all similar
1 2 3 4 5

Very similar
# # # # #

7. In general how would you rate the degree of resemblance of the sensations felt

between the virtual and real manipulations?

Not at all resembling
1 2 3 4 5

Very resembling
# # # # #

8. In general how would you describe the force feedback during the interaction in the

virtual world compared to the real world?

Not at all resembling
1 2 3 4 5

Very resembling
# # # # #

9. How did you perceive the two situations (real and virtual) that have just been pre-

sented to you?

Not at all identical
1 2 3 4 5

Very identical
# # # # #

10. You can write here other comments and suggestions related to the comparison

between the virtual reality and the physical prototypes: ________
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System usability questionnaire

1. I think that I would like to use this system frequently.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

2. I thought the system was easy to use.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

3. I found the system unnecessarily complex.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

4. I think that I would need the support of a technical person to be able to use this

system.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

5. I found the various functions in this system were well integrated.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

6. I thought there was too much inconsistency in this system.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

7. I would imagine that most people would learn to use this system very quickly.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

8. I found the system very cumbersome to use.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

9. I felt very confident using the system.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #

10. I need to learn a lot before I can use this system.

Strongly disagree
1 2 3 4 5

Strongly agree
# # # # #
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Additional results analysis

***

General participants’ remarks

Participants expressed some general remarks at the end of the experiment in an open

question. Hereafter we summarize them.

• Ergonomic:

– Sitting position is uncomfortable and tiring.

– Plastic holders in the VRP are uncomfortable and hurt after a long-time use.

– Plastic holders finger holes in the VRP were too big and tools slipped.

– HMD with glasses on is uncomfortable.

• Realism:

– Cubes’ movement is difficult to predict due to having only two contact points

instead of planar contact in the VRP.

– The two contact points made pick sub-task harder in the VRP.

– Differences were found between left and right tools for the pick sub-task in the

VRP, left tool was perceived as less accurate.

– Cubes’ size was perceived as smaller in the VRP.

– Cubes and tools weights felt stronger in the VRP.

– Vibrations were experienced when increasing speed in the VRP.

– Haptic devices working-space is reduced for tool manipulation in the VRP

(translation and rotation movements).

– Haptic devices block on some configurations in the VRP (robots’ articulations).
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– Place sub-task was easier in the VRP due to the absence of cubes sliding on the

planar target surface (scanner in the PP).

– Audio may have an impact on immersion.

• Hand visualization in the VRP:

– The task required to better focus on the tools and cubes positions rather than

the virtual hands.

– Not having hands allowed to have a better focus on the task.

– Virtual hands did not have an added value.

Post-training questionnaire:

Distributions of the questions scores for both groups were similar, as assessed by visual

inspection.

Results of the Mann-Whitney U test showed that only score for PTQ5 was statistically

significantly higher in HT group (group that trained in the VH condition) (µ= 2.4) than

in TT group (group trained in te NH condition) (µ= 1.33), U = 29.5, z =−2.37, p = .023,

using an exact sampling distribution for U. No significant differences were found for the

other questions.

Table D.1 Results of the post-training individual questions.

Mann-Whitney U

Question VH µ (σ) NH µ (σ) U z p

PTQ1 4.3 (0.48) 4.33 (0.71) 68.5 0.17 .880

PTQ2 4.8 (0.42) 4.78 (0.67) 69.0 0.23 .880

PTQ3 4.6 (0.70) 4.33 (1.00) 63.0 −0.20 .880

PTQ4 2.3 (1.49) 3.11 (1.27) 75.5 0.60 .566

PTQ5 2.4 (1.17) 1.33 (0.71) 29.5 −2.37 .023∗
PTQ6 1.1 (0.32) 1.22 (0.67) 62.0 −0.42 .833

PTQ7 2.9 (1.85) 2.00 (1.12) 54.0 −0.76 .487

PTQ8 1.4 (0.52) 1.67 (0.87) 79.0 0.88 .449

PTQ9 1.6 (1.07) 1.44 (0.73) 73.5 0.53 .651

∗p < .05
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Résumé: La réforme des études médicales en

France réserve une place importante à la simula-

tion dans la formation des professionnels de santé.

Dans ce contexte, les simulateurs en réalité virtuelle

peuvent jouer un rôle important. Cependant, la

fidélité de ces systèmes reste une question ouverte

avec un manque de lignes directrices pour déter-

miner les niveaux appropriés de leur fidélité pour

une formation efficace. Dans cette thèse, nous nous

intéressons à la fidélité des simulateurs immersifs

pour l’apprentissage des compétences techniques

en chirurgie. Plus particulièrement, nous cherchons

à comprendre comment la fidélité des interactions

et artefacts pourrait affecter l’efficacité de certaines

tâches effectuées dans le simulateur. Sur le plan

théorique, nous proposons une articulation des no-

tions de fidélité des simulateurs à travers un mo-

dèle basé sur les différents composants de la fidélité

identifiés dans notre revue de littérature, et des dif-

férentes interfaces et interactions utilisées dans les

simulateurs virtuels pour la formation des compé-

tences techniques. Deux études expérimentales ont

été réalisées pour explorer les facteurs de la fidélité

du simulateur associés à une tâche de navigation et

à une tâche de manipulation d’un outil et leurs im-

pacts sur l’apprentissage de deux gestes techniques

en réalité virtuelle. Les résultats montrent que des

techniques d’interaction et artefacts du simulateur

avec une fidélité modérée peuvent supporter la réa-

lisation de tâches secondaires pour une formation

efficace. Les concepteurs des simulateurs virtuels

peuvent s’appuyer sur les recommandations issues

de nos travaux afin d’éviter d’inclure certains dis-

positifs et composants de la fidélité qui peuvent être

encombrants et coûteux sans avoir un réel impact

sur l’efficacité de ces simulateurs.

Title: Effects of fidelity in virtual reality simulators on learning technical surgical skills

Keywords: Human Computer Interaction, Virtual Reality, User Centered-Design, Surgical

Simulation, Simulator Fidelity, Motor Skills Training

Abstract: The reform of medical studies in France

attributes an important role to simulation in health-

care professionals’ training. In this context, virtual

reality simulators can be very useful. However, the

fidelity of these systems remains an open question

with a lack of guidelines for determining their appro-

priate levels of fidelity to support effective training.

In this thesis, we are interested in the fidelity of im-

mersive simulators for the training of technical skills

in surgery. More particularly, we investigate how the

fidelity of interactions and artifacts to perform cer-

tain tasks in the simulator could affect the efficiency

of these systems. From a theoretical perspective, we

propose an articulation of the concepts of simulator

fidelity through a model based on the various fidelity

components identified in our literature review, and

the various interfaces and interactions used in vir-

tual simulators for the training of technical skills.

Two experimental studies were conducted to explore

the factors of simulator fidelity associated with a nav-

igation task and a tool handling task and their im-

pacts on the learning of two technical skills in virtual

reality. The results show that the simulator’s interac-

tion techniques and artifacts with a moderate fidelity

can support the completion of secondary tasks for

effective training. The designers of virtual simulators

can rely on the recommendations resulting from our

work in order to avoid including certain devices and

fidelity components, which can be cumbersome and

expensive without a real impact on the efficiency of

these simulators.
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