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Abstract

Public Safety Networks (PSNs) are wireless communication systems designed to
meet the needs of emergency responders, including firefighters, police, and many
other Public Safety (PS) agencies. These networks are used to prevent or respond
to incidents that pose a threat to people or property. Traditionally, these PSNs were
supported by reliable, but low-rate radio technologies that provide limited services
such as voice communication among Public Safety Users (PSUs). Consequently,
their capability to take advantage of recent developments in wireless networks and
broadband applications was restricted. At the forefront of wireless communication
technologies, 5th Generation (5G) and beyond Cellular Networks (CNs), are ideal for
this purpose due to their advanced infrastructure and tailored techniques developed
for broadband services. Their capacity for high data transmission, low latency in
data exchange, and ability to support a significant number of connected devices
make them perfectly suited to overcome the limitations associated with PSNs.

Integrating PSNs into 5G can significantly improve the performance of PSUs. It
enables PS agencies to respond more effectively to emergencies, improve communi-
cation among first responders, and access critical information in real-time. In this
regard, the objective of this thesis is to develop models and architecture that guar-
antee effective communication among PSUs through the use of cellular resources.
We consider different scenarios, including situations where resources are solely dedi-
cated to PSUs and where resources are shared with primary users. In these scenarios,
Non-Orthogonal Multiple Access (NOMA) technique and Device-to-Device (D2D)
communication ensure an efficient allocation of limited resources for a larger number
of PSUs. Additionally, in this thesis, we explore scenarios where cellular resources
are not available (e.g. when the Base Station (BS) is not accessible). We develop
strategies to maintain the continuous functioning of PSUs in such situations using
the Multi-access Edge Computing (MEC) system.

To accomplish these objectives, we first focus on the formulation of a resource
allocation problem in the in-band overlay D2D communication. The rationale for
using the overlay mode is to guarantee the availability of Resource Blocks (RBs) that
are dedicated exclusively to PSUs, minimizing therefore the interference between
Cellular Users (CUs) and PSUs. Furthermore, we consider the NOMA technique for
radio access, which allows multiple PSUs to share the same RBs, improving thereby
the system performance in terms of spectral efficiency, achieved throughput, and
number of PSUs accessing the network. This is achieved by implementing a heuristic
that groups the PSUs that will share the same resources, so that the total amount of
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bandwidth used is minimized. We then allocate sufficient power to each PSU using
the Particle Swarm Optimization (PSO) algorithm.

As a second approach, we propose a novel scheme for the underlay D2D commu-
nication scenario. This scheme also relies on the NOMA technique and is based on
a mixed integer nonlinear programming problem for sum throughput maximization.
It takes into account the power budget, the users required rates, and the Succes-
sive Interference Cancellation (SIC) constraints. Since the maximization problem is
computationally challenging, we design a heuristic algorithm that selects the appro-
priate CUs to share their resources with the PS clusters. Then, given this selection,
we compute the optimal power allocation in each PS cluster using the Lagrange
multiplier method.

During a disaster, the infrastructure might get damaged, in particular, BSs, re-
sulting in the disruption of PSUs’ access to the core network. To address this critical
issue and ensure the continuous availability of PS services under any circumstances,
we investigate the use of the Proximity-based Services (ProSe) standard which plays
a crucial role in enabling D2D communication in licensed and unlicensed spectrum.
Accordingly, we propose and validate a new architecture for PSNs using the Simu5G
network simulator. This architecture uses the NOMA technique and places both,
the ProSe function and the ProSe application server, in the MEC system that is
installed in a relay station. This approach guarantees network availability for as
many PSUs as possible, and enables them to access the required information with
minimal latency in the licensed spectrum, while they continue to operate in the
unlicensed spectrum securely and efficiently.

Keywords: Public safety network, device-to-device communications, non-orthogonal
multiple access, optimization, multi-access edge computing, proximity-based services,
Simu5G.
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Résumé

Les réseaux de sécurité publique (PSNs) sont des systèmes de communication
sans fil conçus pour satisfaire les besoins des intervenants d’urgence, notamment les
pompiers, la police et de multiples autres organismes de sécurité publique (PS). Ces
réseaux sont employés pour prévenir les incidents qui constituent une menace pour
les personnes ou les biens, ou pour y répondre. Ils sont traditionnellement basés
sur des technologies radio fiables, mais à faible débit, fournissant ainsi des services
limités tels que la communication vocale entre les utilisateurs de la sécurité publique
(PSUs). De ce fait, leur capacité de tirer parti des développements récents des
réseaux sans fil et des applications à large bande était limitée. Les réseaux cellulaires
de la cinquième génération (5G) et au-delà, qui sont à la pointe des technologies de
communication sans fil, sont idéaux à cette fin grâce à leur infrastructure avancée et
aux techniques adaptées mises en place pour offrir des services à large bande. Leur
capacité de transmission de données à haut débit, leur faible latence lors de l’échange
de données et leur capacité à prendre en charge un nombre important de dispositifs
connectés les rendent parfaitement adaptés pour surmonter les limitations associées
aux PSNs.

L’intégration des PSNs dans la 5G peut améliorer considérablement les perfor-
mances des PSUs. Elle permet aux agences de PS de répondre plus efficacement
aux situations d’urgence et d’accéder aux informations essentielles en temps réel.
Elle améliore également la communication entre les premiers intervenants. À cet
égard, l’objectif de cette thèse est de développer des modèles et une architecture qui
garantissent une communication efficace entre les PSUs en utilisant les ressources
cellulaires. Nous envisageons différents scénarios, y compris des situations où les
ressources sont uniquement dédiées aux PSUs et des situations où les ressources
sont partagées avec les utilisateurs primaires. Dans ces scénarios, la technique
d’accès multiple non orthogonal (NOMA) et la communication de dispositif à dis-
positif (D2D) garantissent une allocation efficace des ressources limitées pour un
plus grand nombre de PSUs. En outre, dans cette thèse, nous explorons des scé-
narios dans lesquels les ressources cellulaires ne sont pas disponibles (par exemple,
lorsque la station de base n’est pas accessible). Nous développons des stratégies
pour maintenir le fonctionnement continu des PSUs dans de telles situations, tout
en employant le système de calcul de périphérie multi-accès (MEC).

Afin de réaliser ces objectifs, nous nous intéressons d’abord à la formulation d’un
problème d’attribution de ressources dans la communication D2D superposée en
bande sous licence. Ce mode superposé permet de garantir la disponibilité de blocs
de ressources (RBs) dédiés exclusivement aux PSUs, minimisant ainsi l’interférence
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entre les utilisateurs cellulaires (CUs) et les PSUs. En outre, nous considérons
la technique NOMA pour l’accès radio, qui permet à plusieurs PSUs de partager
les mêmes RB, améliorant ainsi la performance du système en termes d’efficacité
spectrale, de débit atteint et de nombre de PSUs accédant au réseau. À cette fin,
nous appliquons une heuristique qui regroupe les PSUs qui partageront les mêmes
ressources, de sorte que la consommation de la bande passante soit réduite au min-
imum. Nous attribuons ensuite une puissance suffisante à chaque PSU à l’aide de
l’algorithme d’optimisation par essaims de particules (PSO).

Dans une deuxième approche, nous proposons un nouveau schéma pour le scé-
nario de communication D2D sous-couche. Ce schéma repose également sur la tech-
nique NOMA et est basé sur un problème de programmation mixte non linéaire à
nombre entier pour la maximisation du débit total. Ce problème prend en compte
les contraintes liées au budget de puissance, aux débits requis par les utilisateurs
et à l’annulation successives des interférences (SIC). Comme il s’agit d’un problème
de maximisation difficile à résoudre, nous concevons un algorithme heuristique qui
sélectionne les CUs appropriées pour partager leurs ressources avec les clusters de
PS. Ensuite, compte tenu de cette sélection, nous calculons l’allocation optimale de
puissance dans chaque groupe de PS en utilisant la méthode du multiplicateur de
Lagrange.

Lors d’une catastrophe, l’infrastructure peut être endommagée, en particulier
les stations de base, ce qui perturbe l’accès des PSUs au réseau central. Pour
résoudre ce problème majeur et garantir la disponibilité continue des services PS
en toutes circonstances, nous examinons l’utilisation de la norme des services basés
sur la proximité (ProSe). Cette norme joue un rôle crucial en permettant aux
communications D2D de se dérouler dans les spectres avec et sans licence. En
conséquence, nous proposons et validons une nouvelle architecture pour les PSNs
à l’aide du simulateur de réseau Simu5G. Cette architecture utilise la technique
NOMA et place la fonction ProSe et le serveur d’application ProSe dans le système
MEC installé dans une station relais. Cette approche garantit la disponibilité du
réseau pour le plus grand nombre possible de PSUs et leur permet d’accéder aux
informations requises avec une latence minimale dans le spectre sous licence, tout
en assurant le fonctionnement dans le spectre sans licence en toute sécurité et de
manière efficace.

Mots-clés: Réseaux de sécurité publique, communications de dispositif à dis-
positif, accès multiple non orthogonal, optimisation, calcul de périphérie multi-accès,
services basés sur la proximité, Simu5G.
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1.1 Thesis Context
Public Safety Networks (PSN) consist of dedicated communication systems that

are specifically designed to cater to the needs of Public Safety (PS) agencies, such as
police, firefighters, etc. These networks have traditionally been designed to provide
voice messages and calls that can be reliably transmitted during emergencies or
disasters. However, with advances in communication technologies, there is a growing
necessity to expand the capabilities of PSNs to improve their Quality of Service
(QoS) by adapting them to new technologies and services. These improvements
include supporting high-quality real-time video, as well as accessing and sharing
accurate and timely information in critical situations. To achieve this, sufficient
resources should be allocated to Public Safety Users (PSU).

The allocation of resources to PSUs can be accomplished either through dedi-
cated PSNs or through the sharing of Cellular Networks (CN) resources with Cellular
Users (CU). The establishment of dedicated PSNs poses challenges that must be ad-
dressed. These include the deployment of new infrastructure, the limited spectrum
availability, and the guarantee of the cost-effectiveness and sustainability of the net-
work [1]. One promising solution to overcome these challenges is to enable PSUs to
share CNs with CUs. This approach allows for addressing the aforementioned issues
by leveraging the existing infrastructure already in place, thus reducing the need for
extensive deployment of new infrastructure. Additionally, the CNs provide a pool of
available spectrum, which can be efficiently utilized to meet the QoS requirements
of the PSUs.
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As such, the integration of PSNs into 5th Generation (5G) CNs is justified as
these networks are expected to accommodate a wide range of applications and use
cases. The International Telecommunications Union (ITU) has classified 5G net-
works into three categories, namely enhanced Mobile BroadBand (eMBB), which of-
fers high-speed downloads and increased data transmission capacity. ultra-Reliable
Low-Latency Communications (uRLLC), which provides nearly instantaneous re-
sponses and minimizes connection latency. And finally, massive Machine-Type Com-
munications (mMTC), which can accommodate a significant number of connected
devices. PS use cases, known as mission-critical applications, fall under the uRLLC
and mMTC categories [2]. This integration leverages the capabilities of 5G networks
to provide reliable and efficient communication services for PSUs. However, sharing
of CNs’ resources also introduces certain considerations that need to be addressed.
One key challenge is interference management, ensuring that the interference will not
cause service degradation for both PSUs and CUs [3]. In addition, it becomes crucial
to ensure the availability of resources in various PS scenarios [4]. Thus, effective in-
terference management techniques must be conceived to allocate resources, manage
interference, and ensure resource availability according to the specific requirements
of each PS use case.

1.2 Motivations and Contributions
According to a recent prediction [5], global internet traffic is expected to increase

dramatically and reach an estimated 150.7 exabytes per month by 2023. This is a
substantial amount of data that will be transmitted over the internet and is expected
to grow at a rate of 24% up to 2026. However, this increased demand for internet
connectivity and the proliferation of connected devices come with many challenges,
including interference management and the shortage of available spectrum, which
affects not only commercial applications but also PSNs’ communication [6]. This
brings up problems such as congestion, slower data speeds, dropped calls, and in-
creased latency, which can hinder emergency responders’ ability to communicate
effectively during critical events. Hence, to respond to this ever-growing traffic and
its requirements, it is essential to adopt measures that ensure more efficient use of
the available spectrum. This could involve optimizing the existing wireless infras-
tructure, developing new technologies to enable more efficient use of the available
spectrum, etc. Without these measures, the continued growth of internet traffic
could lead to significant challenges in providing reliable and high-quality internet
services to both commercial and PS users.

Applying appropriate technologies that facilitate the sharing of CNs resources
between CUs and PSUs is crucial to fulfill the needs of PSUs. This includes imple-
menting Device-to-Device (D2D) communication, adopting Non-Orthogonal Multi-
ple Access (NOMA) technique, and deploying Multi-access Edge Computing (MEC)
system. These technologies play a key role in optimizing spectrum usage, reducing
latency, and providing the required QoS for PSUs. D2D communication enables
direct communication between nearby devices without the need for a Base Station
(BS), thus reducing the load on the network and providing faster and more reliable
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connections. The NOMA technique enables multiple users to share the same fre-
quency band simultaneously, thereby improving spectral efficiency and maximizing
the use of available resources. MEC system allows for the offloading of computation-
ally intensive tasks to the edge of the network, which reduces latency and improves
performance. The integration of these technologies into the existing network infras-
tructure will enhance the capacity of PSNs and meet the increasing demands for
reliable and efficient communication of PSUs.

In this thesis, we study a wireless system containing CUs, known as primary
users, and PSUs organized in clusters, known as secondary users. These PSUs aim
to access the network by exploiting the unused resources of the CUs through the
overlay D2D communication, thus eliminating the interferences experienced by CUs.
Furthermore, we employ the NOMA technique to enhance PSUs’ performance and
spectral efficiency. We formulate and solve an optimization problem that involves
radio resource allocation and power distribution for PS clusters. When clusters
experience a heavy load, PSUs can be partitioned into smaller groups. These groups
will be able to share the same resources. We use a heuristic algorithm to form
these groups and determine the number of radio resources to be allocated to each
cluster. Then, we apply the Particle Swarm Optimization (PSO) algorithm to assign
power to each NOMA group, with the aim of maximizing the sum-throughput. The
simulation results confirm that our proposed approach outperforms the Orthogonal
Frequency Division Multiple Access (OFDMA) technique.

Secondly, we explore a resource allocation method for PSUs that takes into ac-
count both underlay D2D communication and the NOMA technique, while also being
aware of the interference that will occur at CUs level. Our primary contribution is
conceiving a mixed integer nonlinear programming model under power, minimum
rate, and Successive Interference Cancellation (SIC) constraints. As a solution to
the formulated problem, we first propose a heuristic algorithm for the appropriate
matching between CUs and PS clusters, taking into account the interference thresh-
old of the CUs. Then, we apply the Karush-Kuhn-Tucker (KKT) conditions, for an
optimal power allocation for the PSUs inside each cluster. We conduct extensive
simulations to demonstrate the effectiveness of our approach compared to OFDMA
and other state-of-the-art approaches.

Finally, we present a novel architecture that provides uninterrupted PS services,
even in the event of infrastructure damage during a disaster. The architecture we
propose utilizes the NOMA technique and integrates the Proximity-based Services
(ProSe) standard into the MEC system. By incorporating ProSe into the MEC
system, we can ensure that the needs of PSUs are met in both the in-band and
out-of-band scenarios while also minimizing latency. To evaluate our proposed ar-
chitecture, we use the Simu5G simulator. Our findings demonstrate that NOMA
increases the spectral efficiency, allowing more PSUs to be served with fewer re-
sources. Moreover, by integrating ProSe into the MEC system, PSUs can obtain
the necessary information with minimal latency and high reliability in both in-band
and out-of-band scenarios.
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1.3 Organization

Introduction
(Ch. 1)

General background
(Ch. 2)

Techniques and Optimization Architectures

Contributions
PS resource allocation:

- Dedicated subbands (Ch.3)
- Sharing CUs subbands (Ch.4)

PS architecture for uninterrupted
communications (Ch.5)

Conclusion
(Ch. 6)

Figure 1.1: Thesis organization

The thesis is organized into six chapters. Figure 1.1 summarizes the organization
of the manuscript, which is detailed as follows:

• Chapter 2 provides a general overview of the topics that are relevant to our
research. The first part of the chapter offers an overview of PSNs, as well as different
CNs architectures. The second part is dedicated to discussing the different multiple
access techniques and optimization algorithms that form the basis of this thesis.

• In Chapter 3, our focus is on allocating subbands and power to meet the
rate requirements of PSUs. These subbands consist of cellular Resource Blocks
(RB) that are unoccupied by accus and can be utilized by PSUs without causing
interference to the primary users. Our proposed approach leverages NOMA and
in-band frequencies to allocate the resources to PSUs. The primary objective is to
maximize the sum-throughput while ensuring that each PSU achieves its required
rate.

• Chapter 4 focuses on how to allocate the necessary resources to PSUs while
simultaneously sharing them with CUs. Since both PSUs and CUs use the same
resources, the aim is to ensure that the resulting interference from PSUs is carefully
managed to avoid disrupting the functioning of primary users. Subsequently, we
ensure that the remaining resources meet the requirements of the PSUs. Various
metrics are evaluated, including total and average user throughput, fairness, and
outage probability.

• We present our proposed PS architecture in Chapter 5. It takes into account
the NOMA system and employs the ProSe standard in the MEC system. This
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architecture aims to ensure spectral efficiency and continuity of PSUs operation,
especially in a disaster situation where connection to the BS may be lost. To as-
sess the performance of the proposed architecture, we use the Simu5G simulator to
evaluate the spectrum efficiency and latency.

• Finally, we summarize the work presented in the previous chapters and outline
directions for future work in Chapter 6.
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In this chapter, we discuss relevant topics to the work presented in this thesis.
First, we provide an overview of the PSNs and the CNs, namely: Long-Term Evo-
lution (LTE), 5G, and beyond 5G. We present different architectures and functions
that have been used in the CNs. We also provide a general background on D2D
communication and the MEC system, as well as the difference between in-band and
out-of-band D2D communication. Next, we compare the OFDMA technique, which
has been adopted in LTE and 5G CNs, and NOMA technique, which is a promising
technique for future wireless communication networks and is the main topic of this
thesis. The difference in frame structure between LTE and 5G is also discussed in
this chapter. Finally, we present previous studies that have explored optimization
theory in the context of user grouping and power allocation within NOMA. Addi-
tionally, a further explanation of PSO and Lagrange multipliers is provided, as these
methods are employed throughout this thesis.

2.1 Public Safety and Cellular Networks
2.1.1 Public Safety Networks

PSNs are communication networks designed specifically to support PS and emer-
gency response operations. Generally, public agencies administer these networks.
Their primary goal is to establish reliable and secure communication channels among
first responders, such as police, firefighters, and others. PSNs offer a wide range
of services designed to support PS operations. These services include voice and
data communication, location tracking, interoperability among different agencies,
etc. Despite the interchangeability between the terms PS communication, Public
Protection and Disaster Relief (PPDR) [7] and mission-critical communication [8],
they are slightly different. PS communication systems provide day-to-day protec-
tion and support for the general public, while PPDR and mission-critical systems
are designed for specific scenarios. Mission-critical communication refers to commu-
nication in high-risk emergencies, while PPDR focuses on communication systems
and technologies employed during disaster relief and recovery missions.

Traditionally, PSNs have relied on radio technologies such as Private Mobile
Radio (PMR) and Land Mobile Radio (LMR), which include systems like TErrestrial
Trunked RAdio (TETRA), Digital Mobile Radio (DMR), Project 25 (P25) and
TErrestrial Trunked RAdio POLice (TETRAPOL). These digital communication
systems offer more advanced features, such as encryption and data transmission,
compared to early analog systems. Although these technologies have been successful
in providing reliable voice communication, their utilization of low data rates limits
their capacity to take advantage of the most recent developments in wireless networks
and broadband applications. For instance, the P25 and TETRAPOL technologies
can achieve a maximum data rate of around 10 Kbps, while TETRA Release 1 can
achieve a maximum of around 30 Kbps. For more information, Jarwan et al. [8]
present the technical characteristics of the above systems, containing information
on frequency bands, channel bandwidth, access method, modulation technique, peak
data rates, and supported applications.
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It is crucial to provide adequate resources to meet the demands of PSUs to ac-
cess and share real-time video and accurate information about events. There are
ongoing efforts to meet these demands [4]. In 2012, the First responder Network
authority (FirstNet) aimed to provide emergency responders with the first nation-
wide broadband network dedicated to PS [9]. It was granted a license to use 700
MHz broadband spectrum throughout the United States. The Third Generation
Partnership Project (3GPP) community subsequently developed a set of standards
for mission-critical functions in broadband networks, including LTE and 5G. Re-
leases 12 [10] and 13 [11] addressed the specific PS requirements, including group
calling, ProSe, and push-to-talk. ProSe has recently regained attention in release
17 [12] for its implementation in 5G systems by focusing on three main functions: 5G
ProSe direct discovery, 5G ProSe direct communication, and 5G ProSe User Equip-
ment (UE)-to-network relay. CNs are an ideal fit for PSNs, as their infrastructure
is already adapted for broadband services, providing reliable communication, low
latency for data exchange, and the ability to adapt dynamically to changes.

2.1.2 Cellular Networks
CNs are wireless communication networks consisting of a series of cells, each of

which is covered by at least one fixed BS. The latter provides cell coverage, enabling
wireless transmission of voice, data, and other content. CNs have evolved through a
succession of technology generations, each offering new capabilities. The evolution
of these generations is described very briefly as follows: 1G technology, which began
in 1980, only allowed analog voice calls using the Frequency Division Multiple Access
(FDMA) technique [13]. Then in the early 1990s, with the Global System for Mobile
communication (GSM) standard, 2G technology introduced digital voice services and
internet connectivity with the Time Division Multiple Access (TDMA) technique
[14]. Later on, mobile TV, video telephony, and video conference were provided by
3G technology, using the Code Division Multiple Access (CDMA) technique. Further
evolution occurred with the advent of 4G technology, known as LTE technology. It
has led to additional enhancements by enabling higher data rate applications such as
high-definition television, cloud computing, and video gaming. It also introduced the
concepts of OFDMA technique. Finally, 5G technology has emerged, it is intended
for applications that require very high data rates, low latency, and a massive number
of connected devices, using the same OFDMA technique as 4G technology [15].

Given that D2D communication is the focus of this thesis, and considering that
this technology was introduced with the advent of LTE, in the following we shall
discuss the LTE architecture, after which we cover D2D communication. Moreover,
we will also approach the 5G technology to cover the concept of edge computing.
We will build on it to develop our architecture.

2.1.2.1 Long-Term Evolution architecture

LTE technology has offered higher data rates, greater coverage area, lower la-
tency, and better spectral efficiency, compared to previous generations. These im-
provements were achieved through a new architecture and radio interface. In ad-
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dition, this technology uses OFDMA modulation and supports flexible bandwidths
that take values in {1.4, 3, 5, 10, 15 and 20} MHz [16]. Figure 2.1 shows the
LTE network architecture [8], which is organized as follows: The UE domain, the
Evolved-UMTS Terrestrial Radio Access Network (E-UTRAN) domain, the Evolved
Packet Core (EPC) domain and finally the service domain. Each function in these
domains has its role in establishing and maintaining communication between two
UEs in the LTE network.

E-UTRAN
EPC

HSS

SGW

MME

PGW

PCRF

Internet

UE domain

Figure 2.1: LTE network architecture

The E-UTRAN is the radio access part of the network and consists of several
BSs known as evolved NodeB (eNodeB). It is in charge of reliable radio frequency
transmission between the LTE network and the UEs. The core network is composed
of several functions, including the following [17]: the Serving GateWay (S-GW),
which is the main part of the EPC and the link point between the E-UTRAN and
the EPC. The Mobile Management Entity (MME) is the control node that manages
the signaling between the UE and the EPC. It also handles session and mobility
management at the control plane level. Another component of the LTE network is
the Packet data network GateWay (P-GW). It performs the assignment of Internet
Protocol (IP) addresses to UEs and connects the network to other Packet Data
Networks (PDN). It also ensures QoS satisfaction via the Policy and Charging Rules
Function (PCRF). The Home Subscriber Server (HSS) has the duty of maintaining
user information, such as subscriptions and PDNs information, while also offering
authentication services and supporting mobility management [18,19].

2.1.2.2 Device-to-Device communication

D2D communication in CNs allows nearby UEs to communicate over a direct
link using CN frequencies, rather than passing radio signals through the BS and
the core network [20]. To meet the PS requirements, 3GPP has developed a set
of standards for critical functions in broadband networks (LTE and 5G). These
standards help PSUs that rely on legacy technologies and communications to benefit
from the latest technologies and better increase their bandwidth while reducing
their communication latency. ProSe is one such standard deployed in the LTE
architecture to enable D2D communication for PSUs in CNs [10]. The main roles of
ProSe can be summarized as follows: First, it assists in user discovery and network-
assisted communication when the communications are within LTE network coverage.
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Second, if two devices are in close proximity and one of them is out of LTE network
coverage, ProSe assists in applying the device to the network relay. Finally, when
mobile devices have no LTE network coverage, direct communication can be applied
via the LTE Direct.

The ProSe function and the ProSe application server were integrated into the
existing LTE architecture to initiate the D2D communication concept for PSUs in
CNs. Figure 2.2 shows the updated LTE architecture following the introduction of
ProSe. LTE-Uu, S1 and S6a are LTE network reference points used for interaction
between UEs, E-UTRAN and some core network functions. While the PC reference
points are added to provide connectivity for the ProSe standard.

UE A

ProSe
application

UE B

ProSe
application

PC5

E-UTRAN

PC3

LTE-Uu

ProSe Function

ProSe
Application

Server

HSS SLP

MME

S/PGWS1

S6a

PC1

PC2

PC4a PC4b

EPC

eNB

Figure 2.2: LTE-ProSe Architecture

The ProSe Function consists of three main sub-functions that cooperate to ensure
continuous and secure utilization of ProSe for nearby users [21]. They are defined
as follows:

• Direct Provisioning Function: It is intended to provide the UE with the es-
sential parameters for D2D discovery and communication, whether the UE is
served by the E-UTRAN or not. In summary, the direct provisioning function
ensures the proper configuration of UEs to support ProSe services.

• Direct Discovery Name Management Function: It authorizes and secures dis-
covery requests of ProSe subscribers using their relative data stored in the
HSS.

• EPC-level Discovery ProSe Function: provides network-related functionalities,
such as authorization, charging, and subscriber information management.
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App Server: It is the entity from which the user downloads ProSe-related ap-
plications that offer services based on the corresponding Application Programming
Interfaces (API). It interacts with both the UE and the ProSe function and stores
the user profile for the applications based on the ProSe service.

The establishment of direct communication links can be classified into two cat-
egories [22]: in-band, where both cellular and D2D traffic make use of the same
licensed cellular spectrum. This category can be further subdivided into underlay
D2D communication, where cellular and D2D users share the available spectrum
simultaneously, and overlay D2D communication, where part of the available spec-
trum of the CUs is dedicated to D2D. The second category is out-of-band, where
D2D traffic leverages unlicensed spectrum (i.e., Industrial, Scientific and Medical
band (ISM) spectrum) to establish direct communication. It can be divided into
controlled and autonomous communication [23]. Under controlled mode, the D2D
communication is monitored by the CNs, whereas in the case of autonomous com-
munication, the users themselves are in charge of controlling the communication
without involving the BS. Figure 2.3 depicts the representation of this classifica-
tion [24].

In-band Out-of-band

Underlay Overlay

Cellular spectrum Cellular spectrum ISM spectrum

Cellular communication
D2D communication

Figure 2.3: D2D scenarios

In the " autonomous" communication case, the concept of D2D communication is
similar to that of the mobile Ad-hoc network, while in the other cases, this commu-
nication is controlled by the eNodeB. Each case of communication has its benefits
and drawbacks; in "underlay" communication, the cellular spectrum unused by CUs
is reused by D2D communication, which improves the spectrum efficiency, however,
the interference becomes difficult to manage. In "overlay" communication, the in-
terference problem is almost solved by dedicating part of the cellular spectrum to
D2D communication, but this can result in decreasing the spectrum efficiency.

2.1.2.3 5th Generation architecture

5G radio networks are the evolution of LTE-Advanced networks. They transform
the way of communication by using a wide range of wireless frequencies. 5G allows
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for operation in three main frequency bands: low, medium, and high bands [25].
Over the low bands, 5G can provide better coverage with lower data rates, it can
handle increased network capacity and support billions of devices connecting to the
internet every day. These bands are ideal for voice applications and for improving
coverage in rural areas, for example. While across the medium bands, 5G offers a
balance of coverage and speed, making it a good choice for a variety of applications
and use cases such as broadband connectivity that enhances the user experience
of mobile devices, smart factories, etc. Whereas over the high bands, known as
millimeter Wave (mmWave), 5G offers extremely high speed with limited coverage,
making it the right option for emerging technologies that require increased through-
put and fast download speeds, such as augmented and virtual reality, smart cities,
and more.

Figure 2.4 shows some 5G associated applications and their use cases that can be
classified as follows [26]: eMBB, which offers faster download speeds and through-
put, uRLLC, which enables near-instantaneous responses and limits latency among
connections, and mMTC, which supports the billions of devices that make up the
Internet of Things (IoT) [27].

Figure 2.4: 5G Use cases and applications

In contrast to previous generations of CNs, which were solely applicable to cel-
lular devices, 5G is a fundamentally different concept that has evolved towards
enabling the IoT. Numerous technologies have emerged from this perspective [28],
such as MEC, Network Slicing (NS), Network Functions Virtualization (NFV) [29],
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Software-Defined Networking (SDN), and many others, enabling many applications,
including mission-critical communication, connected vehicles, traffic management,
smart grids, environmental monitoring, smart homes and buildings, and smart cities.

Figure 2.5 illustrates the 5G Service-Based Architecture (SBA), in which many
functions are the same as in the LTE architecture under a different name, and many
new functions have been added [30]. The remarkable feature of the SBA is the
decoupling of the data plane from the control plane. The Network Functions (NF)
related to the control plane are connected via service-based interfaces (referred to
as Network followed by the name of the function, e.g. Namf, Nsmf, etc.), and their
services can be invoked via API. Whereas the point-to-point connection is being
deployed in the data plane. One of the main advantages of this configuration is the
distributed behavior of the data plane functions that can be located closer to the
users, thus reducing latency and offloading the network.
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AMF SMFAUSF

NEF NRF PCF UDMNSSF AF

5G UE gNodeB

DN

Nnssf Nnef Nnrf Npcf Nudm Naf
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Interface
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New 5G Network Functions

Control Plane
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Figure 2.5: 5G Service-Based Architecture

In this paragraph, we briefly describe the 5G functions and their functionali-
ties and show their corresponding functions in the LTE architecture. The Access
and Mobility management Function (AMF) secures UE data, maintains subscriber
mobility, and controls Non-Access Stratum (NAS) communication between the core
network and the UEs. The Session Management Function (SMF) manages sessions
and assigns IP addresses to UEs in addition to selecting and controlling User Plane
Functions (UPF). These two functions have the same functionality as MME, S-GW,
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and P-GW control planes in LTE. Processing of authentication is the only focus
of the AUthentication Server Function (AUSF). Policy Control Function (PCF)
and Unified Data Management (UDM) are analogous to PCRF and HSS in LTE
networks, respectively. The Network Exposure Function (NEF) serves as an inter-
mediary between services and NFs and helps structure the exposure of network data
and services privately and securely. Network Repository Function (NRF) acts as a
directory service and provides the necessary information when it receives a NF dis-
covery request from other NF instances. Network Slice Selection Function (NSSF)
assists in selecting the appropriate network slices for UEs and assigning the neces-
sary AMF. UPF provides services suitable for user plane processing, such as routing,
packet forwarding, and QoS management, etc., similarly to S-GW and P-GW user
planes in LTE. It plays a key role in the deployment of MEC in the 5G networks.
Application Function (AF) provides top-level services to users by interacting with
other NFs and with application servers, ensuring that the appropriate services are
supplied to UEs. Data Network (DN) represents the external data network or the
internet. Network Slice-specific and SNPN Authentication and Authorization Func-
tion (NSSAAF) [31] and Network Slice Admission Control Function (NSACF) [32]
are two newly functions added to support network slicing. NSSAAF is in charge of
service authentication and authorization, while NSACF monitors and controls the
number of registered UEs and the number of protocol data unit sessions per network
slice. Additionally, the Edge Application Server Discovery Function (EASDF) [33]
has direct UPF connectivity and handles Domain Name System (DNS) messages
according to SMF instructions.

2.1.2.4 Multi-Access Edge Computing

The concept of MEC involves shifting computational processes from a central
location to the edge of the network close to the end user, thus reducing the amount of
data to be transmitted to the cloud or data center. This paves the way for new types
of applications by offering extremely low latency and improved bandwidth [34]. The
5G SBA interactions between NFs allow the mapping of MEC onto AF, then based
on the configured policies, this AF can use the services and information offered by
other NFs. As stated by European Telecommunications Standards Institute (ETSI),
a MEC system is made up of two layers, the MEC system level, and the MEC host
level [35]. Figure 2.6 represents an example of integrating the MEC system in 5G
architecture.

The MEC host holds the virtualization infrastructure where the MEC applica-
tions and MEC services are executed, it is most often deployed in the DN. The MEC
services (e.g., location services and radio network information service) are consumed
by MEC applications using standard MEC APIs [36]. These APIs allow MEC ser-
vices to be explored by MEC applications, similar to how the SBA explores NFs and
their services. Two entities, the MEC platform manager and virtualization infras-
tructure manager, monitor and manage the status of the MEC host. They provide
information such as available computing resources (e.g., Random-Access Memory
(RAM), Central Processing Unit (CPU) and disk), available MEC services (e.g., lo-
cation service and radio network information service), etc. to the MEC orchestrator
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Figure 2.6: MEC deployment in 5G

during the operation of MEC applications [37].
A key component of the MEC system level is the MEC orchestrator, which is

considered as a management entity that provides an overview of the entire MEC
system. To meet UEs latency requirements, the MEC orchestrator selects the best
MEC hosts based on available resources and services [38]. It also triggers the in-
stantiation, termination, and relocation of applications as needed. It interacts with
the core network functions, either directly if trusted by 3GPP, or via the NEF if
not.

2.2 Multiple access techniques in LTE, 5G and
beyond 5G

With the rapid development of IoT, 5G networks are faced with a massive amount
of connected devices and need to meet their latency requirements and different types
of services. As a result, spectrum efficiency becomes one of the main challenges of
this connectivity growth. Many technologies have been proposed for this purpose,
one of them being the NOMA technique. As opposed to the currently used Orthog-
onal Multiple Access (OMA) technique, NOMA is a very promising technique to
solve the spectral efficiency by allowing users to non-orthogonally share the same
resources [39].

36



2.2.1 Orthogonal Multiple Access technique
Prior to the arrival of orthogonality in access technology, the bandwidth was

divided into different time slots TDMA or different frequency bands FDMA, etc.,
and users could use these resources separately. However, none of these techniques
can meet the high demands of today’s radio access systems.

In the LTE and 5G networks, the OFDMA technique has been considered. Under
this technique, the available bandwidth is divided into several orthogonal subcarri-
ers, grouped into frames. This allows users to share the same frequency band using
different subcarriers. Figure 2.7 shows an example of LTE frame consisting of 10
subframes of one ms [40], each subframe is split into slots called RBs. The RB is
the smallest unit of resources that can be allocated to a user, its size is fixed to 180
kHz in 0.5 ms. Moreover, the RB is composed of 84 resource elements of 15 kHz
and 0.0714 ms each.

Frame
10 ms
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0.5 ms Slot
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7 symbols

12
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ub
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ie

rs

1 resource element
=

1 subcarrier x 1 symbol

{15 Khz

{

0.0714 ms

Sub frame
1 ms

Sub frame
1 ms

Sub frame
1 ms

Figure 2.7: LTE Frame

Similarly to the LTE frame, under 5G networks, a frame consists of 10 subframes
of one ms, and each subframe is divided into RBs. However, the RB size varies
according to an introduced numerology index µ [41], so the RB size is no longer
fixed as in LTE networks, and is calculated by using the following formula: 12
subcarriers of 15 x 2µ kHz and 14 symbols in 2−µ ms; For µ ∈ {0,. . . ,4}, which
allows for greater flexibility in resource utilization [42, 43]. Figure 2.8 shows an
example of a 5G frame when µ is equal to three. In this example, the size of the RB
is 1200 kHz in 0.125 ms. Moreover, the RB is composed of 168 resource elements of
120 kHz and 0.0089 ms each.
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Figure 2.8: 5G Frame example when µ is equal to three

2.2.2 Non-Orthogonal Multiple Access technique
NOMA is a very promising technique that is not yet standardized to be used in

CNs. It is proposed as a complement to the OMA technique, as it assists to share
orthogonal resources in a non-orthogonal way, thus allowing for more users to access
the network. In this thesis, we focus on the use of NOMA for PSUs for its ability
to support data transmission by a group of users who simultaneously use limited
resources.

The concept of using NOMA in CNs implies that multiple users must be multi-
plexed simultaneously on the same subband (group of RBs). This concept is based on
Superposition Coding (SC) [44] on the transmitter side, and SIC [45] on the receiver
side. Many categories of NOMA, such as power domain NOMA [46–50] (where sig-
nals are separated using different power levels), code domain NOMA [51,52] (where
signals are separated using different signature codes), pattern domain [53] NOMA
(where signals are separated using different patterns), etc., have been considered in
the literature to separate the signal of each user. In our research, we concentrated
on the power domain NOMA.

A power domain example of three users using either NOMA or OFDMA tech-
nique is shown in Figure 2.9. In NOMA, the signals to be sent to the three users are
multiplexed in the same subband and are differentiated by different power levels [54],
whereas in OFDMA, the signals sent to the users have been assigned different fre-
quencies [55].
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2.2.2.1 Downlink NOMA technique

In downlink NOMA [46, 56], multiplexed users over the same subband receive
all signals, including interfering and required signals. Therefore, it is necessary for
the transmitter, such as a BS or a Cluster Head (CH), to apply SC. Accordingly,
the signals transmitted to the receivers use different power coefficients (αi), which
are numbers between zero and one, such that the sum of all these coefficients is
equal to one. The allocation of the power coefficient will depend on the channel
condition of the UE. Those with a strong channel condition will be assigned a low
power coefficient, while those with a weak channel condition will be given a higher
power coefficient. Hence, the users having weaker channel conditions will result in
stronger interference in the network. Upon reception of the signals, SIC will then
be applied at the receiver end. The process is demonstrated in Figure 2.10, which
displays three users receiving data in the downlink. User 1 processes a stronger
channel condition compared to users 2 and 3, whereas user 2 has a stronger channel
condition than user 3. h, x, and n denote the channel gain, desired message, and
Additive White Gaussian Noise (AWGN) of users, respectively.

By applying SIC, each user can decode the messages of the users who have a
lower channel gain than its own, while treating the messages of those with a stronger
channel gain as interference. As a result, user 1, which has the highest channel
gain, can retrieve its message by eliminating all the interference after decoding the
messages of the other users. User 2 can only decode the message of user 3 and treats
that of user 1 as interference. User 3, who has the lowest channel gain, cannot decode
messages from other users, thus these messages are considered as interference.

To evaluate user performance, many utilities can be considered, such as through-
put achieved, fairness, outage probability, etc. The common metric of these utilities
is the data rate achieved by each user. (2.1) shows the achieved date rate by user i,
where i ∈ {1, 2, ..., I}, who are sharing the same resources in the downlink NOMA.
Without loss of generality, we assume that the user channel gain between the trans-
mitter (T) and the receiver i (Ri) follows this order: hT,R1 > hT,R2 > ... > hT,RI

.
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Figure 2.10: NOMA Downlink

Ri = b . log2(1 + αiP . hT,Ri

hT,Ri
. (∑i−1

j=1 αj)P + v.b
) (2.1)

Where b represents the bandwidth assigned to the communication in NOMA and
αiP is the portion of the power allocated to each UE i over b.

Referring to the same example in Figure 2.10, and after performing SIC by the
users, the data rate that can be achieved by each user is computed respectively as
follows:

R1 = b . log2(1 + α1P . hBS,UE1

v.b
) (2.2)

R2 = b . log2(1 + α2P . hBS,UE2

hBS,UE2 . α1P + v.b
) (2.3)

R3 = b . log2(1 + α3P . hBS,UE3

hBS,UE3 . (α1 + α2)P + v.b
) (2.4)

2.2.2.2 Uplink NOMA technique

At the beginning of the uplink process, a receiver (e.g. a BS) sends a control mes-
sage to the transmitting users. This message includes a power allocation coefficient
for each user, allowing the BS to receive multiple signals over the same subband.
Although these signals may interfere with each other, they are all desired signals.
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(2.5) shows the achieved date rate by user i, where i ∈ {1, 2, ..., I}, who are sharing
the same subband in the uplink NOMA [46,56].

Ri = b . log2(1 + αiP . hTi,R

(∑I
j=i+1 αjP . hTj ,R) + v.b

) (2.5)

After receiving the signal, the BS applies SIC and begins decoding the users’
messages. It starts with the highest channel gain user, the one closest to it. This
user experiences interference from all other users sharing the same resources. Once
the BS has decoded that user’s message, it repeats the process for the user with the
second highest channel gain, and then for the third until it reaches the user with
the lowest channel gain, who does not experience any interference from other users.
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h1.x1+h2.x2+h3.x3+n0 h2.x2+h3.x3+n0 h3.x3+n0Decoder

h1.x1

Decoder
h2.x2

Decoder
h3.x3
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Figure 2.11: NOMA Uplink

Figure 2.11 shows an example of three users sharing the same subband in the
NOMA uplink. After the SIC is applied by the BS, the data rates of the three users
are as follows:

R1 = b . log2(1 + α1P . hUE1,BS

α2P . hUE2,BS + α3P . hUE3,BS + v.b
) (2.6)

R2 = b . log2(1 + α2P . hUE2,BS

(α3P . hUE3,BS + v.b
) (2.7)

R3 = b . log2(1 + α3P . hUE3,BS

v.b
) (2.8)
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(2.1) and (2.5) demonstrate that the data rate achieved by the users in the
NOMA technique is closely related to the number of users sharing the same subband,
and to the power allocated to each user. A thorough study of the allocation of these
resources is therefore essential to take full advantage of the NOMA technique. The
effective implementation of NOMA and the achievement of better performance than
OFDMA depend heavily on the optimization of resource allocation, and thus on the
improved use of scarce resources in wireless communication systems.

2.3 Optimization theory
Optimization theory aims to develop mathematical models and algorithms to

maximize or minimize functions that correspond to a problem, subject to certain
constraints. These functions are known as objective functions. Each mathematical
model is composed of three basic elements: the objective function, the constraints,
and the decision variables. In this thesis, we are concerned with integer nonlinear
programming [57], because of the nonlinear behavior that characterizes the NOMA
technique. The following mathematical model is a generic model that can be adapted
to any nonlinear programming problem.

min f(x1, x2, ..., xn) (2.9)
s.t.

gi(x1, x2, ..., xn) ≤ bi ∀i = 1, ..., m (2.10)

xj ∈ {0, 1} ∀j = 1, ..., n (2.11)

The problem represented by (2.9) is a minimization problem and becomes nonlinear
if either the objective function f(X) or any of the constraints are nonlinear functions
of X. It should be mentioned that the problem can also be a maximization problem
by using max f(X) or the min − f(X). (2.10) and (2.11) refer to the constraints
and the decision variables respectively, with m constraints and n variables. The
constraints can have various forms such as equal to (=), greater than or equal to
(≥), etc. while decision variables can take different ranges such as values between
zero and one (xj ∈ [0, 1]), or real numbers (xj ∈ R), etc. [58]. Solving integer
nonlinear programs is known to be a very challenging task, due to the combination
of the complexity of both nonlinear and integer variables.

2.3.1 Different optimization methods for resource allocation
In the OFDMA technique, each user is given a distinct and non-overlapping sub-

band to transmit and receive data during their designated time slot. This technique
provides users with exclusive access to their assigned subband, preventing any inter-
ference from other users. In contrast, the NOMA technique allows multiple users to
share the same subband simultaneously. This introduces some challenges, such as
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determining the appropriate distribution (user grouping) for an allocated subband,
and the power allocation for each user within the shared subband. The problem of
resource allocation in NOMA becomes very complex if these challenges are consid-
ered simultaneously. However, by splitting them into several problems, the overall
problem becomes solvable and can be addressed effectively.

2.3.1.1 User grouping problem

Grouping users in NOMA involves determining how to distribute users to im-
prove system performance. Various algorithms and techniques have been employed
to achieve this objective. One such method is the exhaustive search, which ex-
plores all possible combinations of user groups to find the best solution. However,
its computational complexity grows exponentially with the number of users, mak-
ing it impractical for real-time systems [59, 60]. Another approach is the channel
gain difference strategy [46, 61, 62], which groups users based on the disparity in
their channel gain. Although simple and effective, it does not always deliver opti-
mal performance. The climbing pairing [60] and the Hungarian algorithm [63] are
also utilized in this context, providing a better solution compared to the channel
gain difference method. However, they require iterative calculations, making them
complex for large-scale systems. Metaheuristic algorithms such as simulating anneal-
ing [60,64] and PSO [65–67] have been employed as well, yielding satisfactory results.
Yet, these algorithms may necessitate parameter tuning and increased computing
resources depending on the scenarios. The artificial neural network approach [68]
has also been considered, where neural networks learn the optimal grouping of users
using training data. The network is trained on a large data set, and its parameters
are adjusted to optimize a specific objective function. This method requires signifi-
cant computing resources and time. Considering that resource allocation in wireless
communication systems must be performed within milliseconds, the user grouping
methods need to be of low complexity while ensuring system performance.

2.3.1.2 Power allocation problem

Power allocation in NOMA is the process of distributing power among users
within each group to optimize the overall system performance. Various algorithms
and approaches have been developed to tackle this task. The full space algorithm [69]
exhaustively explores the entire power allocation space to find the best possible solu-
tion. However, due to its considerably high complexity, it is not suitable for systems
that require real-time operation. Another approach is the Fixed Power Allocation
(FPA) algorithm [69, 70], which assigns a fixed power level to each user within a
group. Although FPA has low complexity, it often results in sub-optimal perfor-
mance since it does not adapt to the varying channel conditions experienced by dif-
ferent users. On the other hand, the Fractional Transmit Power Allocation (FTPA)
algorithm [69, 71, 72] allows for flexible power distribution by assigning fractions of
the available power to users based on their specific channel conditions. FTPA is a
local optimization algorithm that improves performance compared to FPA while still
maintaining a manageable level of complexity. Similar to user grouping, metaheuris-
tic algorithms such as simulated annealing [64] and PSO [73] can also be applied
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to power allocation in NOMA. However, it is important to note that these algo-
rithms may find local optimal solutions and face challenges in effectively handling
constraints. Additionally, the KKT conditions [46], which is a mathematical the-
ory, offers a closed-form solution for power allocation that can achieve the optimal
global solution. Furthermore, machine learning methods such as deep learning [74]
and reinforcement learning [75] have been also explored for power allocation. These
approaches have the potential to learn complex patterns and optimize system per-
formance. However, they often require large data sets, which can be time-consuming
and resource-intensive, especially during the initial stages of implementation.

Various approaches have been explored to address the resource allocation prob-
lem in the NOMA technique, including exact methods, heuristic methods, and de-
composition methods. Exact methods guarantee that a global optimal solution is ob-
tained, but their applicability is often limited by factors such as computational com-
plexity, time constraints, and practical considerations. On the other hand, heuristic
methods and decomposition methods aim to provide a solution that may not be
globally optimal but can be obtained within a reasonable time. Heuristic meth-
ods employ efficient algorithms to find sub-optimal solutions, while decomposition
methods divide the original problem into smaller, more manageable sub-problems for
easier resolution. These alternative categories of methods offer practical approaches
to tackle the resource allocation problem in NOMA, balancing the trade-off between
optimality and computational feasibility.

2.3.2 Overview on resource allocation methods used in this
thesis

As we mentioned above, the resource allocation for PSUs consists of two main
phases. The first phase is user grouping, which is performed using the channel gain
difference strategy in this thesis. The second phase is the power allocation, for which
we investigate two methods. We initially explore the PSO algorithm, which yields
satisfactory results. However, due to the necessity to adjust the parameters for dif-
ferent scenarios, we subsequently examine the KKT conditions. These conditions
provide a closed-form solution and ensure that an optimal global solution is ob-
tained. We find it worth providing a concise overview of these two problem-solving
approaches.

2.3.2.1 Particle Swarm Optimization method

PSO algorithm was developed by James Kennedy and Russell Eberhart in 1995
[76]. This algorithm is based on the movement of swarms; it was intended for social
behavior (e.g. the movement of a flock of birds), and then it became one of the most
popular nature-inspired metaheuristic optimization algorithms for solving various
optimization problems in science and engineering [77–79]. The principle of PSO lies
on a population (swarm) of candidate solutions (particles) that move in the search
space with the aim that these particles find the optimum. To enable the movement
of these particles, a simple mathematical formula is applied to their position and
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speed. Furthermore, to control the behavior and efficiency of the algorithm, different
acceleration factors, random numbers, and inertia factor are used. The movement of
each particle is influenced by its best-known local position (Pbest), and at the same
time is influenced by the best-known position (Gbest), which is updated according
to the best positions found by the other particles. As a result, the swarm is expected
to move toward the best solution.

Consider that we have a population size of M and several particles (variables)
of N . For each iteration, the velocity and position of each m and n are updated as
follows:

Velocity :

V k+1
m,n = W.V k

m,n + C1.R1.(Pbestk
m,n − Xk

m,n) + C2.R2.(Gbestk
n − Xk

m,n) (2.12)

Position :
Xk+1

m,n = Xk
m,n + V k+1

m,n (2.13)

The parameters W , Ci, and Ri (i = 1, 2) represent the inertial weight, the accelera-
tions factors, and the random numbers. They play an important role in determining
the movement of particles towards the optimal solution. The primary function of
W is to control the global-local optimum search, whereas Ci, and Ri are mainly re-
sponsible for controlling the directions and velocity of particle movement. A higher
inertia weight helps the algorithm perform a global optimality search, while a lower
weight favors the local search. Therefore, a higher weight is needed at the beginning
of the search to determine the general position of the optimal solution, and later,
a lower weight can be used to help the algorithm converge to the optimal solution.
Generally, the commonly employed values for these parameters are 0.9 to 0.4 for W ,
[0,1] for Ci, and 2 to 2.05 for Ri [80].

Once the above calculations are performed and the right parameters are deter-
mined, the fitness function is computed, which represents the objective function to
be optimized. The value of Xk+1

m,n that results in the highest fitness function result
will be considered as the best particle positions, thus indicating the optimal values
of the objective function variables.

2.3.2.2 Lagrange multiplier method

The Lagrange multiplier method is an efficient way of solving optimization prob-
lems; it allows critical points to be obtained, whether they are local or global optima,
under equality constraints. For problems with inequality constraints, the Lagrange
multipliers method can be generalized to the KKT approach, which is useful for non-
linear constrained programs [81]. The KKT approach states that an optimal point
must be either a critical point in the interior of the feasible set or on its boundary.
Once we know on which boundary of the feasible region it lays, the KKT conditions
become active along that boundary and determine the set of critical points [82].
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The subsequent example is a general maximization problem, on which we will give
a general idea of the application of the Lagrangian and the KKT conditions.

max
x∈Rn

f(x) (2.14)

s.t

gi(x) ≤ bi ∀i = 1, ..., m. (2.15)

After assigning a reward of λi unit to promote feasibility in the inequality-constrained
maximization problem, the hard constraints listed in (2.15) can be added into the
objective function as λi[bi − gi(x)]. Then, the Lagrangian can be formed as follows:

L(x|λ) = f(x) +
m∑

i=1
λi[bi − gi(x)] (2.16)

The KKT approach outlines four sets of conditions for a point x̄ to be considered
a local optimum. These conditions are described as follows:

• Stationarity

∇{f(x̄) + ∑m
i=1 λi[bi − gi(x̄)]} = 0

• Primal feasibility :

gi(x̄) ≤ bi for all i = 1, ..., m

• Dual feasibility :

λi ≥ 0 for all i = 1, ..., m

• Complementary slackness :

λi[bi − gi(x̄)] = 0 for all i = 1, ..., m

The stationarity conditions ensure that the gradient is within all the gradients of
constraints, therefore there is no way to keep improving feasibly. The primal feasibil-
ity conditions are used to ensure that x̄ is going to satisfy all the original constraints.
The dual feasibility conditions ensure that all the multipliers are greater or equal
to zero. Finally, the complementary slackness conditions demonstrate that only the
constraints binding at x̄ matter, if we have a constraint that does not bind, λi would
be zero and we do not care about the gradient of that constraint because it is not
binding.
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2.4 Summary
The main objective of this chapter is to provide an overview of the various

topics that are closely related to our thesis work. We aim to enhance PS services
by leveraging cutting-edge technologies offered by CNs. PS services rely on D2D
communication, which is enabled in CNs through the ProSe standard. Therefore, in
this chapter, we provided a review of LTE and 5G CNs and explored the deployment
of D2D communication in these networks. Additionally, PS services are crucial in
critical scenarios like emergencies and disasters, where establishing a connection
to BS may be challenging or even impossible. To address this issue, we propose
implementing ProSe functionalities in the MEC. In Section 2.1.2.4, we introduced
the MEC and its integration in 5G CNs. Effective management of radio resources
is essential for integrating PSNs in CNs. Consequently, we investigated the RBs
structure in both LTE and 5G networks. We also examined the NOMA access
technique, which plays a key role in enabling a maximum number of PSUs to access
the network. Finally, we presented various optimization methods which we will
employ to solve optimization problems related to effective radio resource allocation
for PSUs. By covering these topics, our aim was to provide a general understanding
of the concepts and principles underlying our research on PS.
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Chapter 3

Efficient power allocation scheme
for PSUs with dedicated subbands
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3.1 Introduction
Ensuring communication with PSUs in all events, and specifically in disaster

situations, is one of the main challenges in CNs. Various types of communications,
such as in-band and out-band communications, can be used to integrate the PSNs
into the CNs. In this chapter, we focus on the in-band overlay D2D communication,
which effectively reduces the interference caused by CUs, and ensures the availability
of resources for PSUs at any time and for different events. Furthermore, by con-
sidering the NOMA-based system, the user’s throughput and the resource wastage
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problem are improved. Our goal is to provide the necessary resources to PSUs and,
at the same time, to maximize the use of these resources.

Our proposed approach involves using a heuristic algorithm to assign appropriate
subbands to the PS clusters, followed by the use of the PSO algorithm to distribute
the available power that can be used in each subband by the PSUs. According to
the simulation results, our proposed approach proves to be more efficient than the
OFDMA technique in terms of user sum-throughput. In addition, we study how the
sum-throughput is affected by the number of PSUs of the same group. Finally, the
simulations show that the relation between throughput and fairness is a requirement-
dependent trade-off, such that achieving optimal fairness requires a decrease in the
sum-throughput.

The remainder of this chapter is arranged as follows: Section 3.2 presents a brief
summary of some literature related to this chapter. In Section 3.3, we provide an
overview of the network structure of our proposed model and describe the formula-
tion of the resource allocation problem. Section 3.4 delves into the specifics of our
proposed solution which is based on both heuristic and PSO algorithms. We then
present the results of our simulations and compare our approach with the OFDMA-
based method in Section 3.5. Lastly, Section 3.6 provides the concluding remarks.

3.2 Related work
To deal with the emergency communication scenarios, a clustering method was

proposed in [83], which reduces the system’s energy consumption and realizes the
continuous communication, based on D2D multicasting technology, leading to op-
timizing the allocation of the network resources. The concept of “D2D group”
communication using NOMA, was introduced in [84], to enable one D2D trans-
mitter to communicate with multiple D2D receivers simultaneously. The authors
of [46, 85] show the advantage of using the clustering strategy in NOMA, and how
the difference in channel coefficient influences the performance and results.

In [86], the authors proposed a selective operation of overlay D2D communication
in areas with high call traffic density, to overcome the problem of spectrum wastage.
A novel sub-grant scheme in the overlay D2D communication, where the symbol
basis method is used to grant the allocated and unused resources to other users in
the vicinity, was studied in [87]. The PSO algorithm was employed in [66, 67] to
assign power to individual subbands, and subsequently, this power was allocated
to different multiplexed users based on their respective channel gains. The authors
suggested the use of this algorithm due to its ability to efficiently find near-optimal
solutions to complex and constrained problems.

Inspired by the aforementioned works, we have developed a resource allocation
problem aimed at maximizing power allocation for clusters of PSUs in the context
of overlay D2D communication, while utilizing the NOMA technique.
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3.3 Problem formulation
3.3.1 System model

Figure 3.1: Illustration of overlay D2D communication for PSUs with a
NOMA-based CN

The considered network is made up of J clusters of critical D2D users referred
to as PS clusters. These clusters denoted by {PS cluster 1, . . . , PS cluster
J}, are made up of one CH, i.e., {CHj} where j ∈ {1, ..., J}, and Lj PSU , i.e.,
{PSUj,1, . . . , PSUj,Lj

}. The clusters coexist with a macro cell where a macro BS is
serving I CUs, i.e., {CU1, CU2, ..., CUI} that are uniformly distributed throughout
the cell.

Each cluster is formed around a particular node, known as the CH. This node is
an extremely powerful mobile device installed by the safety organization in a desig-
nated location. It has access to the BS and serves as a relay for all PSUs located
within its coverage area. The CH processes and manages the allocation of subbands
for clusters, ensuring that PSUs can communicate with each other and have access
to the BS. PSUs are uniformly distributed within the cluster, which has a maxi-
mum radius of dmax. Within the PS cluster, NOMA-based D2D communication is
employed, where only PSUs of the same cluster can share the same resources simul-
taneously. This results in only one type of interference: the intra-cluster interference
among PSUs of the same cluster. It is important to note that there is no interference
resulting from the CUs, due to the dedication of resources for PSUs in the overlay
D2D communication. Users are deployed as illustrated in Figure 3.1.

OFDMA has been considered in Long-Term Evolution-Advanced (LTE-A) and
5G, however in a PS scenario, where there is a dense number of users with limited
resources, NOMA is a more promising system due to its ability to support many
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users to share the same subband. This results in greater spectrum efficiency by
giving more PSUs the opportunity to access the network.

3.3.2 Preliminary
A signal received without sharing the bandwidth with other users is composed

of the transmitted power (P ), the channel gain (h), the transmitted signal (x), and
the AWGN (n), as shown in (3.1).

y =
√

P .h.x + n (3.1)

h is made up of the small-scale fading and the path loss between the transmitter
and the receiver. Based on (3.1), the received Signal-to-Interference-plus-Noise Ratio
(SINR) can be calculated as follows:

SINR = P.h

N0.b
(3.2)

Where b represents the bandwidth allocated to the data transmission between the
transmitter and the receiver, and N0 corresponds to the noise power spectral density.
The user’s data rate (R) is calculated using the Shannon capacity formula:

R = b . log2(1 + SINR) (3.3)

Given the example in Figure 3.1, the overall system bandwidth (B) is split
into M RBs, i.e., {RB1, RB2, ..., RBM}. The CUs use the orthogonal spectrum
resources, and D2D pairs do not multiplex them, so the interference among these
CUs is negligible. Pci is defined as the power assigned to a subband Wi in the
downlink communication between the BS and the CUi, and hBS,CUi

represents the
channel gain between them. Therefore, the data rate of each CUi can be calculated
according to the following equation:

RCUi
= Wi . log2(1 + Pci . hBS,CUi

N0 . Wi

) (3.4)

By considering the overlay D2D communication within the PS clusters, unused
cellular resources can be allocated to these clusters without interfering with the
CUs. A set of RBs, denoted as Wj, will be allocated to each cluster j. The intra-
cluster interference is therefore the only interference to be taken into account, and
the SINR of each PSU within the cluster must be processed above a threshold level
(SINRthr) to ensure high-quality communication for these users. Psj represents
the maximum amount of power that can be accommodated in subband Wj.

To control the communication within the PS clusters, the NOMA technique is
employed. This involves assigning power coefficients (αj,l), which range from zero
to one, to the signal transmitted to PSUs in cluster j, such that ∑

∀l(αj,l) = 1. The
PSU with a strong channel condition is assigned a low power coefficient and the one
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with a weak channel condition is assigned a higher power coefficient. Without loss
of generality, it is assumed that all the channels in the cluster j follow this order:
hCHj ,P SUj,1 > hCHj ,P SUj,2 > ... > hCHj ,P SUj,Lj

. Upon receiving the signal, and after
performing SIC, each user can decode the message of users having a weaker channel
gain than its own and treats the message of those with stronger channel gain as
interference. Consequently, the PSUs rate can be calculated as follows:

RP SUj,l
= Wj . log2(1 +

αj,lPsj . hCHj ,P SUj,l

hCHj ,P SUj,l
. (∑l−1

t=1 αj,t)Psj + N0 . Wj

) (3.5)

Based on the preceding information, the overall rate of the downlink system can
be expressed as:

Rsys =
J∑

j=1

Lj∑
l=1

RP SUj,l
+

I∑
i=1

RCUi
(3.6)

This overall rate is composed of two parts: the first is the rate attained by PSUs
in all clusters, and the second is the rate accomplished by CUs. It is obvious that
the amount of power allocated to PSUs affects the overall rate. Therefore, our main
concern is to find the best allocation of these powers.

3.3.3 Problem statement
To achieve the highest overall rate, it is necessary to maximize the rate achieved

by PS clusters. The performance of CUs is not affected by the presence of these
clusters, so there is no need to consider the rate of CUs. Therefore, the objective
function can be written as follows:

max(Rsys) (3.7)
s.t.

SINRP SUj,l
≥ SINRthr, j ∈ {1, ..., J}, l ∈ {1, ..., Lj} (3.7a)

∑Lj

l=1 αj,l = 1, j ∈ {1, ..., J} (3.7b)

P sj

2(Lj −l+1) < αj,lPsj ≤ P sj

2(Lj −l) , j ∈ {1, ..., J}, l ∈ {1, ..., Lj} (3.7c)
∑I

i=1 Pci + ∑J
j=1 Psj ≤ Pmax (3.7d)

Wherein (3.7a) ensures that the SINR of PSUs must be maintained above the
threshold level. Constraint (3.7b) guarantees that the sum of the allocated power
for communication with PSUs in cluster j does not exceed the assigned power bud-
get (Psj) for that cluster. For an efficient SIC in the downlink NOMA cluster, (3.7c)
specifies the interval within which the power of each PSU takes a value (A detailed
derivation of this constraint is given in the Appendix). Finally, constraint (3.7d)
ensures that the sum of the allocated powers to all the users in the network does
not exceed the total power budget Pmax of the BS.
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3.4 Resource allocation algorithms
As stated in the optimization theory Section, various optimization algorithms

can be utilized depending on the type of problem being optimized. Our objective
function, which involves selecting subbands for clusters and determining the power
allocation for each PSU within those clusters, is classified as a mixed integer non-
linear programming problem. Therefore, we have applied two algorithms to solve
the problem we have formulated. The initial algorithm uses a heuristic approach
that assigns the appropriate subbands to each cluster by performing grouping within
clusters when necessary. After grouping the PSUs of the same cluster, we apply the
PSO algorithm that will search to optimally allocate the available power of each
subband among the PSUs of the same group.

3.4.1 Heuristic algorithm for subband allocation
Initially, each cluster is considered as a single group, and all of its PSUs are

multiplexed together to utilize the same subband. Later on, the cluster might be
subdivided into several groups depending on the number of its PSUs and their rate
threshold. If Psj is insufficient to satisfy all of the PSUs in cluster j, this cluster will
be divided into two groups. Each group will consist of Lj

2 PSUs if there is an even
number of PSUs in the cluster. Otherwise, the first group will have the floor value of
Lj

2 and the second group will have the ceiling value of it. A unique subband will then
be assigned to each group, and this process will be repeated until an appropriate
grouping of the cluster is determined.

Figure 3.2 illustrates an example of various options for grouping 12 PSUs be-
longing to the same cluster. The first option considers that all PSUs form a single
group, while other options follow the user distribution pattern used in [46]. The
authors have shown that it is advantageous to distribute users with high channel
gain into different groups and combine them with users with low channel gain. With
this strategy, we form new groups by selecting the users with the highest and lowest
channel gain from the previous groups. This process is repeated iteratively until all
users are considered.

Figure 3.2: Various options for grouping 12 PSUs
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The method of assigning the subbands to clusters is outlined in Algorithm 1.
The input parameters are the number of clusters and the number of PSUs in each
cluster. Nj represents the number of subbands needed to fulfill the rate threshold
of all the PSUs in the clusters. Starting with the first cluster, and based on the
number of its PSUs and their threshold rate, the CH can decide if a single subband
is sufficient to satisfy their need. If it is the case, only one subband will be assigned
to this cluster (steps 4-6). Otherwise, we proceed to group this cluster into two
groups (step 9). We then evaluate if a single subband per group is sufficient; if yes,
we assign one subband per group (steps 11-13). In the contrary case, we repeat the
grouping procedure for the group that still has unsatisfied PSUs (step 15). This
process is repeated for all PS clusters in the network.

Algorithm 1 Heuristic algorithm for subbands allocation
Input: J : PS clusters and Lj: PSUs in cluster j.
Output: Vj: A vector indicating the number of subbands for each cluster j.

System InitializationSystem InitializationSystem Initialization
1: g = 0; //Nb of subbands
2: j = 0;

MainMainMain
3: for j=1 to J do
4: if 1 subband is sufficient for all PSUs in the cluster j then
5: g=g+1; //Increment g
6: Vj=g; //Assign 1 subband for cluster j
7: end if
8: else
9: Grouping into 2 groups;

10: for each group do
11: if 1 subband is sufficient for all PSUs in the group then
12: g=g+1;
13: Vj=g; //Assign g subbands for cluster j
14: else
15: Repeat 9
16: end if
17: end for
18: end for
19: Return Vj //Return the number of subbands for cluster j

3.4.2 Particle Swarm Optimization (PSO) algorithm for power
allocation to PSUs

PSO is a well-known optimization algorithm in the literature, which is classified
as a metaheuristic method. It is particularly suited to address nonlinear problems,
especially when the search space is complex and high-dimensional. This makes it
appropriate for our problem of optimizing power allocation for PSUs of the same
group. In our case, particles represent the various power coefficients to be allocated
to PSUs in the group, which will be evaluated by the fitness function. PSO uses the
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fitness function, which serves as the objective function, to guide the search for an
optimal solution. In response to its Pbest and Gbest positions, each particle adjusts
its position and its velocity within the search space. The particle that results in the
highest fitness value will be then selected as the best solution for power allocation.

Algorithm 2 shows the PSO algorithm we employed to assign the power ded-
icated to each group. This algorithm takes various inputs such as the number of
PSUs in the group, their channel gain, the acceleration coefficients, and the inertial
weight. The output ∆j

g includes the best powers that will be assigned to the PSUs in
each group g of cluster j. The initialization process is outlined in steps (3-5), which
involves setting the initial positions of both the particles and the swarm based on
random values. Steps (9-12) explain how each iteration updates the position of the
particles based on three factors: its current velocity, its best solution found so far,
and the best solution found by its neighboring particles. Next, as described in steps
(13-15), we assess our objective function, which consists of the sum-throughput in
each group. After each iteration, we update the best position of the particles and
the swarm, thus indicating the best power allocation in each group.

Algorithm 2 Public Safety User’s power allocation using PSO algorithm
Input: The number of PSUs in each group, their channel gain, the acceleration

coefficients ( C1 and C2), and the inertial weight W .
Output: ∆j

g.
System InitializationSystem InitializationSystem Initialization

1: for each group do
2: for each particle m = 1 to M do
3: Initialize the particle’s random position Xg,m
4: Set the particle’s best known position (pbest) to the initial position
5: Set the swarm’s best known position (gbest) to the initial position
6: end for

MainMainMain
7: while the end condition is not satisfied do
8: for each particle m = 1 to M do
9: Update the particle’s velocity:

10: V k+1
g,m = W .V k

g,m + C1.R1.(P k
g,m − Xk

g,m) + C2.R2.(Gk
g − Xk

g,m)
11: Update the particle’s position:
12: Xk+1

g,m = Xk
g,m + V k+1

g,m

13: Evaluate the fitness function f as:
14: RP SUj

g
= ∑Lg

l=1[Wj . log2(1 +
αg,lP sj . hCHj,P SUg,l

hCHj,P SUg,l .(
∑l−1

t=1 αg,t)P sj + N0 . Wj

)]

15: Update the particle’s best known position (pbestg, m) and the swarm’s
best known position (gbestg) based on the fitness function

16: end for
17: end while
18: end for
19: Return ∆j

g //Return the best allocation of powers to the PSUs in each group g
of cluster j
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3.5 Numerical Evaluation
3.5.1 Simulation setup

The simulation is carried out with MATLAB. We considered one cluster with a
radius of 100 m, containing a different number of PSUs. We calculate the power
allocated to each PSU using the PSO algorithm, and we evaluate our proposed
method against the conventional OFDMA technique.

The parameters used in the simulations are summarized in Table 3.1. dmax is the
maximum distance between the CH and a PSU. We chose a SIC threshold of −10
dBm to distinguish signals of users within the same group. This chosen value of
SIC allows more users to be multiplexed to use the same resources, regardless of the
demodulation complexity of the SIC receiver. For the PSO algorithm, we utilize a
population size of 100 particles, the inertia weight started by 0.75 and is decreased
by a random number, while the acceleration factors are set to 2. The final results
were derived by taking the maximum values from running 100 simulations of 1000
iterations. The main loop of the PSO algorithm terminates when the algorithm
reaches the number of iterations or if the gbest value is not optimized further than
a tolerance factor of 10−12.

Table 3.1: Default values of the simulation parameters.

Simulation parameters Default values

dmax 100 m

Number of deployed PSUs 2-12

Subband allocated power 46 dBm

Bandwidth of a RB 180 kHz

SIC threshold −10 dBm

PSO Population Size 100

PSO Maximum Iterations 1000

PSO Inertia Weight 0.75 decreased by Rand

PSO Acceleration Factor 2

Maximum runs 100

In this chapter, we have considered a normalized channel gain in our simulation;
therefore, (3.5) becomes as follows:

RP SUj
g,l

= Wj . log2(1 +
αg,lPsj . δj

g,l

δj
g,l.(

∑l−1
t=1 αg,t)Psj + w

) (3.8)

Where w is the number of RBs in each subband, δj
g,l = h/(N0 . Wj/w) is the nor-

malized channel gain, with h being the channel gain, N0 is the noise power spectral
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density and Wj/w is the bandwidth of one RB. The normalized channel gain we
used for simulations is: [60 55 50 45 40 35 30 25 20 15 10 5].

3.5.2 Simulation results
Figure 3.3 illustrates a comparison of user sum-throughput between the NOMA

and OFDMA techniques, with varying numbers of PSUs in one group for the NOMA
technique. The PSUs throughput threshold is set to 180 kbps. For two PSUs, we
took the smallest and the largest values of the normalized channel gain vector,
for three PSUs we added the second smallest value, for four we added the second
largest value, etc. As the number of PSUs increases, the sum-throughput increases
for both methods. Moreover, our method, which utilizes the PSO algorithm to
optimally distribute total power among PSUs, demonstrates better performance
than the OFDMA technique.
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Figure 3.3: Sum-throughput when the number of PS users ranges from 2 to 6 users
in one PS cluster

By increasing the SIC threshold, fewer PSUs will be able to use the same re-
sources, thus reducing the demodulation complexity. Figure 3.4 shows different
possibilities for grouping the PSUs of the same cluster. These PSUs utilize the nor-
malized channel gain vector values. As the number of multiplexed PSUs in the same
group decreases, the sum-throughput decreases. This means that, based on the SIC
threshold and demodulation complexity, the more PSUs multiplexed in a group, the
higher the sum-throughput will be.

The impact of the number of RBs in one subband on the sum-throughput of PSUs
is depicted in Figure 3.5. As the number of RBs and PSUs in a group increases,
the sum-throughput of PSUs also increases. Notably, when the number of PSUs
is low with a small number of RBs, the sum-throughput changes slowly, but when
the number of RBs is high, the sum-throughput increases rapidly. Therefore, it
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Figure 3.4: Variation of sum-throughput according to the variation of the number
of PSUs of the same group

is suitable to have a high number of PSUs in the same group when using a large
number of RBs.
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Figure 3.5: The impact of the number of RBs and users per group on the
sum-throughput of users

We evaluate the users’ throughput fairness by using Jain’s fairness index in
(3.9) [88]. The result ranges from 1/Lj (worst case) to 1 (best case, where all the
PSUs achieve the same throughput).

Jain’s fairness index = (∑Lj

l=1 Rl)2

Lj
∑Lj

l=1 R2
l

(3.9)
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Where Rl is the rate achieved by each user l.

The simulation is performed for two scenarios: the first one concerns the maxi-
mum sum-throughput achieved by using the PSO algorithm (we refer to this scheme
by the term Max − throughput), and the second one concerns the maximum fairness
(referred as Max − fairness) using RP SUj

g,1
= RP SUj

g,2
= ... = RP SUj

g,Lg

, which can
be written and solved as follows:

Wj . log2(1 +
αg,1Psj . δj

g,1

w
) = Wj . log2(1 +

αg,2Psj . δj
g,2

δj
g,2.αg,1Psj + w

) (3.10)

... = Wj . log2(1 +
αg,LgPsj . δj

g,Lg

δj
g,Lg

.(∑Lg−1
t=1 αg,t)Psj + w

)

According to the results presented in Figure 3.6, the Max − throughput approach
yielded an inverse relation between users’ throughput fairness and the number of
multiplexed PSUs. This implies that when more PSUs are grouped together, their
throughput fairness decreases. Whereas with OFDMA technique, the fairness de-
pends on the number of RBs used, such that an increase in the number of RBs leads
to an increase in the fairness of the PSUs throughput. In contrast, if our goal is to
achieve maximum fairness, we can reduce the power allocated to the PSU with the
highest channel gain. This would result in a decrease in the throughput achieved by
that user, but would allow the other PSUs to achieve that same throughput. Hence,
maximum fairness among all PSUs is achieved.
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3.6 Summary
The chapter focuses on presenting a novel framework for bandwidth and power

allocation in a NOMA-based system that utilizes overlay D2D communication for
PSUs. The goal is to maximize the sum-throughput in each group of PSUs while
satisfying the minimum data rate threshold for each PSU. To achieve this objective,
the chapter proposes a two-stage approach. The first stage involves a heuristic
algorithm for selecting PSUs to form groups, and the second stage employs the PSO
algorithm to optimally allocate power in each group.

The proposed framework is compared to an OFDMA-based one in terms of sum-
throughput for varying numbers of PSUs in a group. The results show that the
proposed framework outperforms the OFDMA-based one. Additionally, the chapter
investigates the impact of grouping on sum-throughput and throughput fairness.
The study reveals that the fewer the number of PSUs grouped together, the higher
the fairness.

The next chapter will explore the scenario of underlay D2D communication,
where interference to and from CUs must be taken into account. This scenario
ensures enhanced spectral efficiency while meeting the requirements of both PSUs
and CUs. Therefore, the upcoming chapter will focus on studying bandwidth and
power allocation in this context.
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Chapter 4

Resource distribution through
collaborative resource sharing for
PSUs
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4.1 Introduction
The need for efficient data traffic handling in future wireless communication

systems has become a pressing issue with the increasing demand for wireless con-
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nectivity. The introduction of advanced technologies such as NOMA and D2D com-
munication has been identified as a viable solution to address this challenge. These
technologies allow for the efficient use of spectral and power resources, which are
critical factors in meeting the demands of data traffic in 5G and beyond wireless
communication systems. To leverage these technologies, we propose a novel scheme
that integrates PSNs in CNs using the underlay D2D communication. This inte-
gration presents an opportunity to improve the performance of PSUs that rely on
low-rate technologies and enhance spectral efficiency. With this scheme, PSNs can
be integrated into CNs as an underlay network, which will coexist with the primary
CUs with a controlled level of interference.

We formulate a mixed integer nonlinear programming problem for sum through-
put maximization, to optimize the channel allocation and achieve the required rate
of PSUs. This optimization takes into account the power budget, the users required
rates, and the SIC constraints. Since the maximization problem is computationally
challenging, we design a heuristic algorithm that selects the appropriate CUs to
share their resources with PS clusters. Then, given this selection, we compute the
optimal power allocation in each PS cluster (or group) using the KKT conditions
in the Lagrange multiplier method. Evaluation results demonstrate that our ap-
proach improves spectral efficiency and provides higher sum throughput compared
to other works in the literature. We also conduct extensive simulations to compare
our throughput maximization approach with the fairness maximization approach.
Finally, we compute the outage probability, to verify the impact of the power allo-
cation on the throughput achieved by the PSUs in both approaches.

The rest of this chapter proceeds as follows: A detailed literature review of
radio resource allocation techniques is given in Section 4.2. Section 4.3 describes
the system model and presents the problem formulation. Then, we introduce the
proposed optimization method in Section 4.4. Experimental results are shown in
Section 4.5, along with a discussion. Finally, concluding remarks are provided in a
comprehensive conclusion.

4.2 Related work
The underlay RB sharing between one CU and one D2D pair was considered

in [89], the objective is to maximize the number of D2D pairs for which the QoS
requirements are satisfied. An NP-hard problem was formulated, and then a heuris-
tic algorithm was used to find a sub-optimal solution. Based on D2D multicasting,
authors in [83] proposed a clustering method to deal with emergency communication
scenarios. They formulated a resource allocation problem by multiplexing, over the
same channel, a cluster composed of a transmitter and many receivers together with
a CU. Then they used bipartite transformation and the Hungarian algorithm to
solve this formulated problem. A review of recent advances in D2D communications
regarding public safety applications was presented in [90]. In particular, the authors
consider the topics of device discovery under critical conditions, how to establish
a D2D cluster, relaying mechanisms using mobile devices, and Vehicle-to-Vehicle
(V2V) communications for road safety. In all the above-mentioned works, commu-
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nications rely on the OFDMA technique, which provides good communication and
interference management among users, and which continues to prove its effectiveness
until today. Recently, the NOMA technique has emerged, enabling more efficient
resource allocation when compared to OFDMA, and this is achieved by allowing
multiple users to share the same RB, thus supporting massive connectivity, reduc-
ing latency, and improving spectral efficiency, attracting thereby the attention of
most current researches.

The authors of [91] studied a multi-carrier NOMA cognitive radio system, in
which each licensed band dedicated to primary users, can be opportunistically used
to simultaneously serve a group of secondary users. The main objective of this pa-
per is to achieve energy efficiency. To this end, a non-convex fractional optimization
problem has been formulated and solved by using Dinkelbach’s algorithm to trans-
fer the problem to a parameterized optimization problem. The authors then used
an iterative optimization approach to obtain the solution for the energy efficiency
maximization problem. In [92], both the full-duplex and half-duplex D2D communi-
cations were studied in the underlay CNs. NOMA is used to manage the interference
between devices and CUs using mutual SIC and to boost the performance of D2D
underlay systems. These works examined the power levels in NOMA using the D2D
communication. However, they are limited due to the fact that resources are shared
with a maximum of one D2D pair, which hinders the effective utilization of the
spectrum.

The concept of NOMA-based “D2D group” communication, was introduced in
[84,93], the idea is to enable one D2D transmitter to communicate with multiple D2D
receivers simultaneously. The authors formulated an NP-hard problem to maximize
the overall rate, and they gave the sub-optimal solution for this problem using the
many-to-one two-sided matching theory. The authors argue that multiple groups
can use the same RB, which is not consistent with the concept of grouping in NOMA,
where devices of the same group share the same RBs. The authors of [94] presented
a D2D communication network using the NOMA technique. Once the performance
of the CUs degrades due to the interference caused by D2D users, these D2D users
use the available resource of the unlicensed band through the duty cycle technique,
helping to mitigate the interference caused to the CU and improving the data rate
of the users. They formulated a nonlinear mixed integer programming problem
and then used a collective intelligence approach, namely the whale optimization
algorithm, to solve this problem. They did not mention how groups are formed, nor
the criteria for selecting CUs and how to transit between licensed and unlicensed
bands. Amer et al. in [95] conducted a literature review of the following technologies:
NOMA, D2D, full-duplex, and cooperative networks. They proposed a NOMA-
based system with multiple CUs and D2D transmitters multiplexed on the same
sub-channel, and based on Pareto improvement, they used a two-sided stable many-
to-one matching algorithm, for sub-channel assignment.

By using the NOMA technique, the authors of [46] considered a single BS and
many directly connected users to it. They proposed a heuristic algorithm for group-
ing these users and solved the optimization problem using the Lagrange multiplier
method. Moreover, they demonstrated the difference in the working principles of the
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downlink and uplink NOMA technique and the influence of normalized channel gain
on the performance and results. In [85], Chen et al. considered the same scenario
as in [46], they added an inter-cluster dynamic programming algorithm to achieve
the overall maximum energy efficiency. Authors in [61], proposed a new clustering
scheme and showed that it can increase the system throughput by about eight per-
cent compared to the same solution proposed in [46]. In [96], the authors addressed
the problem of many CUs and one D2D pair sharing the same sub-channel. They
derived optimal conditions for power control of CUs on each sub-channel. Then,
they proposed a dual-based iterative algorithm to solve the problem. This body of
work is complementary to our focus on the NOMA technique for PSUs. In fact, we
employ a D2D underlay system in our prototype with multiple PSUs in the same
cluster (or group) to highlight the efficiency of spectrum usage.

4.3 Problem Formulation
4.3.1 System model

In contrast to the previous chapter, which focused on using dedicated resources
for PSUs in the overlay D2D communication, this chapter and as illustrated in
Figure 4.1, explores the underlay D2D communication, where PS clusters share the
resources of CUs.

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Fig. 1: System Architecture 
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Figure 4.1: System Architecture

The downlink transmission herein adopts the OFDMA technique, therefore the
interference among the CUs is negligible. Hence, by considering the underlay D2D
communication in the network, the PSUs can access the CNs. Accordingly, within
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Table 4.1: List of notations

Notation Description

I Number of CUs and subbands

J Number of PS clusters

Lj Number of PSUs in clusterj

hx,y Channel gain between transmitter x and receiver y

N0 Noise power spectral density

Wi Bandwidth allocated to subband (i)

Pci Portion of power allocated to CUi in Wi

Psi
j Remained power to PS clusterj from CUi

αj,lPsi
j Portion of power allocated to each PSUl in clusterj

ηj,i Binary variable indicating whether clusterj shares CUi resources or not

IIn
j,l Interference caused to PSUl by other PSUs within the clusterj .

ICel
i,l Interference caused to PSUl by CUi.

Υ Sum of the CU interference and the noise power spectral density in the same cluster

the same subband, PSUs considered as secondary users will be multiplexed with a
CU that is the primary user of that subband, and will use its remaining resources,
provided that the interference caused to that CU is below a given threshold. We
summarize the major notations used throughout this chapter in Table 4.1.

4.3.2 Preliminary
Considering the underlay D2D communication in the network, the allocated and

unused CU resources can be shared with the PS clusters. To maintain a good level of
communication in the network, intra-cluster interference and CU interference must
be taken into account. The SINR of CUs and PSUs must be maintained above a
predefined threshold.

We denote the power allocated to CUi in subband Wi by Pci, and let Psi
j be

the remaining power for clusterj in Wi. After performing the resource sharing, the
SINR at the receiver side of the cellular communication is computed as follows:

SINRCUi
= Pci . hBS,CUi

ηj,i(Psi
j . hCHj ,CUi

) + N0 . Wi

(4.1)

Where ηj,i is a binary variable indicating whether clusterj shares CUi resources
(η = 1 ) or not (η = 0). The SINR at PS receiver side can be written as:

SINRP SUj,l
=

αj,lPsi
j . hCHj ,P SUj,l

IIn
j,l + ICel

i,l + N0 . Wi

(4.2)
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IIn
j,l and ICel

i,l represent the interference caused to PSUl in clusterj by PSUs with
higher channel gain (i.e., PSU1, ... ,PSUl−1), and the interference caused by CUi

respectively. They can be computed as follows:

IIn
j,l = hCHj ,P SUj,l

. (
l−1∑
k=1

αj,k)Psi
j (4.3)

ICel
i,l = Pci . hBS,P SUj,l

(4.4)

The rate achieved by the receiver PSUl in clusterj can be given by:

RPSUj,l = Wi . log2(1 + SINRP SUj,l
) (4.5)

The total system rate is calculated as follows:

Rsys =
J∑

j=1

Lj∑
l=1

RPSUj,l +
I∑

i=1
RCUi

(4.6)

4.3.3 Problem statement
In this Section, we formulate the sum rate maximization problem based on two

parameters: ηj,i and αPsi
j. The former indicates the CUs chosen for each cluster

of PS, whereas the latter denotes the power allocation for each PSU in the cluster.
This optimization problem can be expressed in the following manner:

max
ηj,i,αP si

j

(Rsys) (4.7)

s.t.

SINRCUi
≥ SINRthri

, i ∈ {1, ..., I} (4.7a)

SINRP SUj,l
≥ SINRthrj,l

, j ∈ {1, ..., J}, l ∈ {1, ..., Lj} (4.7b)

Lj∑
l=1

αj,l = 1, j ∈ {1, ..., J} (4.7c)

αj,l ∈ [0, 1], j ∈ {1, ..., J}, l ∈ {1, ..., Lj} (4.7d)

Psi
j

2(Lj−l+1) < αj,lPsi
j ≤

Psi
j

2(Lj−l) , j ∈ {1, ..., J}, l ∈ {1, ..., Lj} (4.7e)

I∑
i=1

Pci +
J∑

j=1
Psi

j ≤ Pmax (4.7f)
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ηj,i ∈ {0, 1}, i ∈ {1, ..., I}, j ∈ {1, ..., J} (4.7g)

J∑
j=1

ηj,i = 1, i ∈ {1, ..., I} (4.7h)

Wherein (4.7a) and (4.7b) ensure that the SINR of all CUs and PSUs must be main-
tained above the threshold level. Constraints (4.7c) and (4.7d) are related to NOMA
power allocation in the PS clusters, the first constraint guarantees that the sum of
the power allocated for all the PSUs in clusterj does not exceed the remaining power
budget (Psi

j) to the CHj, while the second ensures that the power allocation factor
is positive. For an efficient SIC in the downlink NOMA cluster, (4.7e) indicates the
upper and lower power bands that can be assigned to each PSU. Whereas (4.7f)
ensures that the sum of the assigned powers to each subband in the network does
not exceed the total power budget Pmax assigned by the BS. (4.7g) shows that ηj,i

is a binary variable indicating whether clusterj shares CUi resources or not. Finally,
(4.7h) ensures that the resources of CUi can only be used by a single PS cluster.

The formulated problem turns out to be infeasible when the remaining power
budget cannot support the minimum SINR requirements of constraint (4.7b). There-
fore, it is important to perform a feasibility check of (4.7) before solving it.

4.4 Proposed Optimization Method
4.4.1 Cellular users selection

The optimization of the problem (4.7) can be divided into two parts: first, we
need to find the CUs with the maximum resources that can be shared with PS
clusterj, to do this we propose a heuristic algorithm (Algorithm 3) to multiplex
the CUs and PSUs into the same resources, then we distribute the power obtained by
the clusters among their PSUs, to this end, we use the Lagrange multiplier method
as explained next in Section 4.4.2. Based on the number of PSUs in the cluster, their
minimum rate requirements, and the SIC threshold, the CH of each cluster decides
the minimum power required (P j

Req). Therefore, determining the optimal transmit
power conditions of CUs is of great importance. By setting the rate of each CU to
its threshold, we have:

RCUi
= Rthi

(4.8)

Wi . log2(1 + Pc
′
i.hBS,CUi

ηj,i(Psi
j.hCHj ,CUi

) + N0 . Wi

) = Rthi
(4.9)

After performing some algebraic operations, (4.9) can be expressed as follows:

(2
Rthi
Wi − 1) = Pc

′
i.hBS,CUi

ηj,i(Psi
j.hCHj ,CUi

) + N0 . Wi

(4.10)
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Pc
′

i = (2
Rthri

Wi − 1)(
ηj,i(Psi

j . hCHj ,CUi
) + N0 . Wi

hBS,CUi

) (4.11)

Our goal is to find the CUs with the maximum remaining resources to be used
by the PS clusters. Without loss of generality, we assume that the PS clusters follow
this order: P 1

Req > P 2
Req... > P J

Req.

Algorithm 3 Heuristic algorithm for choosing the best CUs
Input: I: The number of RBs and the number of CUs, J : The number of clusters.
Output: η: (IxJ) binary matrix. It indicates whether the clusterj shares the RBi

of CUi or not.
System InitializationSystem InitializationSystem Initialization

1: η(j, i) = 0; ∀j ∈ {1, ..., J} and ∀i ∈ {1, ..., I}
2: Tempj

i = 0; ∀j ∈ {1, ..., J} and ∀i ∈ {1, ..., I}
MainMainMain

3: j = 1; //Starting by the first cluster
4: for i = 1 to I do
5: if η(:,i) ̸= 1 // (If there is no CU already assigned) then
6: Compute Pc

′
i using (4.11)

7: if Pci − Pc
′
i > 0 // (If there is a remaining power that can be shared)

then
8: Tempj

i = Pci − Pc
′
i;

9: else
10: Tempj

i = 0
11: end if
12: else
13: Tempj

i = 0
14: end if
15: end for
16: idx = arg max

i
(Tempj

i ) // Choose CU i with the highest power to share
17: if Pcidx − Pc

′
idx ≥ P j

Req then
18: # Single-cluster NOMA // No grouping
19: η(j, idx) = 1
20: else
21: # Multi-clusters NOMA
22: # Grouping PSUs into many groups
23: # Choose 1 CU for each group
24: η(j, idx) = 1
25: end if
26: j = j + 1
27: if j ≤ J then
28: go to 4
29: else
30: Return η // The matrix η indicates shared subbands i with PS cluster j
31: end if

70



Algorithm 3 is a heuristic that chooses the best CUs in terms of the remaining
power for each PS cluster. Starting with PS cluster1 and all CUs (steps 3 and 4),
if the subband (i) of CUi is not already assigned to any PS cluster (step 5), we
compute Pc

′
i using (4.11), to ensure that we have guaranteed the required threshold

for CUi after the sharing. Next, we select the CUi with the maximum remaining
power to share with the PS clusterj (step 16). Subsequently, we check whether the
remaining resources are greater than the power requested by the CHj (step 17). If
it is the case, we use single-cluster NOMA and consider all the PSUs of the clusterj

as a single group. If not, we group these PSUs and choose one CU for each group.
In step 27, we repeat the previous iteration for all the clusters. Finally, matrix η is
the output of the algorithm, where j, ith element indicates the subband (i) of CUi

that is shared with the PS clusterj.
In what follows, we detail the grouping method we used in case the remaining

power is not sufficient for single-cluster NOMA.
The grouping method

Figure 4.2: Different grouping possibilities. Users connected by the arrows (same
color) are grouped into the same group.

The clusters can be divided into groups depending on the number of PSUs in each
cluster and their required rate. For a small number of PSUs in the cluster, all these
PSUs can be considered as a single group (single-cluster NOMA) and can share the
resources with a single CU. However, when the number of PSUs increases and their
required rate is no longer met, grouping the PSUs of the same cluster (multi-cluster
NOMA) becomes a necessity. This grouping method ensures the satisfaction of the
PSUs rate and the robustness of our proposed solution.

By improving the throughput of NOMA intermediate users, the authors of [61]
proposed an improved grouping scheme over the hybrid grouping scheme widely used
in the literature. Based on this work, in our scenario, when the number of PSUs
increases, the grouping is performed as follows: The CH sorts its PSUs according
to their channel gain. Every two PSUs will form a group. The first and last groups
form two large groups by adding all the PSUs from the other groups according to
their group number parity. Each of these two groups is formed to share the resources
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of one CU. In case the required rate of PSUs is not met, the same process is repeated
for each group. Figure 4.2 is an example of different groups of 12 PSUs in the same
cluster.

4.4.2 Optimal Power Allocation in the NOMA cluster
Here we consider the case of single-cluster NOMA. In case we have multi-clusters

NOMA, a similar procedure of single-cluster NOMA can be followed for each group.
The total rate in clusterj is calculated as follows:

Rj = Wi .
Lj∑
l=1

log2(1 +
αj,lPsi

j . hCHj ,P SUj,l

IIn
j,l + ICel

i,l + N0 . Wi

) (4.12)

The optimal power allocation problem for all the PSUs in each PS cluster is formu-
lated as follows:

max
αP si

j

Rj (4.13)

s.t.

RP SUj,l
≥ Rthrj,l

, l ∈ {1, ..., Lj} (4.13a)

ηj,iPsi
j ≤ Pci − Pc

′

i, i ∈ {1, ..., I} (4.13b)

αj,lPsi
j −

l−1∑
k=1

αj,kPsi
j ≥ Pminl, ∀l ∈ {1, ..., Lj} (4.13c)

Where (4.13a) ensures that the rate of each PSU must be maintained above its
threshold level, (4.13b) indicates the power allocated to each cluster, and finally
(4.13c) denotes the SIC constraints where Pminl is equal to P min

hCHj ,P SUj,l−1
, and Pmin

is the minimum power required to decode the desired signal from the entire message
signal.

In the above optimization problem, the objective function is concave, constraints
are affine, and state conditions are satisfied, thus problem has a unique optimal
solution. Now, we consider the Lagrange of the optimization problem (4.13):

L(αj,lPsj, λ, µ, ϕ) = Wi .
Lj∑
l=1

log2(1 +
αj,lPsi

j.hCHj ,P SUj,l

IIn
j,l + ICel

i,l + N0 . Wi

) + (4.14)

Lj∑
l=1

λl(RP SUj,l
− Rthrj,l

) + µ(Pci − Pc
′

i − ηj,iPsi
j) +

Lj∑
l=1

ϕl(αj,lPsi
j −

l−1∑
k=1

αj,kPsi
j − Pminl)
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By applying the KKT conditions, a solution αj,lPsi
j is a local maximum if only

exist λl, µ, and ϕl, called KKT multipliers, such that the following four groups of
conditions hold:

• Stationarity:

δL

δαj,lP si
j

= Wi . h
l∑

k=1
αj,lPsi

j . h + Υi
j

+ (λl −
Lj∑

k=l+1
λk.(2Rj,k − 1)) − µ + (4.15)

(ϕl −
Lj∑

k=l+1
ϕk) − Wi . h .

Lj∑
k=l+1

αj,kPsi
j . h

(
k−1∑
t=1

αj,tPsi
j . h + Υi

j)(
k∑

t=1
αj,tPsi

j . h + Υi
j)

= 0

δL

δλl

= αj,lPsi
j . h − (2Rj,k − 1)(h .

l−1∑
k=1

αj,kPsi
j + Υi

j) = 0 (4.16)

δL

δµ

= Pci − Pc
′

i − ηj,iPsi
j = 0 (4.17)

δL

δϕl

= αj,lPsi
j −

l−1∑
k=1

αj,kPsi
j − Pminl = 0 (4.18)

Where h, Υ and 2Rj,k are the abbreviations of hCHj ,P SUj,l
, ICel

i,l +N0 . Wi, and 2
Rthrj,k

Wi

respectively, they were used to simplify the equation, otherwise it will be very long
and difficult to understand.

• Primal Feasibility (PF) :

RP SUj,l
≥ Rthrj,l

(PF1)

ηj,iPsi
j ≤ Pci − Pc

′

i (PF2)

αj,lPsi
j −

l−1∑
k=1

αj,kPsi
j ≥ Pminl (PF3)

• Dual Feasibility (DF) :

λl ≥ 0 (DF1)
µ ≥ 0 (DF2)
ϕl ≥ 0 (DF3)
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• Complementary Slackness (CS) :

Lj∑
l=1

λl(RP SUj,l
− Rthrj,l

) = 0 (CS1)

µ(Pci − Pc
′

i − ηj,iPsi
j) = 0 (CS2)

Lj∑
l=2

ϕl(αj,lPsi
j −

l−1∑
k=1

αj,kPsi
j − Pminl) = 0 (CS3)

The stationarity conditions ensure that the gradient is within all the gradients of
constraints, therefore there is no way to keep improving feasibly. The PF conditions
are used to ensure that αj,lPsi

j is going to satisfy all the original constraints. The
DF conditions ensure that all the multipliers are greater or equal to zero. Finally,
the CS conditions demonstrate that only the constraints binding at αj,lPsi

j matter,
if we have a constraint that does not bind, λ and ϕ would be zero and we do not
care about the gradient of that constraint because it is not binding.

The Lagrange multipliers belong to three sets of constraints: A = µ, B =
{λ1, λ2, ..., λLj

} and C = {ϕ2, ϕ3, ..., ϕLj
}. These sets are the power allocation con-

straint for each cluster, the minimum data rate constraints of each PSU, and finally,
the power allocation constraints for each PSU in the cluster, taking into consid-
eration the SIC order. Based on [46], the combinations of Lagrange multiplier
satisfying the KKT conditions can be computed as 2Lj−1. For Lj = 2, the two com-
binations are: µϕ2 and µλ2. For Lj = 3, the four combinations are: µϕ2ϕ3, µϕ2λ3,
µλ2ϕ3 and µλ2λ3. For Lj = 4, the eight combinations are: µϕ2ϕ3ϕ4, µϕ2ϕ3λ4,
µϕ2λ3ϕ4, µϕ2λ3λ4, µλ2ϕ3ϕ4, µλ2ϕ3λ4, µλ2λ3ϕ4 and µλ2λ3λ4. Therefore, based on
the number of PSUs inside the cluster, the solution set can be written as follows:
S = {µ, λ2orϕ2, λ3orϕ3, ..., λLj

orϕLj
}.

After stating the number of combinations of Lagrange multipliers satisfying the
KKT conditions, Table 4.2 shows the optimal powers allocation and the necessary
conditions for Lj = 2, 3 and 4 PSUs.

Two additional sets are needed to generalize the solution for the optimal power
allocation within each cluster, B′ = S − B and C ′ = S − C. The following equation
shows the generalized form of the solution, where αj,1Psi

j denotes the optimal power
allocation for the PSU with the highest channel gain in each cluster, while αj,lPsi

j

are the optimal power allocations for all remaining PSUs in the cluster.
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αj,1Psi
j = Pci − Pc

′
i

Lj∏
k=2
k /∈B′

2Rj,k .
Lj∏

k=2
k∈B′

2
− (Υ

h
) .

(
Lj∏

k=2
k /∈B′

2Rj,k − 1)

Lj∏
k=2
k /∈B′

2Rj,k .
k′−1−x∏

1
2

−
Lj∑

k=2
k /∈C′

Pmink

k−1∏
t=2
t/∈B′

2Rj,t .
k−1−y∏

1
2

(4.19)

αj,lPsi
j =


(2Rj,l − 1).(∑l−1

k=1 αj,kPsi
j + Υ

h
), if l /∈ B′

∑l−1
k=1 αj,kPsi

j + Pminl, if l ∈ B′

k′, x and y are defined respectively as: the greatest k /∈ B′, ∑
k /∈B′

k and ∑
t<k
t/∈B′

t.

Table 4.2: Powers allocation and conditions

Lj

PSUs
Optimal powers allocation Necessary conditions

αj,1P si
j =

P ci−P c
′
i

2 − P min2
2 RP SUj,l - Rthrj,l

> 0, ∀l = 1,2

αj,2P si
j =

P ci−P c
′
i

2 + P min2
2 = αj,1P si

j + P min2

Lj = 2 αj,1P si
j =

P ci−P c
′
i

2(Rj,2) − ( Υ
h

)( 2(Rj,2)−1

2(Rj,2) ) RP SUj,l - Rthrj,l
> 0, ∀l = 1

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) αj,lP si
j -

∑l−1
k=1

αj,kP si
j - P minl > 0, ∀l = 2

αj,1P si
j =

P ci−P c
′
i

2.2 − P min2
2 − P min3

2.2

αj,2P si
j = αj,1P si

j + P min2 RP SUj,l - Rthrj,l
> 0, ∀l = 1,2,3

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3

αj,1P si
j =

P ci−P c
′
i

2.2(Rj,3) − ( Υ
h

)( 2(Rj,3)−1

2.2(Rj,3) ) − P min2
2 RP SUj,l - Rthrj,l

> 0, ∀l = 1,2

αj,2P si
j = αj,1P si

j + P min2 αj,lP si
j -

∑l−1
k=1

αj,kP si
j - P minl > 0, ∀l = 3

Lj = 3 αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
)

αj,1P si
j =

P ci−P c
′
i

2.2(Rj,2) − ( Υ
h

)( 2(Rj,2)−1

2(Rj,2) ) − P min3
2.2(Rj,2) RP SUj,l - Rthrj,l

> 0, ∀l = 1,3

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) αj,lP si
j -

∑l−1
k=1

αj,kP si
j - P minl > 0, ∀l = 2

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3

αj,1P si
j =

P ci−P c
′
i

(2(Rj,2))(2(Rj,3))
− ( Υ

h
)( (2(Rj,2))(2(Rj,3))−1

(2(Rj,2))(2(Rj,3))
) RP SUj,l - Rthrj,l

> 0, ∀l = 1

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) αj,lP si
j -

∑l−1
k=1

αj,kP si
j - P minl > 0, ∀l =

2,3

αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
)

αj,1P si
j =

P ci−P c
′
i

2.2.2 − P min2
2 − P min3

2.2 − P min4
2.2.2
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αj,2P si
j = αj,1P si

j + P min2 RP SUj,l - Rthrj,l
> 0, ∀l = 1,2,3,4

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3

αj,4P si
j = αj,1P si

j + αj,2P si
j + αj,3P si

j + P min4

αj,1P si
j =

P ci−P c
′
i

2.2.2(Rj,4) −( Υ
h

)( 2(Rj,4)−1

2.2.2(Rj,4) ) − P min2
2 − P min3

2.2

αj,2P si
j = αj,1P si

j + P min2 RP SUj,l - Rthrj,l
> 0, ∀l = 1,2,3

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3 αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l = 4

αj,4P si
j = (2(Rj,4) − 1)(αj,1P si

j + αj,2P si
j + αj,3P si

j + Υ
h

)

αj,1P si
j =

P ci−P c
′
i

2.2.2(Rj,3) −( Υ
h

)( 2(Rj,3)−1

2.2(Rj,3) ) − P min2
2 − P min4

2.2.2(Rj,3)

αj,2P si
j = αj,1P si

j + P min2 RP SUj,l - Rthrj,l
> 0, ∀l = 1,2,4

αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
) αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l = 3

αj,4P si
j = αj,1P si

j + αj,2P si
j + αj,3P si

j + P min4

αj,1P si
j =

P ci−P c
′
i

2.(2(Rj,3))(2(Rj,4))
− ( Υ

h
)( (2(Rj,3))(2(Rj,4))−1

2.(2(Rj,3))(2(Rj,4))
) − P min2

2

αj,2P si
j = αj,1P si

j + P min2 RP SUj,l - Rthrj,l
> 0, ∀l = 1,2

αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
) αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l =
3,4

Lj = 4 αj,4P si
j = (2(Rj,4) − 1)(αj,1P si

j + αj,2P si
j + αj,3P si

j + Υ
h

)

αj,1P si
j =

P ci−P c
′
i

2.2.2(Rj,2) −( Υ
h

)( 2(Rj,2)−1

2(Rj,2) ) − P min3
2.2(Rj,2) − P min4

2.2.2(Rj,2)

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) RP SUj,l - Rthrj,l
> 0, ∀l = 1,3,4

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3 αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l = 2

αj,4P si
j = αj,1P si

j + αj,2P si
j + αj,3P si

j + P min4

αj,1P si
j =

P ci−P c
′
i

2.(2(Rj,2))(2(Rj,4))
− ( Υ

h
)( (2(Rj,2))(2(Rj,4))−1

2.(2(Rj,2))(2(Rj,4))
) −

P min3
2.2(Rj,2)

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) RP SUj,l - Rthrj,l
> 0, ∀l = 1,3

αj,3P si
j = αj,1P si

j + αj,2P si
j + P min3 αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l =
2,4

αj,4P si
j = (2(Rj,4) − 1)(αj,1P si

j + αj,2P si
j + αj,3P si

j + Υ
h

)

αj,1P si
j =

P ci−P c
′
i

2.(2(Rj,2))(2(Rj,3))
− ( Υ

h
)( (2(Rj,2))(2(Rj,3))−1

(2(Rj,2))(2(Rj,3))
) −

P min4
2.(2(Rj,2))(2(Rj,3))

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) RP SUj,l - Rthrj,l
> 0, ∀l = 1,4

αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
) αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l =
2,3

αj,4P si
j = αj,1P si

j + αj,2P si
j + αj,3P si

j + P min4

76



αj,1P si
j =

P ci−P c
′
i

(2(Rj,2))(2(Rj,3))(2(Rj,4))
−

( Υ
h

)( (2(Rj,2))(2(Rj,3))(2(Rj,4))−1

(2(Rj,2))(2(Rj,3))(2(Rj,4))
)

αj,2P si
j = (2(Rj,2) − 1)(αj,1P si

j + Υ
h

) RP SUj,l - Rthrj,l
> 0, ∀l = 1

αj,3P si
j = (2(Rj,3) − 1)(αj,1P si

j + αj,2P si
j + Υ

h
) αj,lP si

j -
∑l−1

k=1
αj,kP si

j - P minl > 0, ∀l =
2,3,4

αj,4P si
j = (2(Rj,4) − 1)(αj,1P si

j + αj,2P si
j + αj,3P si

j + Υ
h

)

4.5 Simulation Results
4.5.1 Simulation setup

Table 4.3: Default values of the simulation parameters.

Simulation parameters Default values

dmin 1 m

dmax 100 m

Power per subband 26 dBm

Noise power spectral density (N0) −100 dBm

SIC threshold −10 dBm

Bandwidth of a RB 180 Khz

Carrier frequency 2 Ghz

Shadow fading 7 dB

Lurban 2.3 dB

Maximum runs 1000

In this Section, we evaluate the performance of our solution. Extensive simula-
tions have been conducted using our simulation framework implemented in MAT-
LAB. The scenario is a BS located at the center of a square area of 1000 m x 1000
m, and many PSUs located in a cluster with a radius of 100 m.

The channel gain hx,y between the transmitter x and the receiver y including the
path-loss and the small-scale fading, is computed as follows: hx,y = L + Lfad. The
path-loss of all our simulated PSUs is generated randomly between the minimum
distance (dmin) in line-of-sight (LoS) and the maximum distance (dmax) in non-line-
of-sight (NLoS), using the free-space path loss model [83, 97]. (4.20) and (4.21)
show the two path-loss equations in LoS and NLoS used for our simulations.

LLoS(d) = 32.45dB + 20log10(fUE) + 20log10(dmin/1000) (4.20)
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LNLoS(d) = 9.5dB + 45log10(fUE) + 40log10(dmax/1000) + Lurban (4.21)

dmin and dmax are the minimum and maximum distance between the CH and a PSU
and are equal to 1 m and 100 m respectively. The noise power density at each PSU
is chosen to be N0 = −100 dBm. The power allocated for each RB in the downlink
communication is equal to 26 dBm [98]. Table 4.3 shows the simulation parameters
used in our experiments.

4.5.2 Simulation results
The simulations are made up of three parts: We first benchmark our NOMA-

based resource allocation method with the OFDMA-based method, and compare
it with the work done in [91, 92]. Then, we use Jain’s fairness index [88] to assess
whether users are getting a fair share of resources. Finally, we study the outage
probability in both methods, to see whether PSUs reach the required rate or are out
of service.

4.5.2.1 Our Max − throughput method versus state-of-the-art works
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Figure 4.3: Variation of sum throughput with different values of CU interference

We investigate the impact of CU interference on the sum throughput. We con-
sider four PSUs sharing the same RB with a CU. We set the power dedicated to the
cluster to 23 dBm. We plot the sum throughput obtained by both, our NOMA-based
and the OFDMA-based allocation, as a function of CU interference (see Figure 4.3).
Our method yields higher sum throughput values when compared with OFDMA-
based allocation. Depending on the interference caused by the CU, these values vary
from 1.9 to 1.52 Mbps in our method, whereas due to the absence of interference
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between users in the second method, a fixed value of 1.45 Mbps is obtained. How-
ever, if the CU interference continues to increase, the sum throughput decreases to
reach lower values than those achieved by OFDMA allocation.

The Figure 4.4 shows the comparison of the average user throughput achieved
by the two approaches. By setting the interference caused by the CU to −40 dBm
and varying the number of PSUs in the cluster, we observe a decrease in the average
throughput from 0.835 to 0.289 Mbps in our proposed method when the number of
PSUs increases from two to six. Whereas, in the second method, it decreases from
0.823 to 0.222 Mbps. Notably, our allocation method consistently outperforms the
OFDMA-based method in terms of average user throughput for the same number
of PSUs.
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Figure 4.4: Variation of Average-throughput with the number of PSUs

When the number of PSUs increases in the cluster, it is necessary to use the
multi-clusters NOMA and select more CUs to share their resources with this clus-
ter. To make this selection, the CH divides all its connected PSUs into groups. Each
group will separately use the resources of one CU. Figure 4.2 details the grouping
method we used when the number of PSUs in the cluster increases. Figure 4.5
shows the comparison between the total number of PSUs and the number of al-
located subbands. We considered 20, 40, 60, 80, 100, and 120 PSUs with three
different throughput thresholds, namely 250, 400, and 800 Kbps. The 800 Kbps
threshold can be reached by all users when up to two PSUs share the same sub-
band, while the 400 Kbps threshold can be reached when up to four PSUs share
the same subband, and finally, the 250 Kbps threshold is reached when six PSUs
share the same subband. As the number of PSUs increases, the total number of
subbands required increases to meet the interference constraints. Furthermore, with
the increase in the throughput threshold, the total number of subbands required in
turn increases, due to the decrease in the number of PSUs grouped together. There-
fore, depending on the throughput threshold of the PSUs, the more PSUs are in the
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same group to share the same subband, the fewer subbands are required to satisfy
that throughput threshold. This results in better spectral efficiency in our method
compared to the work in [91, 92], in which a maximum of two PSUs can share the
same subband regardless of the required rate.

For example, if we consider the scenario of 60 users and the cases of two and three
PSUs using the same resources. Calculating the spectral efficiency as a fraction of
the throughput divided by the bandwidth, we get 0.311 bits/sec/Hz for two PSUs
and 0.4722 bits/sec/Hz for three PSUs, representing a spectral efficiency of 52%.

4.5.2.2 Rate fairness

Figure 4.6 (a) depicts the throughput obtained in both scenarios, while (b) shows
the fairness obtained. As the number of PSUs increases from two to six, the sum
throughput increases for both the max − throughput and max − fairness methods
(a). However, it increases at a higher ratio when it comes to the max − throughput
(a, blue line (+)). This is because the method does not address the fairness is-
sue among the users, and hence the high throughput is achieved by the user with
the highest channel gain. On the other hand, the fairness in terms of throughput
achieved by these users is low and varies between 0.5 and 0.62 (b, blue line (+)).
To maximize fairness, we decrease the power allocated to the user with the highest
channel gain. As a result, the throughput achieved by this user will decrease, allow-
ing other users to achieve the same throughput, and resulting in maximum fairness
among users (b, black line (*)), with a sum throughput slightly below the optimal
value (a, black line (*)).

Table 4.4 shows an example of the throughput achieved by four users in both
the max − throughput and max − fairness methods, using random channel gains.
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Figure 4.6: Throughput and fairness for different numbers of PSUs

Table 4.4: The comparison of the throughput achieved in both Maximum
throughput and Maximum fairness methods

User 1 2 3 4

Channel gain 0.154 0.108 0.079 0.043

Max − throughput (Mbps) 1.195 0.1816 0.1812 0.1805

Max − fairness (Mbps) 0.42824 0.42824 0.42824 0.42824

Figure 4.7 illustrates the comparison of the sum throughput of 2 PSUs as a
function of different power levels. The simulation is performed for both NOMA
(Max − throughput and Max − fairness) and OFDMA-based methods. We ob-
serve that the total throughput increases with the increase of power allocated to the
cluster. In addition, the sum throughput obtained with the two NOMA-based meth-
ods shows better performance than that achieved with the OFDMA-based method.
More importantly, the Max − throughput method always presents better results
than the Max − fairness method. This is due to the maximum power allocated to
the user with the best channel gain.

4.5.2.3 Outage probability

Figure 4.8 plots the outage probability for the Max − throughput method for
two PSUs in the same group. Different power and throughput levels are considered.
Similarly, Figure 4.9 presents the same for the Max − fairness method. The power
varies between 0.004 and 0.4 W , the throughput varies between 100 Kbps and 1.26
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Figure 4.7: Sum throughput variation according to the power allocated to the
PSUs
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Figure 4.8: Outage probability of 2 PSUs in the Max − throughput method versus
the remaining CU power.

Mbps (which is plotted between 0.55 and seven), and the outage probability varies
between zero and one. When the power increases and the throughput decreases,
the outage probability tends to zero, which corresponds to the satisfaction of the
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Figure 4.9: Outage probability of 2 PSUs in the Max − fairness method versus
the remaining CU power.

achieved throughput by the PSUs. Figure 4.8 demonstrates that there is a signifi-
cant variation in the outage probability between the two PSUs. For the user with
better channel gain (a), when the power increases (more than 0.25 W ), the highest
throughput of seven can be reached with a very low outage probability, while for
the user with lower channel gain (b), it reaches a maximum of one with negligible
outage for a power greater than 0.1 W . Whereas, Figure 4.9 clearly illustrates that
the same outage probability is obtained by both PSUs (a and b). A throughput
between 3.5 and 4 is attained for both users, with a very low outage probability,
when the power is greater than 0.25 W .

4.6 Summary
This chapter discusses the application of the NOMA technique and the underlay

D2D communication for clusters of PSUs. The aim is to allocate power to these
PSUs in a way that maximizes the sum-throughput. To achieve this, a heuristic
algorithm is used to select the appropriate CUs for the clusters. Then, a convex
optimization problem is formulated under power, rate, and SIC constraints to opti-
mally allocate the remaining power of the selected CUs to the PSUs in the clusters.
The problem is then solved using the generalized Lagrange multiplier method (The
KKT approach). The simulation reveals interesting results which show that our pro-
posed solution outperforms the one using OFDMA, and also has better spectrum
efficiency compared to existing works. Furthermore, it shows the comparison be-
tween Max − throughput and Max − fairness methods in terms of sum throughput,
fairness, and outage probability.
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In some PS scenarios, it may not be possible for the CH to connect to the BS.
This situation prevents communication with the PSUs in the network. Finding an
alternative and securing this communication is of utmost importance as many people
living in danger may depend on it. One way to alleviate this issue is through the
MEC system, which brings certain functions closer to the end-users, resulting in
reduced latency and improved user experience. The next chapter presents a new
PS architecture that incorporates both the NOMA technique and the MEC system
to improve communication among PSUs and ensure its occurrence in both licensed
and unlicensed bands.
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Chapter 5

NOMA and MEC integration in a
proposed PS architecture:
enhancing efficiency and ensuring
connectivity

Contents
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5.1 Introduction
The existence of CNs is crucial to provide broadband services for PS purposes.

However, during a disaster, damage to the infrastructure such as BSs can disrupt
PSUs trying to access the core network, even if a relay station is utilized. To ensure
uninterrupted PS services in all circumstances and to tackle the aforementioned is-
sue, ProSe standard plays a crucial role. It enables direct communication between
devices, known as D2D communication, to take place in licensed and unlicensed
frequency bands. The present chapter introduces a novel architecture for PS that
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employs NOMA technique and incorporates the ProSe function and ProSe applica-
tion server into the MEC system. The primary goal of this approach is to provide
network access to the highest possible number of PSUs using NOMA technique.
Additionally, the MEC system helps to acquire the information required by PSUs
with minimal latency in the licensed spectrum, while providing secure and managed
operation for these users in the unlicensed spectrum.

The effectiveness of the proposed architecture is evaluated using the Simu5G
network simulator. The analysis revealed that the incorporation of the NOMA
technique led to a significant improvement in spectral efficiency of up to 28.8%. Fur-
thermore, the incorporation of MEC system in the proposed architecture is highly
beneficial in reducing the latency and improving reliability. In this regard, we ana-
lyze the impact of increasing the number of requested applications and numerology
index on the task response time, which is a critical metric for PSUs.

The remaining part of this chapter is structured as follows: In Section 5.2, a brief
overview of related work and 5G network simulator is provided. Section 5.3 elabo-
rates on the proposed architecture and simulation environment. The performance
evaluation and validation of the architecture are presented in Section 5.4. Finally,
Section 5.5 concludes the chapter.

5.2 Related Work
The idea of integrating PSNs into CNs is a recent concept, and efforts are ongoing

to propose technologies and architectures to achieve this goal. The 3GPP commu-
nity has developed a set of standards for mission-critical functions in broadband
networks, such as LTE and 5G. 3GPP TS 23.303 [11] was the first to address the
specific needs of PS. Group calling, ProSe, and push to talk were addressed in this
release, and then critical video and interworking with existing PMR systems (i.e.,
narrowband/broadband interworking) were addressed later in 3GPP TS 36.101 [99]
and 3GPP TR 21.915 [100]. Recently, ProSe has regained attention for its imple-
mentation in 5G systems with release 17 focusing on three main functions: 5G ProSe
Direct Discovery, 5G ProSe Direct Communication, and 5G ProSe UE-to-Network
Relay [12].

A review of recent advances in D2D communications regarding PS applications
such as search and rescue missions, coverage extension, and road safety, is presented
in [90]. Many topics related to emergency deployment, spectrum management, and
radio resource management schemes in LTE-based PSNs are discussed in [8], the
authors also study the architecture of LTE-based PSNs and provide different deploy-
ment and migration solutions. In [4], different possible PS scenarios in 5G networks
are presented, as well as the standardization process of integrating existing PSNs
with commercial CNs, and their challenges. The various PS communication infras-
tructures are described in [101], as well as the key features of the PSN and the role
of adding cognitive radio technology in enhancing the first responder experience by
improving their communication capabilities. In [102], the authors review the various
possible use cases for PS, the status of 3gpp standards, and future challenges. They
discuss the need to support mobile backhauling in LTE-based moving-cell scenarios.
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Based on Release 12, authors of [103] have thoroughly reviewed D2D operations
in the beyond 4G network. Their comprehensive insights, covering from the system
architecture to the radio interface, boost the knowledge to practice D2D communica-
tions over cellular networks. Chochliouros et al. present a specific use case for PSNs
in [104], which is based on the architectural approach proposed by the 5G ESSENCE
project and focuses on MEC in 5G. This use case intends to offer a critical push-to-
talk service, along with chat and location services. In [105], the authors present a
non-standalone 5G ETSI MEC-based architecture for mission-critical push-to-talk
(MCPTT) services. They also examine a scenario where the E-UTRAN operates in
isolation, which would occur when the connection to eNodeBs is lost. In [106], the
focus is on exploring how critical communications can be accomplished using a 5G
network, two different use cases were explored: 1) enabling priority communications
on a commercial mobile network, and 2) establishing rapidly deployable networks for
emergency and tactical operations. The authors further describe the key enabling
technologies for these communications.

To realize the emergency communication for PSNs most efficiently, in this chap-
ter we propose to improve the above studies by using MEC system and NOMA
technique in 5G and beyond networks. Additionally, since PS personnel are consid-
ered as communication devices with limited battery capacity, choosing one of them
as CH can severely impact their battery lifetime and thus leave many first respon-
ders without any means of communication. Therefore, we prioritize the use of a
dedicated CH with the appropriate communication equipment and power supply to
ensure uninterrupted communication during emergencies.

After developing a PS architecture, we validate it by evaluating the effect of the
location of the MEC system in the network, and by extending some functionalities
of the Simu5G simulator, notably by integrating the NOMA technique. We refer
to Chapter 4, and we use the optimal power calculated to be assigned to each
transmitted signal in the NOMA technique, taking into account that the interference
from cellular users is equal to zero.

Simu5G is a popular 5G simulation tool that provides a 3GPP compliant 5G
simulation model library based on the OMNeT++ framework. It allows simulating
the complete protocol stack using models for each layer of the stack, making it easy to
extend the simulator’s functionality and validate new network architecture. Despite
the availability of other simulation tools, such as Vienna 5G SL, 5G-LENA, 5G-air
simulator, etc. we decided to use Simu5G because it implements the MEC system,
which is compliant with the ETSI standard. Additionally, the other simulators
have some limitations. For instance, Vienna 5G SL only models the physical and
MAC layers, 5G-LENA is limited to time division duplex (TDD) mode, and 5G-
air simulator does not support network-controlled D2D communications and dual
connectivity scenarios, just like 5G-LENA [107].

5.3 Network architecture
In this Section, we present our proposed architecture for supporting PSUs in 5G

and beyond CNs. We also describe the simulation design used to test and evaluate
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the architecture.

5.3.1 Proposed architecture
To ensure that PS services are always accessible, we are proposing a PS archi-

tecture in 5G and beyond networks that incorporates MEC-integrated ProSe and
NOMA. The proposed architecture, illustrated in Figure 5.1, consists of two parts:
the edge cloud tier and the core cloud tier. The former includes the MEC host,
which is a compact core placed close to the PSUs to meet their specific demands.
While the latter comprises the necessary network and application control functions
required to connect and communicate among PSUs, as well as the edge cloud man-
agement elements, known as the MEC orchestrator. The MEC host is in charge of
running MEC applications and MEC services through its virtualization infrastruc-
ture. Standard MEC APIs are used by MEC applications to access MEC services.
Two entities, known as MEC platform manager and virtualization infrastructure
manager, monitor and manage the status of the MEC host. They provide informa-
tion such as available computing resources such as RAM, CPU, and disk, as well as
available MEC services like location and radio network information services. This
information is provided to the MEC orchestrator during MEC application operation.

Figure 5.1: Proposed architecture

We apply NOMA within PS clusters, where we only consider the intra-cluster
interference. The cluster is established around a central node referred to as the CH.
The latter is a movable device deployed by a security agency at a specific location,
serving as a resource allocation and management tool. It is used to manage commu-
nication among PSUs that are experiencing connectivity difficulties. Additionally,
it includes a local core server that stores information about all PSUs connected to it
and sends this information regularly to the core network through a next generation
NodeB (gNodeB).
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Figure 5.2: PSUs synchronization procedure

PSUs are considered to be in partial coverage or out-of-coverage. When the mov-
able device powers on, if a synchronization signal from a gNodeB can be detected,
all PSUs synchronize to the gNodeB. Otherwise, PSUs are in out-of-coverage. Fig-
ure 5.2 depicts a diagram containing the PSUs synchronization procedure. When
the movable device detects a disruption in its connection to the gNodeB, it becomes
a synchronization source. Thus, the timing reference of PSUs is derived from the
movable device. Synchronization signals are the first step to be performed when a
PSU turns on, and contain information such as the frame number for D2D com-
munications, system bandwidth, synchronization source ID, synchronization source
type, etc. [103].

The integration of ProSe into LTE networks has helped PSNs that previously
relied on outdated technologies to upgrade and improve their bandwidth and reduce
communication latency [36]. In this chapter, we suggest positioning the PS function
and the PS application server in the MEC host, which are referred to as the ProSe
function and ProSe app server by the 3GPP TS [10–12]. This approach ensures
the continuity of PS services in all scenarios and allows communication to occur in
either the licensed or unlicensed spectrum.

Our proposed 5G service-based architecture is depicted in Figure 5.3. The mov-
able device contains the PS MEC host, which is connected to both the core network
and the MEC orchestrator through a UPF. This UPF is crucial for the integration
of MEC into the 5G network, it performs the same routing and packet forwarding
functions as the S-GW and P-GW user plane in LTE networks. The PS function
provides the necessary infrastructure (user and control plane functions) for secure di-
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Figure 5.3: 5G service-based architecture

rect communication among PSUs; it provisions, stores, and maintains a unique PS
identifier for each connected PSU, it also ensures voice communication, real-time
video analysis, location-based services for emergency response, etc. This guarantees
that private mission-critical push-to-talk (MCPTT) calls and communication within
default groups, based on organizational membership, can still take place in the event
of a disaster. The PS application server manages PS connections at the application
layer and provides support for the PS function. The local EPC server contains a
UDM function and an AUSF that store PSUs information and regularly update and
send them to the core network.

5.3.2 Simu5G and our simulation design
In this Section, we briefly introduce Simu5G, the new OMNET++ based model

library for simulating 5G networks. We also discuss the specifics and simulation
design of our proposed architecture.

Simu5G is a 5G new radio network simulator; it is the evolution of the well-known
4G network simulator “SimuLTE”. Following the decoupling of the user and control
planes in the 5G network, Simu5G only models the user plane functions. Regarding
the control plane functions, a Binder module is implemented in Simu5G. This module
maintains the network data structures, and contains network information that is
accessed by the network nodes via direct method calls, thus enabling the control
plane functions without the need to set up complex protocol state machines. As
shown in Figure 5.4, Simu5G consists of modules that communicate via messages in
the form of frames or packets. These modules can be simple or compound modules,
having gates that represent the input and output interfaces of the module from where
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messages are sent and received, and are linked by arrows called connections [107].

Figure 5.4: OMNET++ module connection

Table 5.1: NrNic protocol stack and their main functions

Protocol Main functions
PDCP Header compression

Assigns/creates a connection identifier (CID) for packets
RLC Specifying the buffering mode (transparent mode (TM),

unacknowledged mode (UM), acknowledged mode (AM))
Time slots (TTI)

MAC Numerology
Scheduling

Transmitted and received power
PHY Channel model

Signal-to-interference-plus-noise ratio (SINR)
Block error rate (BLER)

The compound modules New radio User equipment (NrUe) and gNodeB are the
main components of the Simu5G library, providing New Radio (NR) capabilities.
The NrUe module includes all protocol layers (from physical to application), while
the gNodeB module includes only protocols up to layer 3. The physical layer of each
module contains an NR Network interface card (NrNic) implementing NR function-
ality. In addition, the gNodeB module contains an additional point-to-point (P2P)
interface for wired connectivity to the core network. The NrNic is made up of a
protocol stack including packet data convergence protocol (PDCP), radio link con-
trol (RLC), medium access control (MAC), and physical protocol (PHY); their main
functions are summarized in Table 5.1. It is important to note that the NrNic UE
module has a dual stack of these protocols (one for LTE and another for NR) to
allow dual connectivity with both [107].

Figure 5.5 shows the Simu5G-based simulation network of our proposed archi-
tecture. We consider a movable device connected to both a gNodeB via the x2
interface, and the MEC system via UPFs. The MEC system contains a MEC or-
chestrator, a user application lifecycle management proxy (UALCMP), and three
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Figure 5.5: Simu5G-based simulation network

MEC hosts, namely mecHost1, mecHost2, and mecHostPS that are associated with
the movable device. The PSUs are randomly deployed around this device, and run
the device application that requests the instantiation of the MEC application from
the UALCMP. Two scenarios are considered: the first is when PSUs receive data
from the movable device in the downlink, and the second is when PSUs run a PS
application to request content from the network. This content is supposed to be
on-boarded in the mecHostPS during network initialization [108].

The evaluation conducted in Section 5.4 is performed based on the above two
scenarios. In the first scenario, we consider the NOMA technique and show its
impact on the spectral efficiency, while in the second scenario, we study the impact
of MEC host location and the numerology index on the latency of accessing the
required information. The numerology index determines the symbol duration, the
subcarrier spacing, and the cyclic prefix length, which are essential parameters in
communication systems.

5.4 Evaluation
The evaluation of the proposed architecture is made up of two parts. In the first

part (Section 5.4.1), PSUs receive 800 kbps user datagram protocol (UDP) packets,
in the downlink traffic, from the movable device randomly located at (511 m, 415
m) from the top left origin. Initially, for the evaluation of NOMA, we consider
the numerology index equal to zero. Then, in the second part (Section 5.4.2) and
by using Matlab, we analyze the Bit Error Ratio (BER) of the SINR obtained in
Section 5.4.1. Finally, in the third part (Section 5.4.3), we consider PSUs that use
different PS applications requesting some content from the network. The simulation
parameters are shown in Table 5.2.

92



Table 5.2: Default values of the simulation parameters.

Simulation parameters Default values

Bandwidth 10 MHz (50 Resource Blocks)

Carrier Frequency 2 GHz

Numerology 0 - 3 ( 15 - 120 KHz subcarrier spacing)

movable device Tx power 46 dBm

PSUs Tx power 23 dBm

Simulation time (A) 10 s

Simulation time (B) 50 s

SIC threshold 10 dBm

CPU speed 330000 instructions per second

5.4.1 Spectral efficiency evaluation for both NOMA and
OFDMA techniques

With a potential rise in the number of PSUs in disaster scenarios and the crucial
nature of their communication, it is imperative to ensure this communication with
the limited resources allocated to them, as lives depend on it and every moment
counts. NOMA is a very promising technique for 5G and beyond, it allows multi-
plexing many users with the same resources. To evaluate the impact of using the
NOMA technique on the performance of the architecture, we consider the spectral
efficiency as a metric, which is calculated according to (5.1).

Spectral efficiency = Data rate (bps)
Channel Bandwidth (Hz) (5.1)

We started the experiments with two PSUs (namely PSU1 and PSU2) randomly
located at (409 m, 439 m) and (329 m, 498 m), approximately 105 m and 200 m away
from the movable device. As shown in Table 5.3, we first benchmark our NOMA-
based method with the OFDMA-based method in terms of spectral efficiency. Our
method yields better performance results than the OFDMA-based method, with a
spectral efficiency increase of 7%.

Next, we investigate the impact of the propagation model (path loss, shadowing,
and fading) on spectral efficiency. We plot the spectral efficiency obtained by our
NOMA-based method and the OFDMA-based method (see Figure 5.6), given linear
user mobility. We made both PSUs travel a distance of 50 m, moving them closer
to the movable device and further away from it. The movement of PSUs consists
of a horizontal translation along the x-axis with a translation angle of 0°and 180°,
respectively towards and away from the vehicle. Figure 5.6 is generated by recording
the spectral efficiency at each position reached by the PSUs, in both the NOMA
and OFDMA-based methods. We observe that our NOMA-based method always
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Table 5.3: Spectral efficiency of NOMA versus OFDMA for two PSUs

OFDMA NOMA
User 1 2 1 2
SINR 47.62 44.33 28.81 1.058

log2(1+SINR) 5.6035 5.5024 4.8977 1.0412
Spectral efficiency 5.5530 5.9389

results in better spectral efficiency compared to the OFDMA-based method. This
is due to the reduced resource consumption when the users are multiplexed through
NOMA. Furthermore, when both PSUs are headed towards the vehicle and attain
50 m, the spectral efficiency increases by 10% compared to only 4% when PSUs
attain 50 m away from the vehicle. This is because the distance between the PSUs
and the vehicle has a significant impact on the propagation model.
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Figure 5.6: Spectral efficiency versus the PSUs traveled distance

We extend the assessment of the proposed architecture, by increasing the number
of PSUs connected to the network and attempting to share the same resources using
the NOMA technique. Table 5.4 shows the comparison of the spectral efficiency ob-
tained by our NOMA-based approach and the one based on OFDMA, for three and
four users (by adding PSU3 and PSU4 in Figure 5.5, respectively). The results show
that our proposed approach achieves 12.3% and 28.8% better spectral efficiency for
three and four users, respectively, compared to the OFDMA approach. These find-
ings highlight the superior performance of our NOMA-based approach, particularly
when more PSUs are connected to the network. This improvement is due to the
ability of the NOMA technique to allow multiple users to share the same resources
and confirms that the more PSUs are multiplexed together, the more efficient the
spectrum usage.
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Table 5.4: Spectral efficiency of NOMA versus OFDMA for three and four PSUs

Nb SINR log2(1+SINR) Spectral efficiency

OFDMA NOMA OFDMA NOMA OFDMA NOMA

3 PSUs

1 54.13 17.72 5.7848 4.2265

2 49.9 1.058 5.6696 1.0412 5.6183 6.3089

3 41.24 1.058 5.4005 1.0412

4 PSUs

1 45.21 12.15 5.5301 3.717

2 39.27 1.058 5.3316 1.0412 5.3094 6.8406

3 38.19 1.058 5.2924 1.0412

4 32.91 1.058 5.0836 1.0412

When the number of PSUs in the same NOMA group continues to increase, the
power allocated to the group will no longer meet the minimum SINR required by
these users. It will therefore be necessary to use the multi-cluster NOMA, which
consists of grouping the PSUs and then allocating resources to each group separately.
We have not considered the multi-clusters NOMA in this chapter, our main concern
is to implement NOMA in Simu5G and to show the impact of the channel model,
which is 3GPP compliant, on this implementation.

5.4.2 Bit error ratio analysis
We then examine the performance of the OFDMA and NOMA techniques in

terms of BER. Our analysis considers the theoretical equation (5.2) which provides
an approximation for the AWGN model and for a rectangular constellation of M-
QAM, where M = 2k and k is an even number [109].

PB ≈ 2(1 − L−1)
log2L

Q[
√

(3log2L

L2 − 1)2Eb

N0
] (5.2)

Figure 5.7 illustrates the BER results as a function of different SINR levels.
The simulation is conducted for one user in OFDMA and two users in NOMA
techniques. Two scenarios are analyzed: the first scenario involves adjusting the
power coefficient for NOMA-based users (left vs. right sides), while in the second
scenario, we investigate different modulation orders (upper vs. lower sides). As can
be noticed, the NOMA power coefficients have a significant impact on the BER of
NOMA-based users. When more power is assigned to user 2, the BER of both users
becomes closer.

The values α1 = 0.95 and α2 = 0.05 indicate that user 1 is receiving the maximum
power in its assigned power range. This is in accordance with our simulations in
Section 5.4.1, which are based on throughput maximization. The results indicate
that OFDMA users can achieve an SINR of about 45 dB, with a BER of less than
10−6. The same is for user 1 in NOMA, which achieves an SINR of about 28 dB.
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Figure 5.7: BER signal performance for OFDMA and 2-users NOMA using 4 and
16-QAM modulations.

However, user 2, who experiences interference from user 1 and has a lower channel
gain, has a significantly poor BER of about 10−1. The performance of user 2 in
terms of BER improves as the power allocated to it increases and the modulation
order decreases.

Figure 5.8 depicts the BER results for three NOMA-based users. When aiming
for maximum throughput, users 2 and 3 in the NOMA technique have inferior BER
performance compared to user 1 and the OFDMA user. Achieving a good BER
becomes more complex as the number of users in a NOMA group increases. In-
creasing the modulation order or the number of users in a NOMA group leads to an
increase in the BER. To address this issue, users with lower channel gain should re-
ceive a higher power allocation, or lower modulation orders should be used for these
users. When the maximum available power is reached and the BER remains high,
alternative modulation techniques, such as frequency-based modulation, should be
considered.
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Figure 5.8: BER signal performance for OFDMA and 3-users NOMA using 4 and
16-QAM modulations.

5.4.3 Latency measurement when integrating ProSe into
the MEC

The architecture is also being evaluated for critical PS applications that require a
very low response time to complete some of their tasks. PSU5 uses applications that
request certain contents from the network, including the radio network information
service (RNIS) that collects radio access network-level information, and the location-
based service. The MEC hosts have the same computational capacity, but only
mecHostPS has these services running on its MEC platform, hence it will be chosen
by the MEC orchestrator to deploy the MEC application. After the reception and
computation of the requests, mecHostPS sends back the response. The task response
time consists of several phases, including the uplink and downlink delays that occur
between the PSU and the MEC application. Additionally, the processing time that
depends on the load of the request and the MEC host’s CPU instructions. Lastly, the
service response time, comprising the service response delay as well as the network
delay required to access the MEC host responsible for providing the service.

The response time of the different phases, including uplink (Up) and downlink
(Down) times, processing time (Proc), and service response time (Serv), is shown
in Figure 5.9. As the number of applications increases from 15 to 90, the overall
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Figure 5.9: Average response time of each phase of the task request for a variable
number of applications with a numerology equal to zero

response time, which is the sum of all the phases, increases from 17.461 ms to 19.366
ms. This increase is due to the time required to reach the MEC host and to process
the request. Since in our simulation, the MEChostPS is directly connected to the
movable vehicle through a UPF, the only delay affecting the response time is the
processing delay. This delay is considered the optimal delay to reach the services.
However, if the services are not located in the MEC host directly connected to the
vehicle, the network time to reach the MEC host increases, resulting in an additional
latency of 30 ms with an S-GW and P-GW located in a centralized MEC site, 10
ms with the X2 interface, or 200 µs with a virtual network function (VNF) [108],
depending on the scenario.

Figure 5.10 compares the average response time of each phase based on different
numerologies. The numerologies used in the comparison are 0, 1, 2, and 3, which
correspond to subcarrier spacing of 15 kHz, 30 kHz, 60 kHz, and 120 kHz respec-
tively. The results show high reliability with no packet loss and low latencies across
all numerologies. Furthermore, as the numerology increases from zero to three, the
overall delay decreases considerably from 17.33 ms to 5.974 ms with no packet loss.
The major contributors to the delay in this scenario are the uplink and downlink
delays, while the other phases remain relatively constant.

The results indicate that the proposed PS architecture enhances the communi-
cation capabilities of PSUs by improving spectral efficiency and achieving ultra-high
reliability and very low latencies, under different numerologies and numbers of ap-
plications requested from the MEC host.
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5.5 Summary
This chapter delves into the development of a MEC-based architecture designed

for PSUs in 5G and beyond networks. The main objective is to improve the commu-
nication performance for PSUs by providing communication for a maximum number
of PSUs while minimizing latency. To achieve this goal, we explore the integration
of the NOMA technique and the ProSe standard in the architecture. We evaluate
the effectiveness of this approach using the Simu5G simulator. The results of this
study indicate that the integration of the NOMA technique has significant advan-
tages in terms of spectral efficiency, which means that more PSUs can be served
with fewer resources. Additionally, the integration of ProSe into the MEC system
ensures that PSUs can receive the necessary information with very low latency and
high reliability, both in the in-band and out-of-band, which is essential for real-time
communication. Furthermore, we analyze the impact of different numerologies and
the number of applications requested on the latency. This analysis is crucial to eval-
uate the performance of the proposed MEC architecture in various usage scenarios.
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Chapter 6

Conclusions and Future Work
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In this thesis, we addressed two main problems of resource allocation for PSUs
in CNs. First, the resource allocation for PSUs by using the remaining resources
of CUs considering the overlay D2D communication. Second, the resource alloca-
tion by simultaneously sharing with the CUs their resources in the underlay D2D
communication. Furthermore, we proposed an architecture that incorporates ProSe
standard into the MEC system to guarantee the connectivity of PSUs in both the
in-band and out-of-band.

6.1 Summary
To tackle the first problem, we propose a novel bandwidth and power alloca-

tion framework in a NOMA-based system that incorporates overlay D2D commu-
nication for PSUs. The primary objective of this framework is to maximize the
sum-throughput within each PSUs group, while also ensuring that the minimum
data rate threshold for each PSU is met. To achieve this, our framework is divided
into two distinct stages. The first stage involves the implementation of a heuristic
algorithm designed to select the appropriate PSUs and form groups based on their
channel gain. In the second stage, we took advantage of the PSO algorithm to allo-
cate the powers for PSUs in each group. Through this choice, we could maximize the
system’s overall performance and ensure that the required data rate threshold for
each PSU is achieved. The simulation results revealed an improved sum-throughput
compared to the OFDMA technique. Additionally, we investigated the impact of
the number of grouped users, which is more beneficial for throughput than for fair-
ness. Finally, we shed light on a key element: the difference in the fairness of user
throughput between the Max − throughput and Max − fairness approaches, show-
ing that is a trade-off such that achieving optimal fairness requires a decrease in the
sum-throughput.
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Subsequently, we addressed the second problem by introducing an approach for
the sharing of CUs’ resources among PSUs in the context of underlay D2D commu-
nication. This approach involves the simultaneous utilization of CUs’ resources by
PSUs. A major concern we took into account at this level was the interference that
could arise between CUs and PSUs. Indeed, following the formulation of a mixed-
integer nonlinear problem, we developed a heuristic algorithm to select CUs while
preventing interference that could disrupt their operation. After that, we leveraged
the Lagrange and KKT conditions to achieve an optimal allocation of the available
power among the PSUs within each formulated group. To evaluate the effectiveness
of our proposed approach, we conducted extensive simulations. These simulations
involved comparing our approach with an OFDMA-based method, as well as other
relevant works in the literature. The simulations presented interesting results, high-
lighting the superiority of our proposed solution over the OFDMA-based approach.
Additionally, our approach exhibited superior spectrum efficiency when compared
to existing works that restrict the maximum number of users in each group to two.
Finally, we conducted comprehensive simulations to assess the trade-offs in terms of
throughput, fairness, and outage probability. These simulations provided valuable
insights into the performance characteristics of our approach.

Moving on to the more global perspective, we proposed a MEC-based architec-
ture for PSUs in 5G networks and beyond. The objective of this architecture was
to maximize the number of PSUs that can access the network while ensuring their
communication in both the in-band and out-of-band. To achieve this, we considered
the NOMA technique and proposed placing the ProSe standard in the MEC host lo-
cated in a movable device. This device is connected to the BS and helps the PSUs to
communicate by assigning the necessary resources. When the connection to the BS
is established, this device will be synchronized with the BS, and the PSUs will oper-
ate in the in-band. However, if the connection with the BS is interrupted, the PSUs,
with the help and management of ProSe, will continue to operate in the out-of-band.
We assessed the effectiveness of our proposed architecture by conducting simulations
using the Simu5G simulator. The results demonstrated that the incorporation of
the NOMA technique led to a significant enhancement in spectral efficiency when
compared to the OFDMA-based approach. This allowed for a greater number of
PSUs to access the network. Furthermore, we analyzed the impact of maximizing
the throughput on the BER experienced by each user. The results show that PSUs
with weak channel conditions experienced a bad BER compared to the user with
best channel conditions. Finally, the integration of ProSe into the MEC system
ensured that PSUs could receive the required information with minimal latency and
high reliability. This functionality is applicable in both the in-band and out-of-
band, which is crucial for maintaining uninterrupted PSU operations. We examined
the impact of varying the numerology and the number of requested applications on
latency. We observed that increasing the numerology index led to a decrease in
latency due to reduced uplink and downlink times. Conversely, an increase in the
number of requested applications resulted in higher latency due to the additional
processing time required.
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6.2 Future Work
Throughout this thesis, we have shown the significant advantages of using D2D

communication, NOMA technique, and MEC system for PSUs communications.
Yet, several other interesting directions remain unexplored and deserve further in-
vestigation. In the following, we introduce some of these promising directions.

• Considering both throughput and fairness metrics: In the present work,
we have focused on separately optimizing the metrics of throughput and fairness,
maximizing each without considering the other. However, combining these metrics
into a unified problem, while introducing a controllable factor that takes both aspects
into account, can provide a significant trade-off between both metrics. This trade-
off involves balancing the objective of maximizing throughput while simultaneously
ensuring fairness among the PSUs. Moreover, this can yield an additional advantage
of enhancing the BER experienced by users with weak channel conditions, leading
to improved overall system performance.

• Improving Simu5G simulations: To further improve the simulations car-
ried out in Chapter 5, it would be useful to increase the number of PSUs and to
consider the use of a multi-cluster NOMA. In addition, it would be beneficial to
implement not only the localization of ProSe in Simu5G but also its functionality.
Improving the simulation capabilities by considering more PSUs would not only
improve the overall system performance, but also enable a better representation of
real-world scenarios, thus improving the accuracy of the results. Moreover, the ex-
ploration of ProSe functionality presents an opportunity to integrate new features
and functions into the simulation, thus improving the effectiveness and efficiency of
the system.

• Improving coverage for disaster situations: To improve coverage in dis-
aster situations, it may be useful to consider scenarios other than movable devices,
such as Unmanned Aerial Vehicles (UAV). By using UAVs, the system can cover
more areas that would otherwise be inaccessible or too difficult for movable devices
to reach. For example, following a natural disaster, certain regions may be cut off
from the rest of the world, so drones can be deployed to deliver essential supplies to
these remote areas.

• Integrating Artificial Intelligence (AI) and Augmented Reality (AR)
technologies for PSUs: Both technologies, AI and AR, are continuously gaining
attention in various fields due to their capacity to collect, analyze and enhance
the quality of results. Recognition applications and real-time data analysis in AI
and wearable devices in AR can be considered crucial requirements for PS. For
instance, the integration of these two technologies can significantly improve PSNs
by providing remote assistance to PSUs. Remote assistance is a vital aspect of
PS, especially when PSUs require immediate support from experts with specialized
knowledge or experience. With AI and AR, remote experts can gain visibility in
real-time into the same environment as the PSUs. Consequently, this enables them
to guide PSUs on which direction to go, which obstacles to avoid, and which area
to prioritize in search and rescue missions.
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• Taking advantage of the network slicing in PS applications: Network
slicing and its ability to divide a physical network into several virtual networks, each
with its own set of resources, priorities, and QoS requirements, can provide different
types of services and applications for PSs. Through network slicing, PSNs can
dedicate specific slices to particular users, ensuring that their critical applications
and services have the resources and priorities they need to operate efficiently. For
instance, during a disaster or other emergency situation, network slicing can be used
to allocate dedicated network slices to PSUs. This ensures that their communication
channels are not impacted by the high network traffic, which could potentially delay
or prevent emergency response operations.
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Appendix

To ensure proper downlink connectivity under NOMA, the signal power trans-
mitted from the cluster head to the devices must be set correctly. This is because
the cluster head enables the devices to operate over the same spectrum. Therefore,
their signals must be transmitted at different power levels to perform SIC. More
precisely, the signal power of any device is required to be higher than the sum of the
signal powers of all devices with relatively higher channel gain [46]. We assume there
are L devices connected to their cluster head, then the constraints on the signals
powers are as follows:

P2 > P1 (A.1)

P3 > P2 + P1 (A.2)

. . .

Pi > Pi−1 + ... + P1 (A.i)

. . .

PL > PL−1 + ... + P1 (A.L)

To satisfy the above conditions, we first want to maximize the transmission power
of device 1 (which is the device with the highest channel gain). This is done by
using the result of Lemma 1 in paper [46].

Hence αj,1Psi
j ≤ P si

j

2(Lj −1) .

Next, to perform SIC between device 1 and device 2 which has the second high-
est channel gain, we need P2 to be greater than P1 and take a value outside its
range, thus P si

j

2(Lj −1) < αj,2Psi
j .

P3 should be greater than P1, P2, and P1 + P2 to perform SIC. In the extreme
case αj,1Psi

j takes the highest value ( P si
j

2(Lj −1) ) and αj,2Psi
j takes the smallest value

(( P si
j

2(Lj −1) ) + δ).
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Thus αj,1Psi
j + αj,2Psi

j = (2(( P si
j

2(Lj −1) ) + δ)) = (( P si
j

2(Lj −2) ) + δ), this means αj,3Psi
j >

( P si
j

2(Lj −2) ) and obviously SIC requires αj,2Psi
j ≤ ( P si

j

2(Lj −2) )

Hence ( P si
j

2(Lj −1) ) < αj,2Psi
j ≤ ( P si

j

2(Lj −2) ).

The same reasoning applies to the rest of the devices and we have

P si
j

2(Lj −l+1) < αj,lPsi
j ≤ P si

j

2(Lj −l)
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