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Abstract 

Upscaling biochemical processes from the laboratory scale to industrial scale is very challenging as 

performance losses are typically observed along the scale-up process. In this context, numerical 

models are required to perform predictive modelling and bioreactor simulations which facilitate the 

scale-up procedure, leading to an optimum reactor design and improved performances. In this thesis, 

the bioreactor design of interest is the bubble column reactor.  

Bubble column reactors are widely used in the chemical and bioprocess industries due to their good 

mixing, heat and mass transfer properties. However, the modelling of bubble columns is very 

challenging due to highly coupled multiphysics phenomena in terms of multiphase flow, mass transfer 

and (bio)reaction. The present work aims to unravel the coupling mechanisms by using a multiscale 

modelling approach and attempts to model bubble column bioreactors under a wide range of 

conditions and applications.  

In this PhD thesis, a novel two-way coupled spatio-temporal 1D model is proposed to tackle the 

hydrodynamics and (bio)reactive mass transfer two-way coupling phenomenon. The model validation 

has been conducted using own-measured hydrodynamics data and biological methanation 

experimental data obtained by the Symbiose team at Toulouse Biotechnology Institute. Furthermore, 

literature data and numerical test cases have been used to validate the model, particularly the 

hydrodynamics and mass transfer aspects of the model. Following the model validation, the 

comprehensive, dynamic 1D model has been applied to perform multiphysics simulations of different 

(bio)processes, including CO2 physical absorption, CO2 chemisorption, oxygen transfer, biological 

methanation, and yeast fermentation, highlighting the robustness of the model. For instance, the 1D 

model predicts the substrate gradients in industrial-scale fermenters just as well as the CFD model. 

Similarly, in the chemical engineering context, the 1D model yields relatively well the CO2 mass transfer 

in a reactive bubble column, compared with the CFD model.  

The particularity of these processes is the fact that the major substrates are fed through the gas phase, 

leading to the possibility of a gas-liquid mass transfer limitation regime. For example, biological 

methanation is usually limited by the hydrogen mass transfer phenomenon. In this work, a practical 

biological methanation model is proposed to handle the bioreaction descriptions in both biological and 

physical transport limiting regimes. Moreover, Eulerian CFD model is also developed for biological 

methanation process and a detailed comparison with the experimental data and 1D model predictions 

is conducted. Asymptotic 0D models and analytical solutions have also been developed for some 



ii 

 

applications to shed light on the underlying process and highlight the controlling parameters. This 

multiscale modelling strategy has drawn new fundamental insights into multiphase reactor modelling, 

primarily the use of appropriate models according to the subject of research, the implementation of 

suitable closures in the modelling of multiphysics coupling phenomena, and the identification of 

controlling parameters of such processes.  

In short, through this PhD thesis, efficient numerical modelling tools (0D, 1D, and CFD models) have 

been developed for primarily bubble column applications to gain an understanding of the multiscale 

physical and biological phenomena in order to minimise the risk of upscaling the bioprocess. 

Keywords: Gas-liquid mass transfer, Multiscale modelling, Bubble column, Biological methanation, 

CFD, Scale-up 
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Résumé 

Le changement d’échelle des bioprocédés de l'échelle de laboratoire à l'échelle industrielle est très 

complexe car des pertes de performance sont généralement observées tout au long du processus de 

changement d‘échelle. Dans ce contexte, les modèles numériques sont nécessaires pour effectuer des 

modélisations prédictives et des simulations de bioréacteurs qui facilitent la procédure de changement 

d’échelle, en menant à une conception optimale du réacteur et à de meilleures performances. Dans 

cette thèse, la conception du bioréacteur qui nous intéresse est le réacteur à colonne à bulles.  

Les réacteurs à colonne à bulles sont largement utilisés dans les industries chimiques et de bioprocédés 

grâce à leurs bonnes propriétés de mélange, de transfert de chaleur et de masse. Cependant, la 

modélisation des colonnes à bulles est très difficile en raison des phénomènes multiphysiques 

fortement couplés en termes d'écoulement multiphasique, de transfert de masse et de (bio)réaction. 

Le présent travail vise à élucider les mécanismes de couplage en utilisant une approche de 

modélisation multi-échelle et tente de modéliser les bioréacteurs à colonne à bulles dans une large 

gamme de conditions et d'applications.  

Dans cette thèse, un nouveau modèle 1D spatio-temporel couplage à double sens est proposé pour 

aborder le phénomène de couplage à double sens de l'hydrodynamique et du transfert de masse 

(bio)réactif. La validation du modèle a été réalisée sur la base de mesures hydrodynamiques et de 

données expérimentales de méthanation biologique obtenues par l'équipe Symbiose de Toulouse 

Biotechnology Institute. De plus, des données de la littérature et des cas tests numériques ont été 

utilisés pour valider le modèle, en particulier les aspects hydrodynamiques et de transfert de masse 

du modèle. Après la validation du modèle, le modèle 1D dynamique et complet a été appliqué pour 

réaliser des simulations multiphysiques de différents (bio)procédés, y compris l'absorption physique 

du CO2, la chimisorption du CO2, le transfert d'oxygène, la méthanation biologique et la fermentation 

de la levure, démontrant la robustesse du modèle. Par exemple, le modèle 1D prédit les gradients de 

substrat dans les fermenteurs à l'échelle industrielle tout aussi bien que le modèle CFD. De même, 

dans le contexte du génie chimique, le modèle 1D rend relativement bien le transfert de masse du CO2 

dans une colonne de bulles réactives, comparé au modèle CFD.  

La particularité de ces procédés est le fait que les principaux substrats sont alimentés par la phase 

gazeuse, ce qui conduit à la possibilité d'un régime de limitation du transfert de masse gaz-liquide. Par 

exemple, la méthanisation biologique est généralement limitée par le phénomène de transfert de 

masse de l'hydrogène. Dans ce travail, un modèle pratique de méthanation biologique est proposé 
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pour traiter les descriptions de la bioréaction dans les régimes de limitation du transport biologique et 

physique. En outre, un modèle CFD eulérien est également développé pour le processus de 

méthanation biologique et une comparaison détaillée avec les données expérimentales et les 

prédictions du modèle 1D est effectuée. Des modèles 0D asymptotiques et des solutions analytiques 

ont également été développés pour certaines applications afin de démêler le processus fondamental 

et de mettre en évidence les paramètres de contrôle du procédé. Cette stratégie de modélisation 

multi-échelle a permis d'acquérir de nouvelles connaissances fondamentales sur la modélisation des 

réacteurs multiphasiques, principalement l'utilisation de modèles pertinents en fonction du sujet de 

recherche, la mise en œuvre de fermetures appropriées dans la modélisation des phénomènes de 

couplage multiphysique, et l'identification des paramètres de contrôle de ces procédés.  

En bref, grâce à cette thèse de doctorat, des outils de modélisation numérique efficaces (modèles 0D, 

1D et CFD) ont été développés pour des applications de colonnes à bulles, afin de mieux comprendre 

les phénomènes physiques et biologiques multi-échelles et de minimiser le risque de changement 

d’échelle de bioprocédés. 

Mots-clés : Transfert de matière gaz-liquide, Modélisation multi-échelle, Colonne à bulles, 

Méthanation biologique, CFD, Changement échelle 
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Nomenclature 

Roman symbols 

Symbol Description Unit 

𝑎 Volumetric interfacial area 𝑚2.𝑚−3 

𝐶∗ Solubility 𝑚𝑔. 𝐿−1 

𝐶0 Distribution coefficient of the drift-flux model − 

𝐶𝐷 Drag coefficient − 

𝐶𝐺 Gas concentration 𝑚𝑔. 𝐿−1 

𝐶𝐿 Liquid concentration 𝑚𝑔. 𝐿−1 

𝐷𝑖 Species diffusivity 𝑚2. 𝑠−1 

𝑑32 Sauter mean diameter 𝑚 

𝑑𝑏 Bubble diameter 𝑚 

𝐷𝐺 Gaseous axial dispersion coefficient 𝑚2. 𝑠−1 

𝐷𝐿 Liquid axial dispersion coefficient 𝑚2. 𝑠−1 

𝐷𝑟 Reactor Diameter 𝑚 

𝐸 Enhancement factor − 

𝐹𝑖 Species gas molar flowrate 𝑚𝑜𝑙. 𝑠−1 

𝑔 Gravity acceleration 𝑚. 𝑠−2 

𝐻 Reactor Height 𝑚 

𝐻𝑒 Henry’s constant  𝑚𝑔. 𝐿−1. 𝑃𝑎−1 

𝑗𝐺 Superficial gas velocity 𝑚. 𝑠−1 

𝑗𝐿 Superficial liquid velocity 𝑚. 𝑠−1 

𝐾 Biological affinity constant 𝑚𝑔. 𝐿−1 

𝑘𝐿 Liquid side mass transfer coefficient 𝑚. 𝑠−1 

𝑘𝐿𝑎 Volumetric mass transfer coefficient 𝑠−1 

𝑚 Maintenance rate 𝑔𝐻2
. 𝑔𝑋. ℎ−1 

𝑀 Molar mass 𝑔.𝑚𝑜𝑙−1 

𝑀𝑃𝑅 Methane production rate per unit volume of reactor 𝑚𝐿 𝐶𝐻4. 𝐿
−1. ℎ−1 

𝑃 Pressure 𝑃𝑎 

𝑃𝑎𝑡𝑚 Atmospheric pressure 𝑃𝑎 

𝑃0 Pressure at the top of the column 𝑃𝑎 

𝑞 Specific bioreaction rate 𝑔𝐻2
. 𝑔𝑋. ℎ−1 

𝑄 Gas volumetric flowrate 𝑚3. 𝑠−1 
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𝑅 Ideal gas constant 𝐽.𝑚𝑜𝑙−1. 𝐾−1 

𝑅𝑖 Species reaction term per unit volume of liquid 𝑚𝑔𝑖. 𝐿
−1. 𝑠−1 

𝑆 Cross-section area 𝑚2 

𝑟 Reaction rate vector 𝑔𝐻2
. 𝐿−1. ℎ−1 

𝑇 Temperature 𝐾 

𝑡 Time 𝑠 

𝑇𝑖 Species mass transfer rate 𝑚𝑜𝑙. 𝑠−1 

𝑡∞ Steady state − 

𝑢′ Instantaneous velocity 𝑚. 𝑠−1 

𝑢∞ Bubble terminal velocity 𝑚. 𝑠−1 

𝑢𝑟𝑒𝑙  Relative velocity 𝑚. 𝑠−1 

�⃗�  Velocity vector 𝑚. 𝑠−1 

𝑢 Local velocity 𝑚. 𝑠−1 

𝑉 Volume 𝑚3 

𝑦 Gas molar fraction − 

𝑌𝐴/𝐵 Conversion yield of A on B 𝑔𝐴. 𝑔𝐵
−1 

𝑧 Axial coordinate 𝑚 

 

Greek symbols 

Symbol Description Unit 

𝛼 3D Local phase holdup − 

𝜀 1D Local phase holdup − 

𝜂 H2 conversion − 

𝜇 Dynamic fluid viscosity 𝑃𝑎. 𝑠 

𝜇 Biological growth rate 𝑔𝑋. 𝑔𝑋
−1. ℎ−1 

𝜈 Kinematic fluid viscosity 𝑚2. 𝑠−1 

𝜌 Fluid density 𝑘𝑔.𝑚−3 

𝜎 Surface tension 𝑁.𝑚−1 

𝜑 Specific uptake rate 𝑔. 𝑔𝑋
−1. ℎ−1 

𝜙 Local volumetric molar fluxes  𝑚𝑔. 𝐿−1. 𝑠−1 
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Subscripts and superscripts  

Symbol Description  

0 Inlet  

𝐺 Gaseous phase  

𝑖 Species  

𝑖𝑛 Inlet  

𝑘 Phase  

𝐿 Liquid phase  

𝑛 Nodes  

𝑜𝑢𝑡 Outlet  

Chemical species 

Symbol Description  

CH4 Methane  

CO2 Carbon dioxide  

H2 Hydrogen  

H2O Water  

N2 Nitrogen  

NaOH Sodium hydroxide   

O2 Oxygen  

X Biomass  

Dimensionless numbers 

Symbol Description  

𝐸𝑜 Eötvös number  

𝐹𝑟 Froude number  

𝐻𝑎 Hatta number  

𝑀𝑜 Morton number  

𝑃𝑒 Péclet number  

𝑅𝑒 Reynolds number  

𝑆𝑐 Schmidt number  

𝑆ℎ Sherwood number  

𝑊𝑒 Weber number  
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General Introduction 

Biotechnologies have expanded in recent years as there is increasing manufacturing of different 

commodities and added-value products from bio-based feedstocks, replacing fossil fuel as raw 

materials. This is fuelled by the transition towards sustainable development and decarbonisation of 

the industries. In this PhD thesis, the bioprocess of interest is biological methanation which is the 

production of methane through two major gas-fed substrates: hydrogen and carbon dioxide via 

hydrogenotrophic methanogens. Biological methanation is an interesting technological breakthrough 

in the field of renewable energy and waste treatment. We have seen lately more catastrophic events 

linked to climate change taking place around the globe, ranging from record-breaking European heat 

waves in the northern hemisphere to extreme east coast flooding in Australia in the southern 

hemisphere. Therefore, swift actions have to be made to cut down CO2 emissions and reduce the risks 

of climate change.  

To act against global warming and its associated threats, countries around the world are likely to step 

up the proportion of renewable energy in their energy mix. In this regard, biological methanation plays 

an important role alongside the installation of renewable energy such as wind and solar energy. Due 

to the intermittent behaviour of renewable energy, disequilibrium between energy supply and 

demand is expected. In this context, biological methanation acts as an excellent energy buffer for the 

surplus electricity. First, surplus electricity is used to produce hydrogen via the electrolysis of water. 

Energy storage in terms of methane has a better edge than hydrogen storage as natural gas storage 

and transport infrastructures are already in place, reducing the capital expenditure for installing new 

equipment. Thus, the hydrogen produced is further converted into methane through biological 

methanation. Moreover, biogas production from anaerobic digestion has soared over the past 

decades. A biogas upgrade facility is required to increase the methane content. A biological 

methanation plant is an interesting option for biogas upgrading coupled with a renewable energy 

source. On a large-scale, synergy effects between a wastewater treatment plant, an anaerobic 

digestor, renewable energy wind farms, and a biological methanation plant have been demonstrated 

in the industrial park at Avedøre, Denmark.  

For the last decade, research on biological methanation focuses mostly on proof-of-concept 

experimental studies, particularly, the optimisation of bioreactor design and the characterisation of 

microbiological activities. As a result, few numerical models for biological methanation reactor exists 

in the literature which hampers the scale-up of this technology. Upscaling biochemical processes from 

the laboratory scale to the industrial scale is very challenging as performance losses are typically 



General Introduction 

xx 

 

observed along the scale-up process. Numerical simulations provide an alternative to costly and time-

consuming experiments for bioreactor studies by studying unplanned operating conditions and 

elucidating the interactions between physical and biological processes. Moreover, sensitivity analysis 

can be conducted by numerical models to search for bioreactor improvement strategies. In short, 

numerical models are able to perform predictive modelling and bioreactor simulations which facilitate 

the scale-up procedure, leading to an optimum reactor design and improved performances. In this 

thesis, the bioreactor design of interest is the bubble column reactor in which bio-methanation takes 

place. Biological methanation experiments had been performed in a pilot-scale bubble column by the 

SYMBIOSE team at Toulouse Biotechnology Institute and future demonstration and industrial plants 

are under construction and planning stage, respectively.  

Bubble column reactors are widely used in the chemical and bioprocess industries due to their good 

mixing, heat and mass transfer properties. However, the modelling of bubble columns is very 

challenging due to highly coupled multiphysics phenomena in terms of multiphase flow, mass transfer 

and (bio)reaction. The present work aims to unravel the coupling of these physical and biological 

phenomena by using a multiscale modelling approach and attempts to model bubble column 

bioreactors under a wide range of conditions, scales, and applications.  

Figure 1 summarises the multiscale modelling strategy implemented in this thesis. In a first step, a 

comprehensive gas-liquid spatio-temporal 1D model coupling hydrodynamics, mass transfer and 

bioreaction are developed. The driving reason to begin with a macroscopic 1D reactor model is to keep 

a low numerical cost yet be able to yield satisfactory results that encompass all aspects of bioreactors 

modelling. Based on the 1D model results, further investigations can be performed by mesoscopic CFD 

models, if necessary, for example, to characterise more precisely the local spatiotemporal 

heterogeneities. Alternatively, the 1D model results can be used to develop asymptotic relationships 

and motivates the research of analytical solutions. Asymptotic 0D models and analytical solutions help 

to shed light on the underlying process and highlight the controlling parameters in asymptotic 

situations.  

The model validation is necessary to evaluate the accuracy and performance and ensure the 

robustness of the model. The 1D spatio-temporal model validation had been conducted using own-

measured hydrodynamics data and biological methanation experimental data obtained by the 

SYMBIOSE team. Therefore, in the second step, bubble size distribution and transient gas holdup 

experiments were conducted in the same pilot column to obtain information on hydrodynamics. 

Furthermore, literature data and numerical test cases have been used to challenge the model, 



General Introduction 

xxi 

 

particularly the coupling between hydrodynamics and mass transfer. In a third step, following the 

model validation, the 1D model was used to perform multiphysics simulations of different 

(bio)processes, including CO2 physical absorption, CO2 chemisorption, oxygen transfer, biological 

methanation, and yeast fermentation, highlighting the robustness of the model.  

 

Figure 1: Schematic representation of the multiscale modelling strategy for the development of 

efficient bubble column models coupling fluid dynamics and (bio)reaction dynamics. 

The particularity of these processes is that the main substrates are fed through the gas phase, leading 

to the possibility of a gas-liquid mass transfer limitation regime. For example, biological methanation 

is usually limited by the hydrogen mass transfer phenomenon due to its low solubility. This particular 

reason motivated us to develop a fully-coupled bubble column model to address the coupling between 

fluid dynamics and (bio)reaction dynamics. In this work, a practical biological methanation model was 

also proposed to handle the bioreaction descriptions in both biological and physical transport limiting 

regimes.  
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This dissertation is composed of 7 chapters and it is structured as follows. Chapter 1 is a general 

bibliography overview of this PhD work. The first part will review the field of biological methanation. 

The second part consists of a literature review about multiphyscis coupling in bioreactors modelling. 

The third part briefly discusses the fundamentals of bubble column hydrodynamics. The last part 

presents the recent development of bubble column modelling using CFD and 1D models. In Chapter 2, 

experimental techniques and the numerical model structure are presented. The image processing 

techniques for the optical methods are detailed. The numerical methods, closure models, and initial 

and boundary conditions are discussed. Chapter 3 is dedicated to validating the 1D model, particularly 

the hydrodynamics and mass transfer aspects. Then in Chapter 4, the 1D model is extended to two 

industrial applications: scale-up of biological methanation reactor and investigation of substrate 

gradients in large-scale fermenters. In the former, we have been mandated by industry partner ENOSIS 

Energies to provide design guidelines for two bioreactors at the demonstration and industrial scales. 

In the latter, the 1D model is used to analyse the formation of substrate gradients during yeast 

fermentation inside a 22 m3 fermenter. Similarly, in Chapter 5, an in-depth analysis of reactive bubbly 

flow is performed using the 1D model. Along the way, asymptotic models are developed to describe 

the transient reactive mass transfer and bubble shrinkage. In Chapter 6, the Eulerian CFD model for 

biological methanation is developed resolving the fluid flow, multispecies mass transfer, and 

bioreaction simultaneously. CFD simulations are also performed for the industrial-scale biological 

methanation reactor of Electrochaea. Lastly, in Chapter 7, concluding remarks and important insights 

obtained through this multiscale modelling approach are reported. Future perspectives on possible 

outlook for this work are also listed.  
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Chapter 1 Bibliography 

1.1 Biological methanation  

The energy demand for economic development has soared over the last few decades. To satisfy this 

energy demand, many countries still rely heavily on the fossil fuels such as oil, coal, and natural gas 

(“IEA Data overview,” 2019). The increasing use of fossil fuels has caused climate change and global 

warming. Climate change has brought catastrophic mortality events, such as wildfires, drought, rising 

sea levels, and severe flooding (Dupuy et al., 2020; Westerling and Bryant, 2008; Xu et al., 2009). This 

has driven policymakers to develop alternative renewable energy for limiting the impact of global 

warming due to the overuse of fossil fuels (Grimalt‐Alemany et al., 2018). The 2015 Paris agreement 

(COP21) sets the framework for participating countries to limit the rise of global temperature below 

2°C by lowering greenhouse gas emissions (European Commission, 2016a). An imminent restructuring 

of the global energy system is necessary to achieve net-zero CO2 emissions by 2050.  

To ensure energy transition away from fossil fuels, a massive deployment of renewable energy such as 

wind and solar energy is strongly required (Thema et al., 2019; Zwart and Nap, 2017). However, solar 

and wind energy are both intermittent energy sources with unpredictable power production. In order 

to maintain an equilibrium between the fluctuating power production and the power demand, the 

presence of an energy buffer is much needed. For example, more than 26% of the electricity produced 

from wind parks in Denmark is a temporary surplus (Carton and Olabi, 2010; Sharman, 2005). This 

surplus electricity needs to be stored with an energy buffer, such as methane to prevent energy loss 

(Götz et al., 2016). In fact, different propositions for energy storage have been proposed in the 

literature, as shown in Figure 1.1. The most promising technology is chemical storage, either in the 

form of hydrogen (H2) or methane (CH4) as they can be stored for long periods with relatively long 

discharge time and large storage capacity (Schaaf et al., 2014).  

The utilisation of H2 as a renewable energy carrier poses unsettled major challenges, mainly due to its 

low density that requires high storage volume infrastructure. It is also extremely explosive and diffuses 

easily, causing leakage and other concomitant issues with safety (Zwart and Nap, 2017). While the 

direct exploitation of H2 as a transport fuel is still under development, H2 storage also encounters other 

aforementioned problems. Alternatively, CH4 can be used as an energy carrier. It can be generated 

from H2 and CO2 by either chemical or biological pathways. 
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Figure 1.1: Power-to-methane provide sufficient storage capacity and long discharge times to be in 

line to meet future energy demands at the global energy network scale. Adapted from: Schaaf et al. 

(2014) 

The biological methanation process is depicted in Figure 1.2. H2 can be produced via the electrolysis of 

water using the electricity generated by the surplus of renewable energy. The carbon supply can be 

obtained from CO2 emission streams of power plants or biogas/wastewater treatment plants (Strübing 

et al., 2017). The methane produced can be injected directly into the gas network if it reaches the gas 

grid’s requirements. The regulative standards and regulations on natural gas quality vary according to 

country, but the majority of the countries in Europe require > 95% of CH4 purity to be injected into the 

natural gas grid (Thema et al., 2019). Therefore, Power-to-Methane technology provides 

interconnectivity between the gas and the electricity network, resulting in a more flexible energy 

storage and delivery system.   

Recently, a collaborative study in France between GRDF and GRTgaz coordinated by the French Agency 

for Environment and Energy Management (ADEME) outlines the possibility of a “100% renewable gas 

mix by 2050” (ADEME, 2018). The theoretical primary feedstock (anaerobic digestion of agriculture 

waste, biowastes, pyro-gasification of woods, etc) could produce up to 460 TWh superior calorific 
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value1 of renewable gas. To achieve this ambitious goal of 100% renewable electricity production by 

2050 in France, it is important to optimise the current biogas production process or syngas to methane 

enrichment process via biological methanation to obtain high purity of methane for storage in the gas 

reserves. The biological methanation plays an important role in substituting natural gas originating 

from fossil fuels. It is projected that almost 1/3 of the renewable gas will be produced via biological 

methanation by 2050 in France (ADEME, 2018). 

 

Figure 1.2: Synergy effect of biological methanation. Adapted from: Rafrafi et al. (2020) 

Besides interconnecting with the renewable energy electricity grid, biological methanation can be 

integrated with wastewater treatment plants (WWTP) and anaerobic digestors, such as the biological 

methanation plant on the BIOFOS site in Avedøre, Denmark (Lardon et al., 2018). Additionally, the by-

product of the electrolysis of water, oxygen (O2) can be fed to nearby WWTP. The biogas from 

anaerobic digestion containing mainly CH4 and carbon dioxide (CO2) can be upgraded by biological 

methanation. The heat produced from biological methanation can be used to heat the anaerobic 

digestor. Indeed, biological methanation is an exothermic process which operates typically with T>50°C 

while the anaerobic digestion of sewage sludge is an endothermic process, that operates usually at the 

                                                           

1 An units of energy which signifies the amount of heat which would be released by the complete combustion in 
1 Nm3 of air, in such a way that the pressure at which the reaction takes place remains constant, and all the 
products of combustion are returned to the same specified temperature 휃 as that of the reactants, all of these 
products being in the gaseous state except for water formed by combustion, which is condensed to the liquid 
state at 휃. 
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mesophilic condition that requires heating at a temperature around 35-37°C. Thermal integration can 

be done between these two processes (Angenent et al., 2018). Such synergistic effects between 

industries have shown that a positive energy balance is achievable at a large-scale (Lardon et al., 2018). 

          4 𝐻2 + 𝐶𝑂2 → 𝐶𝐻4 + 2 𝐻2𝑂       ∆RH0 = -165kJ/mol (1.1) 

The overall methanation reaction is presented in equation (1.1). The reaction is exothermic; thus, heat 

removal is required. Methanation can be accomplished based on two different pathways: catalytic-

chemical methanation or biological methanation (Lecker et al., 2017). Catalytic-chemical methanation 

operates at a rather high temperature and high pressure which ranges between 300-500°C and 100 

bar respectively. Biological methanation operates under milder operating conditions, with pressure at 

about Patm to 10 bar. Temperature-wise it can operate in either mesophilic (37°C) or thermophilic 

conditions (55°C-70°C) (Zwart and Nap, 2017). The catalysts for catalytic methanation are metal-based 

catalysts which are very sensitive to the impurities such as sulfur compounds, ammonia, and particles. 

It requires periodic regeneration or the installation of gas cleaning infrastructure to remove impurities 

from the raw syngas before entering the reactor. In contrast to catalytic-chemical methanation, the 

biological methanation is catalysed by autotrophic hydrogenotrophic methanogens which have a 

higher tolerance to impurities (Grimalt‐Alemany et al., 2018). However, catalytic-chemical 

methanation has already been exploited at a commercial scale, whereas biological methanation has 

only reached a pilot/demonstration plant size (Rafrafi et al., 2020). Biological methanation is less 

exploited than catalytic methanation due to its low reaction rate and low hydrogen solubility (Lecker 

et al., 2017). Nevertheless, studies have shown that the synergy effect of combining biological 

methanation and anaerobic digestion demonstrates a tremendous increase in methane productivity 

and purity, which could eventually match the requirement of the natural gas grid (Grimalt‐Alemany et 

al., 2018; Lardon et al., 2018; Lecker et al., 2017). Indeed, biological methanation requires lower energy 

demand as it operates at milder condition (T < 70°C and P < 10 bar) and tends to be more robust as a 

biological catalyst has higher tolerance of impurities, e.g. hydrogen sulfide H2S. (Götz et al., 2015).  

Biological methanation can be performed either in the in-situ or ex-situ systems (Angelidaki et al., 

2018; Jensen et al., 2018; Rafrafi et al., 2020). The difference between in-situ and ex-situ systems is 

shown in Figure 1.3. For the in-situ system, hydrogen gas is injected directly into the anaerobic 

digester, as shown in  Figure 1.3(a). In an ex-situ system, hydrogen gas from electrolysers and CO2 from 

external sources, such as syngas gasification, biogas, and flue gas are injected into another bioreactor 

and converted by hydrogenotrophic methanogens into methane, as shown in Figure 1.3(b).  
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Figure 1.3: (a) In-situ and (b) ex-situ biological methanation. Adapted from: Rusmanis et al. (2019) 

As the in-situ system happens in an anaerobic digestor, a brief summary of anaerobic digestion is 

presented hereafter. Anaerobic digestion is a process that occurs widely in nature and it converts 

organic matter into majorly methane and carbon dioxide, in the absence of oxygen (Toerien and 

Hattingh, 1969).  The process is widely used to treat organic effluents, municipal solid waste, and the 

stabilisation of sewage sludge (De Bere, 2000; Rajeshwari et al., 2000). In essence, anaerobic digestion 

is a successive bioprocess of breaking down complex organic wastes into precursors for biogas 

production. The biological methanation is situated at the last step of the anaerobic digestion process. 

Figure 1.4 depicts the typical pathway of the anaerobic digestion of organic wastes. Generally, the 

anaerobic digestion process starts with the pre-treatments and hydrolysis of complex organic matter 

into simpler molecules, classified as carbohydrates, proteins and lipids. The pre-treatments are 

conducted to facilitate the hydrolysis process which is agreed as the rate-limiting step (Mata-Alvarez 

et al., 2000). The hydrolysis process breaks down insoluble organic matter into simple sugar - 

monosaccharides, amino acids and volatile fatty acids or long chain fatty acids. Hydrolysis is followed 

by acidogenesis to degrade monosaccharides and amino acids to organic acids. Small amounts of 
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ethanol and lactate may be present. The organic acids (e.g. propionate, butyrate, long chain fatty acids) 

are further broken down into acetate by acetogenesis process. Acetogenesis is the process of breaking 

down higher volatile fatty acids and other intermediates into acetate, hydrogen and carbon dioxide. 

The last step is the methanogenesis process whereby methane is produced by the methanogenic 

microorganisms. The biomethane is typically produced through acetoclastic methanogenesis and 

hydrogenotrophic methanogenesis. 

 

Figure 1.4: Anaerobic digestion pathways to produce biogas. Adapted from: Meegoda et al. (2018)  

For ex-situ biological methanation, regardless of the use of pure culture or mixed culture system, 

hydrogenotrophic methanogenesis is the key process during the biological methanation process. The 

CO2 produced in the biogas reacts with exogeneous H2 supply to yield CH4.  

Although the in-situ system does not require any extra infrastructure for post-gas treatment, a recent 

study showed that the hydrogen uptake rate is very low, even with a high volume of H2 injected. Thus, 

the H2 conversion is much lower in an in-situ system, leading to lower biological methanation efficiency 

(low CH4 purity and productivity) than ex-situ system (Götz et al., 2016). The rise of pH due to CO2 

depletion can be observed as it is consumed progressively. This could lead to C-source limitation for 

autotrophic hydrogenotrophic methanogens, thus restraining the CH4 production (Aryal et al., 2018). 

The addition of exogenous hydrogen also affects acetogenesis, as it inhibits the oxidation of long chain 
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volatile fatty acids into acetate (Voelklein et al., 2019). However, some authors suggested that a 

balanced in-situ system with an adequate level of hydrogen can promote successful biogas upgrading. 

The exogenous hydrogen can stimulate Wood-Ljungdahl pathway (homoacetogenesis) where 40% of 

hydrogen can be consumed to produce acetate and subsequently methane, as shown in Figure 1.4 

(Voelklein et al., 2019). Therefore, it balances up the acetate loss from acetogenesis inhibition.  

The initial stages of anaerobic digestion (hydrolysis and acidogenesis) are not present in an ex-situ 

system. Thus, reactor stability and performance only depend on the sufficient provision of CO2, H2, 

hydrogenotrophic methanogens and nutrients (Angenent et al., 2018). In the literature, it is generally 

found that the ex-situ system leads to better biological methanation in terms of purity and 

productivity, as shown in Figure 1.5. The purity signifies the methane content in terms of molar fraction 

in the outlet gas. The productivity is generally defined as the amount of methane produced (in 

mass/mole or in volume) per reactor volume per unit time. Despite the increasing number of scientific 

articles about biological methanation, they lack a coherent and standardised nomenclature which 

hinders the comparison between studies (Thema et al., 2019).  

 

Figure 1.5: (a) CH4 purity and productivity for in-situ (circles) and ex-situ (squares) system. Adapted 

from: Rafrafi et al. (2020).  

Despite the numerous benefits of biological methanation, there are still several unsolved bottlenecks 

before commercially implementing this technology. The major challenge of the biological 

methanation, which is comparable to the challenge of aerobic bioprocesses is the gas-liquid mass 
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transfer limitation. (Lecker et al., 2017; Rafrafi et al., 2020; Rusmanis et al., 2019). This is due to the 

poor solubility of H2 (of the order 1 mg/L at atmospheric pressure compared with that of O2 at 40 

mg/L). Only a few large-scale biological methanation plants with a range of volume between 3.5-100 

m3 are referenced in the literature, signifying that the technology is only at the early stage of its 

commercial application (Rafrafi et al., 2020). Extensive investigations on reactor design, system 

configurations and operating conditions are still mainly at the laboratory or pilot scale. Several reactor 

designs, such as stirred tank reactors (Figueras et al., 2021; Martin et al., 2013; Peillex et al., 1990), 

bubble column reactors (Bassani et al., 2017; Kougias et al., 2017; Laguillaumie et al., 2022; Voelklein 

et al., 2019), membrane reactors (Díaz et al., 2015; Luo and Angelidaki, 2013), fixed-bed reactors (Lee 

et al., 2012) and trickled bed reactors (Markthaler et al., 2020; Sieborg et al., 2020; Strübing et al., 

2018; Ullrich et al., 2018), have been studied to demonstrate the feasibility of biological methanation. 

Different strategies for the operating configurations and conditions have been investigated to improve 

H2 mass transfer efficiency (Bassani et al., 2017; Kougias et al., 2017; Ullrich and Lemmer, 2019). 

Each reactor technology applied for biological methanation has its advantages and drawbacks. But 

optimisations of the reactor design and operating conditions have to be conducted to ensure a good 

gas-liquid mass transfer in the system (Grimalt‐Alemany et al., 2018). Several initiatives have been 

discussed in the literature to improve the mass transfer rate in different reactor configurations. The 

next section presents a mini technical review of bioreactor design for biological methanation studied 

in the literature.  
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1.1.1 Bioreactor design for biological methanation  

1.1.1.1 Stirred-tank reactor (STR) 

The most common reactor system studied for the biological methanation process is a stirred tank 

reactor (STR) (Grimalt‐Alemany et al., 2018; Lecker et al., 2017). The mass transfer rate depends on 

several factors, such as the reactor design, the impeller configuration, the volumetric power input, and 

the gas flow rate. In STR, increasing gas flowrate requires higher volumetric power input to maintain a 

high interfacial area, otherwise, coalescence may occur, leading to a decrease in interfacial area. Peillex 

et al. (1988) compared the biological methanation efficiency of a Rushton turbine with a straight blade 

impeller. It is found that the Rushton turbine promotes better radial flow and improved the volumetric 

mass transfer coefficient by 124% in comparison to a straight blade impeller.  

Another common solution to enhance the mass transfer in a stirred tank is to increase the bubble 

break-up by increasing the agitator’s power-to-volume ratio. Luo and Angelidaki (2012) showed that 

the gas-liquid mass transfer is the rate-limiting factor when they studied the biogas upgrading in a 1 L 

laboratory stirred-tank reactor under thermophilic condition. They observed a CH4 content improved 

from 90% to 95% when the mixing speed was increased from 500 to 800 rpm. They also demonstrated 

that a high gas injection rate improves the biogas productivity but the CH4 purity decreases. However, 

it is costly to increase the mass transfer by increasing the agitation power in a commercial large-scale 

stirred tank reactor. This scale-up effect was elucidated in the work of Savvas et al. (2017). By 

considering a stirring speed of 1200 rpm, a 2 L and 5 L STR equipped with 2 Ruston type impeller would 

have a power consumption of 28 kWh.m-3.d-1 and 360 kWh.m-3.d-1, respectively. This means that for a 

CH4 production of 40 L.L-1.d-1, the energy spent by the system would be 7% and 90%, respectively of 

the energy contained in the end product. The power consumption of a STR can be calculated using 

equation (1.2). 

 P = 𝑁𝑝𝜌𝑁
3𝐷5 (1.2) 

Where 𝑁𝑝 is the power number, 𝜌 is the fluid density, 𝑁 is the angular velocity of the impeller, and D 

is the impeller diameter. The increase in the impeller diameter due to scale-up will increase 

significantly the mixing power consumption, as the power is directly proportional to the diameter 

raised to the power of 5. The power number 𝑁𝑝 depends on the impeller design and hydrodynamic 

regime, but in the turbulent regime, the power number becomes independent of the Reynolds 
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number, as shown in Figure 1.6. Table 1.1 summarises the power number for some typical impellers 

for 𝑅𝑒 > 2 × 104.  

 

Figure 1.6: Power number as a function of Reynolds number. Adapted from: Paul et al. (2004) 

Table 1.1: Power number in the turbulent regime for different impellers in standard STR. Adapted 

from: Nienow (1998) 

Impeller type 𝑁𝑝 

6-blade Rushton 5 

12-blade Rushton 7.5 

Scaba 1.45 

4-blade, 45° pitch turbine 1.27 

6-blade, 45° pitch turbine 1.70 

A315 0.84 

Moreover, the achievable gas retention time in a STR is relatively short, gas bubbles formed after 

injection will rise to the surface within seconds, leading to a low mass transfer rate (Ullrich et al., 2018). 

Seifert et al. (2014) investigated the gas flow rates and the reactor pressure in the off-gas quality and 

productivity. The authors demonstrated that increased gassing rates improve the CH4 productivity due 

to the increase of volumetric mass transfer coefficient but the H2 conversion efficiency decreases. This 

conversion efficiency can be compensated by a simultaneous increase of the reactor pressure (Seifert 

et al., 2014). 
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1.1.1.2 Trickle-bed reactor (TBR) 

Trickle bed reactors are reactors with packed solid support material which offers a high volumetric 

surface area for mass transfer. Generally, the interfacial area is independent of the gas flowrate, 

provided the wetting is perfect. The interfacial area is dependent on the support material and the gas 

retention time is controlled by the gas substrate feed rate. The microorganisms are immobilised on 

the surface of the packing, with the liquid continuously wetting the microorganisms’ surfaces (Lecker 

et al., 2017; Ullrich et al., 2018). Due to the high specific interfacial area, the gas substrates in contact 

with the liquid ensure continuous substrates mass transfer. Ullrich et al. (2018) reported a higher CO2 

and H2 conversion rates and higher methane contents in the outlet can be achieved by raising the 

operating pressure in the trickle-bed reactor. They tested three operating pressures of 1.5, 5 and 9 bar 

absolute and they observed a higher methane fraction and a higher methane formation rate at high 

pressure. Some authors also confirmed that a higher methane fraction (> 90%) in the product gas can 

be achieved for a trickle-bed reactor compared to a STR at (85%) (Alitalo et al., 2015; Burkhardt and 

Busch, 2013; Ullrich et al., 2018). Ullrich and Lemmer (2019) conducted a gas-liquid mass transfer 

enhancement experiment in a trickle-bed reactor by performing liquid flow modulation. The methane 

purity in the outlet was significantly increased as pause intervals without liquid sprinkling became 

longer. It is shown that the CH4 purity increases from 89% to 97% by switching from the liquid 

circulation interval of 2 minutes to 1-day. The liquid modulation offers various advantages: (1) better 

distribution of nutrient solution on the microorganisms’ surface, (2) a thinner liquid film for a better 

mass transfer and (3) lower energy consumption of the process. Alitalo et al. (2015) also do not observe 

any loss in biological activity if the packing material is wetted once every 72 h. Although the liquid is 

only supplied occasionally, homogeneous distribution of liquid over the packing material is essential 

to limit dead zones without methanogenic activity (Dupnock and Deshusses, 2019). This depends on 

several parameters, including the packing material’s wettability, the liquid velocity and the liquid 

viscosity (Jensen et al., 2021). The hydrodynamic particularly the gas-liquid dispersion in the trickle-

bed reactor is also very important in order to achieve efficient biological methanation. Kimmel et al. 

(1991) compared the CH4 productivity in two trickle-bed reactors of different diameters in response to 

an increase in the H2 gas loading rate. The smaller TBR was reported to have higher productivity due 

to better liquid distribution, thus better wetting, which favour enhanced CH4 productivity. The plug 

flow conditions might not have been ideal because of a wider diameter; thus, the wetting is imperfect, 

and therefore lower CH4 productivity was observed. Figure 1.7 presents some packing materials that 

have been tested in the literature.  
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Figure 1.7: Different packing material used in the trickle-bed reactor. (a) Commercial packing 

material Bioflow40 made by company RAUSCHERT used in Burkhardt and Busch (2013), (b) Spherical 

porous clay granule used in Markthaler et al. (2020), (c) Commercial packing material Hel-X bio 

carrier made by company Christian Stöhr GmbH used in Strübing et al. (2018, 2017). 

1.1.1.3 Membrane reactor 

In a hollow fibre membrane reactor, membrane modules are submerged in the liquid and the gas is 

sparged through the small pores into the surrounding liquid. The gas retention time is dependent on 

the gas feed rate, thus independent of the gas-liquid mixing (Jensen et al., 2021). The fibre design is 

classified as hydrophilic or hydrophobic. If hydrophilic fibres are applied, the water is absorbed into 

the pores, thus the gas can be transferred directly into the liquid without the formation of bubbles. 

Luo and Angelidaki (2013) reported a 90% CH4 content in the off-gas and they studied the H2 gas flow 

rate on the reactor performance. The authors showed an increase in CH4 content (78.4% to 90.2%) 

when the H2 flowrate increases from 0.93 to 1.44 L/L/d. In the literature, high volumetric mass transfer 

coefficient (𝑘𝐿𝑎) are reported for this novel technology which is translated to high CH4 purity (Díaz et 

al., 2015; Luo and Angelidaki, 2013; Munasinghe and Khanal, 2012). Díaz et al. (2015) explained the 

high 𝑘𝐿𝑎 by the fact that the sparging area of the membrane module is much larger compared to other 

diffusers used in STR or bubble column (gas sparging area to reactor volume ratio of 30m²/m3). While 

hollow fibre membranes provide instantaneous gas-liquid mass transfer, the gas and liquid flowrates 

are limited due to the porosity and relatively small surface area, leading to low CH4 productivity (Jensen 

et al., 2021; Rusmanis et al., 2019). It also suffers from some other drawbacks, such as high operating 

costs caused by membrane fouling (Rusmanis et al., 2019). The build-up of biofilm on the membrane 

over the system lifespan will decrease the operational efficiency as higher diffusional resistance is 

obtained resulting from biofouling. Eventually, backwashing is needed which leads to lower biological 
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methanation efficiency.  Figure 1.8 shows two examples of membrane reactor design used in the 

literature.  

 

Figure 1.8: Membrane reactor design. (a) Hollow-fiber membrane module used in Díaz et al. (2015) 

was composed of 232 polymeric fibers with a pore size of 0.4 µm, a length of 550 mm and a total 

membrane surface of 0.93 m2. (b) Hollow-fiber membrane module used in Pratofiorito et al. (2021) 

was composed of 19 polypropylene fibers with a pore size of 0.2 µm, a length of 390 mm and a total 

membrane surface of 0.198 m2. 
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1.1.1.4 Bubble column reactor 

In the literature, bubble column reactor for biological methanation is relatively less present than STR 

and trickle-bed reactor (Rusmanis et al., 2019). Ironically, the bubble column design is very simple 

without any mechanical stirring device, yet it provides good mixing and mass transfer properties (Shah 

et al., 1982). The gas bubbles are dispersed in the liquid via different gas sparger systems. The mass 

transfer rate in a bubble column is governed by several parameters, such as the superficial gas velocity, 

the gas and liquid phase properties, the solid concentration, the reactor design, the gas diffuser, and 

the operating conditions (Kantarci et al., 2005). The reason behind such many dependent parameters 

is the fact that multiphysics phenomena are highly coupled in a bubble column (Darmana et al., 2007). 

Namely, mixing is induced by buoyancy effects which depend heavily on bubble size and gas holdup 

(Laupsien et al., 2017; León-Becerril et al., 2002; McClure et al., 2015a; Mudde and Simonin, 1999). 

Bubble column enables to achieve higher average mass transfer driving force due to favourable gas 

composition spatial profiles and higher gas retention time (Chen et al., 2015). It offers non-mechanical 

mixing and hence it has a relatively low operation cost (Grimalt‐Alemany et al., 2018). However, due 

to the low solubility of H2, the biological methanation performance using bubble column reactor is 

poor with the CH4 purity found below 90% (Bassani et al., 2016; Voelklein et al., 2019). Therefore, 

optimisation is required to enhance the mass transfer efficiency in bubble column reactor. Voelklein 

et al. (2019) demonstrated that a grid standard purity of CH4 is only achievable through a 24 h gas-

batch system using a 9.5 L bubble column reactor, hampering the application of continuous gas feed 

system. Guiot et al. (2011) showed that a gas recirculation-to-feed ratio of 18:1 is able to improve the 

CH4 productivity from 0.49 mmol CH4/gVSS/d to 2.55 mmol CH4/gVSS/d. Different authors also 

confirmed that gas recirculation enhances the productivity of CH4 (Grimalt‐Alemany et al., 2018; 

Kougias et al., 2017). The sparger design becomes important for the mass transfer limiting process, 

whereby fine sparger is shown to be enhancing the mass transfer compared to coarse sparger, as 

shown in Figure 1.9. In general, fine sparger gives a smaller bubble size and promotes homogeneous 

flow, resulting in higher volumetric mass transfer coefficient (Deckwer et al., 1974; Möller et al., 2017).    
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Figure 1.9: Comparison of mass transfer coefficient according to sparger design. (a) Adapted from 

the work of Deckwer et al. (1974). The coarse sparger is composed of a cross with 56 nozzles of 1 

mm diameter. The fine sparger is composed of a glass sintered porous plate. The lines are predictions 

using NTU method and correlations.  (b) Adapted from the work of Möller et al. (2017). The fine 

sparger is composed of 13 nozzles of 0.8 mm diameter. The coarse sparger is composed of a centred 

hole distributor with a diameter of 2.9 mm. The lines are best fitted curve.  

1.1.1.5 Conclusion on bioreactor design for biological methanation 

Different reactor technologies have been used to study biological methanation with the objective to 

reach grid-quality CH4 purity and high productivity. It is found that the optimisation of operating 

conditions and reactor configurations is often necessary to achieve high biological methanation 

performance. For STR, the optimisation of reactor and impeller designs and agitation speed is 

necessary to obtain high mass transfer efficiency. For trickle-bed reactors, the key to efficient mass 

transfer is to distribute homogeneously the liquid nutrient in order to ensure perfect wetting and thin 

liquid film. High pressure also intensifies the mass transfer. For membrane reactors, the optimisation 

of high surface per volume ratio and backwashing is required to avoid biofouling. For bubble column 

reactors, increasing gas retention time via gas recycling is beneficial for gas conversion and therefore 

CH4 productivity. Different reactor configurations offer distinct mass transfer performance, translated 

by a different range of volumetric mass transfer coefficient (𝑘𝐿𝑎), leading to very different biological 

methanation efficiency. Munasinghe and Khanal (2010) reported the characteristic values of 𝑘𝐿𝑎 

obtained for different reactor designs. It offers a very general guideline on optimisation parameters 

for mass transfer performance. Thema et al. (2019) also generalised the typical hydrodynamic and 
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mass transfer performance for different bioreactor designs. Table 1.2 and Table 1.3 summarise the 

findings of Munasinghe and Khanal (2010) and Thema et al. (2019). It should be emphasised that these 

values can only be used as a reference for the order of magnitude, as a large difference in the 𝑘𝐿𝑎 

value can be observed, e.g. 𝑘𝐿𝑎 varies between 18 – 860 h-1 in bubble columns, as presented in Table 

1.2. Figure 1.10 shows the gas-liquid interfacial area generated in different reactor systems. In STR and 

bubble column, the bubble generated is dispersed in the liquid bulk. In the membrane reactor, gas is 

diffused through the membrane to the biofilm forming on the outer layer of the membrane. In TBR, 

the gas is in contact with the liquid film formed on the packing material.  

Table 1.2: Performance parameters of various bioreactors. Adapted from: Munasinghe and Khanal 

(2010) 

Reactor configuration 𝑘𝐿𝑎 (h-1) Performance parameters References 

Stirred tank  10-500 
Agitation speed, gas flow 

rate 
(Charpentier, 1981) 

Bubble columns 18-860 Gas flow rate, bubble size 

(Bouaifi et al., 2001; 

Charpentier, 1981; 

Datar et al., 2004) 

Packed bubble columns 18-430 
Packing media properties, 

liquid and gas flow rate 
(Charpentier, 1981) 

Packed columns co-current flow 
1.5-

3670 

Packing media, liquid and 

gas flow rate 
(Charpentier, 1981) 

Packed columns trickled flow 36-360 
Packing media, liquid and 

gas flow rate 
(Charpentier, 1981) 

Microbubble sparged bubble 

column 

200-

1800 
Bubble size 

(Bredwell and 

Worden, 1998) 

Internal loop airlift reactor 140-220 
Aeration rate, pumped 

liquid flow rate 

(Fadavi and Chisti, 

2005) 

Airlift reactor with net draft tube 18-160 
Superficial gas velocities, 

reactor pressure 
(Wu et al., 1992) 
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Table 1.3: Order of magnitude for some key parameters of bioreactors. Adapted from: Thema et al. 

(2019) 

Parameter Unit 
Trickle-Bed 

Reactor 

Continuous 

Stirred Tank 

Reactor 

Bubble 

Column 

Reactor 

Membrane 

Reactor 

Gas holdup - 0.75-0.98 0.05-0.3 0.02-0.4 - 

Liquid holdup - 0.5-0.2 0.7-0.95 0.7-0.95 - 

Specific area m²/m3 60-640 100-1500 100-1000 70-180 

Mass transfer coefficient m/s 0.4-2x10-4 0.3-4x10-4 1-4x10-4 1-10x10-4 

Volume specific power input Wh/m3 4.3 50 12.5-15.6 - 

 

Figure 1.10: Gas-liquid interfacial area generation in (a) bubble dispersion system, namely STR and 

bubble column, (b) membrane and (c) TBR reactors. Adapted from: Jensen et al. (2021) 

Table 1.4 reports the ex-situ biological methanation performance achieved using different reactor 

designs, configurations, and operating conditions. Only the ex-situ biological methanation is 

highlighted as it is more efficient than the in-situ configuration. As discussed in Section 1.1.1.4, very 

few biological methanation works using bubble column reactors are reported in the literature. It is 

found that trickle-bed reactor is highly studied to obtain efficient biological methanation. The reason 

is related to the optimal equilibrium between high mass transfer efficiency and low energy input. It is 

possible to achieve high CH4 purity and productivity using STR, but it requires intense mixing with some 

reported agitation speed up to 1500 rpm (Peillex et al., 1990; Seifert et al., 2014). It is reported in 

Peillex et al. (1990) whereby a high CH4 purity and productivity of 96% and 288 L/L/d was obtained in 

a 1.5 L laboratory-scale STR with an agitation speed of 1200 rpm and an airflow rate of 2 L/min (see 
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Table 1.4).  Therefore, STR is not a viable option for large-scale biological methanation due to high 

energy demand. In comparison to STR, a trickle bed reactor requires less energy input as no stirring is 

necessary. The gas substrates that enter the reactor are in contact with the methanogens that are 

immobilised as a biofilm on the packing. The liquid nutrient trickles through the reactor with a very 

thin liquid film (if the hydrodynamic is well controlled), leading to very low diffusion resistance for 

mass transfer. Furthermore, increasing the pressure in trickle-bed reactors has a direct positive impact 

on H2 mass transfer, and thus the CH4 purity and productivity (Burkhardt et al., 2019). This is in contrast 

with a bubble column reactor whereby for the same gas molar feed, increasing pressure will not bring 

any positive impact to the mass transfer (Maalej et al., 2003). Nevertheless, it is found that existing 

industrial-scale biological methanation plants are installed with the STR technology (Rafrafi et al., 

2020), probably due to well-known physics as STR is used traditionally in bioprocesses (Garcia-Ochoa 

and Gomez, 2009).  

In this thesis, the reactor design of interest is the bubble column reactor for the following reasons:  

• Pilot-scale ex-situ biological methanation experimental data is available for model validation. They 

are measured by the SYMBIOSE research group in our lab (Rafrafi et al., 2019).  

• Wide range of experimental and numerical data on pilot-scale and industrial-scale bubble columns 

exist in the literature for chemical and biochemical processes. These data can be used to validate 

our numerical developments at several scales and for different (bio)reactive bubble column 

utilisations. 
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Table 1.4: Ex-situ biological methanation performance for different reactor design reported in the literature.  

1Pressure is not specified. It is assumed to be ambient pressure Patm 

Reactor design 
𝑇  

(°C) 
𝑃 
 

H2 :CO2 :CH4 

Max CH4 % 
(corresponding 
CH4 productivity 

in L/L/d) 

Max 
productivity in 

L/L/d 
(corresponding 

CH4 %) 

Reference 

Bubble column.  
Working volume of 1.4 L 

52 Patm
1 62%:15%:23% 98% (-) (-) (Kougias et al., 2017) 

Bubble column with ceramic diffuser.  
Reactor volume of 9.5 L. 

55 Patm 80%:20%:0% 92% (1.7) 3.7 (92%) 
(Voelklein et al., 

2019) 

Bubble column with ceramic diffuser.  
Reactor volume of 9.5 L. 

55 Patm 73%:18%:9% 23% (5.1) 5.1 (23%) 
(Voelklein et al., 

2019) 

STR.  
Working volume of 1.4 L 

52 Patm
1 62%:15%:23% 79% (-) - (Kougias et al., 2017) 

STR from Biostat C+, Sartorius Stedium biotech AG, 
Göttingen, Germany. 
Reactor volume of 10 L. Working volume of 3.5 – 5 L. 

65 
1 bar 

– 
2 bar 

80%:20%:0% 85% (137.17) 511 (60%) (Seifert et al., 2014) 

STR with magnetic stirrer.  
Working volume of 2 L. 

55 Patm
1 - 89% (0.1) 0.36 (85%) (Bassani et al., 2015) 

STR with magnetic stirrer. 
Reactor volume of 1 L. Working volume of 0.6 L. 

55 Patm
1 60%:15%:25% 95.4% (1.5) 5.3 (90.8%) 

(Luo and Angelidaki, 
2012) 

STR with Rushton-type impeller.  
Working volume of 3.5 L 

60 

1 bar 
– 

1.2 
bar 

80%:20%:0% 84.81% (9.93) 34 (48.77%) (Martin et al., 2013) 

STR with Rushton-type impeller. Working volume of 1.5 L 65 Patm
1 80%:20%:0% 96% (288) 288 (96%) (Peillex et al., 1990) 

Membrane reactor. Working volume of 0.75 L 37 Patm
1 80%:20%:0% 97% (20) 25 (73%) (Savvas et al., 2017) 

Membrane reactor. Working volume of 0.195 L 37 Patm
1 80%:20%:0% 90% (1.13) 3.95 (60%) (Ju et al., 2008) 
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Membrane reactor. Working volume of 31 L 55 Patm
1 80%:20%:0% 84% (2) 9.5 (65%) (Díaz et al., 2015) 

Membrane reactor. Working volume of 3.42 L 37 Patm
1 80%:20%:0% 97% (1.05) 1.17 (80%) 

(Pratofiorito et al., 
2021) 

TBR with packing material of glass rings from Sigma-Aldrich. 
Specific area of 0.002m²/g. Working volume of 1 L 

54 Patm 62%:15%:23% 99.1% (0.88) 1.74 (95.1%) (Porté et al., 2019) 

TBR with Polypropylene packing rings (Hiflow rings type 15-7, 
RVT Process Equipment). Specific area of 312 m²/m3.  
Reactor volume of 7.5 L. Working volume of 5.8 L. 

37 Patm
1 80%:20%:0% 98.26% (1.3) 2.52 (84%) 

(Rachbauer et al., 
2016) 

TBR with packing material of Bioflow 40 from RAUSCHERT.  
Specific area of 305m²/m3. 
Reactor volume of 26.8 L. Working volume of 5 L. 

37 Patm 80%:20%:0% 97.5 % (0.65) 1.17 (94%) 
(Burkhardt and Busch, 

2013) 

TBR with packing material of Bioflow 40 from RAUSCHERT. 
Specific area of 305m²/m3.  
Reactor volume of 90 L. Working volume of 61 L. 

37 Patm 80%:20%:0% 98% (0.4) 1.49 (92%) 
(Burkhardt et al., 

2015) 

TBR with packing material of Bioflow 40 from RAUSCHERT. 
Specific area of 305m²/m3.  
Reactor volume of 90 L. Working volume of 61 L. 

37 
1-25 
bar 

80%:20%:0% 99.7% (3.1) 5.75 (97.7%) 
(Burkhardt et al., 

2019) 

TBR with two packing material: at the bottom RFK 25 L type 
carrier with a specific area of 313 m²/m3. and at the top Hel-
X bio carrier HXF12KLL from Christian Stöhr GmbH & Co. KG, 
Germany with a specific area of 859 m²/m3.  
Reactor volume of 72.6 L. Working volume of 58.1 L. 

55 Patm 80%:20%:0% 99.1% (1.7) 15.4 (98.1%) (Strübing et al., 2017) 

Two FBR in series. Solid support made up of vermiculite shales 
and graunilar perlite submerged in biological broth. 
Reactor volume of 4.4 L. Working volume of 4 L. 

53 Patm
1 80%:20%:0% 90% (1.73) 4.03 (50%) (Alitalo et al., 2015) 

Two upflow reactor in series. 
Reactor volume of 1.4 L each. 

52 Patm
1 62%:15%:23% 66% (-) - (Kougias et al., 2017) 

3 TBR in series with random packing material from Christian 
Stöhr GmbH & Co. KG, Germany. 
Specfic srface area of 861 m²/m3 
Reactor volume of 22.5 L each.  

40 
1 – 5 
bar 

80%:20%:0% 97% (5.62) 5.62 (97%) 
(Ullrich and Lemmer, 

2019) 
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1.1.1.6 Large-scale biological methanation plant  

As mentioned previously in the introduction, biological methanation technology is still in its early stage 

of development, very few large-scale projects are referenced in the literature. Nevertheless, some 

examples are starting to emerge through joint-venture of different companies (Rafrafi et al., 2020). 

• MicrobEnergy (Viessmann, HZI) 

Recently, the Viessmann group sold their subsidiary MicrobEnergy company which has carried out 

large-scale tests with in-situ and ex-situ biological methanation to a Swiss-Japanese cleantech 

company Hitachi Zosen Inova (HZI) (Viessmann, 2021). It is reported that the 100 m3 in-situ biological 

methanation plant is situated in Allendorf, Germany. The anaerobic digestor produces 175 Nm3/h of 

CH4 at 53% purity. The injection of 20 Nm3/h of H2 upgrades the biogas to 60% CH4 at 198 Nm3/h 

productivity (Reuter, 2013). Another 5 m3 ex-situ plant is also installed by MicrobEnergy in Allendorf, 

Germany. The ex-situ bioreactor operates between 50 to 80°C and 5 to 15 bar. The agitation speed is 

indicated to be at 400 rpm. Two electrolysers of 150kW capacity provide a maximum hydrogen 

flowrate of 60 Nm3/h to the reactor. It is shown that with an input of 15 Nm3/h of H2, the biogas 

produced CH4 at 96% purity and at a flowrate of 5.5 Nm3/h (Heller, 2015; IEA Bioenergy, 2018).  

• Electrochaea 

Electrochaea is a growth-stage company that provide grid-scale energy storage solution in North 

America and Europe. Electrochaea patented an ex-situ single culture highly efficient strain with 

Methanothermobacter thermautotrophicus (www.electrochaea.com). In 2016, Electrochaea 

commissioned the world’s largest 1 MW Power-to-gas plant in the framework of the BioCat project. 

The system includes a commercial scale methanation reactor, an anaerobic digestor plant, an 

electrolyser, a gas polishing system and a gas grid injection station, all located at the BIOFOS 

wastewater treatment facility in Avedøre, near Copenhagen (www.electrochaea.com/technology). 

The reactor operates at 65°C and under 9 bar. The reactor design is a tall STR with multiple-stage 

impeller. The exact dimension of the reactor varies according to the literature, but it is agreed to reach 

approximately 10 m (Rafrafi et al., 2020; Rusmanis et al., 2019) The electrolyser provides a capacity of 

200 Nm3/h of hydrogen to upgrade the biogas up to 98% purity and 50 Nm3/h productivity (Lardon et 

al., 2018; Rusmanis et al., 2019; Sveinbjörnsson and Münster, 2017).   

Figure 1.11 presents the biological methanation demonstration plant of MicrobEnergy and 

Electrochaea. It shows that Electrochaea’s bioreactor adapted a higher height-to-diameter ratio and it 

http://www.electrochaea.com/
http://www.electrochaea.com/technology
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is designed to treat higher hydrogen loading up to 200 Nm3/h compared to that of MicrobEnergy of 15 

Nm3/h. 

 

Figure 1.11: (a) 5 m3 ex-situ biological methanation plant of MicrobEnergy in Allendorf, Germany (b) 

Electrochaea biological methanation plant in Avedøre, Denmark  
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1.2 Multiphysics coupling in bioreactors 

The bioreactor has been used since early ancient times, primarily for beer brewing, cheese and 

winemaking. The discovery of antibiotics in the 30’s pushed a breakthrough in the pharmaceutical 

industry to establish large-scale production in order to meet global medical needs. Apart from 

antibiotics, pharmaceutical groups and big food & beverage companies also developed bioprocesses 

that use micro-organisms to synthesize added-value products such as amino acids, enzymes, organic 

acids and proteins which become equally interesting as the manufacturing of commodity chemicals 

and food & beverages. This industrial biotechnology evolution challenges engineering skills in 

understanding the optimisation of reactor design and the operation of bioreactors (Mandenius, 2016).  

Although there are some advances in biotechnology, a major challenge for current industries is to 

define a more standardised scale-up criteria rather than using empirical and traditional heuristics 

methods. To meet large-scale productions, industrial bioreactors are usually ten to thousand times 

larger than lab-scale bioreactors, hence, they could exhibit very different culture conditions than lab-

scale bioreactors. Enfors et al. (2001) demonstrated the existence of spatial heterogeneities in 

industrial-scale culture when E. Coli cultivations were compared between a 22m3
 reactor and a lab-

scale culture. Indeed, the operating conditions (pH, temperature, substrates concentration, etc) are 

better controlled in the small-scale compared to the large-scale. The mixing time is short to ensure 

homogeneous culture for the microorganisms. The difficulty arises when the length scale of the system 

studied increases. The mixing time increases with the reactor size, while the time constant associated 

with the bioreaction remains constant. This leads to non-ideal mixing and it creates heterogeneities 

and nutrient concentration gradients. Under these conditions, microbial cells will experience 

fluctuating conditions, forcing them to adapt to the environment they encountered according to the 

locally available substrates (Haringa et al., 2016; Morchain et al., 2013; Nadal-Rey et al., 2021b). These 

spatial gradients and environmental fluctuations require in-depth analysis to elucidate their effects on 

the metabolism and overall performance. In-silico predictions and simulation tools gain interest to 

investigate these multiphysics coupling phenomena as researchers used these tools to design 

bioprocesses, study mixing, and perform parametric studies on the operating conditions in order to 

reduce undesired concentration gradients and maximise production yields (Delafosse et al., 2010; 

Gernaey et al., 2010; Gernaey and Jeppsson, 2014; Haringa et al., 2017; Morchain et al., 2013; Nadal-

Rey et al., 2021a; Nauha, 2019; Pigou and Morchain, 2015; Siebler et al., 2020; Sin et al., 2009). Because 

of the strong coupling between different physical phenomena with the biological phase and the 

complexity of cellular metabolism, it is generally challenging to predict and model bioreactor 
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performance. Due to the presence of multiphysics phenomena at different time and spatial scales in 

the bioreactor, it requires various modelling strategies to achieve the objective of the study, depending 

on the computational resources. Figure 1.12 depicts the coupling phenomena between 

hydrodynamics, gas-liquid mass transfer and gas-fed bioreaction in a bubble column reactor.  

 

Figure 1.12: Multiphysics coupling in a bubble column reactor applied to biological methanation. 

Adapted from: Ngu et al. (2022a)  

A prerequisite to studying bioreactors is the definition of a suitable model, which represents a closed 

set of equations describing the dynamic evolution of the biological culture, and the use of numerical 

methods to ensure stable resolution of the equations. As widely used in chemical reactor modelling, 

the most generic model that can be used to describe the dynamic evolution of the biological phase is 

the conservation equation that solved for the local mass balance of any species present in the 

bioreactor. It is written such as:  

 𝜕𝐶(�⃗�, 𝑡)

𝑑𝑡
+ �⃗⃗�(�⃗�, 𝑡). ∇⃗⃗⃗𝐶(�⃗�, 𝑡) − ∇⃗⃗⃗. (𝐷∇⃗⃗⃗𝐶(�⃗�, 𝑡)) = 𝑅(𝐶(�⃗�, 𝑡)) (1.3) 

with �⃗�  is the vector location in the reactor, t is the time, �⃗⃗�  is the local velocity, and 𝐶  is the 

concentration of the transported species. Equation (1.3) describes the variation in time of any species 

at a certain location in the reactor. It is influenced by the convective fluid motion (LHS 2nd term) and 

the diffusive fluid motion (LHS 3rd term) and the existence of sink/source term (RHS term). The last 

term usually deals with the mass transfer term and the reaction term. Even though Equation (1.3) 
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represents a general form of a species transport model, it is important to emphasise two aspects that 

are the core of bioreactor modelling: physical transport on the LHS and the mass transfer or the 

bioreactions on the RHS. On one hand, the description of physical transport deal with the 

hydrodynamic behaviour of multiphase flow in the bioreactor. On the other hand, the bioreaction 

modelling has to deal with the contribution of each viable microorganism to the overall local 

bioreaction rate. Both aspects need to be dealt with caution and will bring complementary challenges 

to bioprocess modelling. The coupling between the physical transport and bioreaction has to be 

addressed in detail to capture the relative events in the bioreactor. The challenges in bioreactor 

modelling will be addressed in the following. 
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1.2.1 Challenges in bioreactor modelling  

1.2.1.1 Describing gas-liquid hydrodynamics 

Bioreactors are often multiphase systems with the presence of gas bubbles, liquid culture medium, 

and solid biomass suspensions. The gases are supplied to ensure aerobic respiration or are sometimes 

produced by microorganisms. Due to the low Stokes number of microorganisms, the biological phase 

is supposed to follow the same trajectories as the liquid. Hence, a two-phase flow approach is generally 

sufficient to address the hydrodynamic description in a bioreactor, while the three-phase approach is 

relevant to address mass conservation aspects (Delafosse, 2008; Linkès, 2012). Depending on the 

operating conditions, the gas-liquid mixing flow can be chaotic and therefore very challenging to model 

in large-scale bioreactors. A complete hydrodynamic model is necessary to describe the velocity field 

of the two-phase bubbly flow. The velocity field of large-scale bioreactors can be modelled by solving 

3D fluid mechanics equations, namely Reynolds Averaged Navier-Stokes (RANS) equations (Bach et al., 

2017; Elqotbi et al., 2013; Haringa et al., 2017; Sarkizi Shams Hajian et al., 2020) or by enforcing a 

circulation map through so-called Compartment models (Delafosse et al., 2014; Pigou and Morchain, 

2015; Vrábel et al., 1999) or by simplified 1D flow models when the two-phase flow occurs essentially 

in one preferential direction (Chen et al., 2015, 2016; Ngu et al., 2022a; Siebler et al., 2020).  

1.2.1.2 Physical and biological regimes 

The next challenge in bioreactor modelling is the description of the reaction term 𝑅(𝐶(�⃗�, 𝑡))  in 

equation (1.3) as it involves a broad range of phenomena whose modelling is not straightforward. 

Depending on the bioreaction of interest, different microorganisms assimilate various substrates (e.g. 

glucose, oxygen, carbon dioxide, organic molecules, etc.) and metabolise these substrates for growth, 

maintenance and intercellular activities. Strictly speaking, chemical transformations take place inside 

the cell and they are preceded by mass transfer between the liquid phase and the biological phase. 

Hence, the context is that of heterogeneous catalysis. 

Intercellular activities or metabolic pathways of microorganisms may differ between strains and also 

between individuals of the same strain, depending on the living environment and the physiological 

state of each individual cell. Recent progress in experimental techniques has led to novel databases 

and models to understand and predict the intercellular activities and overall functioning of cells for 

common stains used in industrial bioprocesses (Heavner et al., 2013, 2012; Orth et al., 2011).  

For the bioreaction to occur within a cell, the substrate from the culture medium must be first 

assimilated by the cell. These microorganisms can be treated as reactive heterogeneous catalysts. The 
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substrate is first brought to the vicinity of a cell through external physical transport. The assimilation 

will occur as the substrate passes through the cell membrane via diffusion or transporters. The state 

of these transporters depends on the external (pH, substrate concentration, light, temperature) and 

internal fluctuations (metabolite concentration, storage, famine, etc.) (Pigou, 2018). In the field of 

chemical engineering, the standard approach for heterogeneous catalysis is to compare the 

characteristic time of external mass transfer and reaction in order to identify whether the reaction is 

controlled by kinetic or physical transport aspects. Morchain et al. (2017) introduced the concept of 

biological and physical transport limitation regimes and proposed a general formulation of a 

bioreaction sink term.  

 𝑅(𝐶(�⃗�, 𝑡)) = 𝜑. 𝑋

𝜑 = 𝜑𝑏 (1 − 𝑒−𝜑
𝑒 𝜑𝑏⁄ )

𝜑𝑒 =
𝐶

𝜏𝑚𝑋

 (1.4) 

𝜑  is the specific mass transfer rate. 𝑋  is the cell mass per unit volume. 𝜑𝑒  is the specific rate of 

transport due to micromixing. 𝜑𝑏  is the current cell specific uptake capacity, expressed as Monod 

model, for example. 𝜏𝑚  the micromixing time. In brief, mass transfer proceeds at a specific rate 

corresponding to the current cell capacity unless external transport is limiting. In contrast to standard 

heterogeneous catalysis, the Damkhöler number 𝜑𝑒 𝜑𝑏⁄  varies not only with the external conditions 

but also with the physiological state of the cell since 𝜑𝑏 evolves in time. The concept of limitation is 

now based on a ratio of specific rates rather than in an absolute manner using concentration 

thresholds. In the end, the calculation of the “apparent reaction rate” results from a trade-off between 

external supply and biological demand (Morchain et al., 2021). 
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1.2.2 Multiphase bioreactor modelling approaches 

Bioreactor behaves as a multiphase system and a more rigorous approach is necessary to consider the 

interactions between the phases, including mass and momentum transfer. The description of these 

transport and transfer phenomena is crucial for bioreactor modelling, especially when the transfer of 

substrates or products occurs between different phases. First, the hydrodynamic description for the 

gas-liquid phase is addressed. Next, the interfacial mass transfer is described with different closure 

models. Finally, models for biological kinetics are presented.  

1.2.2.1 Euler-Euler modelling of gas-liquid hydrodynamics 

Depending on the bioreactor scale and the variable of interest, different hydrodynamic models are 

needed to address the gas-liquid interactions. For the complete 3D model, the CFD approach is mostly 

used to simulate the hydrodynamics of the bioreactor. In this aspect, two CFD modelling approaches 

to treat the continuous and discrete phase can be further differentiated, namely Euler-Euler and Euler-

Lagrange approaches. For the Euler-Euler approach, both phases are considered as inter-penetrating 

continua, and it solves for the local phase fraction, 𝛼𝑘 and local velocity vector, 𝑢𝑘⃗⃗ ⃗⃗⃗ by formulating the 

continuity and momentum conservation equations on each phase.  For the Euler-Lagrange approach, 

we choose to simulate the behaviour of a group of inclusions by following individually a large number 

of these inclusions in their movement. The statistical quantities are then obtained by a simple average. 

The Euler-Lagrange approach is also called the discrete bubble model as the dispersed phase (the 

bubbles) is followed individually. The continuous phase is often treated in Eulerian, which gives the 

name of the Euler-Lagrange approach. In terms of chemical engineering, the Euler-Euler approach can 

be found to model large-scale gas-liquid contactors (Cockx et al., 1999; Fayolle et al., 2007; Nadal-Rey 

et al., 2022; Rzehak and Krepper, 2016) and also lab-scale bubble columns (Chen and Brooks, 2021; 

Deen et al., 2001) whereas Euler-Lagrange approach is mostly reserved for the simulation of a lab-scale 

bubble column with low gas holdup (Huang et al., 2021; Jain et al., 2015; Taborda et al., 2021b; Taborda 

and Sommerfeld, 2021). In biochemical engineering, the Euler-Euler approach is still preferable for 

large-scale bioreactors (Gunyol and Mudde, 2009; Haringa et al., 2017; Morchain et al., 2014; Nadal-

Rey et al., 2022; Puiman et al., 2022; Sarkizi Shams Hajian et al., 2020). Since the treatment of gas-

liquid hydrodynamics using the 3D Euler-Lagrange approach is limited in bioreactor modelling, the 

Lagrangian equations for the discrete bubble model are not presented here. However, the Euler-

Lagrange CFD model from the microbial point of view is discussed hereafter when the statistical 

analysis is of great interest, pioneered by the work of (Lapin et al., 2006, 2004), the so-called “life-line 

analysis”. 
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1.2.2.2 3D Euler-Euler equations 

The general 3D Euler-Euler two fluid model are obtained by multiplying the single-phase flow RANS 

equations by the phase indicator function. After statistical averaging, one yields:  

• Continuity equation 

 𝜕𝛼𝑘𝜌𝑘
𝜕𝑡

+ �⃗⃗�. (𝛼𝑘𝜌𝑘𝑢𝑘⃗⃗ ⃗⃗⃗) = 𝑚𝑘̅̅ ̅̅  (1.5) 

where 

- 𝑘 ∈ {𝐺, 𝐿} designates respectively the gas, liquid phase  

- 𝛼𝑘: local volume fraction of phase 𝑘 

- 𝜌𝑘: density of phase 𝑘 

- 𝑢𝑘⃗⃗ ⃗⃗⃗: velocity vector of phase 𝑘 

- 𝑚𝑘̅̅ ̅̅ : statistical averaged interfacial mass transfer 

• Momentum conservation equation 

 𝜕𝛼𝑘𝜌𝑘𝑢𝑘⃗⃗ ⃗⃗⃗

𝜕𝑡
+ �⃗⃗�. (𝜌𝑘𝛼𝑘𝑢𝑘⃗⃗ ⃗⃗⃗ ⊗ 𝑢𝑘⃗⃗ ⃗⃗⃗) = 𝛼𝑘(𝜌𝑘�⃗� − �⃗⃗�𝑃) + 𝛻.⃗⃗⃗⃗ (𝜏𝑘 − 𝜌𝑘𝑢𝑘

′ 𝑢𝑘
′̅̅ ̅̅ ̅̅ ̅) + 𝑢𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ + 𝑀𝑘⃗⃗ ⃗⃗ ⃗⃗  (1.6) 

where: 

- ⊗: tensor product 

- 𝑃: local pressure which is equal for all phases 

- �⃗�: body acceleration due to gravity force 

- 𝜏𝑘: stress tensor of phase 𝑘 

- 𝑢𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ ̅ : Reynolds turbulence stress tensor 

- 𝑢𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅  : statistical averaged momentum transfers due to mass transfer 

- 𝑀𝑘⃗⃗ ⃗⃗ ⃗⃗ : interfacial momentum exchange 

• Species transport equation 

 𝜕𝛼𝑘𝐶𝑘
𝜕𝑡

+ ∇⃗⃗⃗. (𝛼𝑘𝑢𝑘𝐶𝑘) = 𝛼𝑘𝑆𝑘 − ∇.⃗⃗⃗ ⃗ 𝛼𝑘(𝐽𝑘⃗⃗⃗⃗ + 𝑐𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ ) + 𝑐𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ + 𝐿𝑘 (1.7) 

where: 

- 𝐶𝑘 : local concentration of phase 𝑘  
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- 𝐽𝑘⃗⃗⃗⃗ : laminar diffusive flux of species in phase 𝑘 (written analog to Fick’s law). 𝐽𝑘⃗⃗⃗⃗ = −∇.⃗⃗⃗ ⃗ (𝐷𝑘𝐶𝑘) 

- 𝑐𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ : turbulent diffusive flux of species in phase 𝑘 

- 𝑆𝐾 : source or sink term  

- 𝑐𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ : species mass transport at interphase 

- 𝐿𝑘  : interfacial mass transfer term 

If no mass transfer happens between phases, the RHS of equation (1.5) is equal to zero. The interfacial 

mass transfer term 𝑚𝑘 needs to be integrated if the mass transfer causes a strong volume change in 

the gas phase. For the source term, 𝑆𝑘 no significant chemical reaction occurs in gas and liquid phases, 

except for acid-base reactions which are present in the regulation of pH of the culture medium. 

Turbulence plays an important role in bubbly flow and it contributes to the momentum exchange 

between phases. Industrial bioreactors usually operate in the turbulent regime, hence, there is a need 

to discuss the appropriate turbulent scale to be solved and the associated modelling strategy. Since 

the main objective of this thesis is not to investigate the turbulence behaviour in bioreactors, the 

discussion on turbulence models is kept short but concise. Turbulence exerts in all three-dimensional 

directions and has a transient behaviour. Different turbulence models exist in the literature, such as 

standard 𝑘 − 𝜖, realizable 𝑘 − 𝜖, RNG 𝑘 − 𝜖, and 𝑘 − 𝜔 which are typically available in commercial 

CFD software, e.g. ANSYS Fluent or open source code OpenFOAM.   

Direct Numerical Simulation (DNS) with a sufficiently fine grid resolves all scales, ranging from the 

smallest Kolmogorov eddies to the integral scale of turbulence. However, it is rarely used to model 

industrial bioreactors with such details as it requires high-resolution time. Another method named 

Large Eddy Simulation (LES) only solves for the large eddy structures in the main flow and the smallest 

scales of turbulence are solved using the sub-grid scale model.  

While the Navier-Stokes equations are applicable to describe instantaneous turbulent flow, very often, 

it is impractical and unnecessary to resolve all the fluctuating components of the turbulent quantities. 

Instead, the Reynolds Averaged Navier-Stokes (RANS) approach consists in splitting instantaneous 

variables into a time-averaged term and a fluctuating term. This is the most common way to compute 

turbulence by averaging over time the Navier-Stokes equations by Reynolds decomposition, resulting 

in an additional Reynolds turbulence stress tensor 𝑢𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ ̅ in equation (1.6). The Reynolds stress tensor 

is expressed in terms of turbulent viscosity ν𝑡 in the liquid as 

 
𝑢𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ ̅  = ν𝑡 (
𝜕u�̅�
𝜕𝑥𝑗

+
𝜕u�̅�

𝜕𝑥𝑖
) −

2

3
𝑘𝐿𝛿 (1.8) 
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The turbulent Reynolds stress has to be modelled to close the problem. Since there is no universal 

turbulence model available as the physics of turbulence is still an open research field, a number of 

semiempirical correlations have been developed, such as the mixing length model (one-equation 

model), the 𝑘 − 𝜖  model (two-equation model), and the Reynolds stress model (seven-equation 

model). In this thesis, we applied mostly the 𝑘 − 𝜖 model, thus, the brief presentation is limited to this 

model. The 𝑘 − 𝜖 model is robust and economical and it has been used in many CFD applications in 

reactive and (bio)reactive flows. It supposes that the flow is fully turbulent with the rate at which the 

largest eddies extract energy from the mean flow being paired with the dissipation rate at which 

turbulent kinetic energy goes from larger to smaller eddies (Versteeg and Malalasekera, 2007).  

From the dimensional analysis, it can be shown that 𝑘𝐿  and 휀𝐿  are the two independent scaling 

parameters of time and length scales. Thus, the turbulent viscosity ν𝑡 = 𝜇𝑡𝐿/𝜌𝐿  as a function of 

turbulent kinetic energy 𝑘𝐿 and dissipation rate 휀𝐿 is given by 

 
𝜇𝑡𝐿 = C𝜇𝜌𝐿

𝑘𝐿
2

휀𝐿
 (1.9) 

The transport equations for the turbulent kinetic energy (TKE) and the dissipation rate of TKE in the 

liquid phase are written as 

 ∂ρLαLkL
∂t

+ ∇⃗⃗⃗. (αL (ρLkLuL⃗⃗⃗⃗⃗ − (μL +
μtL
C2
) ∇kL)) = αL(PrL − ρLεL) + TLG,k (1.10) 

 ∂ρLαLεL
∂t

+ ∇⃗⃗⃗. (αL (ρLεLuL⃗⃗⃗⃗⃗ − (μL +
μtL
C3
)∇εL)) = αL

εL
kL
(C4PrL − C5ρLεL) + TLG,ε (1.11) 

Where 𝐶2, 𝐶3, 𝐶4, 𝐶5, and C𝜇 are constants having values of 1.0, 1.3, 1.44, 1.92, and 0.09, respectively 

as suggested by Launder and Spalding (1972). TLG,k  and TLG,ε  are terms accounting for interfacial 

transfer of TKE and its dissipation rate and it can be modelled using different models in the literature, 

such as the model of Pfleger and Becker (2001). 

 
TLG,k = 𝛼𝐿𝐶3|𝑀𝐿𝐺||𝑢𝐺 − 𝑢𝐿| (1.12) 

 
TLG,ε = 𝐶5

휀𝐿
𝑘𝐿
αLC3|𝑀𝐿𝐺||𝑢𝐺 − 𝑢𝐿| (1.13) 

For the |𝑀𝐿𝐺| momentum transfer term, it can be simplified such that only drag is considered as this 

is regarded as the most dominant mechanism (McClure et al., 2014b). 
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In two-phase flow modelling, special attention needs to be given to the momentum exchange term 

𝑀𝑘⃗⃗ ⃗⃗ ⃗⃗ , to account for all relevant forces. The most common forces considered are the drag, lift, wall, 

turbulent dispersion and virtual mass forces. These forces are usually characterised by three 

dimensionless numbers, namely Reynolds number, Eötvös number, and Morton number. 

The bubble Reynolds number signifies the ratio of inertial to viscous force, written as: 

 
𝑅𝑒𝑏 =

𝑢𝑠𝑙𝑖𝑝. 𝑑𝐵
𝜈𝐿

 (1.14) 

The Eötvös number represents the ratio of hydrostatic pressure force to surface tension force, and it 

is evaluated as: 

 
𝐸𝑜 =

∆𝜌. 𝑔. 𝑑𝐵
2

𝜎
 (1.15) 

The Morton number characterises the liquid medium which represents the ratio between viscous force 

and surface tension, and it is defined as: 

 
𝑀𝑜 =

∆𝜌. 𝑔. 𝜇𝐿
4

𝜌𝐿
2𝜎3

 (1.16) 

• Drag force 

The drag force is usually considered as the most important force. It reflects the resistance force 

opposing the bubble rising motion, written as equation (1.17). The drag is characterised by the drag 

coefficient 𝐶𝐷  with different correlations to model it. Different correlations for 𝐶𝐷  are discussed in 

Section 1.3.3. 

 
         𝐹𝑑𝑟𝑎𝑔 = −

3

4𝑑𝑏
𝐶𝐷𝜌𝐿𝛼𝐺|𝑢𝐺 − 𝑢𝐿|(𝑢𝐺 − 𝑢𝐿) (1.17) 

• Lift force 

A bubble moving in an unbounded shear flow experiences a lift force perpendicular to the direction of 

the rising bubble. It is calculated as 

 
         𝐹𝑙𝑖𝑓𝑡 = −𝐶𝐿𝜌𝐿𝛼𝐺(𝑢𝐺 − 𝑢𝐿) × 𝑟𝑜𝑡(𝑢𝐿) (1.18) 
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Spherical bubbles usually experience a positive shear lift coefficient in a manner that the lift force acts 

in the direction of decreasing liquid velocity. Experimental investigation of Tomiyama et al. (2002) 

shows that the lift force changes direction if a substantial deformation of the bubbles occurs. The 

following lift coefficient was derived from experimental observation of single air bubble trajectories in 

a simple shear flow of glycerol water solution: 

 
         𝐶𝐿 = {

min[0.288 𝑡𝑎𝑛ℎ(0.121 𝑅𝑒𝑏) ; 𝑓(𝐸𝑜⊥)]

𝑓(𝐸𝑜⊥)
−0.27

    𝑓𝑜𝑟    
𝐸𝑜⊥ < 4

4 < 𝐸𝑜⊥ < 10
𝐸𝑜⊥ < 10

 (1.19) 

With 𝑓(𝐸𝑜⊥) = 0.00105𝐸𝑜⊥
3 − 0.0159𝐸𝑜⊥

2 − 0.0204𝐸𝑜⊥ + 0.474 

The modified Eötvös number is calculated the same as equation (1.15) but with a modified bubble 

diameter 𝑑⊥ = 𝑑𝑏√1 + 0.163𝐸𝑜
0.7573

 the maximum horizontal dimension of the bubble. 

Based on this lift correlation, the lift coefficient changes sign when the bubble diameter is around 

6 mm. 

• Wall force 

A bubble rising near a wall will also experience a wall lift force. It has the general form of: 

 
         𝐹𝑤𝑎𝑙𝑙 =

2

𝑑𝑏
𝐶𝑊𝜌𝐿𝛼𝐺|𝑢𝐺 − 𝑢𝐿|

2�̂� (1.20) 

With �̂� is the unit normal perpendicular to the wall pointing on the fluid. The wall force coefficient 𝐶𝑊 

is positive, signifying that the bubble is pushed away from the wall and the magnitude depends on the 

bubble distance to the wall. 𝐶𝑊 is given as 

 
         𝐶𝑊(𝑦) = 𝑓(𝐸𝑜) (

𝑑𝑏

2𝑦
)
2

 (1.21) 

With 𝑓(𝐸𝑜) = 0.0217𝐸𝑜 

• Turbulent dispersion force 

Turbulent dispersion force acts on the phase fraction gradient. It describes the turbulent fluctuations 

of liquid velocity on the bubbles, resulting in random bubble movement in turbulent flows. Burns et 

al. (2004) derived an explicit expression by Favre averaging the drag force:  
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         𝐹𝑇𝐷 = −

3

4𝑑𝑏
𝐶𝐷𝛼𝐺|𝑢𝐺 − 𝑢𝐿|

𝜇𝐿
𝑡𝑢𝑟𝑏

𝜎𝑇𝐷
(
1

𝛼𝐿
+

1

𝛼𝐺
)∇𝛼𝐺  (1.22) 

In analogy to molecular diffusion, 
𝜇𝐿
𝑡𝑢𝑟𝑏

𝜎𝑇𝐷
 is referred to as a diffusion coefficient. 𝜎𝑇𝐷 can be seen as a 

Schmidt number, which typically used a value of 0.9 (Rzehak et al., 2017b).  

• Virtual mass force 

When a bubble experiences acceleration, a certain amount of liquid is set into motion as well. This can 

be described by the virtual mass force, expressed as 

 
         𝐹𝑉𝑀 = −𝐶𝑉𝑀𝜌𝐿𝛼𝐺 (

𝐷𝐺𝑢𝐺

𝐷𝑡
−
𝐷𝐿𝑢𝐿

𝐷𝑡
) (1.23) 

Where 
𝐷𝐺

𝐷𝑡
 and 

𝐷𝐿

𝐷𝑡
 are the material derivatives with respect to the inclusion velocity. For the virtual mass 

coefficient 𝐶𝑉𝑀, a value of 0.5 is typically used. 

The closures on mass transfer and reaction terms are discussed in Section 1.2.3 and Section 1.2.4.  

1.2.2.3 Biological phase description 

Similar to hydrodynamics, two approaches can be envisaged to represent the biological phase with 

distinct consequences on hydrodynamics and sink/source term modelling (Morchain, 2017):  

- Suspended particle approach: the presence of cells is treated via Lagrangian particles transported by 

the liquid phase. Each particle represents a cell (or a collection of cells in the same state) and their 

trajectory is tracked from a force balance. The mathematical expression of each force experienced by 

the individual depends on the scale chosen for the resolution of the flow of the continuous phase. The 

accurate calculation of the reaction term in each elementary volume requires a large number of 

particles per unit volume and leads to the track of several millions of particles within the CFD 

simulation. 

- Dissolved species approach: the presence of cells is considered via a scalar (its concentration in the 

liquid phase). This is the most common approach. However, since cells are actually suspended particles 

care must be taken when expressing the mass transfer and reaction terms at the elementary control 

volume level. Also, if cell-to-cell heterogeneity is of interest, one has to define several scalars to 

distinguish between groups of cells characterised by distinct properties.  
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An additional difficulty in calculating the sink term 𝑅(𝐶(�⃗�, 𝑡))  of equation (1.3) lies in the 

heterogeneity within the cell population. The differences between individuals are constitutive of 

biological systems and population balance equations are the natural way of handling this complexity 

(Fredrickson and Tsuchiya, 1963). Biological diversity originates from extrinsic and intrinsic noises. 

Extrinsic noise corresponds to environmental fluctuations (Delvigne and Goffin, 2014) and intrinsic 

noise encompasses intracellular stochastic phenomena from gene expression to unequal partitioning 

of cell matter at cell division (Morchain et al., 2017, 2013).  

When both spatial and biological heterogeneity are at stake, the consumption and production rate 

𝑅(𝐶(�⃗�, 𝑡)), must consider the distribution of cell properties, leading to  

 

𝑅(𝐶(�⃗�, 𝑡)) =
1

𝑉
∑ 𝑚𝑖(�⃗�, 𝑡)𝑟(𝐶(�⃗�, 𝑡), 𝜉𝑖)

𝑁𝑐𝑒𝑙𝑙

𝑖=1

 

 

(1.24) 

𝑚𝑖(�⃗�, 𝑡) is the mass of the 𝑖𝑡ℎ cell present at time 𝑡 in the volume 𝑉. 𝑁𝑐𝑒𝑙𝑙 is the total number of cell 

in that volume.  𝑟(𝐶(�⃗�, 𝑡), 𝜉) is the specific reaction rate (including the previously mentioned 

considerations regarding physical and biological regimes). The vector 𝜉 may contain information such 

as cellular mass, age, internal metabolites concentration, uptake capacity or any other variables of 

interest. 

Rather than summing the contribution of each individual cell, the continuous formulation using density 

function is also possible  

 
𝑅(𝐶(�⃗�, 𝑡)) = ∫𝑚(�⃗�, 𝑡, 𝜉)𝑟(𝐶(�⃗�, 𝑡), 𝜉)d𝜉 

 

(1.25) 

𝑚(�⃗�, 𝑡, 𝜉)d𝜉 is the mass of cells per unit volume with the properties 𝜉. It is possible to calculate more 

than one cell property 𝜉 . However, increasing the dimension of 𝜉  increases the modelling and 

numerical challenges.  It is not easy to access cell-scale information in experimental data. The initial 

multivariate distribution of biological state 𝑚(�⃗�, 0, 𝜉) is also hardly known, but strongly influences the 

evolution of microorganisms state over time (Pigou, 2018). The calculation of multidimensional 

integral is cumbersome.  

In the end, the choice made for the formulation of the reaction term, discrete or continuous, is closely 

related to the description of biological phase in the fluid flow model. The discrete approach naturally 

coincides with a Lagrangian vision whereas the continuous approach naturally combines with a 

Eulerian approach.  
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Microorganisms modelled as Lagrangian particles follow liquid streamlines and for each trajectory, a 

set of ordinary differential equations that define the evolution of particle-attached properties is 

solved. The Lagrangian equations are expressed as: 

 ∂�⃗�@𝑝
𝜕𝑡

= 𝑢𝐿⃗⃗⃗⃗⃗(�⃗�@𝑝) (1.26) 

 ∂𝜉@𝑝
𝜕𝑡

= f (𝜉@𝑝, 𝐶𝐿(�⃗�@𝑝)) (1.27) 

where:  

- Subscript @𝑝: variables attached to a Lagrangian particle  

- �⃗�@𝑝: location of a particle 

- 𝜉@𝑝: vector of biological properties attached to a particle  

- 𝑓: rate of change of cell properties 𝜉 

Now, the advantages and disadvantages of Eulerian and Lagrangian approach for microbial analysis is 

addressed.  

In the Eulerian approach, an ensemble average of all individuals is considered as the biological phase 

is represented by the concentration of each species. The behaviour of the population is described 

through an average individual of average composition. This may not be true as the dynamics of the 

population are not that of the average individual. The Lagrangian approach offers a wider possibility 

in terms of transfer and reaction aspects modelling. By following the trajectory of each cell, it gives 

access to the individual information and realises a statistical average at the population scale. The main 

interest of the Lagrangian approach is to describe the functioning of the biological system through a 

large number of variables. The effect of concentration variations (one-way coupling) seen along the 

trajectory of the cell is accessible easily by the Lagrangian approach (Haringa et al., 2017, 2016; Lapin 

et al., 2004). However, difficulties arise when describing the inverse-coupling whereby the liquid 

concentration field is modified due to assimilation or excretion by the microorganisms. This is due to 

the nature of the Lagrangian approach as the hydrodynamics/mass transfer/reaction coupling 

necessitates a sufficiently high number of distinct individuals in each control volume to ensure the 

statistical convergence of the ensemble average of the particles. From the practical point of view, the 

Lagrangian approach requires managing a high volume of files containing the particle trajectories. A 

high number of particles is necessary to ensure high local particle density for statistical averaging. This 

high density is essential to obtain statistical convergence and no skewed distribution. It is usually 
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achieved in small-scale reactors, and very rare in large-scale simulations. Another drawback of the 

Lagrangian approach is related to the modelling of the turbulence effect on the particle trajectory. If 

the Reynolds-averaged approach is applied to model the continuous phase velocities, a correct 

trajectory calculation should involve a model to calculate the turbulence-induced velocity fluctuations 

(Morchain, 2017). Table 1.5 summarises the direct comparison between the two approaches to 

describe the biological phase. 

Table 1.5: Comparison of advantages and disadvantages of Eulerian and Lagrangian approach for the 

numerical simulation of bioreactor. Adapted from: Morchain (2017) 

Approach Eulerian Lagrangian 

One-way coupling Simple and direct Simple and direct 

Inverse coupling 
+ Phase transfer terms are 
explicit, easier to describe 

- Requires a high number of 
particles per control volume 

Biological model - Structured model 
+ No limitation in complexity 

or number of variables 

Population heterogeneity 
+ Accessible via the addition of 
a population balance equation 

+ The global heterogeneity 
accessible starting from few 

thousands of particles 

Numerical complexity 
Stationary or transient 

simulations 

Transient simulations 

- High computational costs 

History effect 
- No direct access to the 

particles’ history 

+ Individual knowledge of 
trajectories. Frequency 

analysis is possible 

1.2.2.4 Compartment model approach 

While CFD simulations yield a high spatial resolution of fluid flow, it tends to require high computation 

time. Another approach to cut down the computational cost of bioreactors study is the so-called 

compartment model approach (CMA). In the CMA model, the reactor’s volume is split into N sub-

volumes, referred to as compartments and each compartment is considered perfectly mixed 

(homogeneous and uniform concentration). A circulation map indicating the flow pattern circulating 

between these compartments is needed. The circulation map can be deduced from experimental data 

(Mayr et al., 1993; Vrábel et al., 1999; Zahradnıḱ et al., 2001) or from CFD simulations (Delafosse et al., 
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2014; Le Moullec et al., 2010; Nadal-Rey et al., 2021a; Tajsoleiman et al., 2019). The compartments 

defined from CFD simulations can be identified either manually or automatically (zone segregation 

based on one or several properties that reached a constant value with respect to a given tolerance). 

The CMA model provides a basic understanding of the complex velocity flow field in a gross sense 

(Vrábel et al., 1999). It has been widely used in the literature for bioreactor modelling in regard to 

studying the mixing behaviour (Delafosse et al., 2010; Nadal-Rey et al., 2021a; Nauha, 2019; Pigou and 

Morchain, 2015; Vrábel et al., 1999). Figure 1.13 illustrates an example of the CMA model applied to 

an industrial 22 m3 fermenter with the associated flowing pattern obtained through experimental 

observation. The CMA model was used to predict the mixing time and study the hydrodynamics of 

large-scale bioreactors (Vrábel et al., 2000, 1999).  

The hydrodynamic model of an N compartments model is given by equation (1.28). 

 𝜕𝐶𝑖
𝑛

𝜕𝑡
= ∑(𝑀𝑚,𝑛𝐶𝑖

𝑚)

𝑁

𝑚=1

− 𝐶𝑖
𝑛 ∑(𝑀𝑛,𝑚)

𝑁

𝑚=1

+ 𝑅𝑖 + 𝑇𝑖  (1.28) 

where: 

- 𝐶𝑖
𝑛: concentration of species 𝑖 in compartment  𝑛 ∈ {1,… ,𝑁} 

- 𝑀𝑚,𝑛: Volumetric flow matrix going from 𝑚-th compartment to the 𝑛-th one with 𝑚 and 𝑛 ∈

{1,… ,𝑁} 

- 𝑇𝑖: gas-liquid mass transfer rate  

- 𝑅𝑖 : overall reaction rate 

 

Figure 1.13: Representation of compartment model and flow pattern in a 22 m3 fed-batch bioreactor. 

Adapted from: Vrábel et al. (1999) 
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1.2.2.5 1D model approach 

For some multiphase flow problems, a complete 3D description is sometimes unnecessary as in bubble 

columns and airlifts (Camarasa et al., 2001; Cockx et al., 1997; Wallis, 1969). If the characteristic 

quantities vary essentially in the direction of the flow, the problem can be described using the 1D 

approach. The 3D mathematical description can be integrated across the cross-section to establish 1D 

conservation equations.  

Supposed 휀𝑘 the spatial averaged of 𝛼𝑘 by the surface-averaged operator ⟨⟩  

 
휀𝑘 = ⟨𝛼𝑘⟩ =

1

𝑆
∬𝛼𝑘𝑑𝑆 (1.29) 

For a given function 𝐹𝑘  : 

 
휀𝑘⟨𝐹𝑘⟩ = ⟨𝛼𝑘𝐹𝑘⟩ =

1

𝑆
∬𝛼𝑘𝐹𝑘𝑑𝑆 (1.30) 

 
휀𝑘⟨𝑢𝑘𝐹𝑘⟩ = ⟨𝛼𝑘𝑢𝑘𝐹𝑘⟩ =

1

𝑆
∬𝛼𝑘𝑢𝑘𝐹𝑘𝑑𝑆 (1.31) 

To simplify the notation, ⟨𝐹𝑘⟩ will be noted as 𝐹𝑘.  

Notice that ⟨𝑢𝑘𝐹𝑘⟩ ≠ ⟨𝑢𝑘⟩⟨𝐹𝑘⟩ if 𝑈𝑘  and 𝐹𝑘 are not distributed uniformly across the cross-section. If 

cross-sectional heterogeneity exists, a spatial dispersion term ⟨𝑢�̃�𝐹�̃�⟩ has to be considered as: 

 
⟨𝑢𝑘𝐹𝑘⟩ = ⟨𝑢𝑘⟩⟨𝐹𝑘⟩ + ⟨𝑢�̃�𝐹�̃�⟩ (1.32) 

In a 1D cylindrical bubble column, the radial homogeneity is often supposed, but the spatial dispersion 

can be estimated either by PIV experiments or by CFD simulation (Bauer and Eigenberger, 1999; Talvy 

et al., 2007a). The spatial averaging of the local continuity equation of equation (1.5), leads to 

 1

𝑆
∬
𝜕𝛼𝑘𝜌𝑘
𝜕𝑡

+
1

𝑆
∬∇𝛼𝑘𝜌𝑘𝑢𝑘 =

1

𝑆
∬𝑚𝑘̅̅ ̅̅  (1.33) 

Assuming the flow is mainly in the direction of 𝑧, equation (1.33) is integrated to 

 𝜕휀𝑘𝜌𝑘
𝜕𝑡

+
𝜕휀𝑘𝜌𝑘𝑢𝑘
𝜕𝑧

= ⟨𝑚𝑘̅̅ ̅̅ ⟩ (1.34) 



Chapter 1. Bibliography 

40 

 

If the flow regime is in steady-state and no interfacial mass transfer between phases, equation (1.34) 

for a gas-liquid system can be simplified to 

 
휀𝐺𝜌𝐺𝑢𝐺 = 𝑐𝑠𝑡 = 𝜌𝐺

𝑄𝐺
𝑆
= 𝜌𝐺𝑗𝐺 (1.35) 

 
휀𝐿𝜌𝐿𝑢𝐿 = 𝑐𝑠𝑡 = 𝜌𝐿

𝑄𝐿
𝑆
= 𝜌𝐿𝑗𝐿 (1.36) 

With 𝑗𝐺 and 𝑗𝐿 the superficial gas and liquid velocities, respectively. 

The spatial averaging of the momentum equation (equation (1.6)) leads to 

𝜕휀𝑘𝜌𝑘𝑢𝑘
𝜕𝑡

+
𝜕휀𝑘𝜌𝑘⟨𝑢𝑘𝑢𝑘⟩

𝜕𝑧
= 

휀𝑘𝜌𝑘𝑔 −
𝜕휀𝑘𝑃𝑘
𝜕𝑧

+
𝜕

𝜕𝑧
(휀𝑘[𝜏𝑘̅̅ ̅ − 𝜌𝑘(⟨𝑢𝑘

′ 𝑢𝑘
′̅̅ ̅̅ ̅̅ ̅⟩ + ⟨𝑢𝑘

′ 𝑢𝑘
′̃ ⟩)]) + ⟨𝑢𝑘 𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ ⟩ + ⟨𝑀𝑘̅̅ ̅̅ ⟩ 

(1.37) 

For the species concentration equation (equation (1.7)), the spatial averaging leads to 

 𝜕휀𝑘𝐶𝑘
𝜕𝑡

+
𝜕휀𝑘⟨𝐶𝑘𝑢𝑘⟩

𝜕𝑧
= 휀𝑘𝑆𝑘 +

𝜕

𝜕𝑧
(휀𝑘(⟨𝐽�̅�⟩ + ⟨𝑐𝑘

′ 𝑢𝑘
′̅̅ ̅̅ ̅̅ ⟩ + ⟨𝑐𝑘

′ 𝑢𝑘
′̃ ⟩)) + ⟨𝑐𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ ⟩ + ⟨𝐿𝑘̅̅ ̅⟩ (1.38) 

Equations (1.34), (1.37), and (1.38) represents the 1D model after spatial averaging of the 3D model. 

Noted that the spatial averaging of equations (1.6) and (1.7), additional terms due to the contribution 

of spatial dispersion appear in the RHS: ⟨𝑢𝑘
′ 𝑢𝑘

′̃ ⟩ and ⟨𝑐𝑘
′ 𝑢𝑘

′̃ ⟩. The second term at the RHS of equation 

(1.38) refers to the diffusive term due to molecular, turbulent and spatial diffusions. All these 

phenomena contribute to axial dispersions of the species concentration, and it is modelled as the axial 

dispersion term in the classical axial dispersion model. The last term at the RHS of equation (1.38) 

refers to interfacial mass transfer term which will be detailed in the next section.      
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1.2.3 Mass transfer modelling 

In a bioreactor that functions either in aerobic or anaerobic conditions, gaseous bubbles are often 

sparged into the liquid to ensure growth, respiration or fermentation activities. The gas will then 

diffuse through the bubble interface towards the liquid phase. The gas-to-liquid mass transfer rate 

itself is dependent on the volumetric mass transfer coefficient (𝑘𝐿𝑎) and the concentration gradient 

defined as the difference between the equilibrium and the dissolved liquid concentration (𝐶∗ − 𝐶𝐿). 

The concentration gradient due to thermodynamic disequilibrium acts as the driving force for mass 

transfer. Most of the mass transfer resistance in bioreactors is encountered in the boundary layer near 

the bubbles represented by a gas-liquid film (Farzan et al., 2017). The volumetric gas-liquid mass 

transfer flux ⏀𝐺𝐿 in mol.m-3.s-1 is classically modelled as:  

 
⏀𝐺𝐿 = 𝑘𝐿𝑎(𝐶

∗ − 𝐶𝐿) (1.39) 

with 

• 𝑘𝐿: liquid side mass transfer coefficient (m.s-1) 

• 𝑎: volumetric interfacial area (m².m3) 

• 𝐶∗: equilibrium concentration (mol.m-3) 

• 𝐶𝐿: liquid concentration (mol.m-3) 

The volumetric specific area is a function of bubble diameter and gas holdup. Experimental 

measurements have shown that it exists a Bubble Size Distribution (BSD) in bubble columns  

(Colombet, 2012; Laupsien et al., 2019; McClure et al., 2013). Supposed 𝑛𝑏(𝑑𝑏) the distribution in a 

volume of reference 𝑉, the specific area for the BSD can be calculated as 

 
a =

∫𝜋𝑑𝑏
2𝑛𝑏(𝑑𝑏)d𝑑𝑏

∫
𝜋
6 𝑑𝑏

3𝑛𝑏(𝑑𝑏)d𝑑𝑏
∙
𝑇𝑜𝑡𝑎𝑙 𝑏𝑢𝑏𝑏𝑙𝑒 𝑣𝑜𝑙𝑢𝑚𝑒 𝑖𝑛 𝑉

𝑉
=
6𝛼𝐺
𝑑32

 (1.40) 

𝑑32 is the Sauter mean diameter and is an integral property of the BSD. 

𝐶∗ can be calculated from Henry’s law and it signifies a thermodynamic equilibrium between the liquid 

and the gas phase concentration. A library of Henry’s constant for most of the gas components can be 

found form the work of Sander (2015). The Henry’s constant varies with the temperature and it exists 

different expressions. Some expressions are more practical than others, depending on the formulation 

of the problem and application. For example, both Henry’s constant defined in the units of mol.m-3.Pa-
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1 and dimensionless Henry’s constant are used in this thesis. The dimensionless Henry’s constant has 

the advantage to access directly the solubility of gas at a certain temperature and pressure.  

The mass transfer coefficient 𝑘𝐿  is controlled by both convection and diffusion phenomena at the gas-

liquid interface. It exists a plentiful of theoretical analytical solutions and correlations in the literature 

to estimate 𝑘𝐿. Some of these correlations and the physical mechanisms are summarised in the work 

of Garcia-Ochoa and Gomez (2009), Rzehak (2016) and Solsvik (2018). The application of these 

correlations depends on different operating conditions. Most of the correlations take the form of: 

 
𝑆ℎ = 𝑎 + 𝑏. 𝑅𝑒𝑐 . 𝑆𝑐𝑑 (1.41) 

with 

• 𝑆ℎ =
𝑘𝐿.𝑑𝑏

𝐷
=

𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑚𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟

𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑚𝑎𝑠𝑠 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟
, Sherwood number  

• 𝑅𝑒 =
𝑢𝑠𝑙𝑖𝑝.𝑑𝑏

𝜈𝐿
=

𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑓𝑜𝑟𝑐𝑒

𝑉𝑖𝑠𝑐𝑜𝑢𝑠 𝑓𝑜𝑟𝑐𝑒
, Reynolds number  

• 𝑆𝑐 =
𝜈𝐿

𝐷
=

𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑖𝑡𝑦

𝑀𝑎𝑠𝑠 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑖𝑡𝑦
, Schmidt number 

𝑎, 𝑏, 𝑐, 𝑑 are the fitting parameters.  

According to Huang et al. (2010), there are generally four categories of 𝑘𝐿  models (i) correlations 

derived from dimensional analysis and after fitting with experimental data, (ii) spatial models such as 

the film model, (iii) time models such as Higbie’s penetration model and (iv) combined film-penetration 

models. The correlations of Higbie (1935) and Frössling (1938) are considered the two asymptotic 

models of the mass transfer coefficient (Larsson et al., 2022). Higbie (1935) correlation is usually used 

for clean bubbles, whereas Frössling (1938) is used for contaminated bubbles. They are expressed as: 

 
𝑘𝐿,𝐻𝑖𝑔𝑏𝑖𝑒 =

𝐷

𝑑𝐵
(
2

√𝜋
𝑅𝑒0.5𝑆𝑐0.5) (1.42) 

 
𝑘𝐿,𝐹𝑟𝑜𝑠𝑠𝑙𝑖𝑛𝑔 =

𝐷

𝑑𝐵
(2 + 0.66𝑅𝑒0.5𝑆𝑐0.33) (1.43) 

with 

• 𝐷: molecular diffusivity (m2.s-1) 

• 𝑑𝐵: bubble diameter (m) 
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The Higbie (1935) correlation can be simplified to 𝑘𝐿,𝐻𝑖𝑔𝑏𝑖𝑒 = 2√
𝐷

𝜋𝜃
 whereby 휃 is the contact time 

between the bubble and the bulk liquid, estimated as the ratio of bubble diameter and the bubble slip 

velocity 
𝑑𝐵

𝑢𝑠𝑙𝑖𝑝
. The Higbie’s model is usually used in gas-liquid bubbly flows, such as bubble column 

(Cockx et al., 1999; Rahimi et al., 2018; Talvy et al., 2007b) and airlift (Huang et al., 2010; Talvy et al., 

2007b). Another approach to estimate the contact time is using the eddy cell model, proposed by 

Lamont and Scott (1970). Applying the Kolmogorov time scale of energy dissipation of small-scale 

eddies, the surface renewal time can be estimated by 휃 = (
𝜈

𝜀
)
0.5

, where 𝜈 is the kinematic viscosity, 휀 

is the turbulent energy dissipation rate. This model is commonly used in the simulation of mass transfer 

in a stirred-tank reactor (Bashiri et al., 2016; Linek et al., 2004; Prasher and Wills, 1973). For the 

calculation of 𝑘𝐿, it is often necessary to know the molecular diffusivity of the species. The molecular 

diffusivity and the Henry’s constant are temperature dependent. Table 1.6 reports the molecular 

diffusivity, Henry’s constant and the solubility of some common gases involved in bioprocess (Pauss et 

al., 1990; Sander, 2015). 

Table 1.6: Physical data of different common gases  

Gas 
Molecular diffusivity 

(cm².s-1) 
Henry's constant at 25°C 

(mol.m-3.Pa-1) 

Solubility (mg.L-1) 

T=25°C, P=1atm, Pure water 

O2 1.98 x 10-5 1.20 x 10-5 38.91 

H2 4.65 x 10-5 7.80 x 10-6 1.58 

CO2 1.98 x 10-5 3.30 x 10-4 1471.24 

CO 2.03 x 10-5 9.70 x 10-6 27.52 

CH4 1.57 x 10-5 1.4 x 10-5 22.70 

The 𝑘𝐿𝑎 is specific for a given reactor configuration and operating conditions. It is mainly dependent 

on the system’s parameters, such as stirrer speed, gas recirculation, gas diffusion device, bubble size 

distribution, and the gassing rate. The concentration gradient (𝐶∗ − 𝐶𝐿) in a gas-limited culture, is 

dependent on the partial pressure of a gas in the gas phase which can be varied either over the fraction 

of that gas in the reactant gas or the pressure inside the reactor. The gas-liquid mass transfer in 

submerse cultures is influenced by several parameters, for example, reactor geometry, number, 

positioning and type of used stirrers, agitation, gas concentration, reactor pressure etc.  
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1.2.4 Bioreaction kinetics modelling 

Bioreactors are more challenging to model compared to chemical reactors. Chemical reaction 

engineering is governed by a set of rigorous thermodynamics reactional schemes. In contrast, 

biological systems are more sensitive to exogenous perturbations and therefore it is more difficult to 

describe and predict biological behaviour. In terms of metabolisms, two distinctions of the model can 

be made (Gernaey et al., 2010; Pigou, 2018):  

• Kinetic/metabolic model 

• Structured/unstructured model (with the use of intracellular activities/without) 

Kinetic models are constant yield models of a simple pseudo-reaction. They do not account for the 

actual complex metabolism network of the micro-organisms. They are formulated based on the 

hypothesis of balanced growth during which the biomass concentration remains constant. Thus, small-

scale biological phenomena are filtered/averaged and provide information about the growth scale 

(Morchain, 2017).  

Conversely, metabolic models rely upon a description of the metabolic network/pathway and from the 

material fluxes entering and exiting the cell to calculate the specific substrate consumption rates and 

the metabolite production rates. The yield of each reactional pathway is known but the distribution of 

substrate flow results in a global conversion yield varying as a function of the external environment 

and internal physiological state.  

Structured models track the intracellular attached quantities, for example, internal composition, and 

physiology parameters (size, mass, age, etc.). Structured models describe the evolution of the 

microorganisms’ properties, hence making a distinction between the liquid-phase compounds and the 

intracellular compounds.  

The unstructured model is derived from mass balance conservation equations, resulting from a double 

averaging in time and space. This offers a global average description of the population, using an 

apparent kinetic rate. Without any distinction between the individuals, this makes the unstructured 

model more suitable for quasi-steady state simulations. Under transient conditions, the model failed 

to give reasonable predictive results. The presence of concentration gradients often hinders the 

metabolic functionality of the cells as they travel through fluctuating concentration signals. The 

metabolic dysfunction will lead to the over-assimilation of substrates, the formation of by-products, 

and eventually an overall reactor dysfunction (Pigou and Morchain, 2015). This is usually the case for 
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large-scale industrial reactors where resources could be depleted in certain zones, making the use of 

Monod kinetic law inappropriate for this type of modelling.  

1.2.4.1 Unstructured kinetic model 

The unstructured kinetic model describes biomass without reference to its internal composition. It is 

analogue to the chemical kinetics model in the homogeneous phase. They rely on an algebraic 

relationship between liquid-phase concentrations and growth rates. The growth rate is often defined 

using Monod-type law (Monod, 1950). Consider the following pseudo-reaction: 

 𝑌𝑆/𝑋𝑆 + 𝑌𝑂2/𝑋𝑂2
µ
→𝑋 + 𝑌𝑃/𝑋𝑃 (1.44) 

with 𝑆: substrate, 𝑂2: oxygen, 𝑋: biomass and 𝑃: product. 𝑌𝐴/B: the conversion yield of A to B. The 

specific growth rate, 𝜇 of equation (1.44) formulated by Monod’s law is expressed as: 

 
𝜇 = 𝜇𝑚𝑎𝑥

𝐶𝐿,𝑆
𝐾𝑆 + 𝐶𝐿,𝑆

𝐶𝐿,𝑂2
𝐾𝑂2 + 𝐶𝐿,𝑂2

 (1.45) 

with 𝜇𝑚𝑎𝑥 : maximum specific growth rate without limiting factor, 𝐾𝑆 and 𝐾𝑂2: respective saturation 

constant of the substrates and the oxygen. 

The corresponding consumption or production rates (𝑅𝑖 expressed as 𝑔𝑖/𝑔𝑋/ℎ) of 𝑆, 𝑂2, 𝑋 and 𝑃 can 

be expressed with 𝜇 according to the set of following equations 

 𝑟𝑋 = 𝜇𝑋 (𝐵𝑖𝑜𝑚𝑎𝑠𝑠 𝑔𝑟𝑜𝑤𝑡ℎ) (1.46) 

 𝑟𝑆 = −
𝜇

𝑌𝑋/𝑆
𝑋 (𝑆𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛) (1.47) 

 𝑟𝑂2 = −
𝜇

𝑌𝑂2/𝑆
𝑋 (𝑂𝑥𝑦𝑔𝑒𝑛 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛) (1.48) 

 𝑟𝑃 = −
𝜇

𝑌𝑃/𝑆
𝑋 (𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛) (1.49) 
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Monod’s model assumes that the growth rate is limited by the enzymatic kinetics of the substrates’ 

metabolism. If several substrates 𝑖 ∈ {1,… , 𝑛} are assimilated by the cell, the formulation of Monod’s 

law is extended to equation (1.44), expressed as the product of the hyperbolic functions. 

  
𝜇 = 𝑓(𝐶𝐿,𝑖) = ∏

𝐶𝐿,𝑖
𝐾𝑖 + 𝐶𝐿,𝑖

1<𝑖,𝑛

 (1.50) 

If the microorganism has several growth modes, according to different chemical compounds and/or 

metabolisms, a function 𝛼(𝐶𝐿,𝑖) can be used to describe the switching between growth modes, as 

expressed in equation (1.51). 

 
𝜇 = 𝛼(𝐶𝐿,𝑖)𝜇1 + (1 − 𝛼(𝐶𝐿,𝑖)) 𝜇2 (1.51) 

The unstructured kinetic model such as Monod’s model is based on the algebraic relationship between 

liquid concentration and growth rate. As the notion of dynamics is absent in the biological system, it is 

also named as equilibrium model or zero-equation model (Morchain, 2017). The main advantage of 

the model is its simplicity and it is used particularly to monitor bioreactors in steady-state or pseudo-

steady state conditions. However, care must be taken for the fact that no distinction is made between 

the microorganisms. 

1.2.4.2 Unstructured metabolic model 

The unstructured metabolic model depends solely on the metabolic model and the environmental 

conditions. Most microorganisms are able to assimilate different carbon sources for growth, 

depending on the availability of the substrates, thus resulting in various global conversion yields. A 

notable example includes the baker’s yeast fermentation model of Sonnleitner and Käppeli (1986) and 

the E. Coli growth model of Xu et al. (1999). These models state that the microorganism will yield 

different behaviour, depending on the environmental conditions. The switch of these behaviours is 

defined by biological constants and local concentrations, hence the unstructured aspect of this model.  

1.2.4.3 Structured kinetic model 

The structured kinetic model tracks the internal properties of the cell to predict the bioreaction 

kinetics. The internal properties can be the composition, intracellular processes rate, and physiology. 

Simple tracking of an intracellular component can be used to relate the average specific growth rate 

to the mean specific synthesis rate of the main constituents of the cell. Morchain and Fonade (2009) 
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developed a structured biological model which can be easily coupled with any hydrodynamic model to 

simulate a spatially heterogeneous bioreactor. The originality of the model is the ability of the 

biological systems to adapt to the concentration fluctuations in the environment. It deployed an 

internal variable to compute the growth rate of the population according to its environment. The 

actual growth rate of the individual is defined as the minimum of the biological and equilibrium growth 

rate 𝜇𝑎 = min (𝜇
𝑏 , 𝜇0). Later, Morchain et al. (2013) applied a coupled population balance model 

(PBM) and structured kinetic model to account for biological heterogeneity. The PBM was 

implemented in the CFD code FLUENT and the total biomass and substrate profiles are well captured. 

Besides, the dynamic changes in the population-specific growth rate according to the environment can 

be observed. 

1.2.4.4 Structured metabolic model  

The structured metabolic model tracks the internal properties of the cell, and the latter is used to 

identify the metabolic pathway used and define eventually the reaction rate. For example, the model 

can track internal metabolic regulations, metabolites’ availability, and cell-cycle effects. This type of 

model is the most seen for cell modelling in the literature. The biological rate described using this 

model can be computed in different ways, but the most common being (Pigou, 2018): 

- Use of kinetic expressions based on internal concentrations. 

- Optimisation algorithm aiming at maximising one rate or yield, usually the growth rate. 

- Decision tree-based closure (Sweere et al., 1988) 

1.2.4.5 Existing work on ex-situ biological methanation model 

In the literature, we found two numerical models describing the ex-situ biological methanation 

process. The first work consists of a 1D axial dispersion model applied to a stirred-tank reactor coupled 

with Monod-type biological kinetics to model biological methanation (Inkeri et al., 2018). The second 

work is related to a CFD simulation of a trickle-bed reactor coupled with an Arrhenius-type 

heterogeneous reaction model for biological methanation (Markthaler et al., 2020). For the model of 

Inkeri et al. (2018), an unstructured kinetic Monod-type model based on the biological kinetics 

described by Schill et al. (1996) is applied. Schill et al. (1996) proposed the following growth and 

maintenance reactions, respectively: 

 𝐻2 + 𝑌𝐶𝑂2/𝐻2𝐶𝑂2 + 𝑌𝑁𝐻3/𝐻2𝑁𝐻3 → 𝑌𝑋/𝐻2𝑋 + 𝑌𝐶𝐻4/𝐻2𝐶𝐻4 + 𝑌𝐻2𝑂/𝐻2𝐻2𝑂 (1.52) 
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 4H2 + 𝐶𝑂2 → 𝐶𝐻4 + 2𝐻2𝑂 (1.53) 

In the end, the hydrogen uptake rate was given in Inkeri et al. (2018) as 

 
rH2 = 𝑞𝑚𝑎𝑥

𝐶𝐿,𝐻2
𝐾𝑠,𝐻2 + 𝐶𝐿,𝐻2

𝑋
𝐶𝐿,𝐶𝑂2

10−3 + 𝐶𝐿,𝐶𝑂2
 (1.54) 

Equation (1.54) resembles the Monod-type description of H2 substrate uptake. However, the 

𝐶𝐿,𝐶𝑂2
10−3+𝐶𝐿,𝐶𝑂2

 term remains questionable. It is reported by the author that it corresponds to an additional 

factor that limits the reactions when 𝐶𝑂2 is lacking. However, 𝐶𝑂2 is rarely lacking as it is more soluble 

than 𝐻2. In the case when 𝐶𝐻2  approaches zero, as if the case of the mass transfer limiting regime if 

the rH2  term is given as = 𝑞𝑚𝑎𝑥
𝐶𝐿,𝐻2

𝐾𝑠,𝐻2+𝐶𝐿,𝐻2
, numerical instabilities are awaited. This is due to the 

nature of Monod’s law which is a hyperbolic function. It is believed that the 
𝐶𝐿,𝐶𝑂2

10−3+𝐶𝐿,𝐶𝑂2
 term act as a 

damper to smooth the numerical issue.  

Markthaler et al. (2020) applied an Arrhenius-type model to represent the biological methanation. It 

is expressed as 

 
𝑅𝐻2 = 𝐴0. 𝑒

−𝐸𝐴
𝑅.𝑇 . 𝐶𝐿,𝐶𝑂2 . 𝐶𝐿,𝐻2  (1.55) 

The authors explained that since the major microkinetic limitation of biological methanation ensues 

from interfacial H2 mass transfer, the implementation of detailed reaction mechanisms plays a minor 

role. Thus, the preexponential factor 𝐴0 and activation energy 𝐸𝐴 were simply adjusted to very high 

reaction kinetics so that the overall process is limited by absorption.  

The model of Inkeri et al. (2018) and Markthaler et al. (2020) consists of a homogeneous reaction 

problem formulation. It is clear that the biological methanation process depends on the convective 

and diffusive species transport and specific biological uptake rate, the biomass is a heterogeneous 

catalyst. Therefore, the bioreaction rate should be treated by a classical chemical engineering 

approach based on the rate-limiting flux. This is further detailed in our model, as explained in Section 

2.2.3. 
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1.3 Two-phase flow modelling of bubble column  

In this section, a brief review of bubble column reactors is detailed. Bubble column reactors are 

commonly used in the industry, such as metallurgical, petrochemical, biochemical, and water 

treatment. These reactors have numerous advantages: (a) simple design, (b) absence of a mechanical 

stirring device (c) good mixing (d) low energy input requirements and (e) large gas-liquid contact area 

(Deckwer and Schumpe, 1993; Kantarci et al., 2005; Shah et al., 1982). Many topics regarding bubble 

columns have attracted considerable interest in the literature, including gas-liquid or gas-liquid-solid 

hydrodynamics, mass transfer and (bio)reactive bubbly flow. Bubble column modelling becomes an 

important issue for design and industrial process optimisation. However, complex and highly coupled 

phenomena in terms of multiphase flow, mass and heat transfer, and (bio)reaction prevail in such 

system, making the modelling of bubble columns very challenging.  

 

Figure 1.14: The multiscale phenomena of bubbly flow occurring in bubble column. Adapted from: 

Shu et al. (2019) 

In terms of hydrodynamics, the complexity arises as the overall gas holdup and mixing time involves 

phenomena occurring at the micro-scale (bubble coalescence and breakage), meso-scale (bubble-

bubble interaction), and macro-scale (large-scale liquid recirculation), as shown in Figure 1.14  (Shu et 

al., 2019). For a gas-liquid two-phase bubble column, the gaseous phase is the disperse phase injected 

via a sparger and the continuous phase is the liquid. The liquid phase can operate in batch mode, co-

courant and counter-courant flow, with recirculation of either gas or liquid or both. Bubble column 

hydrodynamics is controlled by its geometry and the operating conditions, mainly the superficial gas 
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velocity 𝑗𝐺. The bubble column hydrodynamics and mass transfer are partly related to its global gas 

holdup, formulated as the ratio of the volume of gas to the reactor volume.  

 
αG =

𝑉𝐺
𝑉𝐺 + 𝑉𝐿

 (1.56) 

1.3.1 Flow regime 

Depending on the superficial gas velocity and the reactor geometry, several flow regimes can be 

differentiated with their respective flow characteristics. Krishna (2000) classifies the bubble column 

hydrodynamics into three main regimes: homogeneous, transition and heterogeneous, as depicted in 

Figure 1.15. 

 

Figure 1.15: Flow regime in bubble column. Adapted from: Krishna (2000) 

At low superficial gas velocity, the bubble column operates at the so-called homogeneous regime, 

which is also called the bubbly regime. The bubbles are mostly spherical in shape and their path is quite 

linear. The bubble break-up and coalescence are negligible here. The global gas holdup is quasi-linear 

versus the superficial gas velocity. The bubble size population are mostly homogeneous with a very 

narrow bubble size distribution. If the superficial gas velocity is further increased, the global gas holdup 

will reach a local maximum, and the transition regime is established. Large bubbles start to appear in 

the centre of the column rising in a helical form with liquid recirculation down the column near the 
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wall to have a net liquid downward flow. Finally, the heterogeneous regime appears at high superficial 

gas velocity. Two classes of bubbles are very visible with the large bubbles rising at higher velocities at 

the centre of the column, whereas smaller bubbles are found near the wall, entrained by the down 

flow of liquid recirculation. Shah et al. (1982) also proposed a regime map that stated that the 

hydrodynamic regime depends on the column diameter and the superficial gas velocity, as shown in 

Figure 1.16. 

 

Figure 1.16: Bubble column flow regime dependency on superficial gas velocity and column 

diameter. Adapted from: Shah et al. (1982) 

However, it is found that the hydrodynamic regime is more complicated and depends on other 

additional parameters. For example, McClure et al. (2016b, 2015d) explained that the overall gas 

holdup also depends on the sparger design and the liquid physicochemical properties. The authors 

tested a tree sparger design but with three different configurations: sparger #1 (sparger with 0.5 mm 

orifices), sparger #2 (sparger with 3 mm orifice), sparger #3 (sparger with 0.5 mm orifices but with half 

activated). It is also found that in the heterogeneous regime (at high superficial gas velocity), the 

sparger design does not play any role in the hydrodynamic as the gas holdup is the same. At low 
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superficial gas velocity (i.e., in the homogeneous regime), the sparger #1 holds a much higher gas 

holdup. It is explained by the formation of smaller bubbles and the interactions between bubbles lead 

to the hindered rise of bubbles, resulting in a much higher gas holdup. This observation is also reported 

by Chaumat et al. (2006) and (Colombet et al., 2015). When surfactants are present in the liquid, the 

bubble size distribution becomes narrower, leading to smaller mean bubble size. The surfactant also 

inhibits bubble coalescence. These effects lead to higher gas holdup in a liquid system with the addition 

of surfactant such as 2-propanol. These results are presented in Figure 1.17. 

 

Figure 1.17: (a) Hydrodynamic regime depends on the sparger design. Adapted from: McClure et al. 

(2016b). (b) Effect of liquid physicochemical properties on the bubble column hydrodynamics. 

Adapted from: McClure et al. (2015d) 

1.3.2 Bubble shape and size 

The understanding and the study of bubble size is still a recurrent research topic due to its importance 

in bubble column hydrodynamics and mass transfer. The bubble size changes with the break-up and 

coalescence phenomena. But, its shape can be predicted with the bubble regime map proposed by 

Clift et al. (1978), as shown in Figure 1.18, using three dimensionless numbers: Reynolds number, 

Eötvös number and Morton number (see the respective definitions in equations (1.14)-(1.16)). The 

bubble shape depends on the superficial gas velocity and the flow regime. The regime map proposed 

by Clift et al. (1978) gives a general idea of the bubble shape and bubble terminal velocity provided 

the liquid properties are known.  
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Figure 1.18: Bubble shape regime map in unhindered gravitational motion. Adapted from: Clift et al. 

(1978) 

The sparger design is very important as it determines largely the initial bubble size, and thus the bubble 

rise velocity (Kulkarni and Joshi, 2011). Different types of sparger designs have been studied in the 

literature to determine the hydrodynamics and mass transfer properties, such as tree sparger, ring 

sparger, spider sparger, porous plate, perforated plate, and needle sparger. These spargers can be 

classified into two major categories: plate-type spargers and pipe-type spargers (Kulkarni and Joshi, 

2011). At a given superficial gas velocity, these spargers will produce different bubble sizes and flow 

regimes, depending on the uniformity of gas injection, the pore size, and the number of holes (Besagni 

et al., 2018a; Sharaf et al., 2016; Veera and Joshi, 1999). In this section, some correlations for the 

prediction of the initial bubble diameter are presented.  

One of the most common spargers is the orifice-type sparger. In the literature, it exists numerous 

correlations to estimate the bubble size generated by an orifice sparger. These expressions are derived 

mostly from the physical mechanisms controlling the forming of the bubbles. In general, three regimes 

of bubble formation can be distinguished: quasi-static, dynamic bubbling and inertial jet formation 

regimes (Colombet, 2012).  
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At very low superficial gas velocity, the bubble formation is under a quasi-static regime. The force 

balance between the buoyancy force and capillary force of a single bubble leads to Tate’s law:  

 db
𝑑𝑜
= [

6𝜎

𝑑𝑜
2∆𝜌𝑔

]

1/3

= [
6

𝐸𝑜𝑜 
]
1/3

 (1.57) 

With 𝐸𝑜𝑜 the Eötvös number (equation (1.15)) at the orifice, 𝑑𝑜 the diameter of the orifice.  

The transition from quasi-static regime to dynamic bubbling regime is observed when the flow exceeds 

a critical value, characterised as the critical superficial gas velocity: 

 
u𝑐𝑟𝑖𝑡 =

4

𝑑𝑜
2 (

16

3𝑔2
)
1/6

(
𝜎𝑑𝑜
2𝜌𝐿

)
5/6

 (1.58) 

Under the dynamic bubbling regime, Gaddis and Vogelpohl (1986) proposed an expression for initial 

bubble diameter, following the integration of buoyancy force, capillarity force, added-mass, and drag 

force:  

 
db
𝑑𝑐
= [(

6𝜎

𝑑𝑜
2∆𝜌𝑔

)

4/3

+ 
81

𝜋

𝜈𝐿𝑄𝑜

𝑔𝑑𝑜
4  + (

135𝑄𝑜
2

4𝜋2𝑔𝑑𝑜
5)

4/5

]

1/4

 (1.59) 

With 𝑄𝑜 the gas volumetric flow rate passing through the orifice. Equation (1.59) can be written in 

dimensionless form as: 

  db
𝑑𝑐
= [(

6

𝐸𝑜𝑜
)
4/3

+ 
81

𝜋
(
𝐹𝑟𝑜
𝐴𝑟𝑜

)
1/2

 + (
135𝐹𝑟𝑜
64

)
4/5

]

1/4

 (1.60) 

With 𝐹𝑟𝑜 the orifice Froude number, 𝐴𝑟𝑜 the orifice Archimedes number.  

Under the inertial jet formation regime, the bubble diameter can be estimated with the correlation 

written as: 

 db
𝑑𝑐
= 𝐶2𝐹𝑟𝑜

1/5
 (1.61) 

In the literature, different values of 𝐶2 have been proposed, ranging from 1.12 – 1.35. But, an arbitrary 

mean value of 1.2 can be taken as an estimation (Colombet, 2012). 

Other correlations for the prediction of the initial bubble diameter for the orifice sparger are reported 

in Table 1.7. Most of these correlations described the bubble diameter with the orifice diameter 𝑑𝑜 
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and the orifice superficial gas velocity 𝑗𝐺𝑜. Among the correlations in Table 1.7, only that of Bhavaraju 

et al. (1978) considers the properties of the liquid phase instead of the gas phase. The complex 

correlation of Geary and Rice (1991) is actually derived from the force balance and it is valid also for 

rigid and flexible sparger.  

The inlet bubble diameter usually does not retain its initial size due to hydrostatic pressure and 

breakup and coalescence events. Some authors proposed the correlations for the prediction of the 

mean bubble diameter 𝑑𝑏̅̅ ̅ which is also called generally the Sauter mean diameter 𝑑32 . Table 1.8 

summarises the correlation for mean bubble diameter prediction. Most of the correlations show the 

dependence with superficial gas velocity 𝑗𝐺, with the predicted mean bubble diameter increasing with 

𝑗𝐺. The liquid properties such as viscosity and surface tension are also included in the correlations. The 

pressure effect is evidenced in the correlation of Wilkinson et al. (1994) whereby it is translated with 

the gas density 𝜌𝐺. The higher the pressure, the higher the gas density, and the lower the mean bubble 

diameter. Jamialahmadi et al. (2000) related the mean bubble diameter to the initial bubble diameter.  

Table 1.7: Correlations for initial bubble diameter 𝐝𝐛𝟎 prediction. Adapted from: Azizi et al. (2019) 

Reference Correlation 

Leibson et al. 

(1956) 
db0 = 0.18𝑑0

1/2
(
𝜌𝐺𝑗𝐺0𝑑0

𝜇𝐺
)
1/3

 for 
𝜌𝐺𝑗𝐺0𝑑0

𝜇𝐺
<2000 

Miller (1974) db0 = (
6𝜎𝑑0

0.48

∆𝜌𝑔
)

1/3

 

Bhavaraju et al. 

(1978) 
db0 = 3.23𝑑𝑜 (

𝜌𝐿𝑗𝐺0𝑑0
𝜇𝐿

)
−0.1

(
𝜋𝑗𝐺𝑜

2 /4 

𝑔𝑑𝑜
3 )

0.21

 

Moo-Young and 

Blanch (1981) 
db0 = 0.19𝑑0

0.48 (
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

)
0.32

 

Geary and Rice 

(1991) 

𝑦 =
𝑑𝑖
3

𝑑𝑜
3 

0.5𝑔 (
𝑑𝑏0
3

6 )

2

11(𝑑𝑜
2𝑗𝐺0)

2
(𝑦2 − 1 − 2 ln𝑦) + 𝑁𝑟(𝑦 − 1 − ln𝑦) − 2

− 𝑁𝜇(2(𝑦
1/2 − 1) − ln𝑦)

−

2(
𝜋𝑑𝑏0

3

6 )

1/3

𝑑𝑜
(
1

36𝜋
)
1/6

(3(𝑦1/3 − 1) − ln𝑦) = 0 
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𝑁𝑟 =
32

11

𝜋𝑑𝑏0
3 /6

𝜌𝐿(𝜋𝑑𝑜
2𝑗𝐺0)

2𝑑𝑜
(
𝜋𝑑𝑜

2𝑗𝐺0
2 𝜌𝐺
4

− 𝜋𝜎𝑑𝑜) 

𝑁𝜇 =
128

11

√𝜋𝑑𝑏0
3 /6

5

𝑑𝑜
3𝑗𝐺0

√
2𝜇𝐿
𝜌𝐿

(
𝑑𝑜
2𝑗𝐺0
16

)

3/2

(
4𝜋

3
)
1/2

 

 

Table 1.8:  Correlations of mean bubble diameter 𝒅𝒃̅̅̅̅  prediction. Adapted from: Azizi et al. (2019) 

Reference Correlation 

Akita and Yoshida (1973) 𝑑𝑏̅̅ ̅ = 26𝐷 (
𝐷2𝑔𝜌𝐿
𝜎

)

−0.5

(
𝑗𝐺𝐷

3𝜌𝐿
2

𝜇𝐿
)

−0.12

(
𝑗𝐺

√𝑔𝐷
)

0.12

 

Wilkinson et al. (1994) 𝑑𝑏̅̅ ̅ = (8.8
𝜎

𝜌𝐿𝑔
)
0.5

(
𝑗𝐺𝜇𝐿
𝜎
)
−0.04

(
𝜎3𝜌𝐿
𝑔𝜇𝐿

)

−0.12

(
𝜌𝐿
𝜌𝐺
)
0.22

 

Jamialahmadi et al. (2000) 

𝑑𝑏𝑖̅̅ ̅̅ = (
6𝜎𝑑0

0.48

∆𝜌𝑔
)

1/3

 

𝑑𝑡̅̅ ̅ = 0.45𝑗𝐺
0.87𝛼𝐺

0.85 

𝑑𝑏̅̅ ̅ = √𝑑𝑏𝑖̅̅ ̅̅ 3 + 𝑑𝑡̅̅ ̅
33

 

Kumar et al. (1976) 𝑑𝑏̅̅ ̅ =

{
 
 
 

 
 
 1.56 (

𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

)
0.058

(
𝜎𝑑0

2

∆𝜌𝑔
)

0.25

, 1 <
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

< 10

0.32 (
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

)
0.425

(
𝜎𝑑0

2

∆𝜌𝑔
)

0.25

, 10 <
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

< 2100

100 (
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

)
−0.4

(
𝜎𝑑0

2

∆𝜌𝑔
)

0.25

, 4000 <
𝜌𝐺𝑗𝐺0𝑑0
𝜇𝐺

< 70000

 

1.3.3 Bubble dynamics 

After examining the bubble diameter size, it is interesting to discuss the bubble dynamics, particularly 

the forces encountered by the bubble. In equation (1.6), the 𝑀𝑘⃗⃗ ⃗⃗ ⃗⃗  term represent the interfacial 

momentum exchange between the gas and liquid phase. This momentum transfer is only considered 

between the gaseous bubbles and the surrounding liquid. This momentum transfer between phases 

can be modelled as the following forces per unit volume: 

 
𝑀𝐺⃗⃗ ⃗⃗ ⃗⃗ = −𝑀𝐿⃗⃗ ⃗⃗ ⃗⃗ = 𝑓𝐵⃗⃗ ⃗⃗ + 𝑓𝐷⃗⃗⃗⃗⃗ + 𝑓𝑉𝑀⃗⃗ ⃗⃗⃗⃗ ⃗⃗ + 𝑓𝐿⃗⃗⃗⃗  (1.62) 

With  

• 𝑓𝐵⃗⃗ ⃗⃗  = buoyancy force resulting from density difference  



1.3 Two-phase flow modelling of bubble column 

57 

 

 
𝑓𝐵⃗⃗ ⃗⃗ = (𝜌𝐿 − 𝜌𝐺)�⃗� (1.63) 

• 𝑓𝐷⃗⃗⃗⃗⃗ = drag force is the force oppose to buoyancy force, usually results from the pressure and 

viscous effect on the gas-liquid interface 

 
𝑓𝐷⃗⃗⃗⃗⃗ = 𝐹𝐷(𝑢𝐿⃗⃗⃗⃗⃗ − 𝑢𝐺⃗⃗ ⃗⃗ ⃗); 𝐹𝐷 =

18𝜇𝐿

𝑑𝑏
2

𝐶𝐷𝑅𝑒𝑏
24

 (1.64) 

𝐶𝐷 is the bubble drag coefficient.  

• 𝑓𝑉𝑀⃗⃗ ⃗⃗⃗⃗ ⃗⃗  = added mass force originated from the relative acceleration between gas and liquid 

 
𝑓𝑉𝑀⃗⃗ ⃗⃗⃗⃗ ⃗⃗ = 𝐶𝑉𝑀. 𝜌𝐿(

𝜕𝑢𝐿⃗⃗⃗⃗⃗

𝜕𝑡
−
𝜕𝑢𝐺⃗⃗ ⃗⃗ ⃗

𝜕𝑡
) (1.65) 

𝐶𝑉𝑀 is the added mass coefficient, which is usually 0.5.  

• 𝑓𝐿⃗⃗⃗⃗ = lift force comes into effect with the presence of high shear flow, and the unbalanced 

distribution of pressure and viscous constraint.  

 
𝑓𝐿⃗⃗⃗⃗ = 𝐶𝐿 . 𝜌𝐿 . 𝜌𝐺(𝑢𝐿⃗⃗⃗⃗⃗ − 𝑢𝐺⃗⃗ ⃗⃗ ⃗) × (∇⃗⃗⃗ × 𝑢𝐿⃗⃗⃗⃗⃗) (1.66) 

𝐶𝐿  is the lift force coefficient, which is equals to 0.5 for high 𝑅𝑒  number. For 10 < 𝑅𝑒  < 500, the 

following equation can be used for 𝐶𝐿 (Legendre and Magnaudet, 1998). 

 
𝐶𝐿 =

1

2
−
6.5

𝑅𝑒𝑏
 (1.67) 

The drag force merits further discussion as it is considered the most important force in describing the 

two-phase bubbly flow. It determines the bubble slip velocity, and therefore the gas holdup and the 

volumetric interfacial area. The drag force varies according to the bubble shape, contamination level 

and gas volume fraction.  

For a single spherical bubble rising at its terminal velocity, the equilibrium between the drag force and 

the buoyancy force leads to 

 
0 = (𝜌𝐺 − 𝜌𝐿)𝑉𝑏𝑔 − 𝐴𝑝𝐶𝐷

1

2
𝜌𝐿||𝑢𝑟𝑒𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ||𝑢𝑟𝑒𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   (1.68) 
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With 𝑢𝑟𝑒𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  the relative bubble velocity. This equality leads to bubble terminal velocity and the drag 

coefficient is expressed as 

 
CD =

4

3

∆𝜌𝑔𝑑𝑏

𝜌𝐿𝑢𝑟
2  (1.69) 

The 𝐶𝐷 correlation can be obtained from experimental observation or numerical simulation. Table 1.9 

reports the drag coefficient for spherical bubbles found in the literature. 

Table 1.9: Correlation for drag coefficient of spherical bubbles 

Range of 𝑅𝑒 Correlation Reference 

𝑅𝑒𝑏 ≪ 1 
16

𝑅𝑒𝑏
 Hadamard (1911) 

𝑅𝑒𝑏 ≤ 1 
16

𝑅𝑒𝑏
(1 +

1

8
𝑅𝑒𝑏 +

1

40
𝑅𝑒𝑏

2 ln(𝑅𝑒𝑏) + 𝑂(𝑅𝑒𝑏
2) Taylor and Acrivos (1964) 

𝑅𝑒𝑏 ≫ 1 
48

𝑅𝑒𝑏
 Levich (1962) 

𝑅𝑒𝑏 > 50 
48

𝑅𝑒𝑏
(1 −

2.211

𝑅𝑒𝑏
) Moore (1963) 

∀ 𝑅𝑒𝑏 
16

𝑅𝑒𝑏
(1 +

𝑅𝑒𝑏

8 + 0.5(𝑅𝑒𝑏 + 3.315𝑅𝑒𝑏
0.5)

) Mei et al. (1994) 

In the case of isolated small spherical bubbles without deformation (Re << 1), Stokes equation can be 

used to estimate the terminal velocity (Stokes, 2005): 

 
𝑢𝑟𝑒𝑙 =

1

18
.
∆𝜌. 𝑔. 𝑑𝑏

2

𝜇𝐿
 (1.70) 

For non-spherical bubbles, the drag coefficient depends generally on the Reynolds number, Eötvös 

number, Morton number and the contamination level.  

For an air-ParathermNF system and for an operating condition of 1 ≤ 𝑃 ≤ 193 bar and 𝑇 = 27 −

47 − 78°C, Fan et al. (1999) validated the following empirical expressions for three bubble regimes: 

spherical, ellipsoidal and cap bubbles. 

 

urel = (
𝜎𝑔

𝜌𝐿
)
0.25

[(
𝑀𝑜−0.25

𝐾𝑏
(
Δ𝜌

𝜌𝐿
)
1.25

𝑑′
2
)

−𝑛

+ (
2𝑐

𝑑′
+
Δ𝜌𝑑′

2𝜌𝐿
)

−
𝑛
2

]

−1/𝑛

 (1.71) 
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with 

• 𝑑′ = 𝑑𝑏 (
𝜌𝐿𝑔

𝜎
)
0.5

  

• 𝑛 = 0.8 for contaminated system, 𝑛 = 1.6 for pure system 

• 𝑐 = 1.2 for one liquid component and 𝑛 = 1.6 for multi liquid component 

• 𝐾𝑏 = max(𝐾𝑏0𝑀𝑜
−0.038, 12) 

• 𝐾𝑏0 = 14.7 for aqueous solution, 𝐾𝑏0 = 10.2 for organic solution 

Another correlation for relative velocity of non-spherical bubble proposed by Mendelson (1967) is 

expressed as 

 

urel = √
2𝜎

𝜌𝐿𝑑𝑏
+
Δ𝜌𝑔𝑑𝑏
2𝜌𝐿

 (1.72) 

Dijkhuizen et al. (2010) derived the drag coefficient for both spherical and non-spherical bubble as  

 CD = √𝐶𝐷(𝑅𝑒𝑏)
2 + 𝐶𝐷(𝐸𝑜)

2 

𝐶𝐷(𝑅𝑒𝑏) =
16

𝑅𝑒𝑏
(1 +

𝑅𝑒𝑏

8 + 0.5(𝑅𝑒𝑏 + 3.315𝑅𝑒𝑏
0.5)

) 

𝐶𝐷(𝐸𝑜) =
4𝐸𝑜

9.5 + 𝐸𝑜
 

(1.73) 

With 𝐶𝐷(𝑅𝑒𝑏) issued from the correlation of Mei et al. (1994). Equation (1.73) is obtained through 3D 

Direct Numerical Simulation (DNS) of rising bubbles via the method of “Front Tracking”. This 

correlation is valid for ultrapure water. 

Tomiyama et al. (1998) also proposed generic drag coefficient model for both spherical, ellipsoidal and 

cap bubbles for 

• Pure system:  

 
𝐶𝐷 = 𝑚𝑎𝑥 {min [

16

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687),
48

𝑅𝑒𝑏
] ,
8

3

𝐸𝑜

(4 + 𝐸𝑜)
} (1.74) 

• Slightly contaminated system: 

 
𝐶𝐷 = 𝑚𝑎𝑥 {min [

24

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687),
72

𝑅𝑒𝑏
] ,
8

3

𝐸𝑜

(4 + 𝐸𝑜)
} (1.75) 
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• Contaminated system: 

 
𝐶𝐷 = 𝑚𝑎𝑥 {

24

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687),
8

3

𝐸𝑜

(4 + 𝐸𝑜)
} (1.76) 

For small bubbles, the drag coefficient is governed by the viscous force which is characterised by the 

Reynolds number, whereas, for ellipsoidal bubbles, the governing factor is the gravity and surface 

tension forces which are characterised by the Eötvös number. 

Ishii and Zuber (1979) proposed a drag model for spherical, distorted and cap bubbles, given by 

• Spherical bubbles:  

 
𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 =

24

𝑅𝑒𝑏
(1 + 0.1𝑅𝑒𝑏

0.75) (1.77) 

• Distorted bubbles: 

 
𝐶𝐷,𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 =

2√𝐸𝑜

3
[
1 + 17.67(1 − 𝛼𝐺)

9/7

18.67(1 − 𝛼𝐺)
3/2

]

2

 (1.78) 

• Cap bubbles: 

 
𝐶𝐷,𝑐𝑎𝑝 =

8

3
(1 − 𝛼𝐺)

2 (1.79) 

 If 𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙  > 𝐶𝐷,𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑, 

𝐶𝐷 = 𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 else 𝐶𝐷 = min (𝐶𝐷,𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 , 𝐶𝐷,𝑐𝑎𝑝) 
(1.80) 

Another drag model commonly used in gas-liquid flow simulations was that proposed by Harmathy 

(1960). The author proposed a constant bubble slip velocity when their Reynolds reaches an order of 

1000. The slip velocity is given by equation (1.81). It corresponds to a constant slip velocity of 0.25 m.s-

1, when the properties of water and air at 25°C, 1 atm is considered. 

 
𝑢𝑟𝑒𝑙 = 1.5(

𝜎𝑔𝛥𝜌

𝜌𝐿
2 )

0.25

 (1.81) 

Until now, we discussed the bubble drag according to the bubble shape. In practice, the gas-liquid 

bubble interface can be clean, partially contaminated or totally contaminated by surfactants or other 

impurities. These impurities will adsorb on the bubble interface and therefore immobilise the 

interface, leading to lower bubble terminal velocity.  
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Cuenot et al. (1997) described the adsorption of impurities on the bubble interface in 4 steps: 

• The impurities are advected in the bubble wake before reaching the interface.  

• The impurities reach the interface and are adsorbed to it at low concentration, without 

immobilising the interface 

• Overtime, more impurities are adsorbed strongly on the surface and are transported to the bubble 

rear, dividing the bubble into two zones: mobile interface in the bubble front and immobile 

interface in the bubble rear. This can be explained by the stagnant cap model proposed by Sadhal 

and Johnson (1983). 

• Further adsorption of impurities on the interface leads to a completely contaminated interface, 

making the bubble to behave like a solid sphere. 

 

Figure 1.19: Stagnant cap model proposed by Sadhal and Johnson (1983). Adapted from: Sadhal and 

Johnson (1983) 

Sadhal and Johnson (1983) proposed a stagnant cap model to describe the contamination level of the 

bubble interface, as shown in Figure 1.19. In the clean interface, the liquid is slipped along the interface 

until an angle of 휃𝑐𝑎𝑝. Beyond 휃𝑐𝑎𝑝 is the contaminated immobile interface. When 휃𝑐𝑎𝑝 = 180°, the 

bubble is completely immobilised. At this point, the bubble drag force is equivalent to that of a solid 

sphere. This stagnant cap model has been used to describe the contamination level of the bubble 
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interface (Cuenot et al., 1997; Dani et al., 2022, 2006; Huang et al., 2011; Larsson et al., 2022; Sadhal 

and Johnson, 1983). 

For a completely contaminated bubble, the drag coefficient of a solid sphere can be used, such as that 

of Schiller and Nauman (1933), expressed as: 

 
CD =

24

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687) (1.82) 

(Tomiyama et al., 2002a) proposed a terminal velocity expression for a completely contaminated 

deformed bubble as:  

 

urel =
sin−1√1 − 𝐸2 − 𝐸√1 − 𝐸2

1 − 𝐸2
√
8𝜎

𝜌𝐿
𝐸4/3 +

Δ𝜌𝑔𝑑𝑏
2𝜌𝐿

𝐸2/3

1 − 𝐸2
  (1.83) 

With 𝐸 = 1/(1 + 0.163𝐸𝑜0.757)  

To summarise, spherical bubbles (small 𝑑𝑏 and high 𝜎) tend to rise rectilinearly. The terminal velocity 

is influenced by the degree of contamination on the gas-liquid interface. If the interface is pure and 

clean, an internal circulation is induced in the bubble, which decreases the viscous drag and increases 

the terminal velocity. On the other hand, the accumulation of impurities on the bubble interface which 

is characterised by the degree of contamination 휃𝑐𝑎𝑝 will cause the interface to behave like a rigid 

surface. For ellipsoidal bubbles (high 𝑑𝑏 and low 𝜎), the bubble rises in zig-zag and helicoidal motion, 

the terminal velocity becomes lower and the bubbles are little affected by the contamination 

Tomiyama et al. (1998), as shown in Figure 1.20. Figure 1.21 shows the typical bubble terminal velocity 

diagram proposed by Clift et al. (1978) and Tomiyama et al. (1998). These two diagrams can be served 

as a rule of thumb for direct estimation of bubble terminal velocity. According to Clift et al. (1978), 

bubbles of 3-8 mm in contaminated water will rise with an averaged terminal velocity of 0.2 m.s-1, 

whereas bubbles at that size in pure water will rise with an averaged terminal velocity of 0.25 ± 0.01 

m.s-1.  In contrast, the drag coefficient model of Tomiyama et al. (1998), as shown in equations (1.74)-

(1.76) stated that the terminal velocity varies with the contamination level only for bubbles smaller 

than 2.5 mm. After this threshold value, the bubbles will have the same terminal velocity of 0.25 ± 0.01 

m.s-1 regardless of the contamination level.  
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Figure 1.20: Governing factor for different bubbles shape at terminal velocity. Adapted from:  

Tomiyama et al. (1998) 

 

Figure 1.21: (a) Terminal velocity diagram adapted from Clift et al. (1978). (b) Terminal velocity 

diagram adapted from Tomiyama et al. (1998). 
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1.4 Recent emblematic achievements of bubble column modelling 

After discussing different numerical models for bubble column simulations (Section 1.2) and the 

fundamentals of bubble dynamics (Section 1.3), this section is devoted to addressing the recent 

advances in bubble column modelling. The discussion is divided into the 3D fully-resolved CFD 

modelling and the 1D modelling. For the CFD model, the discussion is further distinguished between 

the development of hydrodynamics in bubbly flow, hydrodynamics coupled with mass transfer in 

bubbly flow, reactive bubbly flow and (bio)reactive bubbly flow. It should be emphasised that the 

advancements in bubble column modelling have been made since the 70s (Deckwer, 1977; Deckwer 

et al., 1974; Joshi and Sharma, 1979) in parallel with the progress in instrumentation techniques and 

computational capacities. Since then, many research works have been published to deal with different 

aspects of bubble column modelling, such as mixing, turbulence, hydrodynamics, population balance 

and (bio)reactive bubble column using different simulation approaches (Bauer and Eigenberger, 2001; 

Becker et al., 1994; Chen et al., 2004; Deen, 2001; Deen et al., 2004; Jakobsen et al., 1997; Krishna et 

al., 1999; Mudde and Simonin, 1999; Sokolichin et al., 1997; Sokolichin and Eigenberger, 1994). 

However, it is chosen that the discussion in this section is only restricted to the recent developments 

of bubble column models, i.e. after the year 2005, with a general overview of notable bubble column 

simulations using CFD and 1D models.  

• Application of CFD model for bubble column 

o Hydrodynamics in bubbly flow 

Recently, the research group from Politecnico di Milano, Italy published a comprehensive experimental 

investigation of bubble column hydrodynamics operating at a wide range of superficial gas velocities, 

in hope of remapping the bubble column flow regime map (Besagni et al., 2015, 2016, 2018a, 2019; 

Besagni, 2021; Besagni and Inzoli, 2016, 2017). The extensive datasets on different bubble column 

operating modes, sparger designs, and liquid properties were then used to validate the developed CFD 

models (Besagni et al., 2018b, 2017, 2015). Contrary to the “classic” three hydrodynamic regimes – 

homogeneous, transition and heterogeneous regime, the authors suggested a novel theory: “The fluid 

dynamics of large-diameter bubble columns explicates in six flow regimes and is interpreted by a 

function of two global fluid dynamics parameters (the drift flux and the gas holdup); the analytical form 

of the function builds on five flow regime transition points” (Besagni, 2021). This theory is illustrated 

graphically in Figure 1.22. On the right axis, each vertical position represents a time-averaged drift-flux 

value 𝐽𝑇 calculated from its definition (Wallis, 1969; Zuber and Findlay, 1965). With the experimental 

database, the CFD model using the Eulerian multi-fluid approach was conducted to validate the model.  
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Figure 1.22: Flow regime map and regime transition point suggested by Besagni (2021) 

Table 1.10: Transition regime coordinates 

Transition 

Regime 
Criteria 

1 

Transition from the mono-dispersed homogeneous flow regime to the poly-dispersed 

homogeneous flow regime occurs at 𝐽𝑇 ≠ 𝐽𝐸, with 

Volumetric flux: 𝐽𝑇 = 𝑗𝐺(1 − 휀𝐺) ± 𝑗𝐿휀𝐺  

Theoretical drift-flux: 𝐽𝐸 = 𝑣𝑏(1 − 휀𝐺) 

2 

Transition from the poly-dispersed homogeneous flow regime to the transition 

regime (without coalescence-induced structures) occurs at 

 𝐽′𝑇 ≠ 𝐽′𝐸, with 

Volumetric flux with changes in origin: 𝐽𝑇 = 𝑗′𝐺(1 − 휀′𝐺) ± 𝑗𝐿휀′𝐺 

Theoretical drift-flux with changes in origin: 𝐽′𝐸 = 𝑣𝑏(1 − 휀′𝐺) 

휀′𝐺 = 휀𝐺 − 휀𝐺,𝑡𝑟𝑎𝑛𝑠−1  

𝑗′𝐺 = 𝑗𝐺 − 𝑗𝐺,𝑡𝑟𝑎𝑛𝑠−1  

3 
The transition from the absence of coalescence-induced structures to the presence of 

coalescence-induced structures is found at the maximum of the 𝐽𝑇 = 𝑓(휀𝐺) curve 

4 
Transition from the transition regime to the pseudo-heterogeneous regime is 

determined on the basis of the constant value of 휀𝐺 at high 𝐽𝑇. 

5 
The transition to the pure heterogeneous regime is determined based on the increase 

of 휀𝐺 with respect to the constant value found in the 4th regime. 
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The recent advances in hydrodynamic modelling of bubbly flow are also highlighted in the baseline 

Eulerian model established by the work of a research group from the Helmholtz-Zentrum Dresden-

Rossendorf (HZDR), Institute of Fluid Dynamics, Dresden, Germany (Krepper et al., 2014; Liao et al., 

2018; Rzehak et al., 2017b, 2017a, 2015; Rzehak and Krepper, 2015, 2013a, 2013b; Ziegenhein et al., 

2017). Over the years, the research group has contributed to the development of the CFD model for 

multiphase flows, focusing on the Euler-Euler two or multi-fluid approach (Putra and Lucas, 2016). 

These models require suitable closure relations describing the interfacial exchange processes. Progress 

in the modelling of dispersed gas-liquid multiphase flow has been made by comparing existing bubble-

induced turbulence (BIT) models in the literature to unravel suitable closures for modelling bubbly 

turbulence (Rzehak and Krepper, 2013a, 2013b). Several source terms for the turbulent kinetic energy 

and dissipation are tested and the prediction of the radial gas holdup, liquid velocity, and the square 

root of turbulent kinetic energy is compared with a comprehensive set of experimental data on upward 

vertical gas-liquid flow in round pipes of different diameters. It is found that most of the BIT model 

gives weak turbulent dispersion force prediction near the wall causing a steep gradient of liquid 

velocity and a strong lift force towards the wall, leading to overprediction of gas holdup near the pipe 

walls. By using a physically better-founded wall force of Hosokawa et al. (2002) over that of Antal et 

al. (1991), it is shown that a better prediction of wall peak gas holdup was obtained (Rzehak and 

Krepper, 2013b).  Another objective is to propose a unified set of closures for the Euler-Euler two-fluid 

model for different configurations, i.e. pipe flow, bubble column on the air-water system and air-liquid 

molten system, and airlift. The set of bubble force correlations is summarised in Table 1.11. The 

baseline model has been validated using literature data for different applications (Krepper et al., 2018; 

Lucas et al., 2020; Rzehak et al., 2017b; Rzehak and Krepper, 2015; Ziegenhein et al., 2015). It has been 

shown that the Eulerian baseline model is capable to reproduce hydrodynamics behaviour for the 

aforementioned cases with acceptable accuracy for engineering design estimations (Rzehak et al., 

2017b). It is found that the bubble size is of utmost importance as it appears in all closure relations. 

Earlier, the validation of the baseline closure model as shown in Table 1.11 has been conducted by 

Rzehak and Krepper (2015) by fixing the bubble’s polydispersity (inhomogeneous MUSIG model) 

similar to the experiments conducted in a vertical pipe (Lucas et al., 2010b, 2010a). This way the 

modelling of complex and not well-understood bubble coalescence and rupture processes can be 

bypassed by imposing the measured bubble size distribution and the investigation can be focused 

solely on the closure terms. The overall agreement with the experimental data is quite good, except 

for the bubble migration to the centre of the pipe at the highest level of the column which is 

underpredicted by the model. The baseline model is also validated in a laboratory scale bubble column 

equipped with 4 nozzles sparger which offers high spatial data and is suitable for the validation of the 
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multiphase CFD model (Rzehak et al., 2017a). This type of experiment setup highlighting spatial 

heterogeneities that provide excellent local information for CFD model validation is still scarce in the 

literature.  

Table 1.11: Closure relations for interfacial forces based on Rzehak et al. (2015) 

Interfacial forces Correlation 

Drag Ishii and Zuber (1979) 

Lift Tomiyama et al. (2002) 

Wall Hosokawa et al. (2002) 

Turbulent dispersion Burns et al. (2004) 

Virtual mass Constant coefficient of 0.5 

In the context of hydrodynamic in bubble column fermenters, the research group from the School of 

Chemical and Biomolecular Engineering, University of Sydney, Australia developed extensive works on 

the modelling of large-scale bubble column hydrodynamics, mixing and O2 mass transfer (Ertekin et 

al., 2021; Fletcher et al., 2017; McClure et al., 2013, 2014b, 2014a, 2015d, 2015a, 2016b, 2017). The 

developed CFD model has been successfully validated in bubble columns at various scales ranging from 

0.19 m diameter and 1 m height to 0.39 m diameter and 2 m height to 3 m diameter and 6.6 m height 

(Ertekin et al., 2021; McClure et al., 2014c, 2013). For example, the developed CFD model is used to 

simulate hydrodynamics in industrial fermenters, generally in high superficial gas velocity ( 𝑗𝐺 >

 0.1 m.s-1) and in the presence of surfactants. The drag force experienced by the bubbles in such 

heterogeneous regime with the presence of surfactants is different from that at the homogeneous 

regime and pure system. At high superficial velocity (high gas holdup, 𝛼𝐺 > 15%) accompanied by the 

presence of large bubbles, there is no hindered rise as observed in the lower gas holdup system. This 

has been shown in the work of Simonnet et al. (2007) whereby the relative bubble velocity increases 

due to decreasing bubble hindrance effect when 𝛼𝐺 > 15%. It is caused by the aspiration of bubbles 

in the wake of the leading bubbles, resulting in decreasing drag force, increasing relative velocity and 

lower gas holdup. The swarm factor for gas holdup lower than 30% is given by Simonnet et al. (2007) 

as 

 𝐶𝐷
𝐶𝐷∞

= (1 − 𝛼𝐺) [(1 − 𝛼𝐺)
25 + (4.8

𝛼𝐺
1 − 𝛼𝐺

)
25

]

−2/25

 (1.84) 

Whereby 𝐶𝐷∞ is the drag coefficient for an isolated bubble.  
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McClure et al. (2014c) modified slightly equation (1.84) into a conditional expression, as shown in 

equation (1.85) to better fit their experimental data. 

 

𝐶𝐷
𝐶𝐷∞

= 𝑓(𝛼𝐺) 

𝑓(𝛼𝐺) = {
min(ℎ, 1) 𝑓𝑜𝑟 ℎ > 1
0.8ℎ 𝑓𝑜𝑟 ℎ < 1

 

(1.85) 

Where ℎ is the swarm factor of Simonnet et al. (2007), expressed in equation (1.84). Later, McClure et 

al. (2017) proposed an alternative empirical swarm factor for gas holdup larger than 25% as 

 𝑓(𝛼𝐺) = min((1 − 𝑓(𝛼𝐺))
𝑎
+ 𝑏, 1) (1.86) 

Where 𝑎 and 𝑏 are empirical constants obtained through data fitting. A value of 50 for 𝑎 was proposed 

and 𝑏 depends on the sparger design. It is reported 𝑏 = 0.2 for fine opening sparger and 𝑏 = 0.08 coarse 

opening sparger. It is found that the inclusion of gas holdup correction term is necessary to obtain 

accurate predictions, particularly at higher superficial gas velocity whereby the omission of these terms 

leads to unphysical results, such as water being ‘blown out’ of the top of the column (McClure et al., 

2014b).  

 

Figure 1.23: Swarm factor in function of the gas volume fraction.  Equation (1.84),  Equation 

(1.85),  Equation (1.86). Adapted from: Gemello (2018) 
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Gemello et al. (2018) suggested another swarm factor to model hydrodynamic with gas holdup over 

30% as 

 𝐶𝐷
𝐶𝐷∞

= max {(1 − 𝛼𝐺) [(1 − 𝛼𝐺)
25 + (4.8

𝛼𝐺
1 − 𝛼𝐺

)
25

]

−2/25

; ℎ𝑚𝑖𝑛 } (1.87) 

The value of ℎ𝑚𝑖𝑛 varies with the bubble column scale, generally between 0.12 and 0.18.  

In the presence of surfactant, the bubble interface becomes immobile with the adsorption of the 

surfactant. Consequently, the drag of the bubbles increases. McClure et al. (2014a) proposed to 

multiply the drag coefficient by a coefficient of 𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡  which varies according to the type of 

surfactant. For example, it is proposed to use a value of 2 for systems containing 2-propanol and 0.75 

for systems containing antifoams (Ertekin et al., 2021; McClure et al., 2014a). In the end, the effects of 

surfactant and reduced hindrance effect at high superficial gas velocity are modelled as:  

 𝐶𝐷 = 𝐶𝐷∞𝑓(𝛼𝐺)𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 

 

(1.88) 

It should be emphasised that these swarm factor correction terms are empirical, issued from the fitting 

of experimental data. Nevertheless, the effectiveness of these correlations has been shown in 

predicting large-scale bubble columns (diameter > 1 m) hydrodynamics, such as overall gas holdup, 

radial gas holdup, the axial and radial liquid velocity at industrial conditions with high superficial gas 

velocity and the presence of surfactant (Ertekin et al., 2021; Fletcher et al., 2017; Gemello et al., 2018; 

McClure et al., 2017). There is still a lack of general consensus in the modelling of heterogeneous 

bubbly flow. A more generic model considering the swarm factor at low and high gas holdup coupled 

with the existence of surfactants must be developed with general application. 

o Hydrodynamics coupled with mass transfer in bubbly flow  

The advances in mass transfer modelling in bubble columns focus mostly on the prediction of oxygen 

uptake rate (OTR) in the context of wastewater treatment and fermentation (Cockx et al., 2001; Fayolle 

et al., 2007; McClure et al., 2015b). The satisfactory prediction of OTR relies on the correct description 

of interfacial area (hydrodynamics) and the mass transfer coefficient (mass transfer). The case of 

oxygen mass transfer is mostly modelled as a one-way coupling problem. This is characterised as the 

O2 bubble mass loss from the bottom rising up to the top of the column is negligible to cause a change 

to the hydrodynamics. However, this may not be true in large-scale bubble column whereby the 
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changes in gas holdup becomes non-linear (Deckwer et al., 1978; Giovannettone and Gulliver, 2008). 

As demonstrated in the work of Larsson et al. (2022), the exponential mass loss of gas for the entire 

column can be described by the depletion factor (𝐷𝐹), defined as 

  
𝐷𝐹 = 6𝑚

𝑘𝐿
𝑑𝑏

𝐻

𝑢𝐺
  (1.89) 

With 𝑚  the dimensionless Henry’s constant, 𝐻  the height of the column,  𝑘𝐿  the mass transfer 

coefficient, 𝑑𝑏 the bubble diameter and 𝑢𝐺 the bubble velocity. The 𝐷𝐹 for a bubble column of 4.4 m 

height with a 3 – 4 mm bubble diameter is estimated to be 0.4, which causes the O2 mole fraction to 

decrease from 21% in the inlet to approximately 13% at the outlet (Larsson et al., 2022). This implies a 

constant description of equilibrium concentration 𝐶∗  can lead to the wrong mass transfer rate, 

especially in a deep bubble column.  

It is very challenging to achieve a detailed mass transfer model validation. Rzehak and Krepper (2016) 

have pointed out that the progress in the Euler-Euler simulation of mass transfer in bubbly flow has 

been hampered by a lack of spatially resolved data, particularly measurements of local concentration, 

which are necessary for CFD model validation. To fully validate a mass transfer CFD model, the 

validation experiments must include velocity field, gas holdup, interfacial area (Sauter mean diameter), 

mass transfer coefficient, and mass transfer rate. Chen and Brooks (2021) also mentioned the lack of 

comprehensive experiments on mass transfer covering all measurements in the open literature. Most 

of the early studies on bubble columns are generally devoted to global characteristics like overall gas 

holdup and volumetric mass transfer coefficient (Akita and Yoshida, 1973; Charpentier, 1981; Hikita et 

al., 1976), but no localised measurement of flow or mass transfer is tracked. One of the rare local 

measurements of gas holdup and CO2 concentration is featured in the work of Deckwer et al. (1978). 

Rzehak and Krepper (2016) validated their CFD mass transfer model based on the measurement of 

Deckwer et al. (1978). However, the mass transfer coefficient was not modelled, instead, the reported 

experimental value of 𝑘𝐿 from Deckwer et al. (1978) was used in the CFD model.  

Due to higher computational costs of the CFD model, it is very common to model monospecies mass 

transfer. The work of multispecies gas-liquid mass transfer is still scarce in the literature. Nonetheless, 

local measurement of monospecies mass transfer is already challenging, needless to mention multi-

component system. It has been demonstrated in the work of Troshko and Zdravistch (2009) in the 

simulation of an industrial-scale Fischer-Tropsch slurry bubble column reactor by considering two gas 
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components of the syngas: H2 and CO. The CFD model is considered a reactive mass transfer model as 

the validation of mass transfer was conducted by comparing the syngas conversion.   

In addition, the gas-liquid mass transfer is hampered in the presence of surfactant. This is due to 

additional mass transfer resistance caused by the adsorption of surfactant on the bubble interface. 

This effect has to be included in the CFD model for mass transfer modelling in such liquid system. Many 

numerical works focusing on Direct Numerical Simulation (DNS) approach have been conducted to 

investigate the closures to model the surfactant effect on mass transfer (Bothe et al., 2009; Dani et al., 

2022; Falcone et al., 2018; Pesci et al., 2018). In conjunction with hydrodynamics, future work should 

focus on how the liquid phase composition affects mass and momentum transfer, with the aim of 

developing improved predictive approaches for the bubble drag and the liquid film mass transfer 

coefficient.   

o Reactive bubbly flow 

As discussed by Rzehak and Krepper (2016), the progress in reactive bubbly flow modelling requires a 

good quality experimental dataset. A correct inlet bubble diameter is crucial for the bubble column 

model as closures involving bubble hydrodynamics and mass transfer are linked to this information. 

Information about the measurement of concentration (primarily in the axial direction) is important for 

model validation. In the pioneering work of Darmana et al. (2007), the coupling of hydrodynamics and 

the chemical reaction was investigated extensively via the monitoring of CO2 chemisorption in aqueous 

sodium hydroxide NaOH solution. Measurements on bubble size, global gas holdup, radial gas holdup, 

bubble velocity, and liquid velocity were performed. With the presence of chemical reactions, the gas 

substrate experiences an enhanced gas-liquid mass transfer. The reactive mass transfer was tracked 

with a pH probe. The pH dynamics are related to the intensity of CO2 reactive mass transfer. The 

reactive bubbly flow has gained the interest of researchers (both experimental and numerical), and 

extensive studies at different scales have been published, ranging from the reactive flow of a single 

bubble (Falcone et al., 2018; Felis et al., 2019; Merker et al., 2017) to Taylor bubble (Hori et al., 2017; 

Kastens et al., 2017; Felix Kexel et al., 2021b, 2021a; F. Kexel et al., 2021; Sa’adiyah et al., 2021) and 

bubble swarm (Hlawitschka et al., 2017; Jain et al., 2015; Kipping et al., 2021, 2017; Krauß and Rzehak, 

2018). It has been featured in the work of Darmana et al. (2007) that the coupling of reactive mass 

transfer and hydrodynamics is strong as the Sauter mean diameter shrink considerably during the 

transient CO2 chemisorption process. To model this observation, Buffo et al. (2017) performed 3D CFD 

simulations coupled with the population balance model. In the literature, the use of the population 

balance model for bubble columns is still divided. Some considered that the overall hydrodynamics 
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and mass transfer are well captured by assuming a single class bubble size (Ertekin et al., 2021; Huang 

et al., 2018; McClure et al., 2014c), others reported better prediction by including the population 

balance model (Besagni et al., 2017; Buffo et al., 2017; Gemello et al., 2019). The use of the bubble 

population balance model requires suitable closures on bubble breakage and coalescence models 

which are still under active research (Liao and Lucas, 2010, 2009). Whilst the implementation of the 

bubble population balance model may improve the physical modelling, the use of a single bubble size 

has the advantage of simplicity and computational efficiency.   

o Bio-reactive bubbly flow 

The study of bioreactors using the CFD model has been widely documented in the literature. This 

approach has been particularly useful in identifying substrate gradients and their consequences on the 

metabolism of the microorganisms, such as productivity and substrate yield (Larsson et al., 1996; 

Morchain et al., 2014, 2013; Nadal-Rey et al., 2021b; Sarkizi Shams Hajian et al., 2020; Siebler et al., 

2019; Wright et al., 2018). This is due to the nature of the fully-resolved 3D CFD simulation which offers 

local information about the substrate concentration field and the bioreaction kinetics. It is very often 

that the substrate gradients appear in large-scale bioreactors as the mixing time is in the same order 

of magnitude as the substrate uptake rate (Enfors et al., 2001; Haringa et al., 2017; Nadal-Rey et al., 

2021b). In this context, many studies on bioreactor mixing using CFD and CMA models (flow maps 

issued from CFD simulation) have been done to predict the mixing evolution (Delafosse et al., 2014; 

Delvigne et al., 2006; Nadal-Rey et al., 2022; Vrábel et al., 1999) with the purpose to understand the 

mixing behaviour and improving reactor design. For the study of substrate gradients two distinct 

approaches can be found: Eulerian (Morchain et al., 2014; Sarkizi Shams Hajian et al., 2020) and 

Lagrangian (Haringa et al., 2017, 2016; Lapin et al., 2006, 2004; McClure et al., 2016a), as discussed in 

Section 1.2.2.3. This gradient analysis is further differentiated whether the population (physiological) 

state is included in the study, as the so-called structured-segregated biological model, as shown in the 

work of Morchain et al. (2014) and Lapin et al. (2006, 2004). By using this approach, the substrate 

uptake rate of each distinct individual depends not only on the extracellular substrate concentration 

but also on the intracellular concentration which in turn is a function of the history of the individual 

cells. These models can fully characterise the heterogeneous cell population behaviour due to non-

ideal mixing and thus the apparition of substrate gradient. Amid the computational costs of the CFD 

model in investigating the dynamic behaviour of bioreactors in regard to substrate gradients, 

alternative approach such as the CMA model or the 0D model is also efficient (Morchain and Fonade, 

2009; Pigou et al., 2017; Pigou and Morchain, 2015). Another approach based on the Euler-Lagrange 

framework for the biological phase has been applied in several applications to study the response of 



1.4 Recent emblematic achievements of bubble column modelling 

73 

 

microorganisms to the extracellular substrate concentration fluctuations in terms of frequency and 

magnitude (Haringa et al., 2018, 2017, 2016; McClure et al., 2016a; Siebler et al., 2019). This work was 

pioneered by Lapin et al. who introduced the approach of following the trajectory of the 

microorganism and its associated metabolisms encountered according to the extracellular substrate 

concentrations, so-called lifeline analysis (Lapin et al., 2006, 2004). First, the approach essentially 

begins with classic CFD simulation to capture the overall bioreactor gas-liquid hydrodynamics. The gas 

phase can be solved by including the bubble population balance model (Siebler et al., 2019) or imposed 

if the dissolved gas gradients are not expected to cause any significant change in the growth rate 

(Haringa et al., 2016). The bioreaction is then solved to calculate the substrate uptake rate. Next, from 

the converged substrate gradients and flow field, the cell lifelines are recorded in terms of particle 

number, position and substrate concentration viewed by the particle. To analyse the recorded lifelines, 

the metabolic regime has to be defined. Typically, the normalised specific substrate uptake rate 

(Haringa et al., 2017, 2016), growth rate (Kuschel et al., 2017) or the total product-biomass yield 

(Siebler et al., 2019) is used to distinguish the metabolic regime. By setting threshold values for each 

metabolic regime, regime transition patterns can be defined. Lifelines are characterised by a sequence 

of regime changes thereby integrating all extracellular stimuli exposed to the cell. Typically, three 

gradient zones ranging from high cellular activity to low cellular activity are identified, leading to six 

regime transition events, as illustrated in Figure 1.24.  

 

Figure 1.24: Graphical illustration of 6 possible transition patterns, ranging from high concentration 

(RED), intermediate concentration (YELLOW), and low concentration (BLUE). The example 

represents the metabolic regime of Penicillium chrysogenum which can be identified as glucose 

excess (E), glucose limitation (L), and glucose starvation (S). Adapted from: Haringa et al. (2016) 
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Subsequently, the regime residence time can be quantified and further analysis can be conducted, 

such as the quantification of intra-regime circulation time distribution and the design of a scale-down 

simulator. The analysis of large-scale bioreactors based on this approach has been highlighted in the 

literature and some interesting results can be discussed. Siebler et al. (2019) simulated C. ljungdahlii 

syngas fermentation in a 125 m3 bubble column and the results revealed that most of the cells (97%) 

in the column experienced CO limitation and 84% of the cells were likely to undergo transcriptional 

changes after exposure in the stress-inducing zone longer than 70 s. Haringa et al. (2016) investigated 

the fermentation of Penicillium chrysogenum in a 54 m3 stirred-tank reactor. The lifeline analysis 

showed that 57% of the vessel is substrate limited with the timescales associated with the migration 

of the microorganism between zones with excess substrate and substrate depletion of the same order 

of magnitude as the global circulation time at 𝑂(101) seconds. Haringa et al. (2017) simulated a 22 m3 

Saccharomyces cerevisiae fermenter and the large-scale substrate concentration gradient impact on 

the microorganisms is quantified. From the lifeline analysis, different scale-down simulators were 

proposed based on fluctuating feed and multiple compartment approach.  

• Application of 1D model for bubble column 

The 1D model has been widely used to model multiphase flow due to its simplicity and lower 

computational cost than more complex 3D simulations. Nevertheless, the 1D model provides 

satisfactory physical modelling whereby valuable insights can be drawn, such as rational scale-up 

strategy and development of a simplified model/analytical solution. For instance, it has been applied 

to study the hydrodynamics of the airlift loop reactor (Camarasa et al., 2001; Cockx et al., 1997; 

Colombet et al., 2013; Sáez et al., 1998; Talvy et al., 2005). These models rely on macroscopic spatial-

averaged mass and momentum balances to obtain information about the gas holdup, liquid 

recirculation velocity, and pressure drop. In general, these models supposed steady-state fully 

developed gas-liquid flow, which allows the simplification of the model. Typically, satisfactory 

agreement with the experimental data can be obtained using the 1D model, provided important 

closures are applied, such as the bubble drag coefficient. Because of the simplicity of the 1D model 

description, the 1D model may depend on closures issued from the fully-resolve CFD simulation, as 

shown in the work of Cockx et al. (1997), Talvy et al. (2005), and (Bauer and Eigenberger, 1999). The 

CFD model can be useful to better understand the local phenomena, and thus introducing the closure 

terms in the 1D model. This back-and-forth modelling approach between the CFD and 1D models has 

proven the existence of the multiscale nature of the bubble column with different physical phenomena 

occurring at different spatial and temporal scales, making the modelling of bubble columns extremely 

challenging (Shu et al., 2019).  
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In terms of industrial chemical engineering application, the 1D model based on the macroscopic axial 

dispersion model has been used extensively in the literature. In the context of chemical engineering, 

the 1D axial dispersion model has been used to study Fischer-Tropsch process (de Swart and Krishna, 

2002; Rados et al., 2005; Schweitzer and Viguié, 2009). Fischer-Tropsch process is usually conducted 

in a slurry bubble column reactor with the solid catalyst suspended in the liquid phase. The reactor 

usually operates under high superficial gas velocity, reflecting the heterogeneous behaviour in the 

large-scale bubble column. de Swart and Krishna (2002) and Rados et al. (2005) used the 1D axial 

dispersion model with two bubble classes (“small” and “large” bubble, with the “small” bubble size 

estimated through an empirical correlation) to model large-scale Fischer-Tropsch slurry bubble column 

reactor (diameter of 7.5 m and height of 30 m for de Swart and Krishna (2002) case and diameter of 

0.5 m and height of 10 m for Rados et al. (2005) case). Several empirical correlations were applied in 

the model, such as the rise velocity of bubbles, transition gas holdup, and interfacial area. 

Nevertheless, these works provided insights on reactor design for efficient Fischer-Tropsch process, 

such as the importance of having a high reactor and good backmixing to ensure high substrate 

conversion.  

The use of the 1D axial dispersion model has also been demonstrated in other chemical engineering 

applications, such as carbon capture (Hissanaga et al., 2020; Inkeri and Tynjälä, 2020). The 1D model 

has been applied in the work of Inkeri and Tynjälä (2020) to study the reactor design and operating 

conditions on the carbon dioxide capture efficiency. It is found that low gas flowrate and high liquid 

flowrate promote CO2 capture. Meanwhile, Hissanaga et al. (2020) developed a 1D plug-flow model 

based on spatial averaging of the two-fluid model to model CO2 absorption in water. The validation is 

based on the experimental data of Deckwer et al. (1978) conducted in a 4.4 m high bubble column. 

The work of Hissanaga et al. (2020) highlights the modelling of non-linear gas holdup and mass transfer 

profiles in a large-scale bubble column reactor. The non-linear hydrodynamic behaviour is classic, as 

has been shown in the literature (Deckwer et al., 1978; Giovannettone et al., 2009; Giovannettone and 

Gulliver, 2008; Rzehak and Krepper, 2016). This is caused by the mutual interaction between mass 

transfer and the bubbly flow. This effect is amplified in the case of reactive bubbly flow, as shown by 

the work of Darmana et al. (2007).  

The 1D model has also been used to study industrial bioprocesses, such as syngas fermentation (Chen 

et al., 2016, 2015; de Medeiros et al., 2019; Li et al., 2019; Siebler et al., 2020), bioethanol production 

(de Medeiros et al., 2020), and biological methanation (Inkeri et al., 2018; Ngu et al., 2022a). The 1D 

axial dispersion model of Chen et al. (2016, 2015) is coupled with the syngas fermentation metabolic 

model described via flux balance analysis to investigate the impact of reactor design and operating 
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parameters on bubble column performance. It is found that the ethanol-acetate selectivity depends 

highly on the H2/CO feed ratio. Increasing liquid velocity also favours ethanol production. Due to mass 

transfer limitations, it is proved that gas recycling improves gas conversion by consuming unreacted 

substrate. These simulations demonstrated the benefits of the 1D model in studying the bioprocess 

without conducting additional experiments (hence cost and time-saving), once the model is validated. 

The 1D model can also be coupled with other optimisation tools, such as a multi-objective genetic 

algorithm, as shown in the work of de Medeiros et al. (2020). The work aims at defining the optimal 

reactor design and operating conditions for bioethanol production. The 1D axial dispersion model is 

used to generate an array of steady-state responses to the bubble column performance. These data 

will be provided to the distillation column which is modelled using the artificial neural networks (ANN) 

surrogate model. Above all, an optimisation framework was employed to perform techno-economic 

optimisation.  

Siebler et al. (2020) applied the 1D axial dispersion model to study syngas fermentation in a large-scale 

bubble column reactor (height of 30 m). Again, the objective was to perform sensitivity analysis on 

operating parameters and study their impact on the bioreactor performance. Some interesting results 

can be discussed here: first, the fundamentals of bubble columns and its impact on the bioreaction are 

examined: (i) increasing 𝑘𝐿𝑎 while keeping 휀𝐺  constant is the same as increasing bubble numbers, 

leading to a higher product yield. (ii) increasing  휀𝐺 while keeping 𝑘𝐿𝑎 constant leads to decreasing 

bubble size and a higher product yield but is less pronounced that the changes in (i). (iii) varying 휀𝐺 

and liberating 𝑘𝐿𝑎 improves the product yield, more than that of scenarios (i) and (ii). Comparison of 

1D with CFD results was also conducted in the study. In comparison with the CFD model results, the 

1D model obtains a smaller mean bubble diameter and larger gas holdup, which leads to an 

overestimation of 𝑘𝐿𝑎  by factor of 14. Consequently, the 1D model overpredicts the biological 

efficiency with 40% more product yield than CFD (Siebler et al., 2020). By adopting the Sauter mean 

diameter and the gas holdup by the values from the CFD model, the 1D model obtained closer results 

than CFD, as expected. Inkeri et al. (2018) developed a 1D axial dispersion model for STR to describe 

biological methanation reaction. Similarly, sensitivity analysis on liquid and gas feed, impeller design 

and power consumption were performed.  

Despite the wide use of the 1D model for engineering applications, several drawbacks can be identified 

in the current state-of-the-art. First, most of the 1D models do not model the hydrodynamics of the 

bubbly flow (particularly the gas holdup), instead, it is calculated via empirical correlations (Chen et 

al., 2015; de Medeiros et al., 2020; de Swart and Krishna, 2002; Inkeri et al., 2018; Inkeri and Tynjälä, 
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2020; Li et al., 2019; Siebler et al., 2020). The correlations used by these 1D models are reported in 

Table 1.12 using nomenclatures of the respective original paper.  

Table 1.12: Empirical correlation and relation used to calculate gas holdup in some existing 1D model 

Reference Gas holdup correlation 

(Chen et al., 2015) 휀𝐺 =
휀𝐺𝑢𝐺
𝐾𝐺 + 𝑢𝐺

 

(de Medeiros et al., 2020) 휀𝐺 = 0.6 (
𝑢𝐺
3600

)
0.7

 

(de Swart and Krishna, 2002) 휀𝐺,𝑡𝑟𝑎𝑛𝑠 = 2.16 exp(−13.1𝜌𝑔
−0.1𝜇𝐿

0.16𝜎0.11) exp(−5.86𝐶𝑠) 

(Inkeri et al., 2018) 
휀𝐺

1 − 휀𝐺
= 0.819

𝑢𝐺
2/3
𝑁2/5𝑑𝑖𝑚

4/15
 

𝑔1/3
(
𝜌𝐿
𝜎
)
1/5

(
𝜌𝐿

𝜌𝐿 − 𝜌𝐺
) (
𝜌𝐿
𝜌𝐺
)
−1/15

 

(Inkeri and Tynjälä, 2020) 휀𝐺 =
𝑢𝐺

0.3 + 2𝑢𝐺
 

(Li et al., 2019) 
𝑢𝐺
휀𝐺
= 𝐶0(𝑢𝐺 + 𝑢𝐿) + 𝑣𝑏(1 − 휀𝐺) 

(Siebler et al., 2020) 휀𝐺 =
𝑣𝑠
0.23

 

The use of empirical correlation restricts the gas holdup calculation to the range of application. The 

gas holdup has to be estimated precisely as it is involved in the calculation of 𝑘𝐿𝑎 for mass transfer. 

Sometimes, the gas holdup was assumed as constant for the sake of simplicity (Chen et al., 2016). 

Taking the example of biological methanation, a huge loss of gas is awaited between the inlet and the 

outlet, as 5 moles of gas reactants are consumed to form 1 mole of product, as shown in equation 

(1.1). The assumption of constant gas holdup is thus prohibited to model applications with great loss 

of gas fraction. We only found the work of Hissanaga et al. (2020) that successfully predicted the non-

linear gas holdup profile when compared with the literature data. Second, the coupling of (bio)reactive 

mass transfer with the hydrodynamics, meaning that the bubble size variation due to (bio)reactive 

mass transfer is scarcely discussed in the literature. This has to be included in the 1D model if one 

wishes to study reactive bubbly flow. Recently, Breit et al. (2021) developed a 1D model coupled with 

population balance model for batch bubble columns. The model is able to describe bubble size 

distribution based on different breakage and coalescence model. To validate the model, the gas holdup 

and Sauter mean diameter at 4 axial locations were measured and calculated in a 0.1 m diameter and 

1 m height bubble column, operated at high superficial gas velocity (𝑗𝐺 = 2,3,4 m.s-1). However, the 

model is not developed with mass transfer between gas-liquid phases. Thus, the two-way coupling 

effect of mass transfer and hydrodynamics was not assessed. Third, the multispecies mass transfer 
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effect has rarely been implemented in the 1D model. In the case of biological methanation, more than 

one species is present in the gaseous phase, having H2, CO2, and CH4 as the major components. The 

huge disparity in terms of solubility between H2 and CO2 (see Table 1.6) will generate mass transfer 

fluxes at different intensities. The cost of filling this third gap is not very high (simply solving the same 

equations for two or more species), but it is interesting to carry out this exercise to gain more insights 

into multispecies mass transfer coupling. As the aforementioned reasons, some gaps in the literature 

needed to be filled for the development of a comprehensive spatio-temporal 1D model.  

Nevertheless, some meaningful conclusions can be drawn from the use of 1D model in different fields 

of applications. The first conclusion is clear: the 1D model provides necessary information about the 

physical phenomena at a lower computational cost than 3D CFD simulations. Researchers were able 

to leverage the low computational cost of the 1D model to perform more engineering applications 

such as probing different reactor designs and operating parameters. The second conclusion is that 

despite the simplicity of the 1D model, closure relations play an important role and occasionally these 

closures have to be obtained through 3D fully-resolved CFD simulations. This highlight both numerical 

tools of 1D and CFD models have to be properly used to achieve satisfactory bubble column 

performance prediction and keep the computational cost as low as possible. The third conclusion 

concerns the actual advances in the 1D modelling approach in incorporating the coupling of 

hydrodynamics, mass transfer and (bio)reaction. It is clear that a more generic model is necessary to 

describe the coupling of several mutual multiphysics interactions, i.e. Sauter mean diameter variation 

according to hydrostatic pressure effect and mass transfer (with or without reaction); mechanistic 

model describing the gas holdup variation with height; and the impact of multispecies mass transfer 

on the hydrodynamics.  
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1.5 Thesis objective and outline 

The main goal of this PhD thesis is to develop a model structure that encompasses all physical 

phenomena involved in (bio)reactive bubble column modelling while keeping a low computational 

cost. The main application of this model is to simulate ex-situ biological methanation reaction. In 

particular, we are interested to model gas-fed reactions in bubble column reactors. Thus, applications 

such as reactive bubbly flow and yeast fermentation are also considered.  

The choice for the hydrodynamic modelling at low computation cost is obvious which is the 1D model. 

The bubbly flow is mostly unidirectional; thus, the 3D representation of the bubble column can be 

simplified to a 1D model. The choice of CMA is not considered as the mixing is not an issue in ex-situ 

biological methanation process. The major carbon and energy substrates are fed through the gas phase 

and not the liquid phase. Contrary to in-situ biological methanation system whereby the limiting step 

is the hydrolysis of organic matter that requires good mixing, the ex-situ biological methanation system 

bypass this rate-limiting process. Nevertheless, due to significative gas reduction between the inlet 

and the outlet, the two-way coupling between the hydrodynamics and the (bio)reactive mass transfer 

has to be considered. The gas holdup reduction and the Sauter mean diameter variation, as well as the 

hydrostatic pressure effect on the local hydrodynamics, has to be included in the model. For these 

aforementioned reasons, a two-way coupled spatio-temporal 1D model is developed in this thesis. This 

also addresses the drawback of the current 1D model in the literature.  

In this thesis, only ex-situ biological methanation is treated under thermophilic condition. Under such 

conditions, hydrogenotrophic methanogens outcompete homoacetogenic methanogens. Therefore, it 

is supposed that the biological methanation is only ensured by the archaeon Methanobacterium 

thermoautotrophicum in this work. It is further assumed that the timescale of gaseous substrate mass 

transfer is relatively longer than the substrate uptake timescale, which is generally admitted in the 

literature (Jensen et al., 2021; Lecker et al., 2017; Rafrafi et al., 2020; Rusmanis et al., 2019; Sposob et 

al., 2021). Nevertheless, the hypothesis is checked in the subsequent chapters. This is in contrast with 

liquid-fed bioreactors whereby the yield loss and bottleneck are issued from insufficient mixing, 

characterised by the circulation timescale equalling or exceeding the turnover of substrates (Wang et 

al., 2015). Therefore, the investigation of lifeline analysis might not be relevant. Interestingly, lifeline 

analysis conducted by Siebler et al. (2019) has shown that less than 1% of the total volume of 125 m3 

bubble column is operating with maximum CO transfer, showing that the majority of the 

microorganisms are experiencing a substrate limiting regime. The biological methanation is very similar 

to the CO fermentation process studied by Siebler et al. (2019) as both H2 and CO have very close 
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solubility (0.79 mol.m-3 vs. 0.92 mol.m-3 at 25°C, P=1atm in pure water, see Table 1.6). Therefore, a 

similar conclusion can be drawn with the gas-liquid mass transfer phenomenon as the limiting step. In 

terms of biological methanation description, it is treated as a heterogeneous reaction with the energy 

and carbon substrates originating from the gas phase and dissolved in the liquid phase to be 

assimilated by the microorganism. A novel biological methanation model based on the standard 

approach in multiphase chemical engineering modelling will be investigated to handle the limiting 

regime between the biological uptake capacity regime and the physical substrate transport regime.   

The 1D model validation is conducted using in-house experimental data and literature data. For the 

biological methanation, the 1D model is validated using the experimental data provided by the 

SYMBIOSE team at Toulouse Biotechnology Institute. The effectiveness of the 1D model for biological 

methanation is also compared with that obtained through the Eulerian CFD simulations. The developed 

1D model is also applied to different applications: the physical absorption of CO2 in water, the 

chemisorption of CO2 in NaOH, and the study of substrate gradients in large-scale fermenters.  

This thesis is structured as follows: 

• Chapter 2 details the experimental methods and the model structure. 

• Chapter 3 is devoted to the thorough validation of each aspect of the complete model, ranging 

from the hydrodynamics to mass transfer and (bio)reaction.  

• Two industrial applications using the 1D model are highlighted in Chapter 4 - biological 

methanation scale-up and investigation of substrate gradients in large-scale fermenters. 

• Chapter 5 presents the application of reactive bubbly flow which gains lately the interest of 

chemical engineers and researchers. It aims to present the coupling between hydrodynamics and 

reactive bubbly flow. 

• Chapter 6 reveals the comparison study between pilot-scale experimental data, 1D and CFD model 

predictions for the biological methanation process. 

• Chapter 7 lists the general conclusions of this work and some outlooks. 
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Chapter 2 Materials and methods 

2.1 Experimental study in pilot-scale bubble column 

In this thesis, some experiments on bubble size distribution and gas holdup were conducted in the air-

water system. The objective was to validate the hydrodynamic part of the 1D model with own-

measured experimental data. It exists different measuring techniques to study the hydrodynamic of 

gas-liquid bubble columns, which can be classified into non-intrusive and intrusive techniques. More 

details on the measuring techniques can be found in Boyer et al. (2002) who provided an extensive 

review of the instrumentation techniques developed for multiphase flow analysis. In this work, due to 

some constraints, it had been narrowed down to the optical methods to quantify the hydrodynamics 

behaviour, namely the shadowgraphy method. In the same bubble column, biological methanation 

experiments had been performed by the SYMBIOSE team of TBI, and the bioprocess was monitored 

for more than a year, yielding some experimental data available for model validation. The biological 

methanation experiment was carried out before the start of this thesis, the discussion is limited to the 

extent of the understanding of the process and for model validation. Further discussions and details 

can be found in the previous work (Laguillaumie et al., 2022; Rafrafi et al., 2019). 

2.1.1 Experimental setup 

 

Figure 2.1: Simplified experimental setup for bubble size and gas holdup measurements 
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Figure 2.1 shows the simplified sketch of the experimental setup with the required components 

numbered in the figure. The experimental setup is composed of a 22 L cylindrical glass bubble column 

with an internal diameter and height of 0.15 m and 1.24 m, respectively. The initial liquid height (𝐻0) 

was kept at 1 m. Bubbles were injected through a ceramic porous plate with a porosity of 100-160 µm 

at the bottom of the column occupying the entire section of the column in order to favour a 

homogeneous flow regime in the column. The gas feed line was equipped with a flowmeter (4) with a 

measuring range of 0-2 NL/min. A camera, Cam1 (1) was installed at column’s mid-height to identify 

the bubble geometrical characteristics. The bubble images were captured near to the wall to avoid 

image deformation due to the cylindrical shape of the column. A second camera, Cam2 (2) was placed 

at the free surface to detect the rising water level for the overall transient gas holdup calculation. Cam1 

provides an acquisition window of 26 x 26 mm² with a spatial resolution of 40-pixel mm-1. Cam2 has a 

narrower but longer view of 9.7 x 38.7 mm² with a spatial resolution of 27-pixel mm-1. Due to space 

constraints, no square box was placed around the column during the image acquisition. Besides, the 

visualisation window was very tiny and the possible effect of the optical density correction is negligible. 

Cam2 and Cam1 operated simultaneously at the same frequency of 20 Hz with a total of 1000 images 

shot for each measurement. Thus, for each dynamic gas loading, the bubble size distribution was also 

measured. A homogeneous light-emitting diode (LED)-panel was installed behind the column to 

increase the luminosity. 

Note: Previously, the bubble column was used for biological methanation experiments. No 

hydrodynamics study, particularly the bubble size and gas holdup measurement had been conducted. 

By the time this thesis began, another trickle-bed reactor is stacked on top of the bubble column. This 

complicated the use of optical probe for local bubble size and local gas holdup measurement. The mass 

transfer experiment, particularly the 𝑘𝐿𝑎 characterisation was not conducted either due to this space 

constraint.  
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2.1.2 Bubble size distribution measurement 

Among the model parameters, bubble diameter is not easily predictable for hydrodynamics modelling. 

It can be estimated through correlations, analytical solutions or experimental measurements. In this 

work, some experiments were conducted to determine the Sauter mean diameter (𝑑32). The bubble 

size distribution measuring technique in this thesis followed the work of Laupsien et al. (2019).  

For bubble size measurement, the gas-liquid system employed was H2-water. H2 was chosen due to its 

very low solubility (see Table 1.6). This ensures that the mass transfer impact on the hydrodynamics is 

the minimum. Another practical reason is due to biological methanation is performed in the same 

reactor with the available H2 gas feed line already in place. The superficial gas velocity, 𝑗𝐺  =  𝑄𝐺/𝑆 

defined as the gas flow rate (𝑄𝐺) per column cross-section (𝑆) was varied between [0 – 0.16] cm/s. The 

recorded images were then treated using Matlab® image processing toolbox. The image processing 

algorithm used to extract the bubble geometrical characteristics followed the work of  Laupsien et al. 

(2019) and the step-by-step method is briefly recalled here.  

 

Figure 2.2: Preprocessing of raw image. (a) Raw image. (b) Normalized and inverted image (c) 

Contour detected image (d) Resulting image from image (b) plus image (c) 
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The preprocessing step of the raw image is presented in Figure 2.2. First, the raw image (Figure 2.2(a)) 

is normalized and inverted (black → white and vice versa) in order to compare to the same threshold 

for all the images (Figure 2.2(b)). The bubble contour is next determined by applying a grey level 

gradient using the Sobel method with a threshold value of 0.85, as shown in Figure 2.2(c). In the end, 

the normalized and inverted image is added to the contour-detected image to form a pre-processed 

image (Figure 2.2(d)), ready for the next image processing step.  

The step-by-step image processing algorithm is shown in Figure 2.3. A hierarchy filtering criteria based 

on a set of control parameters as presented in Laupsien et al. (2019) is applied to the image. The control 

parameters include the border removal, minimum equivalent diameter, solidity, and eccentricity. The 

solidity is defined as the area of a convex hull (smallest possible polygon with an area 𝐴𝑝𝑜𝑙𝑦𝑔𝑜𝑛 ) 

surrounding the object under consideration relative to its raw projected area 𝐴𝑟𝑎𝑤 , as shown in 

equation (2.1) (Laupsien et al., 2019). The eccentricity is defined as the ratio between the major and 

minor axes of a projected ellipse, as written in equation (2.2). 𝑀 is the large semiaxis and 𝑚 is the 

small semiaxis length. For the equivalent diameter determination, it is assumed that the bubbles 

formed have an oblate ellipsoidal form. The equivalent diameter 𝑑𝑒𝑞 of a sphere can be obtained by 

assuming the equality between the volume of the sphere 𝑉𝑠𝑝ℎ𝑒𝑟𝑒 (equation (2.3)) and the volume of 

the ellipsoid 𝑉𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 (equation (2.4)). The equivalent diameter can be expressed using equation (2.5). 

 
𝑆𝑜𝑙𝑖𝑑𝑖𝑡𝑦 =

𝐴𝑅𝑎𝑤
𝐴𝑝𝑜𝑙𝑦𝑔𝑜𝑛

 (2.1) 

 
𝐸𝑐𝑐𝑒𝑛𝑡𝑟𝑖𝑐𝑖𝑡𝑦 =

𝑀

𝑚
 (2.2) 

 
𝑉𝑠𝑝ℎ𝑒𝑟𝑒 =

𝜋𝑑𝑒𝑞
3

6
 (2.3) 

 
𝑉𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑑 =

4

3
𝜋𝑚𝑀2 (2.4) 

 𝑑𝑒𝑞 = √8𝑚𝑀
3

 (2.5) 

 
𝑑32 =

∑ 𝑤𝑖𝑑𝑒𝑞𝑖
3𝑛

𝑖=1

∑ 𝑤𝑖𝑑𝑒𝑞𝑖
2𝑛

𝑖=1

 (2.6) 

The first step of the filtering strategy is to binarize the image (Figure 2.3(a)). From the binarized image, 

all apparent holes inside the bubbles due to light refraction or alignment of the light source, bubbles 

and camera are filled (Figure 2.3(b)). This operation will only work if the object has an enclosed 

contour. Next, all objects with more than 10% of their contour length at the image borders are 

removed. A minimum diameter of 0.5 mm is then applied to remove any tiny particles that exist in the 
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liquid. Finally, the solidity and eccentricity filters are applied to remove all objects with a convex shape 

and overlapping bubbles. The threshold value for solidity and eccentricity are fixed at a minimum of 

0.97 and a maximum of 2, respectively, following the work of  Laupsien et al. (2019). For all 

experiments, a minimum of 1000 bubbles are considered to ensure the statistical convergence of the 

bubble size distribution. The Sauter mean diameter is therefore calculated based on its definition, as 

written in equation (2.6), with 𝑤𝑖 the number density function associated to the equivalent diameter 

class 𝑑𝑒𝑞𝑖.  

 

Figure 2.3: (a) Sequential step of image processing algorithm. (a) Binarized image (b) Hole-filled 

image (c) Border removed image (d) Mini-particle removed image (e) Solidity filtered image (f) 

Eccentricity filtered image 

2.1.3 Global gas holdup measurement 

The gas holdup is an important parameter that quantifies the fraction of gas that is present in the 

system. The changes of gas holdup profile in the function of superficial gas velocity is commonly used 

to characterise the flow regime (Besagni et al., 2018c; Shah et al., 1982; Wallis, 1969). It is also very 

useful for the characterisation of industrial applications where the mass transfer is the main point of 

interest.  
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The present bubble column was constructed without any hole or opening for pressure tapping. 

Moreover, the space constraint limits the use of an optical probe to assess local gas holdup. As 

aforementioned reason, the gas holdup can then only be measured via the non-intrusive optical 

method. In this work, the dynamic gas holdup was measured using the bed expansion method as 

typically done in the literature (Krepper et al., 2007). Instead, a camera was applied rather than a ruler 

to better capture the liquid swelling at milliseconds precision (Sasaki et al., 2017). The algorithm to 

determine the global gas holdup is depicted in Figure 2.4. The first 64-pixel nearest to the wall (Figure 

2.4(b)) were extracted to calculate the mean pixel value for each row. The grey profile obtained was 

then normalized so that all images can be compared to the same threshold value. The lower meniscus 

level 𝐻(𝑡) was detected by applying a threshold of 70% of the maximum pixel value (Figure 2.4(c)). 

The process was repeated for all images to obtain a temporal rising water level profile (Figure 2.4(d)).  

 

Figure 2.4: Global gas holdup measurement from image processing of raw data. (a) Raw image (b) 

Cropped image (c) Normalized pixel profile (d) Instantaneous liquid level 

The experimental gas holdup was then calculated using equation (2.7). In this equation, 𝐻0 

corresponds to the initial liquid height and ∆𝐻(𝑡) holds for the instantaneous liquid elevation (𝐻(𝑡) −

𝐻0), as shown in Figure 2.4. It was found experimentally that the slope of the rising water level profile 

corresponds to the superficial gas velocity.  

 
< 휀𝐺,𝑒𝑥𝑝(𝑡) > =

∆𝐻(𝑡)

∆𝐻(𝑡) + 𝐻0
 (2.7) 

 
𝑗𝐺 =

𝑄𝐺
𝑆
=
𝛥𝐻

𝛥𝑡
 (2.8) 

The abovementioned methods with two cameras are a non-intrusive way of direct and simultaneous 

measurement of bubble size, superficial gas velocity, and global gas holdup.  
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2.1.4 Biological methanation experiment 

The biological methanation experiments were carried out in the same bubble column. It must be 

emphasised that the biological experiment was not conducted in this thesis, but it was conducted 

previously before the thesis by the SYMBIOSE team (EAD9) of Toulouse Biotechnology Institute. The 

biological methanation results were communicated in the past in Rafrafi et al. (2019). The simplified 

sketch of the biological methanation experimental setup is presented in Figure 2.5(a) which is 

composed of the same 22 L bubble column with an initial liquid height and internal diameter of 1200 

mm and 150 mm, respectively. The experiment was conducted at atmospheric pressure and in 

thermophilic conditions (temperature of 55°C). H2:CO2 with a ratio of 4:1 was fed to the column with 

any unreacted gas being recirculated at a rate (𝑄𝑟) of 2 NL/min. Gases were supplied from gas cylinders 

from Air Liquide®. The gas composition at the bubble column outlet was quantified by gas 

chromatography (Hewlett Packard HP 5890 Series II, Agilent Technologies). The carbon dioxide and 

methane output gas flowrate were measured with infrared gas analysers (X-Stream Enhanced Series, 

Rosemount), while hydrogen was measured with a thermal conductivity analyser (Binos 100 2M, 

Rosemount). The inoculum was composed of a mix of anaerobic digestion sludges from three different 

plants treating household wastes, duck manures and bovine manures (Laguillaumie et al., 2022). To 

characterise the bioreactor performances, two parameters were chosen, namely outlet methane gas 

purity (𝑦𝐶𝐻4,𝑜𝑢𝑡) and methane production rate (𝑀𝑃𝑅). 𝑀𝑃𝑅 is defined in equation (2.9) as the outlet 

methane volumetric flowrate per unit volume of the reactor. These two parameters represent the 

quality and the quantity of methane contained in the off-gas.  

𝑀𝑃𝑅 =
𝑦𝐶𝐻4,𝑜𝑢𝑡 ∙ 𝑄𝐺,𝑜𝑢𝑡

𝑉
 (2.9) 

where 𝑄𝐺,𝑜𝑢𝑡 is outlet gas flowrate and 𝑉 is the reactor volume. 

Two types of gas sparger, presented in Figure 2.5(b) and Figure 2.5(c), were tested experimentally. The 

first, named the heterogeneous sparger, is composed of 4 small porous sintered diffusers with a 

diameter of 10 mm each. The second, a homogeneous sparger, consists of a single porous sintered 

diffuser occupying the bottom cross-section of the column. Both spargers have the same properties 

with a pore size between 100-160 µm. The total area of the spargers is 0.00314 and 0.0177 m² for the 

heterogeneous and homogeneous sparger, respectively. The inlet gas flowrate (𝑄𝐺,𝑖𝑛) varied between 

0.001 to 0.16 NL/min. Considering the maximum gas flowrate possible flowing into the bubble column 

is 2.16 NL/min, the expected maximum superficial gas velocity can be calculated. Taking the normal 
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condition (𝑃𝑁 = 101325 𝑃𝑎, 𝑇𝑁 = 273.15 𝐾) and the pressure (supposing 2% of gas and an initial 

height of 1.2 m) and temperature at the inlet with  𝑃 = 101325 + 1000 ∙ 9.81 ∙ (1 − 0.02) ∙ 1.2 =

112861 𝑃𝑎 the expected maximum gas flowrate is 𝑄𝐺,𝑖𝑛 = 3.88 × 10
−5𝑚3. 𝑠−1, which correspond to 

an expected maximum superficial gas velocity of  0.002 m.s-1. We must highlight the low superficial gas 

velocity applied during biological methanation in this experimental configuration. This is in contrast 

with other bioprocesses which operates mostly in high superficial gas velocity, such as yeast 

fermentation whereby the superficial gas velocity can rise up to 0.3 m.s-1 (McClure et al., 2014c).  

 

Figure 2.5: (a) Simplified experimental setup. (b) Heterogeneous (4 inlets) sparger (c) Homogeneous 

sparger. (d) Bubble column used for biological methanation 
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2.2 Numerical tools for bioreactor modelling 

2.2.1 Eulerian approach  

The use of the multiphase fluid mechanics approach is necessary to calculate explicitly the 

hydrodynamics, concentration fields, and transport of species in the reactor volume. The conservation 

of mass, momentum, and energy equations can be established in a control volume at the scale of the 

system studied. These equations can be written as Lagrangian or Eulerian depending on the chosen 

reference frame. In this thesis, the Eulerian approach is used to address the conservation equations. 

These conservation equations are a set of partial differential equations with no easy analytical 

solutions. Numerical methods are necessary to solve them, by discretising in time and space, which 

approximate a continuous nature of the problem to a discrete solution. This resolution method 

requires a numerical algorithm, (e.g. finite volume, finite element, finite difference) that is related to 

the choice of the 3D geometrical mesh. This complex and hard to implement 3D resolution often 

requires high computational resources. It exists a simple alternative method when the variations of all 

quantities in the cross-section perpendicular to the main flow direction could be neglected. This pares 

down the 3D model to a 1D model by integrating the 3D equations in the cross-section. The physical 

quantities vary only in the direction of the flow and time. Regardless of the complexity of the approach, 

the resolution requires the closure models to express non-resolved local phenomena, such as the 

interfacial transfer term.  

In the following section, the formulation of the general Eulerian equations of the conservation of mass, 

momentum and species transport is recalled here, as it is already presented in Section 1.2.2.2. Next, a 

detailed description of the 1D model developed during the thesis is presented.  

2.2.2 3D General Eulerian equations 

For an elementary volume in a multiphase flow system, the conservation equations for the mass, 

momentum and species transport are given by: 

 𝜕𝛼𝑘𝜌𝑘
𝜕𝑡

+ �⃗⃗�. (𝛼𝑘𝜌𝑘𝑢𝑘⃗⃗ ⃗⃗⃗) = 𝑚𝑘̅̅ ̅̅  (2.10) 

 𝜕𝛼𝑘𝜌𝑘𝑢𝑘⃗⃗ ⃗⃗⃗

𝜕𝑡
+ �⃗⃗�. (𝜌𝑘𝛼𝑘𝑢𝑘⃗⃗ ⃗⃗⃗ ⊗ 𝑢𝑘⃗⃗ ⃗⃗⃗) = 𝛼𝑘(𝜌𝑘�⃗� − �⃗⃗�𝑃) + 𝛻.⃗⃗⃗⃗ (𝜏𝑘 − 𝜌𝑘𝑢𝑘

′ 𝑢𝑘
′̅̅ ̅̅ ̅̅ ̅) + 𝑢𝑘 𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ + 𝑀𝑘⃗⃗ ⃗⃗ ⃗⃗  (2.11) 

 𝜕𝛼𝑘𝐶𝑘
𝜕𝑡

+ ∇⃗⃗⃗. (𝜌𝑘𝛼𝑘𝐶𝑘) = 𝛼𝑘𝑆𝑘 − ∇.⃗⃗⃗ ⃗ 𝛼𝑘(𝐽𝑘⃗⃗⃗⃗ + 𝑐𝑘
′ 𝑢𝑘

′̅̅ ̅̅ ̅̅ ) + 𝑐𝑘  𝑚𝑘̅̅ ̅̅ ̅̅ ̅̅ + 𝐿𝑘  (2.12) 
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The definition of each term of equations (2.10)-(2.12) was presented in the bibliography chapter (see 

equations (1.5)-(1.7)). These equations are textbook Eulerian equations for conservation equations 

solved by any commercial or open source CFD simulation software (ANSYS Fluent, OpenFOAM, etc). If 

the flow is mostly unidirectional, the 3D model can be rendered to a 1D model which still offers 

meaningful physical modelling, provided appropriate closures are applied.  

In this thesis, we developed a spatio-temporal 1D model which is formulated as the axial dispersion 

model. In fact, the 1D model can be interpreted as a macroscopic reactor-scale model derived from 

the cross-sectional integration of the local conservation equations (2.12), as shown in Figure 2.6. This 

approach is used extensively in the literature to study multiphase contactors at the laboratory scale 

(Camarasa et al., 2001; Cockx et al., 1997; Talvy et al., 2005) and at the industrial scale (Chen et al., 

2016; de Swart and Krishna, 2002; Li et al., 2019; Siebler et al., 2020).  The next section is devoted to 

the description of the 1D model, including the closure models, the discretisation schemes, the 

resolution strategy and the originalities.  

2.2.3 1D spatio-temporal axial dispersion model 

2.2.3.1 General equations 

The 1D spatio-temporal gas-liquid model developed in this work aims to study the multispecies mass 

transfer coupled with (bio)reaction kinetics. It is chosen that 𝛼𝑘 be the holdup of each phase k in the 

3D volume, and after cross-sectional integration of 𝛼𝑘, we denoted 휀𝑘 as the spatial averaged holdup 

at a certain axial location. The 1D model approach is very similar to the examples in the literature 

discussed in Section 1.4, but some new particularities are developed and discussed in this section. The 

motivation to develop this model has also been discussed in Section 1.4. The 1D model is composed of 

the following partial mass balances for any species 𝑖 in the gas and liquid phase, respectively. 

 𝜕𝜙𝐺,𝑖
𝜕𝑡

+
𝜕𝑢𝐺𝜙𝐺,𝑖
𝜕𝑧

= 𝐷𝐺
𝜕

𝜕𝑧
(휀𝐺

𝜕𝐶𝐺,𝑖
𝜕𝑧

) − 𝑘𝐿,𝑖𝑎(𝐶𝑖
∗ − 𝐶𝐿,𝑖) (2.13) 

 𝜕𝜙𝐿,𝑖
𝜕𝑡

+
𝜕𝑢𝐿𝜙𝐿,𝑖
𝜕𝑧

= 𝐷𝐿
𝜕

𝜕𝑧
(휀𝐿

𝜕𝐶𝐿,𝑖
𝜕𝑧

) + 𝑘𝐿,𝑖𝑎(𝐶𝑖
∗ − 𝐶𝐿,𝑖)  + 휀𝐿𝑅𝑖 (2.14) 

 
휀𝐺 + 휀𝐿 = 1 (2.15) 

 
𝜙𝐺,𝑖 = 휀𝐺𝐶𝐺,𝑖 (2.16) 
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𝜙𝐿,𝑖 = 휀𝐿𝐶𝐿,𝑖 (2.17) 

 
𝜌𝐺 =∑

𝑀𝑖𝑃𝑖
1000𝑅𝑇

𝑖

=∑
𝐶𝐺,𝑖
1000

𝑖

 (2.18) 

 
휀𝐺 =

∑𝜙𝐺,𝑖 𝑀𝑖⁄

𝑃
𝑅𝑇 (2.19) 

The resolution of the 1D model provides the spatial and temporal profiles of gas and liquid holdup, as 

well as the species concentrations in both phases. 𝑢𝐺  and 𝑢𝐿  are the gas and liquid velocities, 

respectively. 휀𝐺 and 휀𝐿 are the gas and liquid holdup, summing to one, as stated in equation (2.15). 

𝐶𝐺,𝑖 and 𝐶𝐿,𝑖  are the concentration of species 𝑖 in each phase: mass per unit volume of the gas and 

liquid phase, respectively. Hence, 𝜙𝐺,𝑖 and 𝜙𝐿,𝑖 of equations (2.16) and (2.17) are the concentration of 

species 𝑖: mass per unit volume of the column.  

 

Figure 2.6: Schematic representation of the 1D model. The variables highlighted in red font requires 

closure relations to complete the model 

Equations (2.13) and (2.14) signify the evolution of the species mass at an elementary volume 𝜕𝑧 over 

time depend on the convective flux, the dispersive flux, the mass transfer flux and the reactive flux (in 

the liquid phase). The transported variables are 𝜙𝐺,𝑖  and 𝜙𝐿,𝑖  in the units of 𝑚𝑔𝑖. 𝐿
−1 . Therefore, 
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equations (2.13) and (2.14) are the species transport equations analogous to the 3D species 

conservation equations, after cross-sectional integration of equation (2.12). The momentum 

conservation equation (2.11) is not solved in the 1D model, but closures are applied to model the gas-

liquid hydrodynamics. Omitting the dispersion term, the summation of equations (2.13) and (2.14)  for 

each species 𝑖 yield the continuity equation (2.10) for gas and liquid phase, respectively. The continuity 

equation (2.10) is not solved but the local gas density 𝜌𝐺 and the gas holdup 휀𝐺 can be calculated from 

equations (2.18) and (2.19), respectively. Here, 𝑀𝑖 is the species-dependent molecular weight.  

By analysing equations (2.13) and (2.14) , the axial dispersion term is the specific term to the 1D model 

that characterises all diffusivity phenomena, i.e. spatial dispersion, molecular diffusivity, and turbulent 

diffusivity (Talvy et al., 2007a). 𝐷𝐺 and 𝐷𝐿 stand for the dispersion coefficients in each phase which are 

assumed independent of z in this work. The mass transfer rate is obtained from the product of a 

species-dependent mass transfer coefficient, 𝑘𝐿,𝑖, the interfacial area per unit volume of the column, 

𝑎 , and the driving force (𝐶𝑖
∗ − 𝐶𝐿,𝑖) .  𝑅𝑖  is the volumetric consumption/production rate per unit 

volume of liquid (𝑚𝑔𝑖 . 𝐿
−1. 𝑠−1). The schematic representation of the 1D model is shown in Figure 2.6.  

2.2.3.2 Closure equations  

Besides the resolved variables 𝜙𝐿,𝑖 𝑎𝑛𝑑 𝜙𝐺,𝑖, closure equations or additional models are needed to 

define the parameters in the conservation equations. These closures parameters reflect the local 

physical phenomena occurring on-the non-resolved scale of the axial 1D model. 

• Dispersion coefficients 

The gaseous axial dispersion coefficient 𝐷𝐺 is mainly related to large velocity differences between the 

bubbles of different sizes when coalescence between bubbles is low (Bardin-Monnier et al., 2003). The 

liquid axial dispersion coefficient 𝐷𝐿 describes the mixing in the liquid phase, attributed to different 

reasons such as large-scale liquid recirculation, radial exchange flow, bubble-induced agitation and 

liquid entrainment induced by density gradient (Deckwer and Schumpe, 1993). These recirculation 

flow induce an axial mixing and appears mostly under the heterogeneous regime (Heijnen and Van’t 

Riet, 1984). In this work, 𝐷𝐿 is calculated from the correlation proposed by Deckwer et al. (1974), as 

presented in equation (2.20) while 𝐷𝐺  was estimated from the correlation of Wachi and Nojima, 

(1990), as written in equation (2.21). Both correlations are a function of the superficial gas velocity, 𝑗𝐺, 

and bubble column diameter, 𝐷𝑟. 
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𝐷𝐿 = 2.7 ∙ 10

−4 ∙ (𝐷𝑟 ∙ 100)
1.4 ∙ (𝑗𝐺 ∙ 100)

0.3 (2.20) 

 
𝐷𝐺 = 20 ∙ 𝐷𝑟

1.5 ∙ 𝑗𝐺 (2.21) 

• Gas and liquid velocity 

Instead of solving the momentum conservation equation, the hydrodynamics of the 1D model is 

simplified and modelled using algebraic equations. For the bubble velocity, it is assumed that the 

bubbles rise at its terminal velocity 𝑢∞ which can be derived from a momentum balance between 

buoyancy, drag and gravity forces. The terminal velocity is defined by the drag coefficient 𝐶𝐷 and the 

Sauter mean diameter 𝑑𝑏, as expressed in equation (2.22). For the liquid velocity, it varies according 

to the bubble column operation mode. If the bubble column is closed to the liquid, the liquid velocity 

is considered as 𝑢𝐿 = 0. If the bubble column operates in co-current or counter-current mode, a non-

zero velocity has to be considered. In general, the bubble rises at a relative velocity 𝑢𝑟𝑒𝑙 = |𝑢𝐺 − 𝑢𝐿| 

(also called slip velocity) which considers the contribution of the liquid velocity on the bubbles.  

 

𝑢∞ = √
4

3

𝑔. (𝜌𝐿 − 𝜌𝐺) 𝑑𝑏
𝜌𝐿 . 𝐶𝐷

 (2.22) 

The terminal velocity depends strongly on the drag coefficient. Various correlations for 𝐶𝐷 have been 

discussed in Section 1.3.3.  

In the case of non-uniform hydrodynamics due to non-homogeneous gas injection or with the presence 

of strong liquid recirculation, the bubble velocity can be better described by the drift-flux model (Zuber 

and Findlay, 1965). It is commonly used in 1D modelling such as for airlift contactors whereby liquid 

recirculation is inevitable (Camarasa et al., 2001; Talvy et al., 2007a). The drift-flux model is composed 

of two components: (i) gas transport induced by the mixture velocity < 𝑗 >, which is the sum of gas 

and liquid superficial velocity (𝑗 =  𝑗𝐺 + 𝑗𝐿) and (ii) the buoyancy-driven gas transport 𝑢𝑟𝑒𝑙. The gas 

velocity in the drift-flux model is expressed as: 

 
𝑢𝑑𝑓 = 𝐶0 < 𝑗 > + 𝑢𝑟𝑒𝑙  (2.23) 

The distribution coefficient 𝐶0 is defined as  
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𝐶0 =

< 휀𝐺 . 𝑗 >

< 휀𝐺 >.< 𝑗 >
 (2.24) 

It can be determined from the experimental or 3D numerical simulation spatial profiles.  

• Interfacial mass transfer 

The mass transfer term changes with the vertical coordinate 𝑧 because it involves other variables that 

are spatially dependent (휀𝐺 , 𝑑𝑏, 𝑢𝑟𝑒𝑙, 𝐶𝑖
∗, 𝐶𝐿,𝑖). This indicates that the mass transfer intensity will vary 

axially. The local volumetric interfacial area 𝑎 is computed from the local gas volume fraction 휀𝐺 and 

the local Sauter mean diameter 𝑑𝑏. It is assumed that the Sauter mean diameter is similar to the mean 

diameter of the bubble size distribution having the same volume of an equivalent sphere, in a manner 

that 𝑑𝑏 ≈ 𝑑32 ≈ 𝑑30 . The local 𝑘𝐿,𝑖  value can be estimated using the classical Higbie (1935) 

correlation, as written in equation (2.25) and it is species-dependent due to different values of liquid-

side diffusion coefficient 𝐷𝑖. Different closure models for the mass transfer coefficient can be found in 

the literature (Rzehak, 2016; Solsvik, 2018). Some are empirical, others are derived analytically as it is 

still a wide research area in progress (Dani et al., 2022, 2006; Kentheswaran et al., 2022). It is very 

flexible to implement different mass transfer closure models in the 1D model according to the Sauter 

mean diameter, fluid properties and contamination effect. For different closure models, it can be 

referred to Section 1.2.3. 

 

𝑘𝐿,𝑖 = 2√
𝑢𝑟𝑒𝑙  𝐷𝑖
𝜋 𝑑𝑏

 (2.25) 

 
𝑎 =

6휀𝐺
𝑑𝑏

 (2.26) 

The solubility of each species 𝐶𝑖
∗ changes depending on the local partial pressure of the gas 𝑃𝑖. It is 

calculated from the Henry’s constant but different forms of Henry’s constant exist Sander (2015). 

Generally, the solubility is higher at the bottom of the column due to higher hydrostatic pressure. Using 

Henry’s constant 𝐻𝑒𝑖 of the units 𝑚𝑔𝑖. 𝐿
−1. 𝑃𝑎−1, the solubility can be calculated as 

 
𝐶𝑖
∗ = 𝐻𝑒𝑖. 𝑃𝑖 = 𝛨𝑒𝑖𝑦𝑖  𝑃 =  𝛨𝑒𝑖𝐶𝐺,𝑖𝑅𝑇 (2.27) 

The local pressure depends on the overall gas holdup in the volume of fluid above a given location 𝑧: 



2.2 Numerical tools for bioreactor modelling 

97 

 

 
𝑃(𝑧, 𝑡) = 𝑃0 + (1 − 휀𝐺(𝑧)̃ ) 𝜌𝐿𝑔(𝐻 − 𝑧) (2.28) 

With 𝑃0 the pressure at the top of the column and 휀𝐺(𝑧)̃ =
1

𝐻−𝑧
∫ 휀𝐺(휁, 𝑡)
𝐻

𝑧
. 𝑑휁. 

Due to mass transfer, bubble shrinkage is expected. The changes in the Sauter mean diameter 𝑑𝑏 is 

described by 

 
𝑑𝑏 = 𝑑𝑏0√

휀𝐺
휀𝐺0

3

 (2.29) 

Whereby 𝑑𝑏0 is the inlet bubble diameter, 휀𝐺0 is the inlet gas holdup. Equation (2.29) is derived by 

assuming the number of bubbles per unit volume remains constant throughout each cross-section of 

the column. It indicates that the bubble diameter changes accordingly with the local gas holdup. The 

local gas volume fraction changes depending on the mass transfer and (bio)reaction intensity, as well 

as the pressure dependence, in agreement with the ideal gas law. This approach is similar to the work 

of Bauer and Eigenberger (1999), but the original work includes the bubble number density in the 

diameter variation as it is tracked locally, whereas, in our work, we supposed the bubble number is 

constant and assumed the coalescence and breakup mechanisms are neglected since the gas flowrate 

is low, signifying that the flow regime remains in the homogeneous regime.   

• Source term due to bioreaction/chemical reaction 

In the case of (bio)reactive bubbly flow, closure models describing the consumption/production rate 

of the species have to be included in the 1D model. In this thesis, the reaction of interest is biological 

methanation. In this section, the biological methanation model as developed in Ngu et al. (2022a) is 

presented. 

The biological methanation model is based on the original model of Schill et al. (1996). The authors 

proposed that the bio-catalysed conversion of hydrogen and carbon dioxide into methane is 

represented through equations (2.30) and (2.31), which signifies biomass growth (𝑟1) and maintenance 

(𝑟2), respectively. 

 
𝐻2 + 𝜈𝐶𝑂2,1𝐶𝑂2 + 𝜈𝑁𝐻3,1𝑁𝐻3 𝑟1

→ νX,1 X + ν𝐶𝐻4,1𝐶𝐻4 + ν𝐻2𝑂,1𝐻2𝑂 (2.30) 

 
𝐻2 + 𝜈𝐶𝑂2,2𝐶𝑂2 𝑟2

→ ν𝐶𝐻4,2𝐶𝐻4 + ν𝐻2𝑂,2𝐻2𝑂 (2.31) 



Chapter 2. Materials and methods 

98 

 

In our model, we consider a third reaction, the death of biomass (𝑟3). 

 
𝑋
𝑟3
→∅ (2.32) 

From equations (2.30)-(2.32), a metabolic flux-based model is developed which consists in computing 

the vector of reaction rates 𝑟 = {𝑟1, 𝑟2, 𝑟3}  expressed in 𝑔𝐻2. 𝐿
−1. ℎ−1 . Let 𝜑𝐻2  be the specific 

hydrogen uptake rate and 𝑚 the specific maintenance rate (both in 𝑔𝐻2. 𝑔𝑋
−1. ℎ−1). In contrast to the 

work of Schill et al. (1996), we do not assume that 𝑟2 =  𝑚𝑋  (the maintenance rate is no longer 

constant) and we alternatively use 𝑚 to set the upper bound for the maintenance reaction rate (𝑟2 ∈

[0,𝑚𝑋 ]). The second constraint is  𝑟1 + 𝑟2 = 𝜑𝐻2𝑋 . Finally, priority is given to the maintenance 

reaction. 

 
 

𝜑𝐻2 > 𝑚 →  𝑟 = {𝜑𝐻2 −𝑚,𝑚, 0}. 𝑋  

𝜑𝐻2 < 𝑚 →  𝑟 = {0,𝜑𝐻2,𝑚 − 𝜑𝐻2}. 𝑋 
(2.33) 

As a consequence of the calculation procedure (2.33), biomass growth is only possible if the 

maintenance requirement is met, which is translated by the condition 𝜑𝐻2 > 𝑚. In that case, the 

death rate is negligible. Otherwise, if the hydrogen supply is insufficient to satisfy the energy demand 

for maintenance (𝜑𝐻2 < 𝑚 ), the growth stops, maintenance proceeds at a rate defined by the 

hydrogen uptake rate 𝜑𝐻2  and the cell death rate is proportional to the energy lacking for 

maintenance. 

The calculation of the specific hydrogen uptake rate,  𝜑𝐻2  uses basic principles of multiphase 

heterogeneous reactive systems: the reaction rate in the suspended phase (here it is the biological 

catalyst) is either set by the kinetics in that phase or limited by the external (physical) transport rate. 

Considering that the physical transport of substrate precedes uptake by the microorganisms, i.e. the 

two phenomena occur in series, the actual consumption rate can be expressed as the rate of the 

limiting step: biological consumption 𝜑𝑏𝑖𝑜 or physical transport 𝜑𝑝ℎ𝑦 rate (Morchain et al., 2017). A 

standard approach in multiphase reactor modelling is to define the actual consumption rate as the 

smallest of the two rates. 

 
𝜑𝐻2 = min{𝜑𝑏𝑖𝑜, 𝜑𝑝ℎ𝑦} (2.34) 
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The biological specific uptake capacity is calculated from the maximum hydrogen uptake 

capacity 𝑞𝐻2
𝑚𝑎𝑥 , and the hydrogen concentration in the liquid phase  𝐶𝐿,𝐻2 , through a Monod type 

equation. 

 
𝜑𝑏𝑖𝑜 = 𝑞𝐻2

𝑚𝑎𝑥 .
𝐶𝐿,𝐻2

𝐾𝐻2 + 𝐶𝐿,𝐻2
 (2.35) 

The physical transport rate,  𝜑𝑝ℎ𝑦 in equation (2.34) involves two phenomena: the gas-liquid mass 

transfer and the micromixing (responsible for the transport of dissolved species toward the cell-liquid 

interface). These phenomena are in parallel and the specific mass flux supplied to the cell is therefore 

set by the largest of the two rates, as expressed in equation (2.36). 

 
𝜑𝑝ℎ𝑦 = 𝑚𝑎𝑥 (

𝑘𝐿𝑎𝐻2(𝐶𝐿,𝐻2
∗ − 𝐶𝐿,𝐻2)

휀𝐿𝑋
,
𝐶𝐿,𝐻2
𝑋. 𝜏𝑚

) (2.36) 

In the limit of the local dissolved hydrogen going to zero, the physical supply is set by the specific gas-

liquid mass transfer rate. Otherwise, the physical supply is set by the rate of micromixing in the liquid 

phase (𝜏𝑚). This second term is needed in the case where the local interfacial area would approach 

zero, for any reason, at some location, during the calculation. This situation may occur when 

performing CFD simulation whereby the local gas holdup turns zero. Altogether, equations (2.33)-

(2.36) provide a physically consistent and numerically stable way to include a non-constant 

maintenance rate in the biological methanation model. It thus improves the model of Schill et al. (1996) 

who considers a constant maintenance rate and avoids the introduction of new arbitrary parameters 

in additional damping functions, as proposed by Inkeri et al. (2018). It also provides a more significant 

meaning to the physics rather than employing a homogeneous Arrhenius reaction rate (see 

Section 1.2.4.5), as in the work of Markthaler et al. (2020).  

To help illustrate the proposed biological methanation model, Figure 2.7 shows the specific hydrogen 

uptake rate calculated by the Monod model, as shown in equation (2.35) and the specific substrate 

transport rate considering only the hydrogen mass transfer, i.e. 𝜑𝑝ℎ𝑦 =
𝑘𝐿𝑎𝐻2(𝐶𝐿,𝐻2

∗ −𝐶𝐿,𝐻2)

𝜀𝐿𝑋
. The 

temperature is considered as 55°C. The partial pressure of hydrogen is considered as 80% of the 

atmospheric pressure and the Henry’s constant from Sander (2015), leading to 𝐶𝐿,𝐻2
∗  in an order of 1 

mg.L-1. The 𝑘𝐿𝑎 is assumed to be 100 h-1, which is a reasonable estimation as it is approximately the 

typical 𝑘𝐿𝑎 value for a pilot-scale batch bubble column operating at a superficial gas velocity below 0.1 

m.s-1 (Bouaifi et al., 2001; Deckwer and Schumpe, 1993; Deckwer et al., 1974; Deshpande et al., 2019; 

Heijnen and Van’t Riet, 1984). 
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Figure 2.7: Specific hydrogen uptake rate as a function of dissolved hydrogen concentration. The 

physical transport rate for several biomass concentration is calculated. 

Three biomass concentrations are also considered to demonstrate the effect of biomass concentration 

𝑋 to the specific hydrogen uptake rate 𝜑𝐻2 . At very low biomass concentration (𝑋 = 0.1 g.L-1), the 

dissolved hydrogen is sufficient that the hydrogen uptake is limited by the biological own uptake 

capacity. However, once the biomass concentration increases to very high value (generally once the 

steady-state is reached), the specific hydrogen uptake is set by the substrate transport rate: gas-liquid 

mass transfer rate. At this stage, the dissolved hydrogen concentration is very low and the hydrogen 

supply is not sufficient to balance the biological demand, the specific hydrogen uptake rate is thus 

calculated from the specific hydrogen mass transfer rate. It is shown that the biological specific uptake 

rate drops exponentially to zero when the hydrogen concentration approaches zero. Numerically, this 

could pose a stability problem as the set of equations becomes very stiff and unstable. If the hydrogen 

concentration equals to zero, the hydrogen reaction rate is zero if the uptake rate is calculated by the 

Monod model. However, the biological methanation is by nature a heterogeneous reaction, the 

continuity of flux imposed that the reaction rate is non-null but equal to the rate of substrate transport 

which is considered the gas-liquid mass transfer. In such conditions, increasing biomass concentration 

will not lead to higher methane productivity. The only solution to increase the productivity of the 

methane is by improving the mass transfer intensity, i.e. 𝑘𝐿𝑎𝐶𝐿,𝐻2
∗ . In this thesis, it is demonstrated the 

importance of 𝑘𝐿𝑎 in determining the biological methanation efficiency, as discussed in Chapter 4 and 

Chapter 6.  
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Thus, the individual reaction terms 𝑅𝑖 in equation (2.14) for the simulated species involved during the 

biological methanation are computed as 

 
𝑅𝐻2 = (𝑟1 + 𝑟2) = 𝜑𝐻2𝑋 (2.37) 

 
𝑅𝐶𝑂2 = (𝑌𝐶𝑂2 𝐻2⁄ 𝑟1 + 𝑌𝐶𝑂2 𝐻2⁄

𝑚 𝑟2) (2.38) 

 
𝑅𝐶𝐻4 = (𝑌𝐶𝐻4 𝐻2⁄ 𝑟1 + 𝑌𝐶𝐻4 𝐻2⁄

𝑚 𝑟2) (2.39) 

 
𝑅𝑋 = 𝑌𝑋/𝐻2(𝑟1 − 𝑟3) (2.40) 

with 𝑌𝑖/𝑗 being the yield coefficient in grams of 𝑖 per gram of 𝑗 consumed. The values for the biological 

methanation kinetic rates and yield coefficient are reported in Ngu et al. (2022a) and the same values 

are applied in the following of this work, as reported in Table 2.1. 

Table 2.1: Biological parameters proposed in Schill et al. (1996). 

Parameters Definition Value Units 

YX/H2  𝜈𝑋,1
𝑀𝑋
𝑀𝐻2

 0.22 𝑔𝑋/𝑔𝐻2  

YCO2 𝐻2⁄  𝜈𝐶𝑂2,1
𝑀𝐶𝑂2
𝑀𝐻2

 5.70 𝑔𝐶𝑂2/𝑔𝐻2  

YC𝐻4 𝐻2⁄  𝜈𝐶𝐻4,1
𝑀𝐶𝐻4
𝑀𝐻2

 1.92 𝑔𝐶𝐻4/𝑔𝐻2  

YCO2 𝐻2⁄
m  𝜈𝐶𝑂2,2

𝑀𝐶𝑂2
𝑀𝐻2

 5.5 𝑔𝐶𝑂2/𝑔𝐻2  

YC𝐻4 𝐻2⁄
m  𝜈𝐶𝐻4,2

𝑀𝐶𝐻4
𝑀𝐻2

 2 𝑔𝐶𝐻4/𝑔𝐻2  

𝑞𝐻2
𝑚𝑎𝑥 Maximum H2 specific uptake rate 1.77 𝑔𝐻2/𝑔𝑋/ℎ 

𝑚 Maintenance rate 0.14 𝑔𝐻2/𝑔𝑋/ℎ 

𝐾𝐻2  Affinity constant 0.01 𝑚𝑔𝐻2/𝐿 

Other types of reaction can also be implemented in the 1D model. For example, the application of the 

1D model to yeast fermentation and CO2 chemisorption is demonstrated in Chapter 4 and Chapter 5, 

respectively.  
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2.2.3.3 Numerical discretisation and boundary condition 

Equations (2.13) and (2.14) are partial differential equations that describe a continuous phenomenon, 

evolving in space and time. Due to the non-linearities nature of the equation, no analytical solution is 

available. Therefore, it is solved numerically via discretisation based on the finite difference method. 

Equations (2.13) and (2.14) are discretised on a regular grid with 𝑁 nodes at constant node size so that 

the solution is approximated by the vector of discrete values 𝜙𝐺,𝑖,𝑛 and 𝜙𝐿,𝑖,𝑛 where 𝑛 ∈ [1, 𝑁]. The 

spatial derivatives and the boundary conditions are discretised to second-order. The same order of 

accuracy preserves the stability of the numerical scheme. The convection term is calculated using 

second order upstream differences, as shown in equations (2.41)-(2.42). The dispersion term is 

calculated using second-order central difference, as shown in equations (2.44). The numerical is shown 

for the gas phase but the same is applied to the liquid. The suffix 𝑖 that signifies the species is omitted 

for the clarity of the expressions.  

For 𝑛 = 2 

 𝜕𝑢𝐺𝜙𝐺
𝜕𝑧

|𝑛 =
𝑢𝐺𝜙𝐺|𝑛+1 − 𝑢𝐺𝜙𝐺|𝑛−1

2Δz
 (2.41) 

For 𝑛 = 3:𝑁 

 𝜕𝑢𝐺𝜙𝐺
𝜕𝑧

|𝑛 =
3𝑢𝐺𝜙𝐺|𝑛 − 4𝑢𝐺𝜙𝐺|𝑛−1 + 𝑢𝐺𝜙𝐺|𝑛−2

2Δz
 (2.42) 

For 𝑛 = 2:𝑁 − 1 

 𝜕𝑢𝐺𝜙𝐺
𝜕𝑧

|𝑛 =
3𝑢𝐺𝜙𝐺|𝑛 − 4𝑢𝐺𝜙𝐺|𝑛−1 + 𝑢𝐺𝜙𝐺|𝑛−2

2Δz
 (2.43) 

 𝜕

𝜕𝑧
(휀𝐺

𝜕𝐶𝐺
𝜕𝑧
) |𝑛 =

휀𝐺𝐶𝐺|𝑛 − 2휀𝐺𝐶𝐺|𝑛−1 + 휀𝐺𝐶𝐺|𝑛−2
Δz2

 (2.44) 

The boundary conditions depend on the operating condition of the bubble column. For example, for a 

bubble column operating in semi-continuous mode (open for the gas but closed for the liquid), a zero-

flux (zero gradient) boundary condition is imposed to the liquid at both inlet and outlet of equation 

(2.14). The same boundary condition is applied to the gas only at the outlet. A Dirichlet boundary 

condition is always imposed to the gas inlet as the gas is injected into the bubble column, identical to 

the work of (Chen et al., 2015; Li et al., 2019; Siebler et al., 2020). If the bubble column includes a liquid 

feed, a Dirichlet boundary condition is also applied to the liquid, either at 𝑛 = 1 or 𝑁, depending on 



2.2 Numerical tools for bioreactor modelling 

103 

 

the operating mode as co-current or counter-current to the gas phase. Mathematically, a zero-gradient 

boundary condition is translated as equation (2.45). These boundary conditions are treated with 

second-order accuracy as shown in equations (2.46) and (2.47), the same as the spatial derivatives 

described earlier. The Dirichlet condition for the gas phase is shown in equation (2.48). 𝑃 is calculated 

as the absolute pressure, considering the hydrostatic pressure, as shown in equation (2.28). 𝑃0  is 

specific to the system studied. The gas holdup at the inlet 휀𝐺,0 is computed as the ratio between the 

superficial gas velocity and the bubble relative velocity determined by the associated drag model. The 

spatial discretisation of equations (2.13) and (2.14) leads to a system of ordinary differential equations 

which is solved using the MATLAB® stiff solver ode15s at adaptative timestep. The stiff solver is 

necessary as the overall system is very stiff with different relaxation times for the convective term, 

mass transfer term and the reaction source term. In addition, different substrate uptake rates may 

exist between two nodes, due to the nature of the biological metabolic model, leading to more 

stiffness. The “nonnegative” option is also set for the ode15s solver.  

 𝜕𝜙

𝜕𝑧
|𝑛 = 0       𝑛 = 1 or 𝑁 (2.45) 

 𝜕𝜙

𝜕𝑧
|𝑛=1 =

−3𝜙|1 + 4𝜙|2 − 𝜙|3
2Δz

 (2.46) 

 𝜕𝜙

𝜕𝑧
|𝑛=𝑁 =

3𝜙|𝑛 − 4𝜙|𝑛−1 + 𝜙|𝑛−2
2Δz

 (2.47) 

 
𝜙𝐺,𝑖|𝑛=1 =

휀𝐺,0yi𝑃

RT
 (2.48) 

2.2.3.4 Resolution strategy 

The set of equations in the 1D model is algebro-differential since the calculations of the right-hand 

terms in equations (2.13) and (2.14) require the local gas and liquid holdup, as well as the 

concentrations of all species in each phase to be retrieved from the known 𝜙𝐺,𝑖,𝑛 and 𝜙𝐿,𝑖,𝑛. These 

unknowns are solutions of a non-linear system (2.49) which connects the hydrodynamics and the mass 

transfer to the local pressure calculated using equation (2.28). 

 

{
 
 

 
 

𝜙𝐺,𝑖,𝑛 = 휀𝐺,𝑛 ∙ 𝐶𝐺,𝑖,𝑛
𝜙𝐿,𝑖,𝑛 = (1 − 휀𝐺,𝑛) ∙ 𝐶𝐿,𝑖,𝑛

Pn
𝑅. 𝑇

=∑
𝐶𝐺,𝑖,𝑛
𝑀𝑖

𝑖

P𝑛 = 𝑃0 + (1 − 휀�̃�  ) 𝜌𝐿𝑔(𝐻 − 𝑧𝑛)

           𝑛 ∈ [1, 𝑁] (2.49) 
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The resolution algorithm for non-linear system (2.49) follows a successive substitution procedure. 

Starting from the initial imposed local molar fluxes (𝜙𝐺,𝑖, 𝜙𝐿,𝑖) and the local gas holdup (휀𝐺), the local 

pressure profile (𝑃), the local gas holdup (휀𝐺 ) as well as 𝐶𝐺,𝑖  and 𝐶𝐿,𝑖  are updated before the next 

timestep is taken.  

The following procedure is used at the beginning of each timestep.  

Step 1.  𝜙𝐺,𝑖 ← 𝜙𝐺,𝑖(𝑡) and 휀𝐺 ← 휀𝐺(𝑡) 

Step 2. 𝐶𝐺,𝑖  ←  
𝜙𝐺,𝑖

𝜀𝐺
 

Step 3. Update 𝑃 from 휀𝐺 using equation (2.28) 

Step 4. Update the local gas fraction 휀𝐺 ← 
∑𝜙𝐺,𝑖 𝑀𝑖⁄

𝑃
𝑅𝑇 

Step 5. Repeat Step 2 to 4 until the difference between two iterations falls below a given tolerance 

(10-5) 

Step 6.  Update the liquid phase concentrations 𝐶𝐿,𝑖 = 𝜙𝐿,𝑖 (1 − 휀𝐺)⁄  

The updated 𝐶𝐺,𝑖, 𝐶𝐿,𝑖  and 휀𝐺 are used in the right-hand side of equations (2.13) and (2.14) to compute 

the time derivatives 
𝜕𝜙

𝜕𝑡
. The time derivatives are solved using the ode15s solver of MATLAB® until the 

end time whereby the steady-state is reached. 
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2.2.4 Novel specificities of the 1D model 

As stated in Section 1.5, some gaps need to be filled in the existing 1D model to provide a more generic 

1D numerical description of the bubble column reactor. We recall briefly again the limitation of some 

existing 1D models: (i) constant gas fraction or calculation of gas holdup via empirical correlation (ii) 

one-way coupling of hydrodynamics and (reactive) mass transfer and (iii) partial exploration of 

multispecies mass transfer. In this context, we proposed a comprehensive 1D model that responds to 

these aforementioned drawbacks. First, the calculation of the gas holdup and the multiphysics 

coupling, in particular, the two-way coupling of hydrodynamics and mass transfer is embedded in the 

subroutine – a non-linear system of equations (2.49). It begins with the fact that the right-hand side of 

equations (2.13) and (2.14) involves the calculation of mass transfer term and reaction term spatially. 

The advancement of each timestep updates the local mass fluxes  𝜙𝐺,𝑖,𝑛 and 𝜙𝐿,𝑖,𝑛, by solving for the 

convective, dispersive, mass transfer and (bio)reaction fluxes. The updated local mass fluxes  𝜙𝐺,𝑖,𝑛 

and 𝜙𝐿,𝑖,𝑛 together with local pressure 𝑃 are used to solve recursively the non-linear system (2.49). 

The resolution of this subroutine provides the necessary elements to complete the definition of the 

time derivatives of equations (2.13) and (2.14) at the new timestep. This operation is repeated until 

the imposed end time of the simulation. This approach eliminates the use of empirical correlation for 

the gas holdup calculation, ensuring a more realistic model. Next, the example of (bio)reactive bubbly 

flow of biological methanation was simulated with the 1D model. In particular, the huge disparity in 

the solubility between the gas substrate H2 and CO2 will be explored in this work. 

This formulation reflects that the local gas holdup is a function of the local pressure and local mass 

fluxes, extracted from the transported 𝜙𝐺,𝑖,𝑛  and 𝜙𝐿,𝑖,𝑛 . The local mass fluxes vary with the mass 

transfer intensity and reaction rate. The Sauter mean diameter is not assumed constant but varies 

axially according to the gas holdup. The mass transfer fluxes and reaction rate vary axially according to 

the locally available substrate concentrations and the bifurcation of substrate uptake rate presented 

in the biological description.  

With this novel 1D modelling approach, several applications will be shown in the following chapters. 

Chapter 3 demonstrates the validation of the 1D model using literature data. Chapter 4 features the 

use of the 1D model for industrial applications. Chapter 5 is devoted to studying reactive bubbly flow. 

The strong coupling between the reactive mass transfer and the hydrodynamics is showcased in this 

example, having the Sauter mean diameter varies considerably along the axial direction. This subject 

is widely treated using the CFD approach in the literature. We aim to reach the same goal as the CFD 

model – decipher the coupling of hydrodynamics and reactive mass transfer by using the 1D model. 
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Chapter 6 presents a comparison study between biological methanation pilot-scale experimental 

results, 1D and CFD models.  The industrial biological methanation reactor of Electrochaea was also 

simulated using the CFD model and the results were compared with the 1D model predictions. 

2.2.5 Model setup and problem initialisation  

In the following chapters, the 1D model is used to study different bubble column applications. But the 

principle of the 1D model setup is identical for all cases. The only difference is the closures model 

applied that changes according to the situation. These closures are inlet bubble diameter, gas and 

liquid velocities, gas and liquid dispersion coefficients, mass transfer coefficient, and reaction terms, 

as already discussed in Figure 2.6. To avoid repetition in the subsequent chapters, the simulation setup 

in the 1D model is only detailed here but the closures model used for each case will be reported in the 

following chapters.  

• Preamble 

For all case studies, basic information on the reactor geometry, operating pressure at the outlet, 

operating temperature, liquid and gas properties at the given temperature and pressure (density, 

viscosity, surface tension), thermodynamic parameters (Henry’s constant, molecular diffusivity) are 

required before running any simulation. The Henry’s constant is mostly adapted from Sander (2015).  

• Hydrodynamic setup 

To mimic the experimental conditions of transient gas loading in tap water, the 1D model is set up 

under the same conditions as the pilot experiment. The mass transfer term is set to zero. The model is 

spatially discretised to 100 nodes. The initial gas holdup in the column from node 2 to N is set to very 

low value of 10-6 to represent the absence of the gaseous phase initially in the column. The 

experimental gas holdup is compared to the global spatial-averaged gas holdup given by the model at 

steady-state. The procedure of the comparison between the experimental transient loading and the 

1D model prediction is also explained in our first paper, presented at the end of Chapter 3.  

• Mass transfer and reaction setup 

If no (bio)chemical reaction exists, only the mass transfer term is activated. The mass transfer closure 

model varies from case to case and it will be specified for each simulation in the following chapters. 

The reaction kinetics also changes according to different applications. The initial hydrodynamics start 

usually from the converged hydrodynamic case with the previous setup. If the initial liquid phase is 
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dissolved with the gaseous species, the initial liquid concentration is calculated from the equilibrium 

with the gaseous phase based on the Henry’s constant.    

Note: The 1D model developed in this thesis is a dynamic model which signifies that all simulations 

correspond to transient simulations. A sufficient end time is necessary to reach the steady state. 

Moreover, most of the mass transfer and reaction studies start with the convergence of 

hydrodynamics, as usually done in bubble column simulation (Chen et al., 2016, 2015; Darmana et al., 

2007; Hissanaga et al., 2020; Sarkizi Shams Hajian et al., 2020). This ensures numerical stability and 

also respect the experimental condition whereby the mass transfer is usually activated after the 

development of the flow.   
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Chapter 3 1D Model Validation 

In this chapter, the 1D model is validated using self-measured experimental data and confronted with 

the data collected from the literature of previous studies. Some literature data are issued from 

experimental measurements, while others are obtained through numerical simulations. The 1D model 

numerical methods and the setup have been explained in Chapter 2. Therefore, the resolution method 

is not repeated here, but the closure relations applied for each example are reported in a table. The 

goal is to illustrate the robustness of the spatio-temporal 1D model in simulating different applications. 

Some conclusions can be drawn from each example. The first part is to validate the hydrodynamics 

aspect of the two-phase model. The discussion on the experimental measurement of the bubble size 

and the gas holdup is also presented. The next section is devoted to the validation of the coupling with 

mass transfer. This is crucial as the (bio)chemical reactions often depend on the mass transfer rate. 

For instance, biomass requires oxygen for respiration and intracellular activities, which could be a two-

way coupled problem with hydrodynamics.  

3.1 Two-phase flow hydrodynamics 

3.1.1 Bubble size measurement and transient gas loading in tap water system 

In this section, we present the Sauter mean diameter and overall gas holdup calculated from the image 

processing of images captured from a pilot bubble column with tap water and hydrogen injection. 

 

Figure 3.1: Statistical convergence of equivalent diameter measurements. 
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Figure 3.2: Sauter mean diameter vs. superficial gas velocity. The homogeneous sparger is shaded in 

grey while the heterogeneous sparger is shaded in red. 

 

Figure 3.3: (a and b) Detected bubbles by the image processing algorithm at 𝒋𝑮 =  0.78 mmm/s. (c 

and d) Histogram of bubble size distribution for a bin size of 0.2 mm equivalent diameter and the 

calculated Sauter mean diameter. (a) and (c) homogeneous sparger, (b) and (d) heterogeneous 

sparger. 
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Figure 3.4: Overall 𝜺𝑮 vs. superficial gas velocity. Black line corresponds to correlation of Hebrard 

(1995) which stated that  𝜺𝑮 = 𝟒. 𝒋𝑮 

With a minimum of 1000 bubbles detected, the statistical convergence of equivalent diameter was 

reached for all measurements. The example given in Figure 3.1 is for the two superficial gas velocities 

but the statistical convergence was also achieved for all other measurements. 

Each simultaneous measurement of bubble size distribution and transient gas holdup was performed 

either two or three times and averaged to obtain a mean value. The reported error bars in Figure 3.2 

indicate one standard deviation around the mean diameter. It is found that the Sauter mean bubble 

diameter increases slightly with the flowrate for the two spargers. For the same superficial gas velocity, 

the heterogeneous sparger generates a larger Sauter mean diameter than that of the homogeneous 

sparger, approximately 30-60% larger in size. The example of the bubbles formed by the two spargers 

is illustrated in Figure 3.3, with its associated bubble size distribution. As the interfacial area for mass 

transfer is inversely proportional to the Sauter mean diameter, the heterogeneous sparger offers a 

smaller interfacial area for mass transfer. Figure 3.4 presents the overall gas holdup measured for the 

two spargers. It is found that at a certain superficial gas velocity the homogeneous sparger gives slightly 

higher gas holdup and vice versa. The experimental results are also compared to the correlation of 

Hebrard (1995), as shown in Figure 3.4. The correlation relates a simple relationship between 

superficial gas velocity, gas holdup and bubble terminal velocity, based on the fact that bubbles of 2-5 

mm have a terminal velocity in the air-water system around 0.25 m.s-1, as stated in the homogeneous 

slip velocity (Wallis, 1969). The correlation works mostly at low superficial gas velocity and low gas 

holdup, as demonstrated in the work of Colombet (2012). It is found that the overall gas holdup 
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obtained from the two spargers correlates well with the correlation of Hebrard (1995), as expected, as 

the correlation works for low superficial gas velocity.  

 

Figure 3.5: Transient gas holdup compared with different drag models for (a) 𝒋𝑮 = 𝟎. 𝟕𝟖 mm.s-1 and 

(b) 𝒋𝑮 = 𝟏.𝟏 mm.s-1 

 

Figure 3.6: Parity plot of experimental and 1D prediction of < 𝜺𝑮 >  with ±  10 % error for the 

homogeneous sparger 
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To compare with the overall gas holdup experimental data, we tested different drag models in the 1D 

model. It is found that the Tomiyama et al. (1998) drag model developed for partially contaminated 

systems corresponds well with the experimental transient data when compared with other drag 

models, as shown in Figure 3.5. Figure 3.6 shows that the 1D model predicts satisfactorily well the 

measured gas holdup. The results show that the hydrogen-tap water system is well described by 

Tomiyama et al. (1998) partially contaminated drag coefficient. The drag correlation of Dijkhuizen et 

al. (2010) developed for the ultrapure system yields higher bubble terminal velocity, leading to 

underprediction of the overall gas holdup. The correlation of Schiller and Nauman (1933) developed 

for the drag coefficient of a solid sphere also underpredicts the overall gas holdup. The overall 

hydrodynamic is well captured with an overall error within +/- 10% range. Some additional 

experimental results on bubble size distribution and gas holdup have been reported in our first paper 

given in Section 3.4. Noted that the range of the overall gas holdup obtained is below 1%, with the 

superficial gas velocity in the order of mm.s-1 (typical operating range of the biological methanation 

experiment which is detailed in Section 6.1). For the validation of the model in higher superficial gas 

velocity, we have turned to literature data whereby extensive hydrodynamics studies have been 

published. The following section highlights the 1D model prediction with some cases reported in the 

literature. The literature results are then analysed using the 1D model and further discussion is 

presented. 

3.1.2 Comparison with Colombet (2012) case in pure water system 

In the work of Colombet (2012), the hydrodynamics study had been conducted in a square (15 x 15 

cm) glass bubble column of 100 cm high (initial liquid height at 76 cm). Filtered tap water and air were 

used as the liquid and gas system, respectively. The gas bubbles were injected through 841 capillaries 

with an inner diameter of 0.2 mm, covering the cross-section of the bubble column. Gas holdup and 

bubble size distribution were measured for a wide range of superficial gas velocity with the global gas 

holdup ranging from 0 – 30%. The gas holdup was measured using optical probes placed at the centre 

of the column at mid-height. The bubble size was measured through two techniques: non-invasive 

(optical method) and invasive (dual-tip optical probe). For the optical method, two lenses were used: 

a fixed-focal lens that measured the bubble size up to a gas holdup of 15% and a telecentric lens for 

gas holdup over 15%. The experimental data have also been reported in Colombet et al. (2015, 2011). 

As the bubble diameter and global gas holdup are measured experimentally, it is attempted to use the 

1D model to predict the gas holdup and compare it with the experimental data. Considering the pure 

liquid system used, two drag correlations were tested, i.e. the drag coefficient of Tomiyama et al. 

(1998) for the pure system and that of Dijkhuizen et al. (2010) developed from direct numerical 
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simulation (DNS) using ultrapure water as the liquid phase. A collective factor of Wallis (1961) is 

included in the 1D model to take into account the hindered rise due to bubble swarm in the bubble 

column as observed in Colombet (2012). The closures used in the 1D model is summarised in Table 3.1. 

Table 3.1: Closure relations used in the 1D model to simulate Colombet (2012) case. 

Variables Closure model 

𝑑𝑏 

From the experiment data. The measured bubble diameter evolution is scaled to the 

following correlations which can be used: 

𝑑𝑏−𝑑0

𝑑0
= 15휀𝐺 for 휀𝐺 ≤ 2% 

𝑑𝑏−𝑑0

𝑑0
= 2.3휀𝐺

0.52 for 휀𝐺 > 2% 

휀𝐺 is dimensionless, 𝑑0 = 0.0014 m, and 𝑑𝑏 in meters 

𝑢𝐺 

Tomiyama et al. (1998) pure system 

𝐶𝐷∞ = 𝑚𝑎𝑥 {min [
16

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687),
48

𝑅𝑒𝑏
] ,
8

3

𝐸𝑜

(4 + 𝐸𝑜)
} 

Dijkhuizen et al. (2010) 

𝐶𝐷∞ = √𝐶𝐷(𝑅𝑒𝑏)
2 + 𝐶𝐷(𝐸𝑜)

2 

𝐶𝐷(𝑅𝑒𝑏) =
16

𝑅𝑒𝑏
(1 +

𝑅𝑒𝑏

8 + 0.5(𝑅𝑒𝑏 + 3.315𝑅𝑒𝑏
0.5)

) 

𝐶𝐷(𝐸𝑜) =
4𝐸𝑜

9.5 + 𝐸𝑜
 

Collective effect from Wallis (1961) : 

 𝐶𝐷 = 𝐶𝐷∞(1 − 휀𝐺)
−2 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 Neglected due to high Peclet number as reported in Colombet (2012) 

𝐷𝐿 Neglected due to high Peclet number as reported in Colombet (2012) 

Figure 3.7 reports the results obtained from the 1D model using two different drag correlations. It 

shows that at low superficial gas velocity the Dijkhuizen’s correlation fits well with the experimental 

data but at higher gas velocity, Tomiyama’s correlation fits better that the Dijkhuizen’s correlation. The 

water quality is considered very clean as it is reported that any particle in the tap water that is larger 

than 15 µm is filtered (Colombet, 2012). This matches the quality of pure water as considered in the 

DNS study of Dijkhuizen et al. (2010), which yields a good agreement until 𝑗𝐺 > 10 mm.s-1. It is shown 

in Dijkhuizen et al. (2010) that at Reynolds > 500, the drag coefficient of Tomiyama et al. (1998) is 

larger than that of Dijkhuizen et al. (2010), leading to lower slip velocity, and higher gas holdup, as 

reflected in Figure 3.7. Figure 3.8 shows the transient gas loading with the two drag models. Again, 
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Tomiyama’s drag model leads to a later establishment of gas holdup due to lower bubble terminal 

velocity. Overall, the 1D model yields good agreement compared to the experimental data. This is due 

to the fact that the bubble swarm generated by the needle-sparger (fine sparger) are very uniform, as 

reported in Colombet (2012), and classical closures on the drag forces are appropriate to obtain very 

close gas holdup.  

 

Figure 3.7: Global gas holdup for different superficial gas velocities compared between experimental 

data and 1D model prediction. Error bar signifies ± 5% error 

 

Figure 3.8: Simulation of transient gas loading using the 1D model for superficial gas velocity of 19.5 

mm.s-1. 
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3.1.3 Comparison with the McClure et al. (2015c, 2014a) case as in Ertekin et 
al. (2021) in water with surfactants system 

Extensive experimental datasets on bubble size and global gas holdup have been reported in the work 

of McClure et al. (2015b, 2014b, 2014a, 2013) for different liquid mediums (with or without the 

presence of surfactants) to mimic the biological fermentation broths. Besides, CFD models have been 

developed and validated using these datasets (McClure et al., 2015b, 2014b, 2014c). The objective is 

to develop numerical models for bubble columns operating in industrial conditions, including the 

presence of surfactant, typically the industrial bubble column fermenter. In this section, the 1D model 

will be used to compare with some of the datasets. Recently, the work of Ertekin et al. (2021) reported 

and summarised some findings based on the datasets of (McClure et al., 2015c, 2014a) case. The same 

datasets are used in the comparison with the 1D model. In the work of Ertekin et al. (2021), part of the 

hydrodynamics study was conducted in a bench-top bubble column with a diameter of 0.19 m, and a 

height of 1 m (liquid height of 0.5 m). The measurements were performed with different air-liquid 

systems, but here, only three systems will be compared, particularly: air/water, air/water + 0.02 M 2-

propanol, and air/water + 0.01% (v/v) Antifoam A. Due to the presence of surfactants, the measured 

bubble diameter varies differently. The bubble diameters in the 1D model are kept the same as the 

experimental values. The 1D model follows the closures used in the CFD model that have been 

validated using the experimental datasets (Ertekin et al., 2021). The bubble diameter is considered as 

constant as a narrow bubble size distribution was obtained in the experiment.  

Table 3.2: Closure relations used in the 1D model to simulate (McClure et al., 2015c, 2014a) case. 

Variables Closure model 

𝑑𝑏 

Constant 6 mm for air/water system  

Constant 4 mm for air/water + 0.02 M 2-propanol system 

Constant 15 mm for air/water + 0.01% (v/v) Antifoam A system 

Followed the work of (Ertekin et al., 2021; McClure et al., 2014a) 

𝑢𝐺 

Grace drag coefficient (𝐶𝐷∞) plus swarm correction factor 𝑓(𝛼𝐺) 

𝐶𝐷 = 𝐶𝐷∞𝑓(𝛼𝐺)𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡  

𝑓(𝛼𝐺) = min((1 − 𝛼𝐺)
50 + 0.2,1)  

𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 1  for water,  𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 2  for propanol, 𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 0.75  for 

Antifoam, McClure et al. (2015c, 2014a) 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 Calculated from Wachi and Nojima (1990) 

𝐷𝐿 Calculated from Deckwer et al. (1974) 
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Figure 3.9: Comparison of overall gas holdup between experimentally measured, CFD and 1D model 

predictions (a) Air/Water (b) Air/Water + 0.02 M 2-propanol (c) Air/Water + 0.01% (v/v) Antifoam A. 

Figure 3.9 shows the 1D model results compared with the experimental data and the CFD prediction 

of McClure et al. (2014a). With the same closure relations, the global gas holdup is satisfactorily 

calculated by the 1D model. It is found that the overall gas holdup increases in the system containing 

2-propanol. With the addition of alcohol, the bubble coalescence is inhibited. The bubble size 

distribution becomes narrower and it shifted left to a smaller mean bubble size. The presence of 

surfactant on the bubble interface has a significant impact on the drag (McClure et al., 2014a). The 

drag modification effect also depends on the nature of the surfactant. As measured by McClure et al. 
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(2014a) the drag coefficient for water + 0.02 M 2-propanol is relatively higher than water system but 

for Antifoam-A, the drag coefficient is lower than water. To model this contamination effect, the drag 

coefficient was modified by multiplying with an empirical factor issued from experimental 

measurements ( 𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 2  for 2-propanol and 𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 0.75  for Antifoam A). 

Consequently, the overall gas holdup for water + 2-propanol is higher than that of water, while the gas 

holdup for water + Antifoam is lower than that of water. With the modification of the drag, the overall 

gas holdup can be predicted correctly, as shown in Figure 3.9(b) and Figure 3.9(c).  

3.1.4 Comparison with the Chen and Brooks (2021) and Krepper et al. (2007) 
case for low overall gas holdup system 

 

Figure 3.10: Comparison of the overall gas holdup predicted by the 1D model with literature data. 

Figure 3.10 shows the comparison of the global gas holdup predicted by the 1D model as reported in 

(Ngu et al., 2022a) with the literature work, including both experimental measurements (Chen and 

Brooks, 2021; Krepper et al., 2007) and numerical simulation (Chen and Brooks, 2021). Krepper et al. 

(2007) measured the global gas holdup in a rectangular bubble column (0.1 m wide, 0.02 m depth) 

equipped with a porous sparger by the liquid swelling method. In a more recent study, Chen and Brooks 

(2021) measured the global gas holdup in a small-scale cylindrical bubble column (Dr = 0.13 m, and H 

= 0.166 m) via the optical method. The global gas holdup was measured as the 2D projected void 

fraction. The projection is done by weighing the bubble by its relative dimension in the projection 

direction. This correction considering the curvature of the bubble is necessary to produce the correct 

projected void fraction. Instead of using the bubble equivalent radius as the weighing factor, the 

distance between the furthest point of the bubble circumferences and the bubble centre was chosen. 
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From the identified bubble diameter and estimated volume, the instant bubble distribution is 

projected onto a 2D plane and averaged in time (Chen and Brooks, 2021). 3D CFD Eulerian simulations 

were also carried out by Chen and Brooks (2021) to compare with their experimental data. The global 

gas holdup reported in Ngu et al. (2022a) is slightly higher than that obtained by Krepper et al. (2007), 

probably due to the reactor geometry as the pseudo-2D rectangular column was used in Krepper et al. 

(2007). Nevertheless, the order of magnitude is quite close to those measured by Krepper et al. (2007) 

and Chen and Brooks (2021) which remain as some of the few studies that measured the global gas 

holdup at such low superficial gas velocity. It can be observed that the overall gas holdup of Chen and 

Brooks (2021) is relatively lower than obtained by Krepper et al. (2007). This could be due to the narrow 

rectangular column used by Krepper et al. (2007) as the small depth of 0.02 m hinder the bubble rise, 

leading to lower bubble velocity and higher gas holdup at high superficial gas velocity. 

The 1D model is also used to compare with the transient gas holdup measurement of Krepper et al. 

(2007). It is mentioned that the column operated in the dispersed homogeneous bubbly regime with 

the absence of bubble coalescence and breakup for superficial gas velocities below 10 mm.s-1. The gas 

phase employed is air and the liquid phase is mentioned to be water. However, the contamination 

level of the water used experimentally is not specified. In this context, the drag coefficient of 

Tomiyama et al. (1998) and Dijkhuizen et al. (2010) is tested using the 1D model. The results for three 

different superficial gas velocities (𝑗𝐺  = 6, 8, and 10 mm.s-1) are compared here. The bubble size 

distribution was also given for the three superficial gas velocities but it was shown that the average 

bubble size for the three superficial gas velocities does not vary much with an average bubble size of 

3 mm. The same bubble size is used in the 1D model. The closure relations used are summarised in 

Table 3.3. 

Figure 3.11(a)-(c) show the transient gas holdup profiles for 𝑗𝐺 = 6, 8, and 10 mm.s-1 obtained by the 

1D model superposed with the results of Krepper et al. (2007). It is found that the Tomiyama et al. 

(1998) for partially contaminated drag coefficient agrees better with Krepper et al. (2007) results than 

the Dijkhuizen et al. (2010) drag coefficient. This shows that the water used may be tap water rather 

than filtered ultrapure water, which is more adapted to the Dijkhuizen et al. (2010) drag coefficient. It 

is unclear whether the transient profiles of Krepper et al. (2007) correspond to experimental 

measurements or CFD predictions as they are not specified in the paper. Nevertheless, if the steady-

state value is referred to the overall results in Figure 3.11(d), it seems that the transient profiles 

correspond to the CFD predictions by ANSYS CFX. It shows that the 1D model predicts the overall gas 

holdup just as well as the CFD model. The slight overvaluation of the gas holdup compared to the 

experimental measurements could be due to the omission of radial heterogeneity and liquid 
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recirculation velocity of the pseudo-2D bubble column, which is often integrated into the bubble 

velocity as the drift-flux model (Zuber and Findlay, 1965), as shown in the work of (Ngu et al., 2022b). 

Table 3.3: Closure relations used in the 1D model to simulate Krepper et al. (2007) case. 

Variables Closure model 

𝑑𝑏 Constant 3 mm 

𝑢𝐺 Tomiyama et al. (1998) and Dijkhuizen et al. (2010) drag coefficient models 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 Calculated from Wachi and Nojima (1990) 

𝐷𝐿 Calculated from Deckwer et al. (1974) 

 

Figure 3.11: Comparison of transient gas holdup profile between 1D model prediction and Krepper 

et al. (2007) work. (a) 𝒋𝑮=6 mm.s-1, (b) 𝒋𝑮=8 mm.s-1, (c) 𝒋𝑮=10 mm.s-1 (d) Overall results  

In short, the global gas-liquid hydrodynamics of a bubble column is characterised by the overall gas 

holdup. It is shown that the 1D spatio-temporal model is capable to reproduce the overall gas holdup 

for different bubble column designs provided that appropriate closure models and bubble diameter 
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are applied to the model. When the bubble diameter and the drag coefficient are similar to 

experimental measurements, a good agreement can be obtained. Through our own experimental data, 

it is proved that the Tomiyama et al. (1998) drag correlation is adequate for the tap-water system, 

whilst the (Dijkhuizen et al., 2010) drag correlation is more suitable for the ultrapure water system. 

The drag coefficient for the surfactants system remains empirical, nevertheless, good prediction can 

be obtained when it matched the drag coefficient matched that of experiments McClure et al. (2015c, 

2014a). Future perspectives include the need to develop mechanistic and generic drag model for 

surfactant system (Ertekin et al., 2021). The hydrodynamics aspect of the model is checked and it is 

expected to provide a reliable prediction of the bubbly flow upon validation using experimental data 

and literature data. Next, the hydrodynamics coupled with the mass transfer is studied for model 

validation.   
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3.2 Interfacial gas-liquid mass transfer 

3.2.1 Comparison with the Chen and Brooks (2021) case 

Apart from the hydrodynamics experiment, Chen and Brooks (2021) also determined the oxygen mass 

transfer coefficient by monitoring the transient oxygen loading using an oxygen probe. The 

deoxygenation was not conducted by bubbling nitrogen gas as usually done in the literature. Instead, 

the deionised water was first boiled and sealed to remove dissolved oxygen. The liquid was then cooled 

before conducting the dynamic reoxygenation. The 𝑘𝐿𝑎 was calculated by fitting a homogeneous CSTR 

model to the experimental dynamic oxygen curve. The experiment was conducted at three superficial 

gas velocities: 2.5, 5, and 7.5 mm.s-1. For 𝑗𝐺 of 2.5 mm.s-1, the result was also compared with the CFD 

simulation. However, the initial bubble diameter used in the CFD simulation was not specified, which 

deterred the validation process. Nevertheless, the 1D model is still used to simulate the same 

experiment and it is attempted to compare with the experimental 𝑘𝐿𝑎 value. The 1D model simulation 

is set up as the experimental conditions. The pressure at the outlet is set to atmospheric pressure and 

the temperature of the bubble column is kept at 25°C. The composition of air is imposed at the inlet. 

The initial dissolved oxygen concentration is set to zero. Other closure models used in the 1D model 

are reported in Table 3.4. An example of the dynamic oxygenation obtained by the 1D model for the 

superficial gas velocity of 2.5 mm.s-1 is shown in Figure 3.12. The obtained transient oxygen curve is 

analysed by a homogeneous CSTR model to yield the volumetric mass transfer coefficient that will be 

compared to the experimental measurements.  

Table 3.4: Closure relations used in the 1D model to simulate Chen and Brooks (2021) case. 

Variables Closure model 

𝑑𝑏 Between 5-7 mm. Estimated from Gaddis and Vogelpohl (1986) correlation. 

𝑢𝐺 Tomiyama et al. (1998) drag coefficient for pure system. 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 
2.2 × 10-3, 4.5 × 10-3, and 6.8 × 10-3 m².s-1 for 𝑗𝐺 = 2.5, 5, 7.5 mm.s-1, respectively. 

Calculated from Wachi and Nojima (1990) 

𝐷𝐿 
6.3 × 10-3, 7.7 × 10-3, and 8.7 × 10-3 m².s-1 for 𝑗𝐺 = 2.5, 5, 7.5 mm.s-1, respectively. 

Calculated from Deckwer et al. (1974) 

𝑘𝐿 Higbie (1935) 

𝐶∗ Sander (2015) 
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Figure 3.12: Dynamic oxygenation curve for superficial gas velocity of 2.5 mm.s-1 

The dissolved oxygen concentration variation in a closed vessel based on the CSTR model can be 

written as 

 𝑑𝐶𝐿
𝑑𝑡

=
𝑘𝐿𝑎

휀𝐿
(𝐶∗ − 𝐶𝐿) (3.1) 

By taking the characteristic time for the mass transfer as the time needed to reach 63% of the final 

value (𝐶63), the 𝑘𝐿𝑎 can be expressed as 

 
𝑘𝐿𝑎 = −

휀𝐿
𝑡63

𝑙𝑛 (1 −
𝐶63
𝐶∗
) (3.2) 

Sensitivity analysis of the initial bubble diameter is carried out between 5 – 7 mm. The overall results 

on the  𝑘𝐿𝑎 is shown in Figure 3.13. Figure 3.13 shows that for a given superficial gas velocity, the 

smaller the bubble diameter, the higher the 𝑘𝐿𝑎, in line with the fact that a smaller diameter gives a 

higher interfacial area for mass transfer. As the superficial gas velocity increases, the bubble diameter 

that gives the best fit to the experimental results of Chen and Brooks (2021) also increases. The bubble 

diameter of best fit for the superficial gas velocity of 2.5, 5, and 7.5 mm.s-1 are 6, 7, and 7 mm. It should 

be emphasised that this validation remains very global, as no information on the bubble diameter is 

given. Nonetheless, the 1D model comes in handy to estimate this unknown bubble size, assuming a 

classical mass transfer closure of Higbie (1935) model. Thorough validation must include bubble 
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velocity, gas holdup, interfacial area, volumetric mass transfer coefficient and finally the local 

concentration profile. Nevertheless, this work represents the first attempt to mass transfer validation.  

 

 

Figure 3.13: 1D model prediction compared to the work of Chen and Brooks (2021) and the 

correlation of Hikita et al. (1981) 

3.2.2 Comparison with the Han and Al-Dahhan (2007) case with high pressure 
system 

Another dataset on mass transfer experiments can be found in the work of Han and Al-Dahhan (2007). 

The authors characterised the oxygen mass transfer coefficient for different sparger designs and 

quantified the pressure effect on the mass transfer. The bubble column was made up of stainless steel 

to withstand high pressure, with a reactor diameter of 0.162 m and a free-surface height of 1.8 m 

diameter, which corresponds to a height-to-diameter ratio of 11.2. Filtered tap water was used as the 

liquid phase. Three sparger designs were tested, namely a perforated plate with 163 holes of 0.5 mm 

(distributor #1), a perforated plate with 163 holes of 1.32 mm (distributor #2) and a cross sparger with 

four holes of 2.54 mm (distributor #3). The monitoring of the transient oxygen loading was conducted 

with an oxygen probe. Two models were used to treat the dynamic oxygenation curve: the CSTR model 

and the axial-dispersion model. Due to high height to diameter ratio (𝐻/𝐷𝑟 = 11.2), it is shown that 

the axial dispersion model fits the data better than the CSTR model. The gaseous dispersion coefficient 

used in the work of Han and Al-Dahhan (2007) varied between 0.017 – 0.4 m2.s-1, whereas the liquid 

dispersion coefficient was calculated from the correlation of Deckwer et al. (1974), which varied 

between 0.013 – 0.045 m².s-1. The experiment was conducted at superficial gas velocity, 𝑗𝐺 = 0 – 0.6 
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m.s-1, which cover all hydrodynamic regime at a pressure between atmospheric pressure up to 10 bar. 

The bubble diameter was not given directly but can be derived explicitly, as data on global gas holdup, 

interfacial area, and volumetric mass transfer coefficient were given. Regardless, no explanation was 

detailed in the paper on how the interfacial area and global gas holdup were obtained. The bubble 

diameter was calculated from the known global gas holdup and interfacial area as 𝑑𝑏 =
6𝜀𝐺

𝑎
. In this 

work, only the results obtained from distributor #1 (porous plate covering the majority of the cross-

section with fine holes) are compared here to that of the 1D model as it is considered the most suitable 

sparger for the 1D model validation (fine and homogeneous sparger). Besides, most of the superficial 

gas velocity tested is over 0.1 m.s-1,  meaning that the column operated in the heterogeneous regime, 

most of the time (Deckwer and Schumpe, 1993; Shah et al., 1982). In such regime, large-scale liquid 

recirculation and drag swarm factor have to be considered. This makes the 1D model validation 

relatively challenging because the bubble hydrodynamics can no longer be determined by a simple slip 

velocity considering only the drag coefficient. Nevertheless, there are a few experimental points that 

can be compared with the 1D model, particularly when 𝑗𝐺 is below 0.1 m.s-1. For the comparison, the 

same numerical experiment as that of Chen and Brooks (2021) was conducted and the closure relations 

are summarised in Table 3.5. 

Table 3.5: Closure relations used in the 1D model to simulate Han and Al-Dahhan (2007) case. 

Variables Closure model 

𝑑𝑏 Between 4-7 mm. Calculated from the reported experimental data. 

𝑢𝐺 Tomiyama et al. (1998) drag coefficient for pure system. 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 Calculated from Wachi and Nojima (1990) 

𝐷𝐿 Calculated from Deckwer et al. (1974) 

𝑘𝐿 Higbie (1935) 

𝐶∗ Sander (2015) 

 

Table 3.6: Comparison between experimental results and 1D model predictions 

Experimental data from Han and Al-Dahhan (2007) 1D model 

𝑗𝐺 (m.s-1) 휀𝐺  (-) 𝑎 (m².m-3) 𝑑𝑏 (mm) 𝑘𝐿𝑎 (s-1) 휀𝐺 (-) 𝑘𝐿𝑎 (s-1) 

0.02 0.09 126 0.0043 0.038 0.095 0.037 

0.83 0.25 241 0.0062 0.097 0.37 0.109 
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Table 3.6 reports the comparison of the 1D model results with the selected datasets of Han and Al-

Dahhan (2007). Another reason for such few datapoints is that not every For 𝑗𝐺 = 0.02 m.s-1, the 1D 

model yield consistent results with the reported value. The global gas holdup is slightly overvalued, 

but the volumetric mass transfer coefficient is relatively well predicted. However, for 𝑗𝐺 = 0.83 m.s-1, 

the global gas holdup is highly overpredicted. At such high gas holdup, the bubbles are usually churn-

up and the drag force is strongly reduced due to collective effects and bubbles coalescence (McClure 

et al., 2017; Simonnet et al., 2007). The omission of this swarm correction term leads to overprediction 

of the gas holdup, which eventually overpredicts the 𝑘𝐿𝑎. Moreover, in the heterogeneous regime, 

the bubble size distribution is likely to be bimodal (Krishna et al., 1999; Laupsien et al., 2022), which 

includes the need of solving the bubble population balance model (Gemello et al., 2019).  

3.2.3 Comparison with the McClure et al. (2015b) case in water with 
surfactants system 

McClure et al. (2015b) investigated the impact of surfactant addition on the oxygen mass transfer rate. 

The same bubble column described in Section 3.1.3 was used in the experiment. Measurements on 

bubble size distribution, overall gas holdup, and 𝑘𝐿𝑎 were conducted to determine subsequently the 

liquid film mass transfer coefficient 𝑘𝐿. The oxygen transfer rate (OTR) was determined experimentally 

by the sulfite method. The dissolved oxygen reacts with the sulfite ions to form sulfate ions, thus the 

monitoring of the OTR can be conducted by following the sulfite concentration. The oxygen 

concentration is zero as the sulfite concentration is sufficiently high and the rate of reaction is relatively 

fast. The experiment was repeated with different types of surfactants, including 2-propanol, 1,2-

propanediol, n-hexane, D-mannitol, and Antifoam A. It is found that the addition of hydrophilic or 

hydrophobic surface-active compounds led to an approximately threefold reduction in 𝑘𝐿. As mean 

bubble size was reported in McClure et al. (2015b), it is interesting to use the 1D model to compare 

with their experimental results. Besides, CFD simulations were also developed for such system and the 

comparison results have been published in Ertekin et al. (2021). The closures on the bubble velocity in 

the CFD model were modelled using Grace drag coefficient with the swarm factor correction term, the 

same as the hydrodynamics study explained in Section 3.1.3. For the liquid film mass transfer 

coefficient, the CFD model applied a fixed value of 1 × 10-4 m.s-1 for systems containing surfactant 

(Antifoam) and a fixed value of 4 × 10-4 m.s-1 for clean system (water+ sulfite). In the 1D model, the 

Higbie (1935) and Frössling (1938) mass transfer models are used for clean and surfactant-containing 

systems, respectively. As explained in Ertekin et al. (2021), to model the function of sulphite as an 

oxygen scavenger, a sink term sufficiently large is necessary, such that the dissolved oxygen 

concentration reaches zero. In the 1D model, it is modelled as 99.995% of the oxygen mass transfer 
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term. Table 3.7 summarises the closure models used in the 1D model which followed the CFD work of 

Ertekin et al. (2021). The OTR expressed in equation (3.3) is calculated as the time-averaged mass 

transfer term by the liquid volume, with the time averaging of 30 s, followed the work of Ertekin et al. 

(2021).  

 𝑂𝑇𝑅 = 𝑘𝐿𝑎(𝐶
∗ − 𝐶𝐿,𝑂2) (3.3) 

Table 3.7: Closure relations used in the 1D model to simulate McClure et al. (2015b) case 

Variables Closure model 

𝑑𝑏 
Constant 5 mm for both air/water + sulfite and air/water + sulfite + Antifoam system 

Followed the work of (Ertekin et al., 2021; McClure et al., 2015b) 

𝑢𝐺 

Grace drag coefficient (𝐶𝐷∞) plus swarm correction factor (𝑓(𝛼)) 

𝐶𝐷 = 𝐶𝐷∞𝑓(𝛼𝐺)𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡  

𝑓(𝛼) = min((1 − 𝛼𝐺)
50 + 0.2,1)  

𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 2 for sulfite, 𝑘𝑠𝑢𝑟𝑓𝑎𝑐𝑡𝑎𝑛𝑡 = 0.75 for Antifoam 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 Calculated from Wachi and Nojima (1990) 

𝐷𝐿 Calculated from Deckwer et al. (1974) 

𝑅𝑂2 −0.99995𝑇𝑂2  

𝑘𝐿 Higbie (1935) for tap water and Frössling (1938) for surfactants 

 

Figure 3.14: Comparison between experimental data, CFD and 1D model predictions of (a) oxygen 

transfer rate and (b) interfacial area for tap water and for tap water with antifoam. 
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Figure 3.14 reports the results obtained from the 1D model compared to the experimental 

measurements and CFD results. The 1D model predicts relatively well both the interfacial area and the 

OTR. The interfacial area is proportional to the bubble diameter and the gas holdup. The bubble 

diameter is obtained from the experimental measurement and the gas holdup has been validated in 

Section 3.1.3, hence, the predicted interfacial area is in good agreement with the experimental value. 

As previously discussed, the closures for drag were issued from experimental measurements, as well 

as the liquid film mass transfer coefficient 𝑘𝐿. These closures have been validated by the developed 

CFD model (Ertekin et al., 2021; McClure et al., 2015b, 2015c). Contrary to a fixed value of 𝑘𝐿, the 

Higbie (1935) and Frössling (1938) correlation are used here, which turned out to be appropriate 

closures as both models yield approximately 4.13 × 10-4 m.s-1 and 1.05 × 10-4 m.s-1 for clean and 

surfactant containing system, respectively, which is close to the experimentally measured values. 

Similar to the experiment, the presence of Antifoam on the bubble surface creates a barrier for mass 

transfer, which causes the bubbles to behave like a solid sphere. The liquid film mass transfer 

coefficient 𝑘𝐿  can be well described by the Frössling (1938) correlation. Meanwhile, for the clean 

system, the classical Higbie (1935) proved again to be sufficient to predict the OTR.  

3.2.4 Comparison with the Deckwer et al. (1978) case with CO2 physical 
absorption in a tall bubble column  

For a thorough validation of the 1D model, the spatially resolved measurement data on the species 

concentration are greatly necessary. The local measurement of the dissolved concentration and 

therefore the interfacial mass transfer intensity are scarce in the literature (Rzehak and Krepper, 2016). 

Here, a thorough validation of mass transfer terms in the 1D model is conducted using the literature 

data of Deckwer et al. (1978), as had been done in the CFD model of Rzehak and Krepper (2016). 

Deckwer et al. (1978) conducted CO2 interfacial mass transfer study in a bubble column operating 

under co-current and counter-current regimes. Due to high CO2 interphase mass transfer rate, the gas 

holdup varies considerably with the axial position. The authors reported the complex behaviour of gas-

liquid hydrodynamics at such high interphase mass transfer rate with absorption at the bottom and 

desorption at the top of the column. Only the co-current case is considered in this work. The 

experiment was conducted in a bubble column with a height and internal diameter of 4.4 m and 

0.14 m, respectively. The gas sparger is a glass sintered plate with a pore size of 150 µm which ensures 

homogeneous injection of bubbles. The gas phase is a mixture of air and CO2 at various molar fractions 

of CO2 (𝑋𝐶𝑂2) and different superficial gas velocities (𝑗𝐺). Whereas, the liquid phase was fed free of CO2 

and it is maintained at a constant superficial liquid velocity (𝑗𝐿) of 4.72 cm.s-1. The temperature is 

maintained at 14°C. The gas holdup was measured using pressure taps and the manometric method. 
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The bubble size was measured using the photography method. The gas phase was analysed using gas 

chromatography or absorption in KOH solution to quantify the CO2 content. The dissolved CO2 was 

measured using the electrochemical method.  

Table 3.8: Experimental data reported in Deckwer et al. (1978) for experiment number 15 – 20 

Exp. 

Inlet data Outlet data Averaged data 

𝑗𝐺 

(cm.s-1) 

𝑋𝐶𝑂2 

(-) 

𝑗𝐺 

(cm.s-1) 

𝑋𝐶𝑂2 

(-) 

P (kPa) 
< 휀𝐺 > 

(-) 

< 𝑗𝐺 > 

(cm.s-1) 

< 𝑘𝐿𝑎 > 

(s-1) 

15 1.64 0.766 0.75 0.274 102.0 0.017 0.69 0.0071 

16 2.75 0.835 1.20 0.467 102.7 0.027 1.15 0.0119 

17 3.42 0.673 2.49 0.377 103.9 0.072 2.20 0.0264 

18 4.01 0.56 3.55 0.324 107.2 0.105 3.08 0.0396 

19 4.63 0.478 4.59 0.293 109.6 0.126 3.94 0.0431 

20 5.16 0.425 5.42 0.269 110.7 0.135 4.64 0.0490 

If the interfacial CO2 mass transfer flux is well captured by the 1D model compared with the 

experimental data of Deckwer et al. (1978), then it can be considered that the mass transfer part of 

the 1D model is also validated in a relevant two-way coupled situation.  

The CO2 mass transfer results of Deckwer et al. (1978) had also been used by Rzehak and Krepper 

(2016) to validate their Eulerian CFD model. Similarly, Hissanaga et al. (2020) developed a one-

dimensional (1D) two-fluid model to study the mass transfer modelling of homogeneous bubbly flow. 

The numerical predictions of Rzehak and Krepper (2016) and Hissanaga et al. (2020) were also taken 

to serve as a comparison with the present 1D model results. However, extra care needs to be taken 

when comparing these results with the 1D model as Rzehak and Krepper (2016) and Hissanaga et al. 

(2020) models may apply different closure models and assumptions. Hissanaga et al. (2020) 

summarised the experimental data of Deckwer et al. (1978) as reported here in Table 3.8. Table 3.8 

shows that the superficial gas velocity and the CO2 molar fraction decrease from the inlet to the outlet, 

signifying a loss of gas fraction due to the gas-to-liquid mass transfer.  

For the CFD model of Rzehak and Krepper (2016), the interfacial forces considered were the drag, the 

lift, the wall lubrication, the turbulent dispersion and the virtual mass forces. The drag is modelled 
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using the correlation of Ishii and Zuber (1979), the lift force is modelled with the correlation of 

Tomiyama et al. (2002), the wall lubrication force is modelled with the correlation of Hosokawa et al. 

(2009), and the turbulent dispersion force is modelled with the correlation of  Burns et al. (2004). 

Meanwhile, the bubble size (𝑑𝑏) and the mass transfer coefficient (𝑘𝐿) were kept constant spatially 

and identical to the experimental values of Deckwer et al. (1978). 

The 1D model of Hissanaga et al. (2020) also considers the drag correlation of Ishii and Zuber (1979) 

which is valid for sphere, ellipsoidal and cap bubbles. It is expressed as: 

 
CD = max [𝐶𝐷

𝑠𝑝ℎ
,min (𝐶𝐷

𝑒𝑙𝑙 , 𝐶𝐷
𝑐𝑎𝑝
)] (3.4) 

 
𝐶𝐷
𝑠𝑝ℎ

=
24

Re
(1 + 0.1Re0.75) (3.5) 

 
𝐶𝐷
𝑒𝑙𝑙 =

2

3
√Eo (3.6) 

 
𝐶𝐷
𝑐𝑎𝑝

=
8

3
 (3.7) 

Where Re and Eo are the Reynolds and Eötvos number, respectively, given by 

 
𝑅𝑒 =

|𝑢𝐺 − 𝑢𝐿|𝑑𝑏
𝜈𝐿

 (3.8) 

 
Eo =

(𝜌𝐿 − 𝜌𝐺)𝑔𝑑𝑏
𝜎

 (3.9) 

The mass transfer coefficient used is derived from the Sherwood (𝑆ℎ) correlation of (Lochiel and 

Calderbank, 1964), written as: 

  
𝑆ℎ =

2

√𝜋
(1 −

2.96

√𝑅𝑒
)
1/2

𝑅𝑒1/2𝑆𝑐1/2 (3.10) 

Noticed that equation (3.10) is reduced to the classical Higbie (1935) model in the case of high 𝑅𝑒. 

The closures of the 1D model are reported in Table 3.9. The bubble velocity is modelled as its terminal 

velocity derived from the momentum balance. The drag coefficient is calculated from the correlation 

of Tomiyama et al. (1998) which is valid for spherical and non-spherical bubbles. The inlet bubble 

diameter is taken the same as experiment at 2.86 mm. In contrary with the work of Rzehak and Krepper 

(2016) and Hissanaga et al. (2020), the bubble diameter is not modelled as a constant but it can vary 
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axially. The mass transfer coefficient of Higbie (1935) is applied whereby the liquid system is tap water. 

The axial dispersion coefficients are set to zero, following the suggestions of Rzehak and Krepper 

(2016) and Hissanaga et al. (2020) whereby the authors neglected the dispersion phenomena as the 

Peclet number is high. Another difference is that the current 1D model considers oxygen mass transfer 

alongside with carbon dioxide mass transfer, whereas the models of Rzehak and Krepper (2016) and 

Hissanaga et al. (2020) only considers CO2 mass transfer.  

Table 3.9: Closure relations used in the 1D model to simulate Deckwer et al. (1978) case. 

Variables Closure model 

𝑑𝑏 
Inlet bubble diameter = 2.86 mm.  

𝑑𝑏 non-constant axially, followed the equation (2.29) 

𝑢𝐺 Tomiyama et al. (1998) drag coefficient for pure system. 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid. 

𝐷𝐺 
Neglected.  

Followed the suggestions of Rzehak and Krepper (2016) and Hissanaga et al. (2020) 

𝐷𝐿 
Neglected.  

Followed the suggestions of Rzehak and Krepper (2016) and Hissanaga et al. (2020) 

𝑘𝐿 Higbie (1935) 

𝐶∗ Sander (2015) 

 

Figure 3.15: Local gas holdup and CO2 molar fraction at steady-state for experiment 16 
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Figure 3.16: Local gas holdup and CO2 molar fraction at steady-state for experiment 17 

 

Figure 3.17: Local gas holdup and CO2 molar fraction at steady-state for experiment 19 

Figure 3.15, Figure 3.16, and Figure 3.17 show the local gas holdup and CO2 molar fraction profile 

obtained by the 1D model and compared with Deckwer et al. (1978) experimental data. Globally, the 

1D model follows the experimental trend. The local gas holdup varies considerably with the axial 

location. For experiments 16 and 17, the local gas holdup decreases at the bottom and then increases 



3.2 Interfacial gas-liquid mass transfer 

133 

 

at the top of the column, signifying the gas-liquid mass transfer passes from absorption to desorption 

along the column. At such tall column, gas expansion due to lower hydrostatic pressure also causes 

the gas holdup to increases at the top of the column. For the CO2 molar fraction, a similar trend can be 

observed with a modest increase of 𝑋𝐶𝑂2  at the top. Both the 1D model of this work and that of 

Hissanaga et al. (2020) fail to capture the local gas holdup variation of experiment 19. This could be 

due to the fact that both 1D models are developed in the homogeneous bubbly flow regime without 

considering bubble coalescences and does not include the swarm correction term (Gemello et al., 

2019; McClure et al., 2017; Simonnet et al., 2007) whereas experiment 19 was conducted near the 

transition - heterogeneous regime. In this regime, complex fluid structures prevail in the bubble 

column with the presence of bubble coalescence. At high superficial gas velocity, bubble coalescence 

occurs and it increases the Sauter mean diameter, drastically reducing the drag, leading to higher 

bubble velocity and lower gas holdup. It is interesting to see that the 1D model is sufficient to capture 

the local gas holdup and the interfacial mass transfer flux as the profiles are well captured compared 

with the CFD model of Rzehak and Krepper (2016). It can be observed in experiments 16 and 17 that 

the CO2 mass transfer is overpredicted by the 1D model, resulting in a lower CO2 molar fraction as 

compared to the experiment and the prediction of Hissanaga et al. (2020). This is due to the difference 

in the mass transfer closure term applied and the non-constant bubble diameter. High absorption flux 

leads to bubble diameter reduction, which in return increases the CO2 mass transfer flux, resulting in 

a higher loss in the CO2 molar fraction. It is reported that the measured bubble diameter remained 

relatively constant throughout the column (Deckwer et al., 1978). The bubble diameter measurement 

was conducted at two axial locations using the photography method. The reason given by Rzehak and 

Krepper (2016) and Deckwer et al. (1978) was that since the bubbles lose mass due to absorption but 

the simultaneous occurrence of coalescence must have compensated for the effect, resulting in quasi-

constant bubble diameter throughout the column. For the aforementioned reason, new simulations 

are carried out by assuming constant bubble diameter and the mass transfer closure of Lochiel and 

Calderbank (1964) which is the one applied by Hissanaga et al. (2020). 

Figure 3.18 compares the axial profiles of different variables obtained for case 16, depending on 

whether constant or non-constant bubble diameter is assumed. When the bubble diameter is 

supposed axial-dependent, it is found that a decrease in bubble diameter is observed at the bottom of 

the column, with an approximately 40% decrease reached, from 2.86 mm at the inlet to 1.82 mm, as 

shown in Figure 3.18(a). As the bubble diameter is inversely proportional to the interfacial area 𝑎, the 

drop in 𝑎 and 𝑘𝐿𝑎 for the non-constant bubble case is less than that of the constant bubble case, as 

shown in Figure 3.18(b) and Figure 3.18(c). Here, only the 𝑘𝐿𝑎 profile for O2 is shown as the 𝑘𝐿𝑎 profile 
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of CO2 is proportional to that of O2 with a ratio of 0.9, which corresponds to the ratio of diffusivity 

between the two species.  

 

Figure 3.18: Comparison between constant diameter and non-constant diameter for the axial 

profiles of (a) bubble diameter, (b) Interfacial area, (c) 𝒌𝑳𝒂 for H2 (d) CO2 concentration gradient, (e) 

H2 concentration gradient, (f) CO2 mass transfer flux per unit height, (g) H2 mass transfer flux per unit 

height, (h) CO2 molar fraction for case 16 at steady-state.  

Figure 3.18(d) and Figure 3.18(e) show the concentration gradients (driving force for mass transfer) of 

CO2 and O2, respectively. For CO2, the concentration gradient is positive at the bottom half of the 

column but it turns weakly negative in the upper half, signifying a change of the mass transfer direction 

from absorption (gas → liquid) to desorption (liquid → gas). For O2, the concentration gradient is 

always positive, signifying that only absorption occurs and the equilibrium is never reached in the 

system. Interestingly, the high CO2 concentration gradient at the bottom of the column causes an 

increase in the O2 concentration gradient by a maximum of 237%, highlighting the multispecies mass 

transfer effect. This is mostly due to higher hydrostatic pressure at the bottom of the column, higher 

CO2 partial pressure and higher CO2 Henry’s constant, as calculated by Sander (2015), yielding 

𝐻𝐶𝑂2(14°𝐶) = 4.49 × 10
−4𝑚𝑜𝑙.𝑚−3. 𝑃𝑎−1  vs. 𝐻𝑂2(14°𝐶) = 1.49 × 10

−5𝑚𝑜𝑙.𝑚−3. 𝑃𝑎−1 . The 

multispecies mass transfer effect is also observed in the local mass transfer flux, as shown in Figure 

3.18(f) and Figure 3.18(g). The local mass transfer flux profiles are equivalent to that of concentration 

gradients except for the case of O2 flux with constant bubble diameter. It is noticed that the O2 mass 
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transfer flux is almost constant throughout the column. In fact, the increase in the concentration 

gradient is compensated by the drop in 𝑘𝐿𝑎 at the bottom of the column and the inverse observation 

is made at the top of the column. In the end, a better fit is obtained with the constant bubble diameter 

case, as shown in Figure 3.18(h), similar to the conclusion of Rzehak and Krepper (2016) and Hissanaga 

et al. (2020). It confirms that coalescence occurs and compensates the gas loss, leading to constant 

bubble diameter at gas holdup up to 10% at the bottom.  

When the mass transfer closure model of Lochiel and Calderbank (1964) with the constant bubble 

diameter assumption is applied, our 1D model results are very similar result to those of Hissanaga et 

al. (2020), as shown in Figure 3.19, Figure 3.20, and Figure 3.21. The results confirm the previous 

assumption that the constant bubble diameter was observed throughout the column. It also shows 

that the Higbie model overestimates the mass transfer flux as the correlation yields a more optimistic 

𝑘𝐿, resulting in a higher drop in the gas holdup and the CO2 molar fraction at the inlet, as shown in 

Figure 3.17. The choice of mass transfer closure model in bubbly flow modelling is still an open 

question in the literature. In this work, we applied the mass transfer coefficient 𝑘𝐿 of Higbie (1935), 

derived from the theoretical solution of mass transfer across a mobile sphere. For simplification, some 

of the mass transfer modelling in bubbly flow conducted in the literature uses the experimental 

measured 𝑘𝐿 value (Ertekin et al., 2021; Krishna and van Baten, 2003; McClure et al., 2015b; Rzehak 

and Krepper, 2016) 

 

Figure 3.19: Local gas holdup and CO2 molar fraction at steady-state for experiment 16 with the mass 

transfer coefficient calculated from Lochiel and Calderbank (1964) and a constant bubble diameter. 
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Figure 3.20: Local gas holdup and CO2 molar fraction at steady-state for experiment 17 with the mass 

transfer coefficient calculated from Lochiel and Calderbank (1964) and a constant bubble diameter. 

 

Figure 3.21: Local gas holdup and CO2 molar fraction at steady-state for experiment 19 with the mass 

transfer coefficient calculated from Lochiel and Calderbank (1964) and a constant bubble diameter. 
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Figure 3.22: Comparison of (a) Outlet superficial gas velocity (b) Outlet CO2 molar fraction (c) Global 

averaged 𝒌𝑳𝒂 between 1D model and literature data.  
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Figure 3.22(a) and (b) present the results obtained at the column outlet, namely the superficial gas 

velocity and the CO2 molar fraction. It shows that the 1D model is capable of capturing hydrodynamics 

in large-scale bubble columns as the outlet superficial gas velocity after experiencing interfacial mass 

transfer is validated correctly compared with Deckwer et al. (1978) experimental data. Figure 3.22(c) 

reports the averaged 𝑘𝐿𝑎 value from the 1D model, Deckwer et al. (1978) and Hissanaga et al. (2020). 

The experimental 𝑘𝐿𝑎 measured by Deckwer et al. (1978) is relatively too low. The underprediction 

could probably be due to non-linearities in the spatial gas holdup and associated variables induced by 

the huge CO2 mass loss. This makes the determination of 𝑘𝐿𝑎 extremely challenging by fitting to the 

model, as many phenomena have to be considered simultaneously.  The authors mentioned that the 

mass transfer coefficient has to be multiplied by a factor of 2 or 3 from the experimental value in their 

model to obtain the experimental results. The 𝑘𝐿 value of Deckwer et al. (1978) was determined by 

fitting the own developed theoretical model with the experimental results through the trial-and-error 

method.  

3.3 General conclusion 

The developed 1D model is able to predict relatively well the overall gas holdup provided the closure 

models used are valid in the experimental conditions. It is found that with a suitable bubble diameter, 

drag model and bubble swarm correlation, the overall gas holdup is well predicted for various systems, 

operating under different conditions. For example, in the case of dense swarm flow, as in the case of 

Colombet (2012), the bubble swarm corrective factor of Wallis (1961) has to be included. The spatial 

variation of the gas holdup during CO2 absorption of Deckwer et al. (1978) case is also well captured 

by the 1D model and it is also compared with the results of Rzehak and Krepper (2016) CFD model and 

Hissanaga et al. (2020) 1D model.  

Upon validation of the hydrodynamics, the mass transfer modelling in bubbly flow is investigated using 

the 1D model. Different test cases have been conducted using literature data, covering all ranges of 

superficial gas velocity, bubble column dimension, gas and liquid properties. These validation studies 

show the robustness of the present spatio-temporal 1D model in studying mass transfer in bubbly flow. 

The most complete study conducted by Deckwer et al. (1978) has been used for comparison. It is found 

that the Sauter mean diameter does not vary much axially throughout the column, signifying the 

coupling may be weak. However, in the case of reactive bubbly flow, the mass transfer is expected to 

have a more significant coupling with the chemical reaction. This is highlighted in the study of CO2 

reactive mass transfer in NaOH solution in Chapter 5.  
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3.4 First paper: Spatio-temporal 1D gas–liquid model for biological 

methanation in lab scale and industrial bubble column 

Our first paper is published in Chemical Engineering Science and it is accessible with the following link: 

https://doi.org/10.1016/j.ces.2022.117478. The paper reports the development of the 1D model and 

the successive validation with the experimental data, literature data and numerical test cases. It also 

features our attempt to simulate an industrial-scale biological methanation plant of Electrochaea 

described in Section 1.1.1.6.  
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1. Introduction

In the last decades, the implementation of renewable energy
such as wind and solar energy has been increased worldwide, pri-
marily due to a decline in production costs and an increasing global
warming threat. However, solar and wind energy are both inter-
mittent with unpredictable power production. In order to maintain
an equilibrium between the fluctuating power production and the
power demand, the presence of an energy buffer is much needed.
Biological methanation emerges as an interesting solution as the
surplus electricity can be stored in the form of biomethane (CH4)
through the process commonly called as ‘‘Power-to-Gas”. Com-
pared to catalytic methanation, biological methanation operates
at milder condition, hence a lower investment and operation cost.
A synergy effect of biological methanation with anaerobic digestor
can also be established to upgrade carbon dioxide (CO2) in the bio-
gas to CH4. Despite biological methanation advantages, the overall
process is strongly limited by hydrogen (H2) mass transfer (Lecker
et al., 2017; Bassani et al., 2016; Rusmanis et al., 2019).

Investigation of local mass transfer phenomena in biological
methanation through in silico approach is challenging especially
in full scale bubble column. The hydrostatic pressure effect on
the mass transfer in such tall column has to be taken into consid-
eration. In biological methanation where the origin of the sub-
strates and the final product CH4 are in gas phase, a multispecies
mass transfer approach has to be considered too. The strong cou-
pling of hydrodynamics, mass transfer and reaction is evidenced
through experimental findings. Giovannettone et al. carried out
gas holdup measurement in a 24 m high bubble column at differ-
ent liquid height. The gas holdup was found to increase with col-
umn height regardless of the sparger type or initial liquid height;
with taller columns exhibiting a larger difference in gas holdup
between the top and the bottom than that in shorter columns.
The out of date assumption of constant gas holdup throughout
the column, caused large errors in performance prediction during
scale-up to industrial-scales (Giovannettone et al., 2009). In such
large-scale reactors, the gaseous phase may actually undergo con-
tinuous and drastic changes in volume. As pointed out by (Di
Giuliano and Pellegrino, 2019), assuming a constant superficial
velocity in a 1D axial dispersion model is equivalent to imposing
a constant gas holdup. Neither the case with high mass transfer
rate nor the situation with volume expansion and contraction
due to rapid mass transfer/reaction could valid this assumption.
(Deckwer et al., 1978) conducted absorption and desorption of
CO2 in water using tall columns (4.4 m and 7.2 m high) and
observed that, due to high CO2 mass transfer rate, the gas holdup
varies considerably from the bottom to the top of the column.
For multispecies mass transfer, which is the most common case
in industrial reactor, when one species has a higher solubility than
the others, the mass transfer leads to a decrease in bubble size
(Hlawitschka et al., 2017); in return, it offers a higher interfacial
area for other species mass transfer. The strong coupling resides
in that any changes in bubble size will influence the overall hydro-
dynamics behavior, resulting in a completely different slip velocity,
residence time and gas fraction. In the very case of bioreactions,
the spatial dependence of interfacial area and partial pressure
impacts the ratio of interfacial mass transfer fluxes which deter-
mine the local availability of nutrients. These heterogeneities
may induce undesired metabolic behavior as reported in many
industrial bioreactor applications (Morchain et al., 2014; Pigou
and Morchain, 2015).

In short, the reaction rate of biological methanation depends on
the local availability of the dissolved substrates which is controlled
by the gas–liquid mass transfer process and the mixing. The inter-

phase mass transfer flux depends on (1) the local prevailing hydro-
dynamics which are controlled by the gas and liquid motion and
(2) the spatially-dependent consumption by the biomass. This
complex coupling of different phenomena makes the overall reac-
tor performance prediction and scale-up of bubble column very
difficult (Darmana et al., 2007). Therefore, a two-way coupling
approach needs to be considered when one tries to model such
strongly coupled phenomena.

The two-way coupled hydrodynamic-mass transfer problem
was already addressed in the literature (Darmana et al., 2007;
Nauha and Alopaeus, 2015; Inkeri et al., 2018; de Medeiros et al.,
2020). Nauha and Alopaeus (2015) considered the changes in gas
holdup and gas density in their compartmental model to simulate
a stirred-tank bioreactor. Without including these changes, the
correct interfacial area and mass transfer flux could not be esti-
mated, leading to bad prediction of reactor performances. In Chen
et al.’s works, dedicated to the simulation of synthesis gas fermen-
tation using a 1D bubble column model, the gas holdup changes
was not considered in (Chen et al., 2018, 2016, 2015). The gas–liq-
uid mass transfer coefficients, bubble diameter, gas velocity, and
gas and liquid volume fractions were treated as constants. But in
a later paper of the same research group, the model included
hydrodynamic spatial variation by introducing the drift-flux model
(Li et al., 2019). The drift-flux model is solved according to local
bubble diameter in order to obtain the local gas holdup. Inkeri
et al. applied a semi-fundamental approach for the coupling of
hydrodynamics and mass transfer to simulate a stirred-tank biore-
actor (Inkeri et al., 2018) and a bubble column reactor (Inkeri and
Tynjälä, 2020). In both studies, the local gas holdup is estimated
from literature correlation through local dependent superficial
gas velocity. Much like Inkeri et al. de Medeiros et al. (2020) men-
tioned that their 1D model accounts for the variation of gas veloc-
ity. The gas holdup is not solved, but rather estimated using
literature correlation involving superficial gas velocity. Nonethe-
less, the results of this coupling on local concentration profile
and reactor performance are not shown in their work, as it is not
the objective of the paper. More recently, Hissanaga et al. (2020)
developed a 1D spatio-temporal model to describe CO2 absorption.
In their work, only CO2 is considered for mass transfer whilst the
others (oxygen and nitrogen gas) behave as inert species. To our
best knowledge, the two-way coupling is either empirical (through
literature correlation and not-fully resolved) or its effect has not
been thoroughly discussed in a 1D model framework.

Furthermore, the difficulties in modeling any biological reaction
lie in the formulation of the reaction term addressing the mixing,
mass transfer and bioreaction. Chen et al. (2018) developed a 1D
model to simulate bioreaction using flux balance analysis. The flux
balance model is a complex model which involve linear program-
ming problem through hierarchical fixed-priority preemptive (lex-
icographic) optimization procedure (Chen et al., 2016). In their
work on synthesis gas fermentation reactor, Siebler et al. (2020),
inspired by (Linkès, 2012), proposed to compute liquid-cell mass
transfer as the steady-state solution of a continuity of fluxes equa-
tion involving a Monod expression for uptake law and mass trans-
fer diffusion limitation in the liquid phase. In the context of
biological methanation, Inkeri et al. (2018) employed unstructured
kinetics model, originally introduced by Schill et al. (1999) to
model the bioreaction. However, they introduce an artificial stabi-
lizing function in their model to avoid numerical issues when the
substrates concentration approaches zero. Recently, Markthaler
et al. (2020) used a second order kinetic law, rather than a Monod
law, to model biological methanation process.

As the reaction rate of biological methanation is limited by H2

gas–liquid mass transfer, the detailed reaction mechanism
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becomes less important (Markthaler et al., 2020). In fact, the cor-
rect modeling of methanogens growth and methane production
depends mainly on satisfactory prediction of the mass transfer
coefficient (kLa) and the gas solubility (C*) (Schill et al., 1999). A
more practical and realistic model for biological methanation with
the possibility to switch between biological regime and physical
regime is therefore necessary. In this work, a comprehensive 1D
spatio-temporal model considering multispecies mass transfer
(H2, CO2, CH4), variable gas volume fraction due to local pressure
changes and mass transfer flux applied to biological methanation
process is developed. The first originality is to perform a predictive
resolution of partial mass balance coupled through two-phase
hydrodynamics and multi-species mass transfer. The second origi-
nality lies in the formulation of the hydrogen consumption rate
handling the transition from biological to physical regimes. In con-
tinuation of previous works, a universal approach to model sub-
strate uptake rate, including gas–liquid mass transfer rate
limitation is implemented (Pigou, 2018).

In a first step, the model is validated in terms of transient
hydrodynamics (using experimentally measured gas holdup) and
spatial mass transfer flux (using literature data). In a second step,
after checking local gas liquid mass transfer fluxes for each species
and global mass balances, the influences of operating pressure and
reactor’s height on the mass transfer and the effect of multispecies
mass transfer are discussed. Lastly, an industrial-scale biological
methanation plant is simulated using the proposed bioreaction
expression. A step by step thorough validation of the numerical
code is presented through a series of test cases along with a com-
parison to some experimental data when available. The goal of this
model is to discuss scale-up issues as faced in the industry when
multispecies mass transfer is coupled with bioreaction.

2. Material and methods

This section is dedicated to present the mathematical model
and the experimental setup. The set of equations solved with the
closure equations and the resolution strategy are described in Sec-
tions 2.1 and 2.2 respectively. The experimental setup and mea-
surements are depicted in Section 2.3.

2.1. Model structure

2.1.1. General equations
The conservation of mass for the species, i ¼ ½H2;CO2; etc� in an

elementary volume of height dz takes the following form

@/G;i

@t
þ @uG/G;i

@z
¼ DG

@

@z
eG

@CG;i

@z

� �
� kL;iaðC�i � CL;iÞ ð1Þ

@/L;i

@t
þ @uL/L;i

@z
¼ DL

@

@z
eL

@CL;i

@z

� �
þ kL;iaðC�i � CL;iÞ þ eLRi ð2Þ

eG þ eL ¼ 1 ð3Þ
Eqs. (1) and (2) are partial mass balance for each species, i trans-

ported in gaseous and liquid phase respectively. uG and uL are the
gas and liquid velocities, respectively. eG and eL are the volume
fraction of the gas and liquid phase summing at one, as stated in
Eq. (3). CG;i and CL;i are the concentration of species i per unit vol-
ume of the gas and liquid phase respectively. Hence, /G;i is the con-
centration of species i present in the gas phase per unit volume of
the column, i.e. /G;i ¼ eGCG;i. Similarly, /L;i ¼ eLCL;i holds for the
same species in the liquid phase.Ri is the volumetric consump-

tion/production rate per unit volume of liquid ðmgi � L�1 � s
�1Þ: DG

and DL stand for the dispersion coefficient in each phase. The mass
transfer rate is obtained from the product of a species dependent
mass transfer coefficient, kL;i, the interfacial area per unit volume
of the column, a, and the driving force ðC�i � CL;iÞ.

In these equations, any variable, w 2 f/;u; e;Ci;C
�
i ; kL; a;Rg actu-

ally refers to wðz; tÞ a spatio-temporal dependent variable at any
instant time t and with z ¼ 0 and z ¼ H corresponding to inlet
and outlet conditions respectively. Additionally, wðz; t1Þ refers to
the local value of w at any z-coordinate at steady-state. Finally,
< w z; tð Þ > indicates the spatial average at time t.

Noted that eG and eL in Eqs. (1) and (2) are defined in the tem-
poral and spatial derivatives, which is not the case for some model
proposed in the literature to treat the two-way coupling (Inkeri
et al., 2018; de Medeiros et al., 2020; Li et al., 2019). These models
used empirical or semi-empirical correlations to describe the cou-
pling of hydrodynamics and mass transfer, with the parameters of
these correlations usually obtained via spatial-dependent local val-
ues, typically calculated through global mass balance (Inkeri et al.,
2018; Li et al., 2019).

2.1.2. Closure equations
Besides the resolved variables /L;i and /G;i, closure equations or

additional models are needed to define the parameters in the con-
servation equations. Theses closures parameters reflect the local
physical phenomena occurring on-the non-resolved scale of the
axial 1D model.

Dispersion coefficients: DG is related to large velocity differ-
ences between the bubbles of different sizes (Bardin-Monnier
et al., 2003). DL describes the mixing in the liquid phase, attributed
to different reasons such as large-scale liquid recirculation, radial
exchange flow, bubble-induced agitation and liquid entrainment
induced by density gradient (Deckwer and Schumpe, 1993). These
recirculation flow induce an axial mixing and appears mostly
under heterogeneous regime (Heijnen and K. Van’t Riet, , 1984).
Different correlations exist in the literature to estimate DG and DL

(Heijnen and Van’t Riet, 1984; Wachi and Nojima, 1990). Here,
DL is estimated from the correlation of (Deckwer et al., 1974) and
it was kept constant throughout the column. DG is estimated from
the correlation of (Wachi and Nojima, 1990) and it was also kept
constant for the sake of simplicity. These coefficients depend on
the bubble column diameter (Dr) and the superficial gas velocity
(jG), expressed as:

DL ¼ 2:7 � 10�4 � Dr � 100ð Þ1:4 � jG � 100ð Þ0:3 ð4Þ

DG ¼ 20 � D1:5
r � jG ð5Þ

Slip velocity: the expression for the slip velocity valid in homo-
geneous bubbly flow regime is defined in Eq. (6). It is obtained
from a momentum balance on an isolated bubble having reached
its terminal velocity and it involves the Sauter mean diameter db

and a drag coefficient CD.

uslip ¼ uG � uL ¼ u1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
3
g qL � qGð Þ db

qLCD

s
ð6Þ

Various correlations for the drag coefficient, obtained from
(Tomiyama et al., 1998), (Mei et al., 1994), and (Dijkhuizen et al.,
2010) are implemented in the model. The Tomiyama correlation
is valid for slightly contaminated systems, and the two others
apply for clean bubbles. These correlations are reported in Appen-
dix A.
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Mass transfer term: The mass transfer term changes with the
vertical coordinate z because it involves other variables that are
spatially dependent (eG; db, uslipÞ. The local kL;i value is estimated
using the correlation of (Higbie, 1935) as written in Eq. (7) and it
is species dependent due to different value of liquid-side diffusion
coefficient Di. The local interfacial area is computed from the local
gas volume fraction eG and the local bubble diameter db.

kL;i ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
uslipDi

pdb

s
ð7Þ

a ¼ 6eG
db

ð8Þ

The solubility of each species (C�i ) is set from the Henry constant
Hei and the local partial pressure Pi.

C�i ¼ Hei � Pi ¼ HeiyiP ¼ HeiCG;iRT ð9Þ
Here, it is important to provide more details on the calculation

of the local total pressure which depends on the overall gas reten-
tion in the volume of fluid above a given location z. It is expressed
as:

P z; tð Þ ¼ P0 þ 1� geGðzÞ� �
qLg H � zð Þ ð10Þ

with geGðzÞ ¼ 1
H�z
R H
z eG f; tð Þ � df

The volume fraction of the gas phase changes due to mass
transfer/bioreaction and pressure dependence on the vertical coor-
dinate z. It is assumed that the number of bubbles per unit volume
remains constant throughout the column which leads to the fol-
lowing relationship.

d3
b z; tð Þ
eG z; tð Þ ¼

d3
b 0;0ð Þ
eG 0;0ð Þ ð11Þ

Consumption/production rates:
(Schill et al., 1999) proposed that the biocatalysed conversion of

hydrogen and carbon dioxide into methane is represented through
Eqs. (12) and (13).

H2 þ mCO2 ;1CO2 þ mNH3 ;1NH3!
r1
mX;1Xþ mCH4 ;1CH4 þ mH2O;1H2O ð12Þ

Besides growth, the authors indicate that hydrogen is also con-
sumed to produce maintenance energy, through the following
reaction

H2 þ mCO2 ;2CO2!
r2
mCH4 ;2CH4 þ mH2O;2H2O ð13Þ

Here, we consider a third reaction, the death of biomass.

X!
r3
£ ð14Þ

The metabolic flux-based model consists in computing the vec-

tor of reaction rates r ¼ r1; r2; r3f g in ðgH2 � L�1 � h�1Þ. Let uH2
be the

hydrogen specific uptake rate and m the specific maintenance rate

(both in gH2 � g�1X � h�1). In contrast to the work of Schill et al., we do
not assume that r2 ¼ mX (the maintenance rate is no longer con-
stant) and we alternatively use m to set the upper bound for the
maintenance reaction rate (r2 2 ½0;mX]). The second constraint is
r1 þ r2 ¼ uH2X. Finally, the priority is given to the maintenance
reaction.

uH2 > m! r ¼ uH2 �m;m;0
� � � X

uH2 < m! r ¼ 0;uH2;m�uH2

� � � X ð15Þ

As a consequence of the calculation procedure (15), growth is
only possible if the maintenance requirement is met (uH2 > m)
and, in that case, the death rate is negligible. Otherwise, if the

hydrogen supply is insufficient to satisfy the energy demand for
maintenance (uH2 < m), growth stops, maintenance proceeds at a
rate defined by the hydrogen uptake rate uH2 and the cell death
rate is proportional to the energy lacking for maintenance.

The calculation of the hydrogen specific uptake rate,uH2
; uses

basic principles of multiphase reactive systems: the reaction rate
in the suspended (biological) phase is either set by the kinetics
in that phase or limited by the external (physical) transport rate.
Considering that the physical transport of substrate precedes
uptake by the microorganisms, i.e. the two phenomena occur in
series, the actual consumption rate can be expressed as the rate
of the limiting step: biological consumption or physical transport
rate (Morchain et al., 2017). A standard approach in multiphase
reactor modeling is to define the actual consumption rate as the
smallest of the two rates.

uH2
¼min ubio;uphy

n o
ð16Þ

The biological specific uptake capacity is set from the maximum
hydrogen uptake capacity qmax

H2
, and the hydrogen concentration in

the liquid phase CL;H2, through a Monod type equation.

ubio ¼ qmax
H2
� CL;H2

KH2 þ CL;H2

ð17Þ

The physical transport rate, uphy in Eq. (18) involves two phe-
nomena: the gas–liquid mass transfer and the micromixing (re-
sponsible for the transport of dissolved species toward the cell-
liquid interface). These phenomena are in parallel and the specific
mass flux supplied to the cell is therefore set by the largest of the
two rates, as expressed in Eq. (18):

uphy ¼ max
kLaH2 ðC�L;H2

� CL;H2 Þ
eLX

;
CL;H2

X:sm

 !
ð18Þ

In the limit of the local dissolved hydrogen going to zero, the
physical supply is set by the specific gas–liquid mass transfer rate.
Otherwise, the physical supply is set by the rate of micromixing in
the liquid phase (sm). In this work, it is set to 0.01 s. This second
term is needed in the case where the local interfacial area would
approach zero, for any reason, at some location, during the calcula-
tion. Altogether, Eqs. (15)–(18) provide a physically consistent and
numerically stable way to include a non-constant maintenance
rate in the modelling. It thus improves the model of (Schill et al.,
1999) (constant maintenance rate) and avoids the introduction of
new arbitrary parameters in additional damping functions, as pro-
posed by Inkeri et al. (2018) (Eqs. (46) and (47) in the cited paper).

In the end, the reaction terms per unit volume of liquid, in Eq.
(2), are computed as

RH2 ¼ r1 þ r2 ¼ uH2X

RCO2 ¼ YCO2=H2r1 þ Ym
CO2=H2

r2

RCH4 ¼ YCH4=H2r1 þ Ym
CH4=H2

r2
RX ¼ YX=H2 r1 � r3ð Þ

ð19Þ

Yi=j is the yield coefficient in gram of i per gram of j consumed.
The values of all biological parameters reported in Table 1 are
taken from the work of (Schill et al., 1999).Mi is molar mass of spe-
cies i.

The consequences and advantages of this formulation are fur-
ther detailed in the last part of the discussion section dedicated
to the fully coupled simulation of an industrial scale methanation
bubble column.

To sum up the proposed 1D model relies on the following
choices and assumptions:
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i. One dimensional two-phase flow in homogeneous bubbly
flow regime

ii. Constant bubble number without breakup and coalescence
iii. Interfacial bubble contamination considered in the drag law

formulation
iv. Hydrodynamics & multispecies mass transfer & bioreaction

multiple-way coupling
v. Potential limitation of biological uptake rates by gas–liquid

mass transfer

2.2. Numerical resolution

Partial differential equations (1) and (2) are solved using the
finite difference method on a regular grid with N nodes, so that
the solution is approximated by the vector of discrete values
/G;i;n and /L;i;n where n 2 ½1;N�. A second order discretization in
space is used for transport equations and boundary conditions,
i.e. the convection term is calculated using second order upstream
differences and the dispersion term is calculated using second
order central difference, similar to the work of Giovannettone
and Gulliver (2008). The spatial discretization of Eqs. (1) and (2)
leads to a system ordinary differential equation which is solved
using the MATLAB 2017b stiff solver ode15s.

Boundary and initial condition:
Dirichlet boundary condition for the gas mass flow rate, /G is

imposed at the inlet, whereas zero-slope boundary condition is
imposed at the outlet. As the simulated bubble columns operates
in semi continuous mode, a zero-flux boundary condition is
imposed for /L at the inlet and the outlet. The initial condition
for the gas phase is computed based on the ideal gas law using spa-
tially dependent pressures. Whereas, for the liquid phase, /L is ini-
tialized to 0, indicating the absence of dissolved gas components
initially for instance.

Numerical procedure:
The set of equation is actually algebro-differential since the cal-

culation of the right-hand terms in Eqs. (1) and (2) require that the
retention and concentrations of all species in each phases are
retrieved from the known /G;i;n and /L;i;n. These 2iþ 1ð Þ:N
unknowns are solution of a non-linear system (20) which connects
hydrodynamics and mass transfer to the local pressure calculated
using Eq. (10).

/G;i;n ¼ eG;n � CG;i;n

/L;i;n¼ ð1� eG;nÞ � CL;i;n

Pn
R:T ¼

P
i
CG;i;n
Mi

Pn ¼ P0 þ 1�feG	 

qLg H � znð Þ

8>>>><>>>>: n 2 ½1;N� ð20Þ

Thus, the non-linear system (20) resolution as explained in
Appendix B is embedded within the time stepping procedure pre-
sented in Fig. 1 to provide the local retention and concentrations of
each species in both phases at every grid point.

The resolution starts with the preprocessing of the problem:
specifying the reactor geometry, the operating conditions, the spe-
cies involved, and defining boundary and initial conditions. The
non-linear system of Eq. (20) is solved iteratively until the relative
difference of eG; CG;i, and CL;i between consecutive iterations (Crit) is
below the given tolerance (Tol = 10�6). The bubble diameter and
slip velocity are updated (Eqs. (11) and (6) respectively) and used
to compute the right hand side of Eqs. (1) and (2). In the end, time
integration is performed by MATLAB solver.

2.3. Experimental setup

Among the model’s input, db is not modellable. A series of
experiment was therefore conducted in a lab-scale bubble column
with tap water to obtain the Sauter mean diameter d32 of the
equivalent sphere diameter which serves as an inlet parameter,
dbð0; tÞ. Some results on d32 are shown in Appendix C. Alongside
with the bubble size measurement, the corresponding gas holdup
was also measured dynamically in order to validate the hydrody-
namics aspect of the model.

The experimental setup is shown in Fig. 2. It is composed of a 22
L glass cylinder column (3) with a diameter of 0.15 m. The initial
liquid height (H0) is kept at 1 m. Bubbles are injected through a
ceramic porous plate with a porosity of 100–160 mm at the bottom
of the column occupying the entire section of the column in order
to favor homogeneous flow regime in the column. The gas feed line
is equipped with a flowmeter (4) with measuring range of 0–2 NL/
min. A camera, Cam1 (1) was installed at column’s mid-height to
identify the bubble geometrical characteristics. A second camera,
Cam2 (2) was placed at the free-surface to detect the rising water
level for the gas holdup calculation. Cam1 provided an acquisition
window of 26 � 26 mm2 with a spatial resolution of 40-pixel
mm�1. Cam2 has a narrower but longer view of 9.7 � 38.7 mm2

with a spatial resolution of 27-pixel mm�1. Cam2 and Cam1 oper-
ated simultaneously at the same frequency of 20 Hz with a total of
1000 images shot for each measurement. A homogeneous light-
emitting diode (LED)-panel was installed behind the column to
increase the luminosity.

2.3.1. Bubble size and dynamic gas holdup measurement
Tap water was used as the liquid phase and H2 was used as the

gas phase. H2 was chosen to study the column hydrodynamics
because of its very low solubility which guaranties that the mass
transfer effect on hydrodynamics is minimal.

Pictures of the rising water level were taken near the column
wall to reduce the negative effect of the continuous disturbance
of the unalterable changes between the refractive indices due to
the curved surface of the glass column. The superficial gas velocity,
jG = QG/S defined as the gas flow rate (QG) per column cross-section
(S) was varied between [0–0.16] cm/s. The recorded images from
both cameras were then treated using Matlab�.

The image processing algorithm used to extract the bubble geo-
metrical characteristics followed the methodology of Laupsien
et al. (2019). Bubble images and its associated experimental results
are provided in Appendix C. The dynamic gas holdup was mea-
sured using bed expansion method but a camera was applied
rather than a ruler to better capture the liquid swelling. The algo-
rithm to determine the global gas holdup is depicted in Fig. 3. 64-

Table 1
Biological parameters.

Parameters Definition Value Units

YX=H2 mX;1 MX
MH 2

0.22 gX=gH2

YCO2=H2 mCO2 ;1
MCO2
MH2

5.70 gCO2
=gH2

YCH4=H2 mCH4 ;1
MCH4
MH 2

1.92 gCH4
=gH2

Ym
CO2=H2 mCO2 ;2

MCO2
MH2

5.5 gCO2
=gH2

Ym
CH4=H2 mCH4 ;2

MCH4
MH2

2 gCH4
=gH2

qmax
H2

Maximum H2 specific uptake rate 1.77 gH2
=gX=h

m Maintenance rate 0.14 gH2
=gX=h

KH2 Affinity constant 0.01 mgH2
=L
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pixel column nearest to the wall were extracted to calculate the
mean pixel value for each level. The profile obtained was then nor-
malized so that all images was compared to the same threshold
value. The lower meniscus level was detected by applying a thresh-
old of 70% of the maximum pixel value. The process was repeated
for all images to obtain the water level time profile. The difficulty
of this method lies in identifying the water level when the first
bubble reaches the free surface. Indeed, the water level profile
becomes chaotic when the bubbles reach the free liquid surface
and, from that point onward, exploiting the real water level height
is tedious, due to foaming. We chose to track the water level
change, DH, until the first bubble reaches the free surface. In order
to prove that the difference between these two methods is insignif-
icant, the cumulative statistical average of DH at steady state was
compared to the DH upon arrival of the first bubble and the differ-
ence was quantified. A relative difference of less than 5% was
found, even for gas holdup below 1%. The details on the compar-
ison is elaborated in Appendix D. For this reason, the DH was con-

sidered until the image on the arrival of bubbles at the free surface.
Moreover, the precision of the method can be improved by increas-
ing the camera speed to better capture the last instant before the
perturbation of the water level by the bubbles. Besides, the flow
rate studied is low (jG below 0.16 cm/s with reactor diameter of
0.15 m), the column is operated in the homogeneous bubbly flow
regime, with weak liquid circulation, according to (Shah et al.,
1982) regime map. (Sasaki et al., 2017) employed a very similar
method for the study of gas holdup. However, the gas flow rate
in Sasaki et al. work is rather high and the flow regime is heteroge-
neous with large liquid recirculation. The establishment of the flow
regime, leading to constant gas holdup, is much longer in their
case.

The experimental gas holdup was then calculated using Eq.
(21). In this equation, H0 corresponds to the initial liquid height
and DHðtÞ holds for the instantaneous liquid elevation
(H tð Þ � H0), as shown in Fig. 2. It was found experimentally that
the slope of the rising water level profile corresponds to the super-
ficial gas velocity. The abovementioned methods are non-intrusive
way of direct and concise measurement of both bubble size, super-
ficial gas velocity, and global gas holdup simultaneously.

heG;expðtÞi ¼ DHðtÞ
DHðtÞ þ H0

ð21Þ

jG ¼
QG

S
¼ DH

Dt
ð22Þ

2.3.2. Comparison with model
The H0, QG and experimentally measured bubble size were used

in the model as inlet parameters. The gas holdup at the inlet is
computed as the ratio between the superficial gas velocity and
the uslip from Eq. (6). Different drag laws were tested and the model
prediction compared with experimental data. As already men-
tioned, a measurement of dynamic gas holdup allows to evaluate
both the superficial gas velocity (from the slope in Fig. 3) and the
final gas holdup. The former serves as a check of gas flow rate
applied experimentally and the latter can be compared to that pre-

Fig. 1. Algorithm flowchart for the resolution of the model.

Fig. 2. Experimental setup for gas holdup and bubble size measurements.
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dicted by the model. The heG;expi was compared with the global gas
holdup given by the model, heGðz; t1Þi which is the total spatial
average of gas retention at steady-state. The model is also expected
to reproduce the dynamic evolution of heG;expi. This approach is
similar to (Besagni et al., 2019) work whereby, the bubble size
experimental measurements served as inlet conditions for the
numerical CFD model and the model’s gas holdup was compared
to that of experiment.

To mimic the experimental conditions, whereby the global gas
holdup is followed dynamically, the following model parameters,
initial and boundary conditions are set for the model. The initial
gas holdup in the column from node 2 to N (except the inlet,
reserved for the boundary condition) was fixed to a relatively small
value of 10�6 rather than 0; on one hand to represent the absence
of gaseous phase initially in the column and on other hand to facil-
itate the numerical convergence and to reduce initial stiffness. The
outlet pressure, PðH; tÞ was kept constant as the atmospheric pres-
sure of 1 atm.

3. Results

3.1. Hydrodynamics validation through transient gas holdup
measurement

A key feature of the model is its ability to describe spatio-
temporal changes in the gas retention and bubble diameter
through which the evolution of interfacial area can be predicted.
This section is devoted to the validation of the transport terms of
our equation through a comparison of the model results with the
experimental measurement of gas holdup in the transient period
following gas injection in a column initially filled with liquid.

The results presented in Fig. 4 indicate that the gas retention
increases linearly in time. The slope of the experimental curve cor-
responds to the superficial gas velocity: imposed gas flow rate
divided by the column cross section. The numerical slope also clo-
sely matched that of experiment.

The slope of the simulated retention curve given is fully deter-
mined by the superficial gas velocity. This slope is independent of
the bubble slip velocity. The bubble slip velocity actually defines
the gas retention at steady state. The drag law dependent bubble
slip velocity sets the gas residence time.

This case was investigated with three different drag laws. Mei
model did not fit well as it is more applicable to spherical bubbles.
Spherical bubbles rise in a rectilinear manner, hence it has higher
bubble velocity and a lower residence time, which explain a lower

final retention value (Tomiyama et al., 1998). The correlation pro-
posed by (Dijkhuizen et al., 2010) are more suitable for ultrapure
medium, which clearly is not the case of tap water. Therefore,
the drag force is less important than that calculated from
Tomiyama, hence the bubble velocity is much higher, thus a lower
final gas holdup. As expected, Tomiyama correlation has the best
fit for our cases as the quality of water used is similar to ours.
Tomiyama drag model is applicable for a wide range of conditions,
such as different fluid properties and bubbles size, which is the rea-
son why it was used for different simulation cases to be presented
in Section 4.

The model yields a good agreement with the experimental mea-
sured gas holdup as the relative error between the two is less than
10% (for very low gas holdup, i.e. less than 0.6%), as shown in
Table 2. The good agreement also confirms that collective effects
on bubble velocity could be neglected at such low gas holdup.

Fig. 3. Global gas holdup measurement from image processing of raw data. (a) Raw image (b) Cropped image (c) Normalized pixel profile (d) Instantaneous liquid level.

Fig. 4. (a) Experimental and model predicted dynamic gas loading with different
drag model. The repeatability is very good. (b) Examples of experimental and model
predicted dynamic gas loading using Tomiyama drag model (Tomiyama et al.,
1998).
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This work demonstrated the present method is suitable to mea-
sure extremely low gas holdup. To the authors’ best knowledge,
the measurement of such low global gas holdup (<0.6%, jG between
[0–0.16] cm/s) is rare in the literature. The closest works were
reported by Kováts et al., Chen & Brooks and Besagni et al. whereby
the minimum jG tested were 0.007 cm/s, 0.15 cm/s, and 0.4 cm/s
respectively (Chen and Brooks, 2021; Kováts et al., 2020; Besagni
and Inzoli, 2016). To conclude this experimental section, the pro-
posed dynamic gas holdup measurement yields a very neat slope
during gas loading which corresponds to the superficial gas veloc-
ity imposed at the inlet and it quantifies the global gas holdup at
steady-state via optical means without perturbating the hydrody-
namic flow.

3.2. Local mass transfer validation through experimental axial
measurement

Our model is further used for the simulation of CO2 mass trans-
fer in a large-scale bubble column (H = 4.4 m) fed with a liquid flow
rate of 3 m3/h, operated in co-current mode. The local gas holdup
and local CO2 profile measured by (Deckwer et al., 1978) is used
to validate our model. Similar work has been reported by
Hissanaga et al. (2020) and Rzehak and Krepper (2016). In fact,
(Rzehak and Krepper, 2016) pointed out that local measurement
of both concentration and bubble size distribution is scarce in
the literature, which makes this work very meaningful for the val-
idation of our model. In all these works, the reaction of CO2 with
water was neglected, the same assumption is made here. The tem-
perature is set as 14 �C. The CO2 liquid diffusivity DCO2 and Henry
constant HeCO2 at this temperature is calculated from the expres-
sion given by (Versteeg and Van Swaaij, 1988) which yield
1.4663�10�9 m2/s and 0.0192 mg/L/Pa respectively.

Fig. 5 and Table 3 show the results of our model compared to
that of Hissanaga et al. 1D model and Deckwer et al. experimental
data. For our model, the inlet bubble diameter was taken the same
as experimental value measured by Deckwer et al., which equals to
2.86 mm for the two flow rates. Following the work of Hissanaga
et al., plug flow condition is supposed for both phases. Therefore,
DL and DG are equal to 0 in this particular case. In Fig. 5a, the local
gas holdup varies noticeably with axial location due to large col-
umn size and high interphase mass transfer rates. For experiment
17, the local gas holdup decreases at the bottom of the column due
to an intense gas to liquid mass transfer flux. Then, the local gas
holdup reaches a minimum and increases again as one approaches
the surface. A similar trend is also observed in the XCO2 profile. This
reveals that the gas–liquid mass transfer first operates from gas to
liquid at the bottom of the column, then in the opposite way in the
upper part. Obviously, the gas holdup, the interfacial area and kLa
are not constant and making such hypothesis negatively impacts
the prediction of reactor performances in an industrial bubble col-
umn. It is interesting to see that both models fail to represent the
retention profile of experiment 19. This is because, both models are
valid in the homogeneous bubbly flow regime whereas experiment
19 was conducted near the transition regime where some coales-
cence could occur and increase the mean Sauter bubble diameter
and bubble velocity, thus a lower gas holdup. Nevertheless, both
models capture reasonably well the local CO2 profile. Our model
slightly overestimates the absorption CO2 flux at the inlet because

our kL;i value is calculated from the Higbie correlation which gives
a slightly higher value than the correlation used by Hissanaga et al.
Lastly, the outlet flow rate (jG,out) and the outlet CO2 mass fraction
are correctly quantified by our model, as shown in Table 3, which
shows that our model is capable to reproduce large-scale hydrody-
namics and spatially dependent mass transfer rate. In our model,
oxygen (O2) is treated as an active species together with CO2,
which is not the case in Hissanaga et al. model. However, the O2

mass transfer has not any huge impact on the results. This confirms
their hypothesis that O2 can be treated as an inert species for the
mass transfer in this case.

To conclude Section 3, our 1D model is validated temporally
and spatially through own-experimental data and literature data.

4. Discussion on multispecies mass transfer/bioreaction

In Section 4, the link between reactor’s design, operating condi-
tions and the intensity of multispecies mass transfer is investi-
gated. First, the effect of column’s height is studied. Secondly, H2

mass transfer is studied at two different heights. Next, the effect
of multi-species mass transfer is explored with its sensitivity to
column’s height. In the related Sections 4.1 and 4.2, all the simula-
tions utilized db = 2.5 mm at the inlet, in order to facilitate a direct
comparison between the results. Finally, a full-scale biological
methanation reactor is simulated.

4.1. Case 0: Effect of hydrostatic pressure on interfacial area

Two bubble columns of H = 2 m and H = 10 m fed with the same
molar flow rate and operated at P ¼ 1atm, are simulated using 20
nodes and 100 nodes grid respectively. In this section, the mass
transfer coefficient kL is set to zero. Steady-state results are pre-
sented in term of normalized vertical profiles in Fig. 6c and d and
global mass balances in Table 4. In Table 4, the local and instanta-
neous molar flux of species i is calculated as:

Fiðz; tÞ ¼ yiðz; tÞ � Pðz; tÞ � QGðz; tÞ
R � T ð23Þ

Fig. 6a and b also show that the time to reach a steady state is
roughly equal to the bubble residence time (H=uslip). This is consis-
tent with the fact that the pressure-induced changes in bubble
diameter have little effect on the rising velocity in the present case.
For H = 2 m and H = 10 m, bubble diameter ranges in [2.5–2.7] mm
and in [2.5–3.2] mm respectively (graph not shown) leading to uslip

approximately constant when using Tomiyama drag correlation.
The effects of bubble expansion due to decreasing pressure how-
ever explain the slightly non-linear heGi ¼ f ðtÞ and hai ¼ f ðtÞ curves
in the 10 m high column. At steady-state, the changes in gas reten-
tion and interfacial area with height are much more pronounced in
the tall column than in the small column and the spatial profile is
clearly non-linear. The hydrostatic pressure decreases with
decreasing height, which causes an expansion in gas volume,
hence, the gas holdup increases. This implies, in the same time,
an increase in bubbles size due to Eq. (11). Similar observations
are reported in the experimental study of Giovannettone et al.
(2009).

We compare the interfacial area, haðz; t1Þi; and its approxima-
tion based on averaged quantities 6heGi/hdbi. Results are reported

Table 2
Overall experimental and model results.

jG (cm/s) 0.039 0.058 0.078 0.105 0.116 0.136 0.155
d32 (mm) 1.76 2.00 2.00 2.20 2.48 2.60 3.15

Experiment heG;expi (%) 0.16 0.25 0.35 0.45 0.48 0.54 0.59
Model heGi (%) 0.16 0.24 0.34 0.47 0.49 0.55 0.57
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in Table 4. Note that if heGiis accessible in experiments, the infor-
mation about hdbi is much difficult to obtain in an industrial scale
column. In a 10 m high column, the relative error between
haðz; t1Þi and 6heGi/hdbiis only 1% because the change in diameter
due to hydrostatic pressure is negligible. However, non-
linearities are more pronounced in tall columns and the evaluation
of mass transfer related quantities from global measurements
becomes a risky exercise in real systems.

4.2. Two-way coupled hydrodynamics and mass transfer problem

4.2.1. Case 1: Effect of hydrostatic pressure on H2 mass transfer
Case 1 evaluates the impact of scale-up on the H2 mass transfer

(a weakly soluble gas) in two columns fed with the same constant
gas molar flow rate as in Case 0 (column diameter Dr ¼0.15 m). The
mass transfer term is now activated and the initial hydrodynamic
conditions are taken from the converged hydrodynamics of case 0.
This represents the experimental situation when the column is ini-
tially fed with an inert gas at t < 0 and the switch to a transferable
gas is performed at t > 0 without perturbating the hydrodynamics.
The model parameters DL and DG , set through Eqs. (4) and (5) are
provided in Table 4. The temperature is set as 25 �C. The H2 liquid
diffusivity DH2 and Henry constant HeH2 at this temperature are
taken as 5.1488�10�9 m2/s and 1.56�10�5 mg/L/Pa respectively
(Sander, 2015).

The gas holdup, bubble size and interfacial area profiles are not
shown as they remain the same as that of case 0. This is expected
since the solubility of H2 is extremely low and the hydrodynamics

is not impacted by the H2 mass transfer (one-way coupling case).
From this information and using concentration profiles, the local
mass transfer fluxes are computed and presented in Fig. 7c.

Intuitively, the global mass transfer rate is null when a bubble
column operated in semi-continuous mode reaches a steady-
state. The liquid phase gets saturated by the dissolved gas compo-
nents leading to CL = C� throughout the column. Fig. 7c depicts that
the global mass transfer is indeed null whilst the mass transfer flux
evolves spatially even at steady-state. From Fig. 7a the CG;H2 is
higher at the bottom of the 10 m high column due to the elevated
hydrostatic pressure whilst the value is identical at the free surface
due to the same atmospheric pressure. The linear decrease of CG;H2

due to decreasing local pressure shows that the gaseous phase is
spatially heterogeneous. Fig. 7b presents the concentration in the
liquid phase as well as the equilibrium concentration C�. In the
2 m high column, the liquid mixing time at 63% homogeneity is
estimated from the analytical solution of Inoue (1973); sm � 140s
is comparable to the mass transfer characteristic time,
str ¼ 1

hkLai � 150s, and despite the saturation concentration change,

the liquid concentration remains homogeneous throughout the
column. For H = 10 m, the liquid concentration profile is non-
uniform because of insufficient mixing in the liquid phase
(sm ¼ 3400s	 str ¼ 225sÞ. The mass transfer coefficient is aver-
aged from the value presented in Fig. 8b. Fig. 7b shows that the sat-
uration concentration C� follows the trend of gaseous
concentration. At steady-state, the local CL are everywhere differ-
ent from C�, but the overall mass transfer is zero. Note that the
(net transfer flux = 10�8/Fin = 10�4). Fig. 7c displays that absorption

Fig. 5. (a) Local gas holdup and (b) local gaseous CO2 mass fraction (XCO2 ) at steady-state. h: Experiment 17 and D: Experiment 19.

Table 3
Model output compared to Deckwer et al. experimental work and Hissanaga et al. 1D model.

Deckwer et al. (1978) Hissanaga et al. (2020) This work

Exp. jG,in (cm/s) jG,out (cm/s) XG,out (–) jG,out (cm/s) XG,out (–) jG,out (cm/s) XG,out (–)

17 3.42 2.49 0.377 2.62 0.413 2.58 0.405
19 4.63 4.59 0.293 4.64 0.306 4.58 0.301
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occurs in the lower half of the column, desorption takes place in
the upper half. This observation is also reported in Giovannettone’s
experimental work where positive gas transfer rate was found in
the lower part of the column and negative gas transfer rate in
the upper part (Giovannettone and Gulliver, 2008). This is an inter-
esting illustration to the fact that macroscopic observations (the
net transfer rate is equal to zero) cannot be used to infer local phe-
nomena (the local mass transfer rate is nowhere equal to zero).

A benefit of the spatially discretized model is the opportunity to
compute the integral mass transfer over the total column height or
over sub intervals. The global mass transfer rate, Ti (g/s or mol/s) is
computed through Eq. (24) as the integral of local mass transfer
rate (the spatial reference to z for each variable is omitted for
clarity).

Ti ¼ S �
Z z

0

kLa � C�i � Ci;L
	 
 � dz ð24Þ

Due to higher hydrostatic pressure in large column, the mass
transfer rate is 2 times higher than that at small column, as indi-
cated in Table 5. For the same inlet molar flow rate, the mass trans-
fer is enhanced due to column height. Thus, it can be claimed that
it is advantageous to have higher column for low soluble gas as
used in biological methanation.

4.2.2. Case 2: Effect of CO2 (yCO2,in = 20%) on H2 mass transfer
For case 2, the impact of scale-up on the multispecies mass

transfer, especially the substrates involved in biological methana-
tion process: H2 & CO2 is studied. The model parameters, initial
and boundary conditions are the same as case 1. The proportion
of H2:CO2 is set to 4:1 as the condition usually found in the study
of biological methanation, which is in line with the reaction stoi-
chiometry (Rusmanis et al., 2019). A constant pH = 7 assumption
is made, therefore dissolved CO2 remain at their CO2 form. The
temperature is again set as 25 �C. The DH2 and HeH2 are kept the
same as previous case. The CO2 liquid diffusivity DCO2 and Henry
constant HeCO2 at this temperature are taken as 2.2884�10�9 m2/s
and 0.0145 mg/L/Pa respectively (Sander, 2015).

The hydrostatic pressure profile remains unchanged due to low
gas holdup and it is not presented here. The presence of CO2 alters
the local gas holdup, even at low concentration (here, yCO2,in = 20%).
A more significative effect is observed at the large scale. A slight
decrease in eG is detected near the inlet which is explained by
the preferential and significant mass transfer of CO2 at the bottom
of the column. The variation in eG implies changes in the interfacial
area and thus in the kLa profile as shown in Fig. 8.

With the same molar flow rate for both reactors, the model
revealed very different local gaseous and liquid concentration pro-
files. Compared to a linear decrease of gaseous concentration pro-

Fig. 6. (a–b) Dynamic simulation of mean gas holdup and interfacial area until steady-state for two column heights. (c–d) Normalized vertical profiles of gas holdup and
interfacial area at steady-state. – H = 2 m, � � H = 10 m.

Table 4
Model’s input and steady-state hydrodynamic results for two different column’s
height.

Model Inputs H (m) 2 10
FH2 0; tð Þ (10�4 mol/s) 6.8286
jG 0; tð Þ (cm/s) 0.081 0.049
DL (m2/s) 5.6�10�3 4.8�10�3
DG (m2/s) 10�3 5.7 10�4

Model Outputs P 0; t1ð Þ (Pa) 120,880 199,240
FH2 H; t1ð Þ (10�4 mol/s) 6.8293 6.8293
FH2 0; tð Þ � FH2 H; t1ð Þ (10�4 mol/s) �0.0007 �0.0007
eG z; t1ð Þh i (%) 0.34 0.25
a z; t1ð Þh i (m2/m3) 7.866 5.65
6 eG z; t1ð Þh i= db z; t1ð Þh i (m2/m3) 7.872 5.71
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file in the absence of CO2 in Fig. 7a, in this case, the volume con-
traction due to the intense CO2 mass transfer (refer to Fig. 9c)
causes an enrichment of the gaseous phase in H2 (see Fig. 9a) at
the bottom of the column. An increase in H2 gas concentration
leads to a higher H2 saturation concentration C�H2

and consequently
increases the hydrogen mass transfer rate. The transfer of the two
species is coupled. The phenomenon is amplified in the high col-
umn because of stronger pressure effects. Again, the liquid concen-
tration is rather homogeneous at H = 2 m but heterogeneous at

H = 10 m, as shown in Fig. 9b and d. The mass-transfer profile
appear to be complex mainly due to the existence of two species
with high contrast in terms of solubility (Solubility CO2 �100 times
higher than that of H2). Fig. 9e and f reveal that the multi-species
mass-transfer effect can be observed even at H = 2 m. Fast dissolu-
tion of CO2 implies high absorption rate at the inlet, but quickly
diminished afterward as the liquid concentration approaches the
saturation concentration. The strong two-way coupling is clearly
exhibited in this example. Non-linear evolution of C� prompts error
in calculating local flux if linear approximation of C� is used. The
estimation of mass transfer flux with the arithmetic mean of C�

will therefore be wrong as C� profile is no longer linear.
Fig. 9g depicts that the inlet H2: CO2 gaseous molar flux ratio of

4:1 is not conserved throughout the reactor as this is caused by the
huge contrast in term of solubility. CO2 is much more soluble than
H2, hence, a huge drop of CO2 causes an increase of the ratio. As
displayed in Table 6, the CO2 absorption flux (TCO2,1) is 6 times
higher than that of H2 (TH2,1) at the small scale and also nearly 6

Fig. 7. (a–b) Normalized vertical profiles of concentrations and (c) mass transfer rate at steady-state. Graph legend as follows:� H = 2m,�� H = 10m,&&& and �&� are
C� profile for H = 2 m and H = 10 m respectively.

Fig. 8. Normalized vertical profiles eG and kLa at steady-state for monospecies, H2 vs multispecies H2 & CO2 for two reactor heights. – and � � are for monospecies cases (case
1: H2 only) at H = 2 m and H = 10 m respectively. & & & and � & � are for multispecies cases (case 2: H2 & CO2) at H = 2 m and H = 10 m respectively.

Table 5
Hydrogen local mass transfer fluxes in the lower and upper part of the column.

H (m) 2 10

Fin (10�4 mol/s) 6.8286 6.8287
T1 (10�4mol/s) 0.0290 0.066
T2 (10�4mol/s) �0.0292 �0.064
T = T1 + T2 (10�4mol/s) �0.0002 0.002
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times higher at the large scale. Nevertheless, at the small scale, the
absorption flux of CO2 is nearly 10% of the inlet molar flux (TCO2,1/

Fin), which leads to an increase in the H2: CO2 ratio around 10% in
the similar way. At the larger scale, the absorption flux of CO2 rep-

Fig. 9. (a–d) Normalized vertical profiles of gas and liquid concentrations (e–f) Normalized vertical profiles of mass transfer rate, and (g) local H2: CO2 ratio at steady-state.
Graph legend as follows: � H = 2 m, � � H = 10 m, & & & and � & � are C� profile for H = 2 m and H = 10 m respectively.
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resents 30% of the inlet molar flux, which results in an even higher
H2:CO2 ratio.

However, the ratio 4:1 is recovered at the outlet, which is
expected, as the net global mass transfer flux is always null at
steady-state. The mass transfer profile is different than that of case
1 for H2 mass transfer (Fig. 9e and f vs. Fig. 7c). Here, it is no longer
symmetrical. At the small scale, the only similarity with case 1 is
that the H2 absorption and desorption still occur at the bottom half
and the upper half of the column respectively, as shown in Fig. 7c
and Fig. 9e. Although the presence of CO2 alters the linear mass
transfer profile (see Fig. 7), the overall mass transfer flux is still
conserved. The mass balances for each species are again accurately
satisfied as shown in Table 6.

Due to the multispecies mass transfer, the H2:CO2 ratio of the
absorption flux rate (TH2,1/TCO2,1) is 0.023/0.137 = 0.168 and
0.068/0.410 = 0.166 at the small scale and at the large scale respec-
tively. This is far from the expected stoichiometry ratio (4:1). The
hydrogen is in large default compared to CO2, as previously
observed by Gerhard and it is repeated in Schill et al. (1999).
Gerhard suggested that in order to obtain the ideal stoichiometric
proportion of H2 to C02 in the liquid phase (i.e., 4:1), the molar ratio
between H2 and C02 in the gaseous phase has to be greater than
35:1. In this work, we suggest to obtain a stoichiometric propor-
tion in terms of absorption flux to satisfy the biological reaction
and not in terms of concentration. In order to better analyze this
competition between mass transfer and bioreaction, the next case
study addresses biological methanation reaction.

4.3. Case 3: Effect of CH4 bioproduction on H2 and CO2 multispecies
mass transfer – Hydrodynamics, mass transfer and bioreaction
coupled problem

For the final case, the model is further challenged with an
industrial-scale problem including bioreaction. To our best knowl-
edge, the world first full-scale biological methanation demonstra-
tion plant is located in Avedore, Denmark (Rusmanis et al.,
2019). It operates at a full electrical power load capacity of
1 MW. The reactor is designed to treat up to 50 Nm3/h of CO2 con-
tained in a mixture of biogas (65% CH4 and 35% CO2) issuing from a
nearby anaerobic digestor. From a recent study, the objective of the
plant is to demonstrate the capability to produce 125 Nm3/h of bio-
methane at 97% of purity. This is done by upgrading the raw biogas
with the addition of 200 Nm3/h of H2 generated from the hydroly-
sis of water using the surplus renewable electricity. With these
input collected from the literature, it is attempted to use the cur-
rent model to reproduce the reported results obtained at an indus-
trial scale (Rusmanis et al., 2019; Electrochaea – Carbon and
Energy storage, 2017; Electrochaea GmbH, n.d.; Sveinbjörnsson
and Münster, 2017). The bubble diameter at the inlet is supposed
to be 2 mm as no information is found. A 10-meter high bubble col-
umn operated under pressure �8 bar and 65 �C, fed with a H2: CO2:
CH4 gas molar mixture of 60%:15%:25% was considered. At this
temperature, the liquid phase diffusivities of DH2 , DCO2 , and DCH4

are taken as 1.2097�10�8, 5.3765�10�9, and 3.9518�10�9 m2/s
respectively. The Henry constants of HeH2 , HeCO2 , and HeCH4 at this

temperature is taken as 1.2641�10�5, 0.0056 and 1.0541�10�5 mg/
L/Pa respectively (Sander, 2015). Due to a larger column’s diameter
(0.72 m), the model parameter, DL is computed as 10�1 m2/s by
Deckwer correlation. The bioreaction is solved using equations
described in Section 2.1.2. (Rafrafi et al., 2020) stated that the
increase of pH in ex-situ biological methanation reactor is less
problematic than in-situ system. Thus, the effect of pH is not stud-
ied and the dissolved CO2 remain at their CO2 form, similar to pre-
vious works (Inkeri et al., 2018; Markthaler et al., 2020).

In the presence of reaction, the hydrodynamics behavior differs
from case 2 (without reaction). The later has already a very distinct
hydrodynamic behavior from case 1 (without the presence of CO2).
As depicted in Fig. 10a, the pressure is slightly higher in the pres-
ence of bioreaction. The local pressure profile depends on the local
eG which in turns depends on the mass transfer and the bioreac-
tion. Due to a huge consumption of CO2 and H2 (confirmed in
Fig. 11a and Fig. 11c), eG falls sharply from about 10% to lower than
5% and non-linearly with the height especially in the first half of
the column. The impact of bioreaction on the hydrodynamics and
the mass transfer is profound, as eG reduces almost two-fold
because of bioreaction. As expected, this leads to a non-linear
decrease in kLa in a similar manner. Due to high pressure system
(P varies between 8 and 9 bar) coupled with high mass transfer
flux, it is likely favorable to maintain in homogeneous bubbly flow
regime as heGi reaches 6% throughout the column as shown in
Fig. 10b.

Fig. 11a and c shows that both H2 and CO2 gas concentration
plunge and every substrate transferred to the liquid phase is con-
sumed by the reaction to produce CH4. As presented in Fig. 11b,
CL;H2 reaches 0 at the top of the reactor as dissolved H2 from gas
to liquid mass transfer is totally consumed by the bioreaction to
form CH4. Fig. 11d reveals that the dissolved CO2 is not limiting
the reaction as the CL;CO2 is close to its saturation concentration.
Dissolved CH4 is always higher than the saturation C�, as depicted
in Fig. 11f. Therefore, dissolved CH4 is transferred from the liquid
to the gas and CL;CH4 almost reaches the saturation value at the
top of the column. The methane concentration in the gas phase is
enriched throughout the column, as shown in Fig. 11e, CG;CH4

increases in the same trend as CL;CH4 . From Fig. 11g, the local CH4

mass transfer profile is opposite of that of CO2. Moreover, due to
the limitation of bioreaction by the H2 mass transfer at steady
state, the local CO2 transfer is stoichiometrically controlled by
the bioreaction: with every 4 mol of H2 transferred, 1 mol of CO2

is transferred as well (see Table 8). Thus, the H2 local mass transfer
profile is nearly 4 times larger than that of CO2.

Fig. 12 shows the local profile obtained at steady state. The gas-
eous substrates (H2 & CO2) enter the column are transferred and
consumed. The model predicts more than 95% CO2 removal and
conversion into CH4. The outlet CH4 fraction reaches 95% with a
flow rate of 123 Nm3/h which corresponds closely to the output
reported at the full industrial scale (Table 7) and validate thus
globally the 1D comprehensive model in a real installation. This
result was obtained by setting the initial bubble diameter to
2 mm and using the Higbie correlation for kL. Some other combina-
tion might work equally well. The satisfactory comparison to the

Table 6
H2 & CO2 local mass transfer flux.

H (m) 2 10

Species, i H2 CO2 H2 CO2

Fi,in (10�4mol/s) 5.463 1.366 5.463 1.366
Ti,1 (10�4mol/s) 0.023 0.137 0.068 0.410
Ti,2 (10�4mol/s) �0.024 �0.131 �0.069 �0.392
Ti = Ti,1 + Ti,2 (10�4mol/s) �0.001 0.006 �0.001 0.018
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Fig. 10. Steady-state hydrodynamic variables spatial profile. The legend w/o reaction and reaction refer to the case without reaction and with reaction respectively.

Fig. 11. Steady-state concentration spatial profile. Graph legend for liquid and equilibrium concentration as follows: � and � � are for CL;i and C� profile respectively.

Fig. 12. Industrial scale biological methanation performance. (a) Gas phase local molar flux (b) gas phase molar fraction and (c) methane production.
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outlet concentration actually validates the integral value of kLa at
the reactor scale as no concentration profile like in the work of
Deckwer et al. in Section 3.2 are available for local validation at
industrial scale.

From Table 8, it is observed that the H2: CO2 gaseous molar ratio
of 4:1 imposed at the inlet corresponds to the ratio of the gas trans-
ferred (TH2: TCO2) at the steady state. This is due to the overall lim-
iting process is originated from the H2 mass transfer. Therefore, the
CO2 and CH4 mass transfer are conditioned by the stoichiometry of
the bioreaction, as stated in Eq. (13).

A strength of the proposed approach is to handle the transition
from the biological regime to the physical regime. Indeed, in a
bioreactor where substrates are provided in the gas phase only,
biomass keeps growing until the gas–liquid mass transfer becomes
the limiting phenomena as reported in Table 9. In order to illus-
trate this succession of events, the vertical profiles of local H2 con-
sumption rate uH2

, expressed either as the biological consumption
rate or the physical supply of H2 mass transfer rate, are plotted in
Fig. 13 at different times.

At the beginning of the process around t = 400 s (Fig. 13a), H2 is
abundant in the reactor with very little biomass in it (initial con-
centration at 1 g/L, as shown in Fig. 14), the mass transfer is not
limiting the overall reaction. It is observed that uH2

is equals to
qmax
H2

and the column operates in the biological regime. As the bio-
mass concentration increases in the reactor, the demand for H2

increases. At t = 19,900 s (Fig. 13b), this demand is fulfilled in
the lower part of the column which still operates in the biological
regime, but it is insufficient in the upper part where the actual
specific uptake rate is limited by the local mass transfer. In the
lower part, the gas phase is still rich in H2 while H2 is depleted
in the gas phase in the upper part. A steady-state is reached when
the H2 mass transfer becomes the limiting step everywhere.

Fig. 14 depicts the evolution of biomass concentration until
steady state. Dynamic simulation shows that the biomass reaches
a concentration of 35 g/L at steady state. This value can be com-
pared to an estimate based on the assumption that gas–liquid mass
transfer is limiting the bioreaction everywhere in the reactor. Such
a situation is actually taking place at steady state as shown in
Fig. 13c (t = 59,900 s). This implies that the amount of hydrogen
supplied is used for maintenance purposes only and the overall
specific growth rate is null. Therefore, the steady state biomass
concentration can be obtained from the solution of

RX ¼ YX=H2
r1 � r3ð Þ ¼ YX=H2

� uH2
�m

� �
� X ¼ 0. Using Eq. (16) in

the regime of gas liquid mass transfer limitation, one gets

heLXi ¼
hkLaH2 C

�
L;H2
i

m which leads to a value of 35.8 g/L for the biomass
concentration. This value is very close to the biomass concentra-

tion at steady state, suggesting that the model for biological reac-
tion calculation is consistent and correctly implemented into the
numerical simulation.

With the new formulation of substrate uptake rate as written in
Eq. (16), it can be observed that:

i. This rate limiting-step formulation provides an elegant way
to circumvent the numerical issues related to extremely low
values for KH2, which led Inkeri and co-workers to introduce
artificial stabilizing function ID and IC in their model (see
Eqs. (46) and (47) in (Inkeri et al., 2018)

ii. At low biomass concentration, the uptake rate is set by the
biological capacity of the microorganisms and is almost con-
stantly equal to qmax

H2
since the value of KH2 is extremely low

(5:6 lmol � L�1 as reported by Schill et al. (1999)
iii. As the biomass increases, the specific uptake rate will

become limited by the gas–liquid mass transfer rate.
iv. Mass transfer limitation coincides with almost zero hydro-

gen concentration. However, when the hydrogen concentra-
tion is close to zero, the actual specific uptake rate is not
zero (typically the case when the uptake rate is expressed
in terms of concentration, such as Monod-type expression)
but equals the maximum mass transfer rate per cell mass
indicating that bioreactions are limited by the gas–liquid
mass transfer rate. Thus, growth will still be possible.

v. According to Eqs. (15)–(19), growth will finally stop when
uH2
¼ m. Thus, a constant biomass concentration will be

reached when hydrogen uptake is limited by gas–liquid
mass transfer and the amount of hydrogen is just sufficient
to meet the cell’s requirements for maintenance. From that
point onward, we will observe that kLaH2 � C�L;H2

¼ m � eL � X
and the other kinetic equations indicate that constant car-
bon dioxide consumption and methane production rates will
be attained, both being proportional to kLaH2C

�
L;H2

.
vi. (Markthaler et al., 2020) used a second order kinetics law to

describe biological methanation. In accordance with (Schill
et al., 1999) conclusions, these authors observed that the
kinetic rate constant itself is of minor importance since bio-
logical reactions rates are, in the end, controlled by the inter-
facial mass transfer rate. Here, we proposed a more
meaningful formulation for the biokinetics model capable
to capture the competitive balance between biological
demand and mass transfer supply.

5. Conclusion and outlook

It is well-known in the literature that the modeling of biological
processes requires a two-way coupling approach for mass transfer
and hydrodynamics. But in practice, either very few models have
done so or the two-way coupling has not been implemented deli-
cately and discussed in details (Inkeri et al., 2018; de Medeiros
et al., 2020; Chen et al., 2016, 2015). Therefore, a new 1D gas–liq-
uid multispecies mass transfer and spatio-temporal model is
established to model the biological methanation process in bubble

Table 7
Model predicted results vs. reported values from the literature.

Outlet value Reported data from (Electrochaea –
Carbon and Energy storage, 2017;
Forstmeier, n.d.)

This work

QG,CH4 (Nm3/h) 125 123
yCH4 (%) 95–97 95

Table 8
H2, CO2 & CH4 local mass transfer flux.

Species, i H2 CO2 CH4

Fi,in (mol/s) 2.48 0.62 0.93
Ti (t = t1) (mol/s) 2.43 0.61 �0.61
Yield = T=Fin (%) 98 98 –

Table 9
Evaluation of H2 biological demand and physical supply in Eq. (16) at three different
time instants valued in mol/s.

Time Total biological demand

S � R z
0
qmax
H2
� CL;H2
KH2
þCL;H2

� X � dz
Total physical supply

S � R z0 max
kLaH2 C

�
L;H2

eL ;
CL;H2
sm

� �
� dz

t = 400 s 2.30 2689
t = 19,900 s 6.41 376
t=t1 11.88 6.72
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columns. The model developed considers the 1D two phase flow,
whereby the mass transfer and bioreaction rate impact the hydro-
dynamics local profile, in return the hydrodynamics quantifies the
interphase mass transfer rate and the bioreaction rate. The two-
way coupled 1D model developed here is in good agreement with
previous experimental and literature data. The knowledge of bub-
ble size is crucial but no further fitting parameters are needed to
obtain good prediction in the very case where bioreaction rates
are controlled by gas–liquid mass transfer. For the bubbly flow
hydrodynamics, the model is validated using our experimental
transient gas holdup measurements and literature data. A satisfac-
tory predication of the local gas holdup profile and mass transfer,
behavior was shown in comparison to the results of Deckwer
et al. (1978) and Hissanaga et al. (2020). Strong variation of local
gas holdup due to high interphase CO2 mass transfer flux are cor-
rectly addressed. Local mass transfer flux of each species i are cap-

tured precisely by the model which is crucial to simulate the
biological reaction. The effect of hydrostatic pressure and column
height was studied and it is found that non-linearities and hetero-
geneities prevails in tall bubble column. Due to differences in the
gaseous substrates’ solubility (H2 & CO2), the local concentrations
and therefore the local mass transfer fluxes of each species vary
along the height of the column. As a result, the molar ratio imposed
at the inlet is not conserved, signifying that the mass transfer rate
changes according to the species. Lastly, the model has been
extended to an industrial-scale biological methanation plant. In
this type of bioprocess, where the substrates are fed through the
gaseous phase only the performances are limited by the slowest
mass transfer rate (H2 for biomethanation). Contrary to (Inkeri
et al., 2018) and (Markthaler et al., 2020) work, the new proposed
biological uptake rate has a more physical significance. As pointed
out by Schill et al., the description of the kinetics of growth should

Fig. 13. Revealing the regime transition: biological consumption rate and specific H2 mass transfer rate as presented in Eq. (16).

Fig. 14. Temporal evolution of biomass weight in g per L of total reactor volume.
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be written as the uptake kinetics of the limiting substrate that con-
trols the whole bioreaction process (Schill et al., 1999). In this
work, we proposed to describe the substrate uptake rate by using
the minimum between the biological Monod-type uptake rate
and the locally available specific H2 supply. The latter is expressed
as the maximum between the specific mass transfer rate (when the
dissolved H2 in the environment is depleted) and the specific local
concentration renewed by the micromixing. This signifies the lim-
iting factor can either comes from the biological origin or the phys-
ical origin. The results of this formulation have been demonstrated
in the simulation of industrial-scale biological methanation as the
results is closely matched the reported values. In future work, this
comprehensive 1D model will be used to study scale-up and
addresses two-way coupling issues faced in the industrial biologi-
cal bubble column. The 1D model with the novel bioreaction clo-
sure model will also be used as a baseline reference for
multispecies two-phase flow in a more complex geometry
whereby two-fluid CFD model could be extended to study multi-
species two-way coupling with bioreaction.
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Appendix A

Drag model

Tomiyama et al. (1998)

CD ¼max min
24
Reb

1þ 0:15Re0:687b

� �
;
72
Reb

� �
;
8
3

Eo
ð4þ EoÞ

 �
ðA:1Þ

Mei et al. (1994)

CD ¼ 16
Reb

1þ Reb
8þ 0:5ðReb þ 3:315Re0:5b Þ

� �
ðA:2Þ

Dijkhuizen et al. (2010)

CD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CD Rebð Þ2 þ CD Eoð Þ2

q
CD Rebð Þ ¼ CD from Eq. (A.2)

CDðEoÞ ¼ 4:Eo
9:5þ Eo

ðA:3Þ

Appendix B

Details of iterative resolution of system (20)

The algorithm is a successive substitution procedure. Starting from
the known local molar fluxes (/G;i, /L;iÞ and the local gas holdup (eG),
the local pressure profile (P), the local gas holdup (eG) as well as CG;i

and CL;i are updated before the next timestep is taken.
The following procedure is used at the beginning of each

timestep.

Step 1. /G;i  /G;i tð Þ and eG  eG tð Þ
Step 2. CG;i  /G;i

eG
Step 3. Update P from eG using equation (10)

Step 4. Update the local gas fraction eG  
P

/G;i=Mi

P RT
Step 5. Repeat Step 2 to 4 until the difference between two iter-
ations falls below a given tolerance
Step 6. Update the liquid phase concentrations
CL;i ¼ /L;i=ð1� eGÞ

The updated CG;i;CL;i and eG are used in the right-hand side of
Eqs. (1) and (2) to compute the time derivatives.

Appendix C

Bubble geometrical characteristics

With a total of 1000 images taken, the statistical convergence
was reached as a significative number of bubbles were detected.
Example of bubble images provided from Cam1 centered in the
cylindrical bubble column are presented in Fig. C.1. The acquisition
window of 26 � 26 mm2 is small in comparison to the column
diameter of 150 mm. It is noticeable that the bubble number and
bubble sizes increase with increasing flow rate. The equivalent
diameter calculated were represented in the form of histogram
with a bin of 0.2 mm, as shown in Fig. C.2. The bubble size detected

Fig. C.1. Raw images (a)–(d) refers to jG = 0.039 cm/s, 0.078 cm/s, 0.116 cm/s and 0.156 cm/s respectively.
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and its standard deviation increased with the flow rate. The bubble
size distribution was mostly mono-dispersed which is almost the
case in homogeneous bubbly flow regime. This also validates the
choice of using single-bubble class for our model by using the
d32 of each case.

Appendix D

Statistical average of DH

Fig. D.1 plots the cumulative average of DH versus the image
number. The curve is not constant which indicates the fluctuating
nature of the free surface, but they eventually reach a stable value
with increasing image number. As observed, the difference
between the cumulative statistical average of DH and the DH
taken at the last image upon the first bubble arrival is insignificant.
Here, the DH obtained was 2.91 vs 2.98 mm. This result in a heG;expi
of 0.277% vs 0.283%, a negligible relative difference of 5%.
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Chapter 4 Industrial application of 1D model 

Upon validation at different scales of the 1D spatio-temporal gas-liquid model in Chapter 3, we 

envisioned its use for different engineering applications, such as bioreactor design, optimisation, and 

process diagnostics. The bioreactor performance depends on various parameters and this often makes 

it difficult to quantify thoroughly the influence of each parameter. Consequently, scaling up or 

optimising a biological process remains a challenging task without in-depth knowledge and accurate 

predictions of the bioreactor behaviours, such as the flow characteristics and bioreaction kinetics at 

the micro and reactor scales. The comprehensive 1D model developed in the previous parts includes 

new and often ignored features about two-phase bubbly flow modelling and associated multiphysics 

coupling regarding mass transfer and bioreactions. Owing to these, in silico design studies as well as 

sensitivity analysis can be performed within minutes (to be compared with days when a more complex 

unsteady 3D model is used). Two applications will be demonstrated in this Chapter: the scale-up of the 

biological methanation plant starting from the pilot-scale experiments and the analysis of substrate 

gradients in a large-scale fermenter, as shown in Figure 4.1. In the former, the 1D model is used to 

design an optimal bioreactor for biological methanation in terms of performance and costs. In the 

latter, the 1D model simulates substrate gradients resulting from a strong coupling between mixing, 

transfer and reaction in a mechanically agitated 22 m3 industrial fermenter in Stavanger.  

 

Figure 4.1: Schematic representation of the final bioreactor design studied in this chapter. Biological 

methanation reactor in (a) demonstration scale and (b) industrial scale. (c) Industrial fermenter 
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4.1 Pressure effect on bubble column 

As the reactor design for biological methanation will be operating under pressure, i.e. 4 bar for the 

demonstration unit and 13 bar for the industrial unit, the pressure effect on the bubble column is first 

assessed. The elevated pressure allows direct injection of the reactor off-gas into the gas well and the 

gas network (4 bar) for storage and transport. The pressure has several important effects in a bubble 

column: on hydrodynamics through gas compression and gas holdup, on the mass transfer through 

again gas holdup and solubility. Also, it can be suspected that the bubble generation at the inlet is also 

dependent on the pressure.  

4.1.1 Effect of pressure on bubble size generation  

Giovannettone et al. (2009) measured the bubble size with an immerged camera inside a 24 m depth 

air-water bubble column/air-lift reactor using both fine and coarse spargers with superficial gas 

velocity up to 0.01 m.s-1. They concluded that the Sauter mean bubble diameter does not change with 

the gas flow rate and depth. Therefore, the hydrostatic pressure seems to not affect the bubble size 

for mass transfer in their conditions tested (𝑗𝐺  below 0.05 m.s-1). Lin et al. (1998) measured the bubble 

size through photography method in two bubble columns (𝐷𝑟 = 50.8mm, 𝐻 = 0.8m and 𝐷𝑟 = 101.6mm, 

𝐻 = 1.58m) equipped with a multi-orifice sparger in a ring arrangement (orifice diameter of 3 mm) for 

pressure ranging from 0.1 MPa to 19.4 MPa. The gas-liquid system tested was nitrogen and paratherm 

NF heat transfer fluid. Zhen et al. (2019) measured the bubble size via a high-speed camera in a 

cylindrical stainless-steel column (𝐷𝑟 = 50mm, 𝐻 = 0.6m) equipped with a single orifice nozzle (orifice 

diameter of 3 mm) for pressure ranging from 0.1 MPa to 6 MPa. The gas-liquid system tested were 

nitrogen and paraffin/silicon oil, respectively to simulate the condition of the Fischer-Tropsch process. 

In the work of Lin et al. (1998) and Zhen et al. (2019), the authors demonstrated that the bubble 

diameter decreases with pressure. Idogawa et al. (1985) conducted the bubble size measurement with 

different sparger designs at a superficial gas velocity ranging from 0.005 to 0.05 m.s-1 and pressure 

varies between 1 to 150 bar. Their results are reported in Figure 4.2. The bubble size formed via a 

coarse sparger (single orifice) is larger than that formed via a fine sparger (porous plate). The effect of 

gas sparger design decreases with increasing pressure, and above P = 100 bar no significant effect of 

gas sparger on the bubble size can be observed. The bubble size remains constant above this pressure. 

The decrease in bubble size due to pressure effect is more pronounced for the coarse sparger than the 

fine sparger.  
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Figure 4.2: Evolution of bubble size with pressure (1 < P < 150 bar) with different gas injection devices 

at superficial gas velocity of 3 cm.s-1. Unique orifice: ○ do = 1mm (Weo = 90 – 9000), △ do = 3mm (Weo 

= 3 – 300), ▽ ◇ □ do = 5mm (Weo = 0.7 – 100). Perforated plate: ■ do = 1mm. Porous plate: ●  ◆ 

Adapted from: Idogawa et al. (1985) 

The pressure effect on the bubble size can be quantified using some correlations developed for bubble 

size estimation. The correlations proposed by Gaddis and Vogelpohl (1986) and Kazakis et al. (2008) 

developed for orifice sparger and porous sparger, respectively are used for this analysis. 

 𝑑𝑏
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= 1.2𝐹𝑟𝑜
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(4.1) 

With 𝑑𝑜 the orifice diameter, 𝑢𝑜 the superficial gas velocity passed through the orifice. Equation (4.1) 

proposed by Gaddis and Vogelpohl (1986) can be used to estimate the bubble size formed by a single 

orifice sparger under jet regime. If the gas volumetric flowrate is substituted into equation (4.1), the 

pressure effect can be quantified.  
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Equation (4.2) shows that the bubble diameter varies proportionally to the flowrate to the power of 

0.4 (𝑑𝑏 ∝ 𝑄𝑜
0.4).  To illustrate the effect of pressure on the bubble size formed via single orifice sparger, 

the example of 4 and 10 bar is taken. For a fixed mass/molar gaseous flow rate, 𝑃𝑄 =  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 

according to ideal gas law. Therefore, 𝑃𝑄|10 𝑏𝑎𝑟 = 𝑃𝑄|4 𝑏𝑎𝑟, which leads to equation (4.3).  

 
𝑑𝑏|10 𝑏𝑎𝑟 = 𝑑𝑏|4 𝑏𝑎𝑟. (

𝑄10
𝑄4

 )
0.4

= 𝑑𝑏|4 𝑏𝑎𝑟. (
𝑃4
𝑃10

)
0.4

 (4.3) 

If the bubble diameter formed at 4 bar is between 2 to 4 mm, it will be reduced to between 1.4 and 

2.8 mm at 10 bar for a single orifice sparger which corresponds to a 30% decrease in size.  

If the gas distributor system used is a porous sparger plate, Kazakis et al. (2008) proposed an equation  

to estimate the bubble size.  
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(4.4) 

With 𝑑𝑠 the sparger plate diameter, 𝑗𝐺𝑠 the superficial gas velocity through the sparger, 𝑑𝑝 the pore 

size, 𝜌𝐿  the liquid density, 𝜇𝐿  the liquid viscosity, and 𝜎𝐿  the liquid surface tension. With the same 

analogy (taking a pore size of 40 µm), it can be demonstrated that the bubble diameter varies 

proportionally to the flowrate to the power of 0.06 (𝑑𝑏 ∝ 𝑄𝑜
0.06). If the bubble diameter formed at 4 

bar is 2 mm, it will only be reduced to 1.89 mm at 10 bar, which is just a 5.5% decrease in size. This 

finding matched the conclusion of (Idogawa et al., 1985) whereby the pressure has a more significant 

effect on the bubble size if a single orifice gas distributor is used compared to that of a porous plate, 

meaning that the pressure has a more significant effect on bubble column hydrodynamics operated in 

the heterogeneous flow than in the homogeneous flow. 
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4.1.2 Effect of pressure on gas hold up and interfacial area 

As far as the gas holdup is concerned, the following formula can be used as first approximation of the 

expected value 

 
〈휀𝐺〉 =

𝑄𝐺
𝑢𝑟𝑒𝑙𝑆

=
𝑄𝐺0
𝑢𝑟𝑒𝑙𝑆

𝑃𝑁
𝑃

 (4.6) 

𝑃𝑁: pressure at normal condition 1 atm, 𝑄𝐺0: normalised gas flow rate in Nm3/h, 𝑃: operating pressure, 

𝑆: cross section of the column, and 𝑢𝑟𝑒𝑙: bubble slip velocity (constant between 1 and 4 mm). Equation 

(4.6) is similar to the gas holdup correlation of Heijnen and Van’t Riet (1984), as given in equation (4.7).  

 
〈휀𝐺〉 =

𝑄𝐺
𝑣𝑏∞𝑆

=
𝑄𝐺0
𝑣𝑏∞𝑆

𝑃𝑁
𝑃

 (4.7) 

With 𝑣𝑏∞ = 0.25 m.s-1. 

Equations (4.6) and (4.7) show that the gas holdup is inversely proportional to the operating pressure. 

The pressure effect on the interfacial area is harder to predict as it is a function of gas holdup and 

bubble diameter. Supposed a porous sparger is used in which the bubbles remain insensitive to the 

pressure and the interfacial area will decrease accordingly with the gas holdup (for the same flow rate 

expressed under normal conditions). 

4.1.3 Effect of pressure on the transition between flow regimes  

Many investigations have been reported in the literature regarding the effect of operating pressure on 

bubble column hydrodynamics (Campani et al., 2015; Clark, 1990; Deckwer et al., 1980; Giovannettone 

et al., 2009; Idogawa et al., 1985; Kemoun et al., 2001; Lin et al., 1998; Liu et al., 2019). Some important 

works are recalled here to understand the pressure effect on the reactor performance. First, in terms 

of the gas holdup, Deckwer et al. (1980) measured the gas holdup in a slurry bubble column reactor 

for the Fischer-Tropsch process with a porous plate distributor at pressure up to 11 bar with superficial 

gas velocity below 0.04 m.s-1. The author reported no significant effect of pressure on the gas holdup.  

It is not until the work of Kemoun et al. (2001) and Lin et al. (1998) that showed a more pronounced 

pressure effect on the gas holdup. The results are depicted in Figure 4.3. They found that the pressure 

has little to no effect on the gas holdup at low superficial gas velocity (homogeneous regime), while 

the gas holdup increases significantly at high superficial gas velocity (heterogeneous regime). This 

increase in gas holdup is due to the presence of smaller bubbles under pressurised conditions. The 
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authors explained that the rate of bubbles breakup increases with pressure. This leads to a reduction 

in bubble size with increasing pressure which is not the case under ambient pressure heterogeneous 

regime where the bubble coalescence rate is rather high. 

 

Figure 4.3: (a) Gas holdup as a function of superficial gas velocity for pressure = 1 bar, 3 bar and 7 

bar. Adapted from: Kemoun et al. (2001). (b) Gas holdup as a function of pressure for superficial gas 

velocity = 0.02 m.s-1 and 0.08 m.s-1. Adapted from: Lin et al. (1998). 

They also linked their findings to the work of Wilkinson and v. Dierendonck (1990) who explained the 

effect of pressure on gas holdup in terms of the Kelvin-Helmhotz stability analysis (Kemoun et al., 

2001).  They indicated that the pressure mainly affects the stability of large bubbles (mostly present in 

the heterogeneous regime), which tend to break due to surface instabilities. Lin et al. (1998) also 

observed a shift in bubble size distribution to smaller bubbles at high flow rate under high pressure. 

The author attempted to characterise the reduction of bubble size with Kelvin-Helmhotz stability and 

other models, but the main message is clear: the increasing pressure causes an increase in instability 

of large bubbles, leading to bubble breakup only in high superficial gas velocity (𝑗𝐺 > 0.05 m.s-1). At low 

superficial gas velocity (which is mostly under the homogeneous regime) the rate of bubble 

coalescence and breakup is relatively low, therefore the gas holdup is rather insensitive to pressure. 

This mainly explains the findings of Deckwer et al. whereby the gas holdup is not affected by pressure 

because the reported results were obtained at lower superficial gas velocity. This transition from the 

homogeneous regime to the heterogeneous regime occurs at 𝑗𝐺 > 0.05 m.s-1 (Deckwer et al., 1980; 

Kantarci et al., 2005; Shah et al., 1982). This is also reflected in the findings of Maalej et al. (2003), 

whereby the experiments were conducted mostly in the homogeneous regime (with 𝑗𝐺   up to 0.03 m.s-

1), therefore no major changes in bubble diameter are expected with the absolute pressure. Moreover, 

it is found that a high pressure system delays the transition from the homogeneous regime to the 

heterogeneous regime (Letzel et al., 1999; Wilkinson, 1991). A decrease in the rising velocity of “large 

bubbles” was observed in the heterogeneous regime in the pressurised column. Under these 
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conditions, the rise velocity of “large bubbles” decreases with the square root of the gas density, 

leading to lower rise velocity and higher gas holdup.  

4.1.4 Effect of pressure on volumetric mass transfer coefficient 

Maalej et al. (2003) showed no positive effect of pressure to mass transfer at constant inlet molar 

flowrate (or mass flowrate), as shown in Figure 4.4. The author reported that for a given inlet molar 

flowrate, the higher the pressure, the lower gas flowrate (and thus the lower the superficial gas 

velocity), the lower the gas holdup (fewer bubbles are present), the lower the interfacial area, and 

consequently the lower the 𝑘𝐿𝑎. In other words, the high pressure increases the gas density as the gas 

volume contracts. This leads to fewer bubbles per unit volume. The impact of pressure on the biological 

methanation performance was also investigated using the 1D model. The results are discussed in 

Section 4.2.2, after presenting the context of reactor design and the base case.  

 

Figure 4.4: (a) Interfacial area and (b) Mass transfer coefficient as a function of pressure for different 

gas mass flowrate. Adapted from: Maalej et al. (2003) 
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4.2 Biological methanation plant design & sizing 

During the thesis, we are solicited by the company ENOSIS Energies to design two ex-situ biological 

methanation plants at different scales: (a) a demonstration unit to treat a biogas feed of 5 Nm3/h and 

(b) an industrial unit treating biogas feed of 85 Nm3/h. We have worked together with CRITT Toulouse 

to define some guidelines and provide recommendations for a coherent scale-up of the biological 

methanation plant. The planned bioreactor design is a high height-to-diameter ratio stirred-tank 

reactor equipped with impellers and under pressure. The objective is to design an optimal bioreactor 

for biogas upgrading to grid-quality biomethane. Indeed, the biogas usually produced in the anaerobic 

digesters reaches about 60% of methane but still contains more than 35% of carbon dioxide that can 

be converted into methane in a bio-methanation unit. 

4.2.1 Demonstration plant 

The demonstration biological methanation plant is planned to be integrated with an existing anaerobic 

digestor situated at SOLIDIA site, Bélesta-en-Lauragais (France). The typical composition of the biogas 

issuing from the anaerobic digestor is 58.2% CH4, 38.9% CO2, 2.9% N2, 0.7% O2, and 20 ppm NH3 with a 

flowrate of 5 Nm3/h. An electrolyser with a capacity to produce 10 Nm3/h of H2 has been installed. In 

this part, it will be assumed that the biogas is composed of 60% CH4 and 40% CO2 and the electrolyser 

operates at maximum capacity. As a result, the gas composition at the inlet of the biological 

methanation reactor is set to 10 Nm3/h of H2, 2 Nm3/h of CO2, and 3 Nm3/h of CH4, corresponding to a 

total gas flowrate at the inlet of 15 Nm3/h. Thus, an inlet, a H2:CO2 ratio of 5:1 is imposed and the inlet 

gas molar fractions are 0.67 for H2, 0.13 for CO2, and 0.2 for CH4.  

Another constraint is the upper limit for the reactor volume 𝑉𝑚𝑎𝑥  set to 500 L. We tested different 

reactor dimensions (𝐻 and 𝐷𝑟) with regard to the maximum volume allowed. The reactor pressure was 

kept to 4 bar which allows the direct injection to the nearby gas network and the temperature was 

maintained at 55°C. The initial bubble diameter is assumed to be 2 mm and this value is fixed for all 

parametric studies. Another important assumption was to consider that the biological methanation 

process would be operated in, or very close to, the physical regime. This means that the bioreaction 

rate is limited by the hydrogen mass transfer rate which is related to the nature of the bioprocess 

where nutrients are fed through the gas phase only. This can be done by setting a high biomass 

concentration in our previously developed biological methanation model (Ngu et al., 2022a). The 

overall strategy can be explained in Figure 4.5. For the bubble velocity, the drag model of Tomiyama 

https://enosis-energies.com/
https://www.insa-toulouse.fr/fr/recherche/labo/critt_gpte.html
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et al. (1998) contaminated system is used. The mass transfer coefficient is modelled using Higbie 

(1935) penetration model.  

 

Figure 4.5: Bubble column design using the 1D model and the associated closure models.  

The strategy was to perform a large number of simulations using different sets of design parameters 

in order to map the domain of possible design. Typically, the reactor volume was taken between 200 -

500 L, the column diameter between 0.3 and 0.5 m, leading to a height between 2 and 8 m with the 

𝐻/𝐷𝑟 ratio between 4 and 25. This strategy is driven by the objective to provide guidelines for the 

industrial partner. It was chosen over an optimisation approach as it provides a more comprehensive 

view of the effect of each design choice on the performances. The reactor performances are assessed 

through the composition of the outlet gas (% CH4 or purity) and the amount of methane produced per 

unit time and unit volume (productivity).  

4.2.1.1 Bubble column without gas recirculation 

The 1D model is used to perform preliminary reactor design. First, a reactor consisting of a single 

bubble column without gas recirculation was assessed. 
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Figure 4.6: Biomethane quality and associated productivity at the bubble column outlet for different 

combination of 𝑯 and 𝑫𝒓. The shape represents the column diameter, the code color indicates the 

reactor volume and the label below the point indicates the column height. The circled point reads 

𝑫𝒓 = 0.3 m, 𝑯 = 6m and 𝑽 between 400-450 L. (constant inlet gas flow rate and inlet bubble diameter 

of 2 mm).  

Figure 4.6 presents the results of twelve simulations corresponding to various design options in a single 

graph. Symbols refer to the reactor diameter, colours to the reactor volume and numbers indicate the 

corresponding reactor height.  It shows that reactor productivity and gas outlet purity in % of methane 

are mutually exclusive: high productivity is associated with low purity and vice versa. Three important 

insights can be drawn from Figure 4.6. 

→ For a given reactor diameter 𝐷𝑟 (same symbols) and for the same molar gas flowrate imposed at 

the inlet, the higher the reactor, the higher the purity but the lower the productivity.  

This can be understood as follows. The higher the reactor, the longer the gas residence time, leading 

to a larger mass transfer flux and a better H2 conversion (mass of hydrogen transferred per mass of 

hydrogen supplied). More H2 being transferred and more CH4 being produced, the purity increases 

with the column height. The productivity is expressed as the outlet CH4 flowrate per unit volume of 
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the reactor. It can be interpreted as the space yield. Higher H2 conversion is achieved in a tall reactor 

but the increase in hydrogen conversion is not linear with the increase of the reactor height (whilst the 

increase in volume is). As a result, the productivity decreases with reactor height 𝐻 at constant 𝐷𝑟 and 

constant inlet gas flow rate. 

→ For a given reactor height 𝐻, the smaller the column diameter 𝐷𝑟, the higher the productivity but 

no effect is observed on the purity. This is because H2 conversion essentially depends on the gas 

residence time only.  

If we now take a look at a group of points labelled with the same number, we examine the effect of 

changing the reactor volume while keeping the height constant. Increasing the column diameter at 

constant height does not, or marginally affects the off-gas purity. In contrast, the productivity increases 

as the reactor diameter is decreased (from left to right). 

The model proved that the mass transfer is not affected by the column diameter. The model does not 

incorporate any major effect of column’s diameter on mass transfer. The underlying hypothesis is that 

the generation of bubbles of the same given size is accessible whatever the reactor diameter (in the 

ranged covered here). Besides, the 𝐻/𝐷𝑟 ratios simulated here fulfil the criteria for scale-up of bubble 

columns (Sasaki et al., 2017; Wilkinson et al., 1992). Sasaki et al. (2017) provided an updated version 

for the scale-up criteria of bubble column previously proposed by Wilkinson et al. (1992). Sasaki et al. 

(2017) stated that the effects of 𝐷𝑟 and 𝐻 on the gas holdup are negligible when scaling up from small 

to large bubble columns, provided that gas holdup in the small columns are obtained for 𝐷𝑟 > 200 mm 

and 𝐻 > 2200 mm. The hydrodynamics can thus be expected to be similar to that of a small column. 

In Chapter 6, analytical solutions are developed for predicting biological methanation performance. It 

is found that the CH4 purity depends essentially on the hydrogen conversion which itself is a function 

of mass transfer rate. The higher the column, the longer the gas residence time, the higher the 

hydrogen conversion, hence the higher the CH4 purity.    

→ For 𝐷𝑟 = 0.3m (filled circles), an asymptote in methane purity (around 70%) is reached when the 

column is increased beyond 6 m.  

This result is not surprising as the H2:CO2 ratio injected is not in stoichiometric conditions. Therefore, 

the reaction could be limited by CO2. A simple theoretical mass balance calculation can derive the 

expected maximum CH4 fraction, as shown in Table 4.1. Indeed, in the case of non-stoichiometric 

injection, an asymptotic CH4 purity is reached due to the absence of bioreaction once CO2 is exhausted.  
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Table 4.1: Stoichiometric table for the biological methanation reaction  

Reaction 4𝐻2 + 𝐶𝑂2 → 𝐶𝐻4 + 2𝐻2𝑂 

𝐹𝑖,𝑖𝑛 (Nm3/h) 10 2 3 - 

𝐹𝑖,𝑜𝑢𝑡 (Nm3/h) 2 0 5 - 

Figure 4.7 reports the vertical concentration profiles of gaseous and dissolved species at the steady 

state and helps to understand the asymptotic behaviour in terms of CH4 purity. The case presented 

hereafter corresponds to the 6-meter-high bubble column (black circled point in Figure 4.6). It is found 

that the CO2 concentration in the gas phase approaches zero above 4.5 meters meaning that the total 

amount of CO2 injected has transferred and reacted. When all the CO2 gas is consumed, CO2 gas-liquid 

mass transfer is halted, and no more CO2 is dissolved in the liquid phase, consequently, the bio-

catalysed CH4 production ceases.  

However, the mass transfer of hydrogen is still taking place. Thus, the H2 liquid concentration, departs 

from zero, above z=4.5m, for it is no longer consumed by the biological reaction (bottom left graph). 

In the same upper zone of the column, the CH4 liquid concentration drops as the CH4 is desorbed to 

the gas phase. The H2 injected in excess remains in the outlet stream and explains the 70% CH4 purity.  

 

Figure 4.7: Local concentration vertical profiles (6 subgraphs on the left) and vertical profiles of molar 

fractions in the gas phase (right graph) at steady-state for 𝑫𝒓 = 0.3m and 𝑯 = 6m.  

This case reveals the importance of H2:CO2 stoichiometric conditions at the inlet to ensure grid-quality 

biomethane at the outlet. A new set of simulations was conducted with the new inlet composition and 

the results are shown in Figure 4.8. When a 4:1 H2:CO2 ratio is imposed at the inlet (resulting in 8 Nm3/h 
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of H2, 2 Nm3/h of CO2, and 3 Nm3/h of CH4), the expected maximum purity is 95% and the corresponding 

productivity is 6.94 Nm3/h. The related height would be 10 m. This point was not added to the graph 

to preserve readability. No asymptote is observed and the highest CH4 purity reported is 84% for Dr = 

0.3m and H = 7m.  

 

Figure 4.8: Biomethane quality and associated productivity at the bubble column outlet for different 

combination of 𝑯 and 𝑫𝒓, with a H2: CO2 ratio of 4:1. 

From these results, it can be concluded that a single pass bubble column without gas recirculation, at 

the given working conditions (P = 4 bar, T=55°C, 𝑑𝑏  = 2 mm, 𝑉𝑚𝑎𝑥 = 500 L, 𝑄𝐺  = 13 Nm3/h) is not 

sufficient to reach a grid-quality CH4 purity (CH4% > 97%) at the outlet, as we are limited by the height 

of the column. It was not the case with the industrial biological methanation reactor of Electrochaea, 

whereby it is found by the 1D model that 95% CH4 purity can be achieved in a 10-meter-high column 

(Ngu et al., 2022a).  
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4.2.1.2 Bubble column with gas recirculation   

In order to increase the purity, the strategy of gas recirculation was set up with the view of improving 

the conversion of poorly soluble reactants (namely hydrogen in the present case). In order to comply 

with industrial and safety constraints of the production site (SOLIDIA), the reactor height is limited to 

2 m and two reactor diameters are investigated ( 𝐷𝑟 = 0.54 and 0.34 m). These diameters are chosen 

as they correspond to the commercially available porous plate sparger, as used in the pilot-scale 

bubble column used by SYMBIOSE team. The gas recirculation flowrate 𝑄𝐺,𝑟 is varied from 0 to 40 

Nm3/h. 

 

Figure 4.9: Biomethane quality and associated productivity at the bubble column outlet for two 

commercially-available diffuser size (𝑫𝒓 = 0.54 and 0.34 m). Constant inlet bubble size 2 mm 

The new simulation with gas recirculation was conducted with a H2: CO2 ratio of 4:1 and a total inlet 

gas flowrate of 13 Nm3/h. The results are shown in Figure 4.9 with the positive impact of gas recycling 

indicated by the arrows. In particular, the 2 m high bubble column with a diameter of 0.34 m reaches, 

without gas recycling, 40 % in purity and about 21 Nm3 CH4/L/h in productivity. When gas recycling is 

used, the performances reach 75 % purity and productivity of 26 Nm3 CH4/L/h. Here again, calculations 

are performed assuming a constant bubble diameter despite the 5-fold increase in gas flow rate.  

The maximum purity is close to 80% for both diameters. This remains below the grid-quality standard 

when the height is limited to 2 m. The positive effect of gas recirculation is similar in terms of purity, 
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irrespective of the diameter whilst the effect on productivity is more pronounced for the smaller 

diameter.  These results were used to orient the design of the bubble column reactor to be constructed 

at the SOLIDIA site.  

To conclude the preliminary design of the demonstration plant, the column height  𝐻 is limited to 2 m, 

and the reactor diameter 𝐷𝑟 is taken as 0.34 m, resulting in a total volume of 180 L to treat 5 Nm3/h 

of biogas. It is found that high H2 and CO2 molar flowrate at the inlet will lead to higher CH4 productivity. 

However, higher productivity does not guarantee a higher conversion of substrates into CH4, leading 

to a more dilute product. The reactor design and subsequently the hydrodynamics plays a key factor 

to achieve efficient biological methanation. It has been demonstrated by the 1D model that tall bubble 

columns ensure longer gas residence time and therefore a higher H2 conversion, resulting in higher 

CH4 purity. Unconverted H2 at the outlet can be recycled to increase the mass transfer flux and thus 

the overall mass transfer efficiency to obtain a higher CH4 purity. For the same molar flow rate of 

substrates in the inlet, gas recirculation is also highly beneficial to both purity and productivity. These 

claims are built upon the possibility to maintain the inlet bubble diameter in the millimetre range to 

ensure a high specific area for mass transfer. This could be done by deploying a fine sparger and adding 

a mechanical stirring device to prevent bubble coalescence that would appear mostly in the 

heterogeneous regime or gas fraction > 10%.  

Table 4.2 summarises the overall gas holdup obtained for the majority of the simulations reported 

here. The overall gas holdup for all the cases remains below 6%, thus, the bubble column operates 

mostly in the homogeneous regime. This signifies that the coalescence phenomenon is limited and 

thus valid the constant bubble diameter assumption. It is proven experimentally that a homogeneous 

regime is critical to maintaining a high conversion rate due to improved hydrodynamics and mass 

transfer (Deckwer et al., 1974). Therefore, a fine and homogeneous sparger is recommended for the 

demonstration-scale biological methanation unit. During the writing of this manuscript, the 

demonstration unit at the SOLIDIA site is still under construction. The next study focuses on an 

industrial-scale biological methanation plant that is still in the preliminary planning stage.   
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Table 4.2: The overall gas holdup for different reactor design simulated in this section. Conditions: P 

= 4 bar, T=55°C, 𝒅𝒃 = 2 mm, 𝑽𝒎𝒂𝒙 = 500 L, 𝑸𝑮 = 13 Nm3/h  

Dr (m) H (m) Gas recirculation <휀𝐺> (%) 

0.3 3 No 4.05 

0.3 4 No 3.69 

0.3 5 No 3.39 

0.3 6 No 3.12 

0.3 7 No 2.89 

0.4 2 No 2.5 

0.4 3 No 2.27 

0.4 4 No 2.06 

0.5 2.5 No 1.52 

0.34 2 Yes (40 Nm3/h) 6.39 

0.54 2 Yes (40 Nm3/h) 2.52 
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4.2.2 Case study on the effect of pressure using the 1D model 

As mentioned in Section 4.1.4, the pressure effect is studied using the 1D model. Figure 4.10 shows 

that for the same molar flowrate (at a constant normalised gas flowrate, recall that 𝑄𝐺  = 13 Nm3/h 

comprised of 8 Nm3/h H2, 2 Nm3/h CO2 and 3 Nm3/h CH4) a pressure increase has little effect on the 

productivity and the purity. Certainly, the solubility of gases increases with pressure, but this positive 

effect is counterbalanced by a lower gas fraction (and thus lower 𝑘𝐿𝑎) due to gas compression. This is 

in line with the conclusion of Maalej et al. (2003). The quantitative results explaining the observed 

phenomena can be found in Table 4.3. It should be mentioned that the bubble diameter is kept 

constant when comparing the two pressures. Since the bubble size is controlled by the pressure drop 

through the porous plate rather than the absolute pressure itself, this assumption is justified. 

 

Figure 4.10: Effect of pressure on the reactor performance. The detailed quantitative data in Table 

4.3 correspond to the red circled points. 

Table 4.3 shows that the ratio of 𝑘𝐿𝑎|10𝑏𝑎𝑟  to 𝑘𝐿𝑎|4𝑏𝑎𝑟  is equivalent to the ratio of pressure. The 

pressure does have a positive impact on the gas solubility. But, the H2 mass transfer flux, which is the 

product of both 𝑘𝐿𝑎  and the concentration gradient (𝐶∗ − 𝐶𝐿 ) increases only slightly when the 

pressure increases from 4 to 10 bar, leading to an insignificant increase in the mass transfer efficiency 

and thus contributes only to a very marginal increase in the CH4 purity. It is important to emphasise 

that the results given in Figure 4.10 and Table 4.3 are obtained by the 1D model developed in the 

homogeneous bubbly flow regime without considering bubble coalescence and breakup, justified here 

as the overall gas holdup is less than 2.5%.  
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Table 4.3: Pressure effect for the data presented with the red circled points in Figure 4.10.  

Dr (m) 0.35 0.35 0.4 0.4 

H (m) 5 5 4 4 

Pressure (bar) 4 10 4 10 

Outlet CH4 (%) 67.98 70.27 58.73 60.23 

Productivity 

(NL/L/h) 
9.51 9.57 8.74 8.79 

𝑄𝐺,𝑜𝑢𝑡 (Nm3/h) 6.73 6.55 7.48 7.33 

𝑄𝐺,𝐶𝐻4𝑜𝑢𝑡(Nm3/h) 4.57 4.60 4.39 4.42 

< 휀𝐺 > (%) 2.47 1.00 2.06 0.83 

< 𝑎 > (m²/m3) 83 34 68 28 

< 𝑘𝐿𝑎 > (h-1) 443 185 357 148 

< 𝐶𝐻2
∗ > (mg/L) 2.58 6.25 2.74 6.67 

Hydrogen molar 

transfer flux 𝑇𝐻2  

(mol/s) 

0.077 0.078 0.068 0.069 

Hydrogen 

conversion 
0.778 0.787 0.689 0.696 
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4.2.3 Brief conclusion on the pressure effect on the biological methanation 

Several experimental works in the literature claimed that high-pressure system in biological 

methanation reactor is beneficial to CH4 purity and productivity (Martin et al., 2013; Seifert et al., 

2014). However, our 1D model does not reflect this trend, as shown in the case study in Section 4.2.2. 

In this section, the effect of pressure on biological methanation is discussed thoroughly. First, the 

results from the literature which concluded on a positive effect of pressure are discussed.  

Martin et al. (2013) conducted an ex-situ biogas upgrading in a 3.5 L CSTR. The effect of pressure on 

methane purity was not reported. But, they observed that higher pressure leads to higher productivity 

and higher H2 conversion efficiency (Figure 3 of the cited paper). However, the experiment was not 

conducted at the same inlet molar flowrate. Seifert et al. (2014) studied the effect of pressure in a 10 

L CSTR. It is reported that methane purity and productivity increase with pressure (see Figure 4 of the 

cited paper). Again, the experiments were not conducted at the same inlet molar flowrate. 

It is then crucial to ensure the consistent use of inlet molar flowrate to investigate the pressure effect. 

Without this condition, no direct comparison can be done in terms of the same quantity of gas to be 

treated. In fact, increasing the pressure at a constant inlet gas flowrate will cause an increase in inlet 

molar flowrate (ideal gas law). It has been reported in the literature that productivity increases 

systematically with inlet hydrogen gas feed (Bassani et al., 2016; Kougias et al., 2017; Rafrafi et al., 

2019; Voelklein et al., 2019). In terms of methane purity, the positive effect of pressure remains 

sceptical.  

Nevertheless, it is reported that high pressure is beneficial in retarding the appearance of the 

heterogeneous regime by having a higher transition superficial gas velocity (Clark, 1990; Wilkinson, 

1991).  High pressure allows for delivering a higher flowrate per section of the column. Therefore, it is 

vital for industrial applications to operate bubble columns under pressure to treat a higher quantity of 

gas for example. However, the reasons for that are more related to the hydrodynamics of multiphase 

flow (the possibility to maintain the homogeneous flow regime at high gas flow rate) than to 

thermodynamic aspects (increases solubility).  
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4.2.4 Industrial plant 

It is also planned to install a large-scale biological methanation plant in the Occitanie region, Toulouse, 

France. A driving reason to install this industrial biological methanation plant is to reach 100% 

renewable biogas in the natural gas grid. The plant will be integrated with a wastewater treatment 

plant (WWTP), an anaerobic digestor, renewable energy sources, and the natural gas grid. The process 

flow diagram is presented in Figure 4.11. 

 

Figure 4.11: Process flow diagram of the integrated biological methanation plant. Green arrows: Gas 

flow, Blue arrows: liquid flow: Red arrows: hydrogen from electrolyser 

The objective is to upgrade biogas from the anaerobic digestor (from 60% to grid-quality 97% CH4 

purity) and to increase biomethane production through a series of a bubble column and a trickle-bed 

reactor. Our mandate is to provide a preliminary study of the optimal reactor dimension. The 

specifications of the process are as follows: 

• The biogas exits the anaerobic digestor at a flowrate of 85 Nm3/h. 

• The typical biogas composition can be simplified to 60% CH4 and 40% CO2, corresponding to a 

flowrate of CH4 and CO2 of 51 Nm3/h and 34 Nm3/h, respectively. 

• Imposing a 4:1 ratio of H2:CO2, the requirement for H2 flowrate is 136 Nm3/h. Subsequently, 

the total gas flowrate entering the bubble column (without gas recirculation) is 221 Nm3/h, 

with a composition of 𝑦𝐻2 = 0.62, 𝑦𝐶𝑂2 = 0.15, and 𝑦𝐶𝐻4 = 0.23. 
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• Both reactors are expected to operate at 13 bars and 55°C. 

The liquid loop between the bubble column and the trickle-bed is required to provide nutrients to the 

biofilm which develops on the packing material. The gas recirculation, back to the bubble column is 

optional. The dimensions of the column (height 𝐻, diameter 𝐷𝑟), liquid and gas recirculation flowrate 

are treated as the unknowns of the problem. First, the bubble column bioreactor performance without 

gas recirculation is analysed to provide a point of comparison. The same closures as the previous study 

is used for the 1D model.  

4.2.4.1 Bubble column reactor 

We first attempted to estimate the possible bubble diameter formed in the industrial-scale bioreactor. 

As the bubble column operates under high pressure (13 bars), the correlation of (Wilkinson et al., 

1994), as written in equation (4.8) is used. It is valid for P up to 15 bars and developed for a perforated 

ring sparger.  

 
𝑑𝑏 = (

8.8𝜎

𝜌𝐿𝑔
)
0.5

∙ (
𝑗𝐺𝜇𝐿
𝜎
)
−0.04

∙ (
𝜎3𝜌𝐿

𝑔𝜇𝐿
4 )

−0.12

∙ (
𝜌𝐿
𝜌𝐺
)
0.22

 (4.8) 

Using the specifications given and using the physical property of water, the correlation yields a bubble 

diameter of 4 mm. We first attempted to use an initial bubble diameter 𝑑𝑏0  of 3 and 4 mm (the 

reference case) to design the bubble column. 

 

Figure 4.12: Biomethane quality at the bubble column outlet and associated productivity for 

different bubble diameter, reactor diameters, and column height (without gas recycling). 
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Figure 4.13: Biomethane quality at the bubble column outlet and the net productivity for different 

bubble diameter, reactor diameters, and column height (without gas recycling). 

Figure 4.12 shows the CH4 fraction plot against the total CH4 flowrate per unit volume of the reactor 

(total productivity). Figure 4.13 reports the CH4 fraction plot against the flowrate of the net CH4 

produced per unit volume of the reactor (net productivity). The net productivity is expressed as the 

net CH4 produced by the biological methanation reactor excluding the initial 51 Nm3/h of CH4 issued 

from the anaerobic digestor.  

The results show that the CH4 purity is directly related to the column height and depends strongly on 

the bubble size.  

• For a bubble diameter of 4 mm, a height increment of 1 m increases the CH4 content of the gas 

phase by 3.5%. Thus, the inlet biomethane of 23% is upgraded roughly to 33.5% and 51% for a 

column height of 3 m and 8 m, respectively. The outlet and inlet methane purity and the 

column height are linked through the following linear relationship 

 %𝐶𝐻4,𝑜𝑢𝑡  ≈  %𝐶𝐻4,𝑖𝑛 +  3.5 𝐻 (4.9) 

• For a bubble diameter of 3 mm, a height increment of 1 m increases the CH4 content by 5.5%. 

Thus, the inlet biomethane of 23% is improved approximately to 39.5% and 67% for a column 

height of 3 m and 8 m, respectively.  
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 %𝐶𝐻4,𝑜𝑢𝑡  ≈  %𝐶𝐻4,𝑖𝑛 +  5.5 𝐻 (4.10) 

• A more general correlation relating the outlet and inlet methane purity with the column height 

in meters and the bubble diameter in mm can be expressed as 

 
%𝐶𝐻4,𝑜𝑢𝑡  ≈  %𝐶𝐻4,𝑖𝑛 +  15

𝐻

𝑑𝑏
 (4.11) 

Considering the major effect of bubble size on hydrogen transfer performance, special attention must 

be paid to the biogas distribution system at the bottom of the column. 

In general, the productivity decreases with reactor height and diameter. This is due to the productivity 

being inversely proportional to the reactor volume. As discussed previously, the productivity can be 

translated as a volumetric yield. However, it has been shown that a high column is necessary to achieve 

high CH4 methane due to longer gas residence time. It is also advisable not to choose a column that is 

too narrow as it increases the risk of coalescence.  

 

Figure 4.14: Biomethane quality and gas holdup for different bubble diameter, reactor diameters, 

and column height (without gas recycling). 

Figure 4.14 shows that if the upper limit of the gas holdup is 3%, a wider bubble column such as 𝐷𝑟 = 

1 m should be chosen. The larger the column diameter, for the same inlet gas molar flowrate, the lower 

the gas holdup. It also shows that for the same column diameter, the higher the column, the lower the 
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gas holdup. As the inlet gas molar flowrate is conserved, higher hydrostatic pressure leads to higher 

gas compression, lower superficial gas velocity, and hence lower gas holdup. 

In the absence of gas recycling, the bubble column of 1 m in diameter and 8 m in height with a bubble 

diameter of 4 mm delivers biomethane at a purity of 50% with a net productivity of 3.2 Nm3/m3/h or 

a total productivity of 11.4 Nm3/m3/h. This gives an estimated total gas flowrate at the outlet of 150 

Nm3/h after round off. 

Considering a large amount of hydrogen remaining at the top of the column for the 4 mm bubbles 

case, it is attempted to set up a recycling loop of the outlet gas to increase the conversion rate of the 

gaseous reactants.  

 

Figure 4.15: Biomethane quality at the bubble column outlet and associated productivity for 

different bubble diameter, reactor diameters, and column height. Impact of the recycled gas flow 

rate 
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Figure 4.16: Biomethane quality and the net productivity at the bubble column outlet for different 

bubble diameter, reactor diameters, and column height.  Impact of the recycled gas flow rate 

Figure 4.15 and Figure 4.16 present the results for different gas recycling flowrates for total 

productivity and net productivity, respectively. In particular, the blue points correspond to the absence 

of gas recycling and thus are identical to the previous results reported in Figure 4.12 and Figure 4.13. 

The gas recirculation allows increasing significantly the CH4 purity and productivity, as highlighted by 

the arrows. In terms of productivity gain, recycling the outlet gas is more advantageous for smaller 

bubbles. With the 1D model, it is interesting to report the local gas concentration and molar fraction 

profiles, as shown in Figure 4.17.  
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Figure 4.17: Vertical profiles of gas molar fraction in an 8-meter-high column (a) without or (b) with 

gas recycling 

It is shown that CH4 purity improves from roughly 50% to 63% with gas recycling. The substrate 

conversion is also improved as the H2 and CO2 outlet content drop from 39% to 29% and 10% to 8%, 

respectively. For a bubble diameter of 4 mm, the CH4 purity increases by 6% for every 50 Nm3/h of gas 

recycled. A correlation relating the outlet and inlet methane purity with the column height in meters, 

the bubble diameter in mm, and the gas recirculation flowrate in Nm3/h can be written as 

 
%𝐶𝐻4,𝑜𝑢𝑡  ≈  %𝐶𝐻4,𝑖𝑛 +  15

𝐻

𝑑𝑏
+
6

50
𝑄𝐺,𝑟 (4.12) 

In general, the increase of the total gas feed is a priori detrimental to maintaining the mass transfer 

performance in optimal conditions. A high gas flow leads to an increase in the gas holdup, and thus 

favours the probability of bubble coalescence. However, as the whole operates under high pressure, 

it is possible to increase the gas flow in the column while maintaining a gas holdup lower than 5% due 

to gas compression. It is found that the overall gas holdup for all simulations was below 5% due to high 

pressure applied to the system (13 bar).   

Based on the results obtained with the 4 mm bubble diameter, we recommended a column dimension 

of 1 m diameter (minimum) and 8 m height (to extend gas residence time) in the presence of gas 

recirculation. This allows achieving a purity of 64% at 12.5 Nm3/m3/h total productivity before entering 
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the second bioreactor for further upgrading. The total gas flowrate at the outlet is thus estimated as 

120 Nm3/m3/h. The gas recirculation allows an increase of 13% in CH4 purity in comparison with the 

case without gas recirculation.  

4.2.4.2 Trickle-bed reactor in series with the bubble column reactor 

The trickle-bed reactor allows finalisation of the hydrogen conversion and thus increases the CH4 purity 

(less than 3% hydrogen). The column operates in counter-current mode: the gas from the bubble 

column is injected at the bottom of the trickle-bed and the liquid is sprayed on the top and flows over 

the packing material. The characteristics of the packing material chosen is a 1-inch plastic PALL ring 

with a specific surface area of 207 m².m-3. Interestingly, from a modelling point of view, the trickle-bed 

reactor can also be described using a 1D model. A counter-current circulation of phases has to be 

considered and the change in the volume fraction of the gas and liquid phase discarded (in contrast to 

the bubble column in which mass transfer and pressure effects modify the local gas holdup) 

It is essential to know that the packing material is in relation to the column diameter and linked directly 

to the sizing constraints. The operating pressure is 13 bars, as in the bubble column. The liquid is 

recirculated at a flow rate between 50 and 100 m3/h to wet ensure complete wetting of the packing 

material. The liquid wetting is vital for the gas-liquid mass transfer; thus, it must be ensured a sufficient 

wetted interfacial area (minimum 50%). The total gas flowrate is 150 Nm3/h with a purity of 64%, which 

corresponds to the outlet gas flowrate of the designed bubble column (𝐻 = 8 m, 𝐷𝑟 = 1 m, and 𝑑𝑏0 =

4 mm). If the gas recycling is absent, the flowrate entering the trickle bed is reduced to 120 Nm3/h and 

the CH4 purity set to 50%. The trickle-bed reactor design is thus performed with or without gas 

recycling, and considering a minimum liquid flowrate of 50 m3/h and a maximum liquid flowrate of 100 

m3/h. The sizing of the trickled bed is based on empirical correlations and global material balances 

(Copigneaux, 1993). Compared to the sizing of the bubble column obtained through the 1D model, the 

sizing of the trickle bed remains a global estimation. Nevertheless, the results serve as an initial 

approach for further work on developing numerical models for trickle bed reactors.   

With the presence of gas recycling in the bubble column, the minimum dimension for the trickle-bed 

reactor is 2 m in diameter and 6 m in height to reach a CH4 purity of 97% and the corresonding CH4 

production is 85 Nm3/h with a liquid flowrate of 50 m3/h. Without gas recycling in the bubble column, 

the dimension for the trickle-bed reactor is 2 m in diameter and 8 m in height to achieve the same 

performance. However, the liquid recirculation flowrate is increased from 50 m3/h to 100 m3/h. 
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To conclude the sizing of the industrial biological methanation plant, the optimal choice for the first 

bubble column reactor with a bubble size of 4 mm is to choose a minimum 𝐷𝑟 = 1 m and 𝐻 = 8 m, 

associated with a gas recirculation flowrate of 𝑄𝐺,𝑟 = 100 Nm3/h to achieve a CH4 purity of 65% (only 

50% without gas recirculation). The optimal choice for the second trickle-bed reactor with plastic PALL 

ring packing is to choose a column of 𝐷𝑟 = 2 m and 𝐻 = 6 m to achieve a final CH4 purity of 97% (from 

65% issued from the bubble column) and a CH4 production of 85 Nm3/h, with the liquid recirculation 

flowrate of 𝑄𝐿,𝑟 = 50 m3/h. The better biogas upgrading of the trickle bed reactor comes from a 

superior interfacial area as 𝑎𝑡𝑟𝑖𝑐𝑘𝑙𝑒 𝑏𝑒𝑑 = 207 m2.m-3 > 𝑎𝑏𝑢𝑏𝑏𝑙𝑒 𝑐𝑜𝑙𝑢𝑚𝑛 = 60 m2.m-3.  
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4.2.5 General conclusion on biological methanation scale-up study 

Through examples given in Sections 4.2.1 and 4.2.2, it is obvious that the 1D model can be used as a 

practical tool for defining a rational scale-up strategy for biological methanation. Through this exercise, 

it is found that the reactor height has a vital impact on the bioreactor performance. High purity can be 

achieved in high 𝐻/𝐷𝑟 bubble columns to the detriment of productivity. The CH4 purity evolves linearly 

with the reactor height. Next, the reactor diameter has a limited effect on the CH4 purity. Nevertheless, 

for a certain gas molar flowrate, the smaller the column diameter, the higher the gas fraction to be 

injected per unit of column section. This heightens the concern of bubble coalescence which is 

detrimental to the mass transfer and hence the conversion. For a bioprocess that is strongly limited by 

hydrogen solubility, it is necessary to provide a high volumetric interfacial area for mass transfer.  

Several experimental works reported on the positive pressure effect of biological methanation have 

been conducted using a non-constant mass flow rate (Martin et al., 2013; Seifert et al., 2014). 

Nevertheless, a considerable number of studies about the pressure effect in bubble columns (notably 

on hydrodynamics) have been reported in the literature. It is found that the positive pressure effect 

depends on the superficial gas velocity and the sparger design. If an orifice-type sparger is used, the 

bubble diameter decreases clearly with the pressure. It is also revealed that a negative pressure effect 

only prevails in the heterogeneous regime (high superficial gas velocity) as it promotes bubble 

breakage, leading to lower bubble size and higher gas holdup, and hence, stabilising the bubbly flow 

regime even at high flowrate. Whereas the biological methanation operates mostly in the 

homogeneous regime at low superficial gas velocity. Using the 1D model, it is found that at the same 

inlet molar flowrate, the higher the pressure, the higher the 𝐶∗ but the lower the 𝑘𝐿𝑎.   
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4.3 Substrate gradients in large-scale fermenters 

In this section, the 1D model is applied to study large-scale bioreactors used for the baker’s yeast 

fermentation process. In large-scale fermenters, the timescale associated with the glucose uptake is 

similar to the mixing timescale. As a result, non-ideal mixing in industrial bioprocesses leads to 

substrate gradients, resulting in by-product formation and yield loss. Whereas on the laboratory scale, 

the bioprocess has excellent yield due to a well-mixed environment under perfectly controlled 

conditions (Enfors et al., 2001; Haringa et al., 2016; Morchain, 2017). In the presence of substrate 

gradients, the microorganism experiences strong temporal variations in the extra-cellular substrate 

concentration along the cell trajectory. These variations may have an effect on their metabolism, which 

continuously needs to adapt to variations in substrate availability (Haringa et al., 2017). Other than 

substrate gradients, the microorganism may also experience gradients in dissolved oxygen, pH, and 

temperature. In the past, an array of researches on substrate gradients had been performed using the 

CFD framework (Delvigne et al., 2006; Haringa et al., 2017, 2016; Lapin et al., 2006, 2004; McClure et 

al., 2016a; Morchain et al., 2014; Nadal-Rey et al., 2021b, 2021a; Sarkizi Shams Hajian et al., 2020; 

Wright et al., 2018). In this subject, most of the CFD model is based on a well-documented reference 

case: a 22 m3 industrial fermenter with extensive published experimental data and numerical results 

(Enfors et al., 2001; Larsson et al., 1996; Vrábel et al., 2001, 2000, 1999). It is shown that the CFD model 

provides detailed insight into the fermentation environment. In particular, Lapin et al. (2006, 2004) 

developed the Euler-Lagrange approach, whereby the microorganisms are tracked through their 

lifelines in a transient manner. The lifeline analysis records the duration and magnitude of substrate 

concentration variation experienced by the microorganisms. These approaches require a large number 

of particles to be tracked to ensure statistical convergence. Consequently, the computational cost is 

very high. Another CFD approach is the use of the Euler-Euler approach to predict substrate and 

product gradients, as shown in the work of Sarkizi Shams Hajian et al. (2020). In that work, an 

unstructured metabolic model is coupled to the CFD model to study by-product formation in a 22 m3 

fermenter. In the next section, a comparison of the 1D model predictions with the CFD results from 

Sarkizi Shams Hajian et al. (2020) is presented and a critical analysis of the case is discussed. 
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4.3.1 Brief description of the CFD based study 

Sarkizi Shams Hajian et al. (2020) conducted a 3D CFD simulation based on Euler-Euler RANS two-fluid 

model. Figure 4.18 shows the geometry of the fermenter simulated with the CFD model. The mesh 

consisted of approximately 2.5 million hexahedron cells. The turbulence was modelled as realizable 

𝑘 − 𝜖. The concentration of chemical species, namely glucose, O2, CO2, and ethanol was modelled in 

the gas (O2 and CO2 only) and liquid phase. The physical properties of water were considered for the 

liquid phase. The gas phase was assumed to follow the ideal gas law with a constant bubble diameter 

of 9 mm. The drag model of Grace from Clift et al. (1978) was used with a swarm factor set to -1.2. 

Assuming zero liquid velocity for closed bubble column, the slip velocity at 9 mm is calculated as 0.206 

m.s-1. No additional bubble interface forces are considered. The operating pressure was set to 130 710 

Pa close to the boundary and the operating density was set to zero. The temperature is mentioned to 

be 30°C.  The operating conditions for the simulation case are summarised in Table 4.4. The biomass 

is not solved but instead assumed as a constant value. Two values of biomass concentration ( 𝑋 = 10 

g.L-1 and 𝑋 = 25 g.L-1) were considered to investigate the impact of the substrate gradients magnitude 

on the bioreactions.  

 

Figure 4.18: Geometry of the 22 m3 fermenter studied by Sarkizi Shams Hajian et al. (2020) 
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Table 4.4: Operating conditions set up in the CFD simulation of Sarkizi Shams Hajian et al. (2020) 

Operating parameters Description 

Primary phase (water) 𝜌𝐿 = 1000 kg.m-3, 𝜇𝐿 = 0.001 Pa.s 

Secondary phase (air) 

𝜌𝐺 = 1.225 kg.m-3 

Ideal gas law 

𝑑𝑏 = 0.009 m 

Interphase forces Drag force only: Grace & Swarm coefficient -1.2 

Aeration rate 0.231 kg.s-1 

Headspace pressure 130 710 Pa 

Agitation rate 2.22 s-1 

Glucose feed 52 kg.h-1 

4.3.2 Biological model  

The biokinetics model followed the Saccharomyces cerevisiae fermentation model proposed by 

Sonnleitner and Käppeli (1986). Glucose is served as the main substrate whereas ethanol can be 

considered as a substrate or a product depending on the environmental conditions. The model 

assumes the yeast respiratory capacity as the key metabolic bottleneck. If the glucose uptake exceeds 

the respiratory limits, the remaining electrons are channelled via reductive pathways, leading to the 

secretion of ethanol, commonly called as overflow mechanism. The model also allows ethanol uptake 

under aerobic conditions (if oxygen is in excess after glucose uptake). Under anaerobic condition, 

ethanol is the dominant product. Thus, the metabolic is divided into: 

• Aerobic growth on glucose (indexed 𝑠𝑎𝑒) 

• Aerobic growth on ethanol (indexed 𝑠𝑎𝑛) 

• Anaerobic growth of glucose (indexed 𝑒𝑎𝑒) 

The uptake rate of the substrates are assumed to follow Monod-type kinetics (Monod, 1950): 

Glucose 𝑞𝑠 = 𝑞𝑠
𝑚𝑎𝑥

𝐶𝑠
𝐾𝑠 + 𝐶𝑠

 (4.13) 

Oxygen 𝑞𝑜 = 𝑞𝑜
𝑚𝑎𝑥

𝐶𝑜
𝐾𝑜 + 𝐶𝑜

 (4.14) 
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Ethanol 𝑞𝑒 = 𝑞𝑒
𝑚𝑎𝑥

𝐶𝑒
𝐾𝑒 + 𝐶𝑒

 (4.15) 

To differentiate the metabolism state, the catabolic capacity to metabolise glucose serves as the 

threshold. Primarily, if the specific glucose uptake 𝑞𝑠 exceeds the related oxygen demand for oxidation 

𝑌𝑠/𝑜𝑞𝑜, meaning that: 

 𝑞𝑠 > 𝑌𝑠/𝑜𝑞𝑜 (4.16) 

The overflow mechanism kicks in and aerobic ethanol is formed. In this case, acetaldehyde serves as 

an electron acceptor. Consequently, the “anaerobic” carbon flux refers to the remainder of the total 

substrate uptake, mathematically translated as equations (4.17)-(4.18), which signifies the ethanol 

secretion. 

 𝑞𝑠𝑎𝑒 = 𝑚𝑖𝑛(𝑞𝑠, 𝑌𝑠/𝑜𝑞𝑜) (4.17) 

 𝑞𝑠𝑎𝑛 = 𝑞𝑠 − 𝑞𝑠𝑎𝑒 (4.18) 

The ethanol formed can be consumed as a substrate under aerobic conditions but priority is given to 

glucose. Given that (4.19) holds true, meaning that oxygen is in excess compared to glucose, the 

specific ethanol uptake rate is calculated by equation (4.20). Equation (4.20) compares whether oxygen 

demand for ethanol oxidation after glucose consumption 
𝑞𝑜−𝑌𝑜/𝑠𝑞𝑠𝑎𝑒

𝑌𝑜/𝑒
 exceeds the ethanol uptake 𝑞𝑒. 

 𝑞𝑠 < 𝑌𝑠/𝑜𝑞𝑜 (4.19) 

 
𝑞𝑒𝑎𝑒 = 𝑚𝑖𝑛 (

𝑞𝑜 − 𝑌𝑜/𝑠𝑞𝑠𝑎𝑒

𝑌𝑜/𝑒
, 𝑞𝑒) (4.20) 

In the end, the overall metabolic model can be simplified down into the following three global 

reactions (with general stoichiometric coefficients):  

• Aerobic growth on glucose 
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 𝑠𝐶6𝐻12𝑂6 + 𝑜𝑂2 + 𝑛𝑁𝐻3 → 𝐶𝐻1.8𝑂0.6𝑁0.2 + 𝑐𝐶𝑂2 + 𝑤𝐻2𝑂 (4.21) 

• Anaerobic growth on glucose 

 𝑠𝐶6𝐻12𝑂6 + 𝑛𝑁𝐻3 → 𝐶𝐻1.8𝑂0.6𝑁0.2 + 𝑒𝐶2𝐻5𝑂𝐻 + 𝑐𝐶𝑂2 +𝑤𝐻2𝑂 (4.22) 

• Aerobic growth on ethanol  

 𝑒𝐶2𝐻5𝑂𝐻 + 𝑜𝑂2 + 𝑛𝑁𝐻3 → 𝐶𝐻1.8𝑂0.6𝑁0.2 + 𝑐𝐶𝑂2 + 𝑤𝐻2𝑂 (4.23) 

 

 

Figure 4.19: Schematic representation of the metabolic model network as presented in Sonnleitner 

and Käppeli (1986).  

Figure 4.19 presents the graphical illustration of the metabolic pathway based on the respiratory 

bottleneck. It starts with the calculation of the specific uptake rate from equation (4.13)-(4.15) and the 

bioreaction is based on the comparison of uptake rate, as shown in Figure 4.19. The yeast fermentation 

model is an unstructured metabolic model. It assumes that the metabolism of microorganisms changes 

instantaneously when confronted with the fluctuating extra-cellular substrate concentration. In the 

reality, the intracellular state should be considered in the model, as in the work of (Pigou and 
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Morchain, 2015). The historical state of the microorganisms has to be included to yield a more realistic 

model. Nevertheless, this approach is not included in the 1D model as the objective is to compare the 

1D model results with those of the CFD model by Sarkizi Shams Hajian et al, (2020).  

4.3.3 1D modelling of the fermenter  

The height and diameter in the 1D model are those of the CFD simulated fermenter. The number of 

grid points along the vertical direction is set to 100.  The closure relations used in the 1D model are 

reported in Table 4.5. In particular, the dispersion coefficient is set so as to respect the hydrodynamic 

mixing time. The mixing time had been reported in Vrábel et al. (1999) to be 166 s and the numerical 

mixing simulation had also been reported in Haringa et al. (2017) to be 183 s. It is measured by 

monitoring the tracer concentration using a probe located at the bottom of the reactor while the tracer 

was injected at the top. Therefore, the liquid dispersion coefficient 𝐷𝐿 can be calculated by fitting the 

analytical solution of Inoue and Kafarov (1973) with the mixing time. The analytical solution of Inoue 

and Kafarov (1973) is presented in  

 
𝑦 =

𝐶(𝑧, 𝑡)

𝐶0
= 1 + 2∑ 𝑐𝑜𝑠 (

𝑛𝜋𝑧

𝐿
) 𝑒𝑥𝑝 (−

𝑛2𝜋2

𝐿2
𝐷𝐿𝑡)

∞

𝑛=1

 (4.24) 

With 𝐿 the distance between the probe location and the injection point.  

The gas-liquid mass transfer for O2 and CO2 was modelled via the film theory based on Henry’s law. 

However, the Henry’s constant was not reported in Sarkizi Shams Hajian et al. (2020). The modelled 

mass transfer coefficient is not explicitly reported either. But, it is believed Lamont and Scott (1970) 

correlation for mass transfer based on the eddy dissipation model is used. The ethanol gas-liquid mass 

transfer is modelled using a partition coefficient, meaning that only the ethanol in the liquid is solved. 

The ethanol concentration in the gas phase is assumed to be at equilibrium with that of liquid, the 

same hypothesis will be made in the 1D model. 

As far as the biological model is concerned, the same bioreaction model used in the CFD simulation 

was implemented in the 1D model. The yield coefficient values were not reported in the work of Sarkizi 

Shams Hajian et al. (2020) but it is referenced in the work of Sweere et al. (1988). The same values are 

used in the 1D model and these coefficients are reported in Table 4.6. 
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Table 4.5: Closure relations applied in the 1D model 

Variables Closure model 

𝑑𝑏 Constant 9 mm same as Sarkizi Shams Hajian et al. (2020) 

𝑢𝐺 Same as Sarkizi Shams Hajian et al. (2020) 

𝑢𝐿 0 m.s-1 bubble column closed to the liquid 

𝐷𝐺 0.1 m².s-1 insensitive to 𝐷𝐺. Assumed the same as 𝐷𝐿 

𝐷𝐿 0.1 m².s-1 - Calculated from the analytical solution of Inoue and Kafarov (1973) using 

the mixing time obtained from the experiment of Vrábel et al. (1999) 

𝑘𝐿 Higbie (1935) 

𝐶∗ Sander (2015) 

𝑅𝑖 same as Sarkizi Shams Hajian et al. (2020) 

 

Table 4.6: Biological parameters applied in the 1D model based on Sweere et al. (1988) 

Biological parameters Value (units) 

𝑞𝑠
𝑚𝑎𝑥 3.5 gS. gX−1. h−1 

𝑞𝑜
𝑚𝑎𝑥 0.256 gO2. gX

−1. h−1 

𝑞𝑒
𝑚𝑎𝑥 0.236 gE. gX−1. h−1 

𝐾𝑠 150 𝑚𝑔𝑆. 𝐿−1 

𝐾𝑜 0.1 𝑚𝑔𝑂2. 𝐿
−1 

𝐾𝑒 100 𝑚𝑔𝐸. 𝐿−1 

𝑌𝑠/𝑜 2.592 gS. gO2
−1 

(𝑌𝑐/𝑠)𝑎𝑛
 0.4620 gCO2. gS

−1 

(𝑌𝑒/𝑠)𝑎𝑛
 0.480 gE. gS−1 

(𝑌𝑐/𝑠)𝑎𝑒
 0.574 gCO2. gS

−1 

𝑌𝑜/𝑒/(𝑌𝑜/𝑒)𝑎𝑒
 0.890 gO2. gE

−1 

(𝑌𝑐/𝑒)𝑎𝑒
 0.650 gCO2. gE

−1 
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4.3.4 Hydrodynamics results 

First, the results without bioreaction are presented. It is reported that the average gas holdup in the 

fermenter corresponds to 19% (Sarkizi Shams Hajian et al., 2020). This value is slightly above the 

experimental measurements of 17.1% (Vrábel et al., 1999) and the previous numerical CFD Euler-

Lagrange simulation of 17.6% (Haringa et al., 2017). With the obtained average gas holdup, the 

volume-averaged mass transfer coefficient 𝑘𝐿𝑎 is reported to be 190 h-1 (Sarkizi Shams Hajian et al., 

2020). This 𝑘𝐿𝑎 value is quite close to the experimental value of 180 h-1 (Larsson et al., 1996) and a 

previous CFD Euler-Lagrange simulation yielded 144 h-1 (Haringa et al., 2017).  

 

Figure 4.20: (a) Gas holdup and (b) 𝒌𝑳𝒂 profiles at steady-state. Red line signifies the averaged value. 

Figure 4.20 reports the hydrodynamic profile of the gas holdup and 𝑘𝐿𝑎. It must be emphasised that 

the spatio-temporal 1D model developed in this thesis has been applied to bubbly flow applications, 

primarily validated in bubble column reactors. The current fermenter corresponds to a tall multistage 

stirred-tank reactor. Nevertheless, the physics of bubbly flow in stirred tanks exhibiting a high 𝐻/𝐷𝑟 

ratio is still very close to that of a bubble column. The gas holdup and 𝑘𝐿𝑎 increase linearly from the 

bottom to the top of the column, with the averaged gas holdup and 𝑘𝐿𝑎 at steady state found to be 

18.73% and 122 h-1, respectively. The averaged gas holdup is very close to that of Sarkizi Shams Hajian 

et al. (2020). This is due to the fact that the same closure on the bubble drag is considered in the 1D 

model, which is the Grace drag model with the swarm factor of -1.2. However, the 𝑘𝐿𝑎  is 
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underpredicted. By using the Higbie model, 𝑘𝐿 is calculated as 2√
𝐷.𝑢𝑟𝑒𝑙

𝜋𝑑𝑏
 with the oxygen diffusivity at 

30°C, 𝐷 = 2.6 × 10−9  m².s-1, the slip velocity, 𝑢𝑟𝑒𝑙 = 0.206  m.s-1, and the bubble diameter 𝑑𝑏 =

0.009 m, accordingly, the 𝑘𝐿 = 2.75 × 10
−4  m.s-1. Considering the interfacial area of 𝑎 =

6𝜀𝐺

𝑑𝑏
 with 

휀𝐺 = 18.73%, the average 𝑘𝐿𝑎 yields 122 h-1. Since the bubble diameter is identical and the overall gas 

holdup is very close to that of the CFD model, the reason for the difference in 𝑘𝐿𝑎 resides in the closure 

model for 𝑘𝐿. It is believed that the Lamont and Scott (1970) closure model is used in the work of 

Sarkizi Shams Hajian et al. (2020). The model of Lamont and Scott (1970) cannot be implemented in 

the 1D model as the energy dissipation is not calculated. Instead, the 𝑘𝐿𝑎 is multiplied by a factor of 

1.5 to match the 𝑘𝐿𝑎 value of the CFD model. This numerical artefact corrects the volumetric mass 

transfer coefficient to the same value and will allow a direct comparison when the bioreaction is 

considered. 

4.3.5 Yeast fermentation for 𝑿 = 𝟏𝟎 g.L-1 

Next, the yeast fermentation is simulated. The simulation considered two biomass concentrations. 

First, the biomass concentration of 𝑋 = 10 g.L-1 is discussed. The glucose is injected at a rate of 52 

kg.h-1 at the top of the fermenter. However, the exact location of the glucose feed is not mentioned in 

the work of Sarkizi Shams Hajian et al. (2020). Nevertheless, it is found in previous work that the 

glucose feed is located 6.5 m above the bottom of the tank, close to the liquid surface (Larsson et al., 

1996). This is a bit contradictory to the results of Sarkizi Shams Hajian et al. (2020) whereby the feed 

location is estimated at around 5.5 m (notice the red spots in the glucose profiles reported in the 

reference paper of Sarkizi Shams Hajian et al. (2020) are located around 5.5 m). Nonetheless, sensitivity 

analysis on this feed location is performed using the 1D model, with two feed locations (i) 5.5 m from 

the ground and (ii) 6.5 m from the ground. The glucose feed is modelled as a local source term in the 

species transport equation of glucose. Besides, the glucose concentration profile for the same 

simulation case and setup is also reported in Haringa et al. (2017) whereby an Euler-Lagrange CFD 

simulation was performed. These results are also considered in the comparison with the 1D model.  
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Figure 4.21: CFD concentration profiles of (a) oxygen (b) carbon dioxide (c) ethanol and (d) glucose 

for 𝑿 = 𝟏𝟎 g.L-1 as reported in Figure 4 of Sarkizi Shams Hajian et al. (2020) 

The concentration fields issued from the CFD simulation of Sarkizi Shams Hajian et al. (2020) reveal 

some kind of compartmentation with almost uniform concentrations in the four zones where the 

impellers are installed, as shown in Figure 4.21. This can be related to the fact that the reactor is 

equipped with Rushton turbines (radial impeller). Figure 4.22 presents the concentration profiles 

obtained from the 1D model superposed with those of CFD. The mean concentration value in the four 

quasi-uniform concentration zones of the CFD model is reported together with the 1D model results 
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in Figure 4.22. The agreement is quite good if one considers that averaging the CFD results implies an 

image analysis procedure which is not error-free. Also, the 1D model obviously filters horizontal 

gradients that are actually present in the upper part of the column, close to the glucose feed point. 

The 1D model results have a better agreement with CFD for the glucose feed location situated at 5.5 m. 

The oxygen profile is slightly underpredicted but this is due to the different mass transfer closure 

models, as discussed previously. Nevertheless, the oxygen profile is still considered acceptable even if 

it was multiplied by a constant factor of 1.5. The glucose profile is also well predicted, considering the 

possible error committed during the calculation of the CFD mean concentration value. If the glucose 

feed had been located at 6.5 m, the peak of glucose concentration will not be observed. Nevertheless, 

the results for the glucose feed at 6.5 m can still be compared to the experimental measurement of 

Larsson et al. (1996) and the CFD simulation of Haringa et al. (2017). The results are reported in Table 

4.7. The 1D model predictions are very close to both the experimental values (at discrete sampling 

positions) and the CFD ones for the glucose concentration. In essence, the 1D model underpredicts the 

glucose concentration at the bottom; very well predicts the value in the middle; while both CFD and 

1D models overpredict the glucose concentration at the top.  

 

Figure 4.22: Concentration profiles of oxygen and glucose at steady state. (a) and (b) for glucose feed 

located approximately at 5.5 m. (c) and (d) for glucose feed located around 6.5 m. Red cross: CFD 

mean value from Sarkizi Shams Hajian et al. (2020) 
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Table 4.7:  Mean glucose concentration in mg.L-1 (glucose molecular weight = 180 g.mol-1) at three 

axial locations with the glucose feed located at 6.5 m. 

Axial 

Location 

(m) 

Experimental value from 

Larsson et al. (1996) 

Euler-Lagrange CFD 

simulation from 

Haringa et al. (2017) 

1D model 

0.97 4.3 5.1 1.63 

3.90 11.2 17.6 14.2 

6.35 40.7 82.9 81.3 

Overall, the 1D model predictions are in good agreement with the literature data, highlighting the 

advantage of the 1D model in the study of substrate gradients in large-scale bioreactors. For 

comparison, the simulation time for the 1D model is in the order of 10 minutes whereas the CFD 

simulations are mostly in the order of hours or days. 

Apart from oxygen and glucose profiles, Sarkizi Shams Hajian et al. (2020) also provided the dissolved 

CO2 concentration profile. It must be emphasised that the dissolved CO2 concentration profile is much 

harder to compare for several reasons. First, CO2 is produced in the liquid phase as a by-product, as 

shown in equations (4.21)-(4.23). Next, due to thermodynamic disequilibrium, it is stripped from the 

liquid phase to the gas phase with the mass transfer intensity defined by the concentration gradient 

𝐶∗ − 𝐶𝐿  and the volumetric mass transfer coefficient 𝑘𝐿𝑎. More precisely, 𝐶∗  depends on the CO2 

partial pressure and the Henry’s constant, 𝐶𝐿 depends on the pH and the production rate, and 𝑘𝐿𝑎 

depends on the gas holdup, bubble diameter and the closures for the mass transfer coefficient 𝑘𝐿. It 

is found that the CO2 concentration predicted by the 1D model is not in the same order of magnitude 

as that provided by Sarkizi Shams Hajian et al. (2020).  
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Figure 4.23: (a) Dissolved CO2 concentration profile. Red line indicates the mean CO2 concentration. 

Blue dotted line represents the CO2 equilibrium concentration (b) O2 and CO2 molar fraction profile 

(c) Maximum CO2 and equilibrium concentration and their ratio 𝝃 as a function of outlet CO2 molar 

fraction. Adapted from: Royce and Thornhill (1991) 

Figure 4.23(a) shows that the dissolved CO2 concentration increases from the bottom to the top of the 

column, with the maximum CO2 concentration formed, being 1.3 × 10-3 mol.L-1 (1.3 mol.m-3). The 

maximum CO2 concentration is located at the top where the glucose feed is situated. The mean 

dissolved concentration is around 0.8 × 10-3 mol.L-1, as shown with the red vertical line in Figure 

4.23(a). Figure 4.23(b) shows that the CO2 molar fraction increases from 400 ppm in the inlet to 3% at 

the outlet, which is consistent with the finding of Sarkizi Shams Hajian et al. (2020) who reported that 

the estimated CO2 molar fraction reached between 2.1 and 2.9 %. For baker’s yeast fermentation, Chen 

and Gutmanis (1976) reported that with an inlet molar fraction of CO2 of 400 ppm (normal air 

condition), the CO2 molar fraction formed at the outlet gas is between 0-5%.   

Figure 4.23(c) presents the dissolved CO2 concentration, the corresponding equilibrium concentration 

and their ratio according to the % of CO2 in the outlet gas. For a 3% CO2 outlet molar fraction, Royce 

and Thornhill (1991) model predict the dissolved CO2 concentration and its equilibrium concentration 

are roughly 1.1 ×  10-3 mol.L-1 and 0.85 ×  10-3 mol.L-1, respectively. Thus, the dissolved CO2 

concentration obtained by the 1D model agrees with the work of Royce and Thornhill (1991). For pH = 

5 of fermentation condition and a CO2 partial pressure of 3% atmospheric pressure, the dissolved CO2 
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is roughly 10-3 mol.L-1 (Pourbaix, 1974). Many researchers also reported the dissolved CO2 

concentration to be in the range of 10-3 mol.L-1 in usual yeast fermentation conditions, namely 

temperature = 30°C, pH = 4-5, and pressure at atmospheric pressure (Chen and Gutmanis, 1976; Jones 

and Greenfield, 1982; Royce and Thornhill, 1991; Yagi and Yoshida, 1977) 

Surprisingly, the dissolved CO2 concentration reported in Sarkizi Shams Hajian et al. (2020) is roughly 

5 × 10-2 mol.L-1. It might be that the hydrostatic pressure was considered instead of the CO2 partial 

pressure in the work of Sarkizi Shams Hajian et al. (2020) which could explain such a high dissolved CO2 

concentration. For a given pH in the liquid and CO2 partial pressure in the gas phase, the dissolved CO2 

concentration is known. Indeed, from the data of (Pourbaix, 1974), a concentration of 5 × 10-2 mol.L-1 

is achieved if the CO2 partial pressure is considered as the atmospheric pressure. Nevertheless, the 

difference in CO2 concentration between the 1D and CFD models has no impact on the prediction of 

other species gradients. 

 

Figure 4.24: (a) Specific glucose uptake rate (b) Volumetric CO2 production rate 

The 1D model shows that the slope of the dissolved CO2 concentration (Figure 4.23(a)) is not constant, 

signifying that different metabolic mechanisms coexist inside the fermenter. CO2 is a by-product of 

yeast fermentation produced via metabolic pathways, according to equations (4.21)-(4.23) and each 

pathway gives a different carbon dioxide yield, as shown in Table 4.6. 
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Figure 4.24(a) presents the local variation of the specific glucose uptake 𝑞𝑠 and the related oxygen 

demand for oxidation 𝑌𝑠/𝑜𝑞𝑜. It shows that the glucose is in excess (𝑞𝑠 > 𝑌𝑠/𝑜𝑞𝑜) at the top of the 

column near the feed zone, signifying the principal metabolic pathway is the aerobic growth of glucose 

with the rest of the glucose being converted to ethanol through the overflow mechanism. (see 

equation (4.21) and equation (4.22)). From the bottom to a height of 5 m, the specific glucose uptake 

rate is lower than the associated oxygen demand for oxidation (𝑞𝑠 < 𝑌𝑠/𝑜𝑞𝑜 ). The main active 

metabolic pathway is the aerobic growth of ethanol, as written in equation (4.23).  As a result, it can 

be observed in Figure 4.24(b) that the CO2 production rate peaks near the glucose feed location, and 

decreases gradually down the column.   

4.3.6 Yeast fermentation for 𝑿 = 𝟐𝟓 g.L-1 

We also compared the results for 𝑋 = 25 g.L-1 between 1D and CFD models, as shown in Figure 4.25. 

The oxygen concentration decreases significantly from the bottom to the top of the column. Sarkizi 

Shams Hajian et al. (2020) stated that the dissolved oxygen level below 4 × 10-6 mol.L-1 is observed in 

a volume of 0.04 m3 near the top of the column. We also found a very similar volume of 0.0395 m3 for 

the region above 5.46 m height where the dissolved oxygen concentration is 4 × 10-6 mol.L-1. Due to a 

higher biomass concentration, the substrate consumption rate is larger than in the previous test case. 

The aeration rate being constant, the substrate gradients are now more pronounced. The 

concentration value of 4 × 10-6 mol.L-1 is mentioned by Sarkizi Shams Hajian et al. (2020) as the 

threshold for aerobic growth of glucose. The dissolved CO2 concentration profile was not reported in 

Sarkizi Shams Hajian et al. (2020). Nevertheless, the dissolved CO2 profile predicted by the 1D model 

is still reported in Figure 4.25(b). The CO2 concentration profile is very similar to that of 𝑋 = 10 g.L-1, 

with only slightly higher CO2 near the glucose feed. This signifies the CO2 production is not sensitive to 

the increase of biomass concentration. The dissolved CO2 concentration is most likely due to 

thermodynamic equilibrium. It must be emphasised that the pH is not solved in either 1D or CFD 

models. In reality, the dissolved CO2 concentration changes according to the pH. However, coupling 

the dynamics of pH in a complete model is rare, since the system equations become very stiff. The 

ethanol and glucose concentration are also predicted satisfactorily well compared with the CFD results, 

as shown in Figure 4.25(c) and Figure 4.25(d), respectively.  
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Figure 4.25: Concentration profiles of (a) oxygen (b) carbon dioxide (c) ethanol and (d) glucose for 

𝑿 = 𝟐𝟓 g.L-1. Red cross: CFD mean value from Sarkizi Shams Hajian et al. (2020) 

4.4 General conclusion on substrate gradients in large-scale 

fermenters study 

From this study, it is shown that the 1D model performed just as well as the CFD model in the 

investigation of substrate gradients in large-scale fermenters. The 1D model results have been 

compared to the results of Sarkizi Shams Hajian et al. (2020) who performed the 3D Euler-Euler CFD 

simulation of a well-known 22 m3 industrial fermenter (Haringa et al., 2017; Larsson et al., 1996; Vrábel 

et al., 2001, 2000, 1999). The key parameters are kept the same as much as possible, such as the bubble 

diameter and the reported 𝑘𝐿𝑎 value. It is found that substrate and by-product gradients exist in large-

scale bioreactors and numerical modelling tools such as 1D and CFD models are useful to understand 

the existence of such gradients and the physics of the process. At higher biomass concentration, more 

severe substrate gradients are expected on glucose and oxygen concentrations, leading to poor 

product yield. To mitigate this problem, solutions such as multiple feed points can be envisaged. 

Although CFD models yield more precise local information about the substrate gradient, the 1D model 

offers a faster resolution with a satisfactory prediction which give the possibility to perform sensitivity 

analysis, such as probing design parameters, biological kinetics parameters, and operating conditions 

before moving into more advanced CFD simulation.  
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Chapter 5 Reactive bubbly flow analysis using 1D model 

5.1 Reactive bubbly flow 

Considering the scenario of high interfacial mass transfer rate without chemical reaction, the 

dissolution of the gas bubble in the liquid will lead to bubble size reduction, and in return impact the 

bubble rising velocity. This is characterised as a two-way coupling problem. Some of the earliest work 

on this subject include the study of carbon dioxide (CO2) absorption in water which is relatively more 

soluble than oxygen (Deckwer et al., 1978; Takemura and Yabe, 1999). In the case of reactive bubbly 

flow, the presence of chemical reactions will accelerate the interfacial mass transfer, leading to a 

strong two-way coupling problem with the hydrodynamics. The coupling of reactive mass transfer and 

fluid dynamics are shown in Figure 5.1 with the respective parameters involved. The mass transfer rate 

�̇� in kg.s-1 or mol.s-1 is a function of local fluid dynamics and chemical reaction kinetics.  

 

Figure 5.1: Diffusional, convective or reactive mass transfer mechanism 

Recently, comprehensive research on the topic of reactive mass transfer has been published in the 

book Reactive Bubbly Flows (2021). It provides an extensive experiment dataset for future numerical 

model validation and it also presents recent numerical methods for detailed simulation of reactive 

bubbly flow. This review includes the study of different scales, ranging from a free-rising single bubble 

to confined Taylor bubbles and bubble swarms. Among the reactive systems studied, the 

chemisorption of CO2 in aqueous sodium hydroxide solution (NaOH) is the most studied system, with 

three notable examples presented in Reactive Bubbly Flows (2021) are the studies of Darmana et al. 
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(2007), Kováts et al. (2017) and Taborda et al. (2021). These studies were conducted in laboratory-

scale bubble columns with a height of ~1 m. These researchers used different experimental techniques 

to quantify the reactive mass transfer of CO2. Darmana et al. (2007) follows the reactive mass transfer 

with a pH probe. Kováts et al. (2017) monitors the pH changes with an optical method of 2-tracer-PLIF. 

Taborda et al. (2021) records the electrical conductance using a wire-mesh sensor which tracks the pH 

changes.  

In this work, we chose the reference case of Darmana et al. (2007) for our study due to a complete 

experimental dataset and also extensive research was published after this original work. Darmana et 

al. (2007) investigated the chemisorption of CO2 in NaOH solution and the influence of fast reaction on 

the hydrodynamics behaviour was studied both experimentally and numerically with the CFD model 

using the Euler-Lagrange approach. The goal is to elucidate the coupling of hydrodynamics and 

chemisorption (mass transfer under the effect of chemical reaction). The authors developed a fully-

resolved CFD Euler-Lagrange model to investigate the coupling, and the model was validated with 

experimentally measured bubble velocity profile, Sauter mean diameter, integral gas holdup and pH. 

The pH measurement serves as a monitoring of the CO2 mass transfer flux. Overall, the model captures 

well the hydrodynamics but the overall mass transfer process is underpredicted. Another shortcoming 

of Darmana et al. CFD model is the necessity of huge computational resources and long simulation 

time as for every 4s simulation, the required calculation time is 24h. A short summary on this reference 

case is presented in Section 5.2. 

 Since 2007, many researchers have revisited Darmana et al. work, using different strategies but mostly 

focused on the CFD model, either the Eulerian approach (Hlawitschka et al., 2016; Krauß and Rzehak, 

2018; Liu et al., 2021) or the Lagragian approach (Gruber et al., 2015; Huang et al., 2021; Taborda and 

Sommerfeld, 2021). These studies applied different strategies separately to investigate or reproduce 

the experimental data, such as detailed reaction pathways (Krauß and Rzehak, 2018; Krauβ and 

Rzehak, 2017), bubble population model (Buffo et al., 2017; Gruber et al., 2015), mass transfer closure 

model (Huang et al., 2021; Liu et al., 2021; Taborda and Sommerfeld, 2021), and enhancement factor 

model (Huang et al., 2021; Krauβ and Rzehak, 2017). Section 5.3 summarises shortly the originality and 

findings of each work.  
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5.2 Summary of Darmana et al. (2007) case 

A brief description of the experimental and numerical works of Darmana et al. (2007) is presented in 

this section. The experimental setup consists of a pseudo-2D bubble column of 200 mm width, 30 mm 

depth and 1500 mm height. The liquid level was kept at 1000 mm for all experiments. The 2D geometry 

is chosen to enable the visualisation of the flow structures and the bubble size distribution. 

Measurements via the optical method can be carried out directly without correction of the optical 

index. The bubbles were introduced through 21 gas needles, forming a square pitch of 5 mm in the 

middle of the column. The inner diameter of the needles was 1 mm. The superficial gas velocity (𝑗𝐺) 

was kept as 7 mm.s-1. The bubble size formed at the inlet (𝑑𝑏0) was mentioned to be 5.5 mm. 

Two gas-liquid systems were measured to investigate the influence of fast chemical reactions on the 

hydrodynamics behaviour. First, nitrogen (N2) and twice-distilled water was used to mimic the non-

reactive system. Next, a reactive system composed of CO2 and aqueous NaOH solution at an initial pH 

of 12.5 was utilised to study the effect of chemisorption on the hydrodynamics. All experiments were 

carried out after the flow pattern was fully developed in pseudo steady-state regime. Several 

measurements were conducted, namely: 

• Integral gas holdup was calculated by the difference in liquid height with and without bubbles. 

• Time-averaged gas velocity was measured by using Particle Image Velocimetry (PIV) as a 

tracking method of the bubble. The bubble velocity profile was reported at z/H = 0.75.  

• Local bubble size measurements were obtained through the image processing technique of a 

series of images recorded via CCD camera. The time-averaged bubble size axial profile was 

reported only for the reactive case. 

• Temporal evolution of pH was measured with a pH probe placed at 2 cm below the liquid 

surface in the centre of the column.  

Besides the experimental work, Darmana et al. (2007) also carried out numerical simulations for both 

non-reactive and reactive cases using the CFD Euler-Lagrange approach. The motion of each individual 

bubble is computed from the bubble mass and momentum equations while considering all relevant 

fluid dynamical forces, namely gravity, buoyancy, drag, lift, virtual mass and wall forces. The drag, lift 

and wall forces are modelled using closures obtained from Tomiyama et al. (2002, 1995). 
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5.3 Summary of previous studies on the Darmana et al. (2007) case 

In the literature different researchers applied different strategies to reproduce the experimental data 

of Darmana et al. (2007), of which they can be organised to the following strategies:  

• Detailed reaction pathways (Krauß and Rzehak, 2018; Krauβ and Rzehak, 2017)  

For the chemisorption process of CO2 in aqueous NaOH solution, Darmana et al. (2007) considers only 

the reversible two-step reaction pathway in their CFD model. The dissolved CO2 will react with the 

NaOH solution in a two-step reversible reaction, which will be denoted as the first and second 

reactions. The reactions are written as: 

 𝐶𝑂2 + 𝑂𝐻
− ⇌𝑘1,2

𝑘1,1 𝐻𝐶𝑂3
− (5.1) 

 𝐻𝐶𝑂3
− + 𝑂𝐻− ⇌𝑘2,2

𝑘2,1 𝐶𝑂3
2− +𝐻2𝑂 (5.2) 

Where 𝑘1,1 and 𝑘1,2 are the forward and backward rate constants, respectively for the first reaction 

while 𝑘2,1 and 𝑘2,2 are the forward and backward rate constants for the second reaction.  

Krauβ and Rzehak (2017) proposed a third reactive pathway which is the water reaction pathway that 

becomes important when pH < 10 and even dominant at pH < 8. It is a two-step reaction, the first 

reaction which is reversible (Kern, 1960) is written as:  

 𝐶𝑂2 +𝐻2𝑂 ⇌𝑘3,2

𝑘3,1 𝐻𝐶𝑂3
− +𝐻+ (5.3) 

The second step is identical to the hydroxide pathway, as shown in equation (5.2). The two reactions 

are coupled with the auto-dissociation of water, characterised by the equilibrium constant 𝐾𝑤. The 

chemical reaction rates are therefore expressed as:  

 𝑅1,1 = 𝑘1,1. [𝐶𝑂2]. [𝑂𝐻
−] (5.4) 

 𝑅1,2 = 𝑘1,2. [𝐻𝐶𝑂3
−] (5.5) 

 𝑅2,1 = 𝑘2,1. [𝐻𝐶𝑂3
−]. [𝑂𝐻−] (5.6) 

 𝑅2,2 = 𝑘2,2. [𝐶𝑂3
2−] (5.7) 
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 𝑅3,1 = 𝑘3,1. [𝐶𝑂2] (5.8) 

 𝑅3,2 = 𝑘3,2. [𝐻𝐶𝑂3
−]. [𝐻+] = 𝑘3,2. [𝐻𝐶𝑂3

−].
𝐾𝑤

[𝑂𝐻−]
 (5.9) 

Here, the reaction rate 𝑅𝑗,𝑘  are expressed in kmol.m-3.s-1 with 𝑗 = 1,2,3  denotes the reactions of 

equations (5.1)-(5.3) and 𝑘 = 1,2 denotes the forward and backward reaction, respectively. 

To validate the newly proposed reactive pathways, the authors developed a 0D model to investigate 

this effect solely. This simplified approach excludes any possible error from hydrodynamic modelling. 

The authors found that the overall pH is very well predicted with this simplified approach. By including 

the third pathway, the second change of pH slope when pH < 8 is well captured by the model.  

• Bubble size distribution by solving population balance model (Buffo et al., 2017) 

To predict the bubble size distribution and eventually the specific surface area that defines the overall 

mass transfer rate, Buffo et al. (2017) developed a CFD model that coupled with the population balance 

model using open-sourced CFD OpenFOAM software. The population balance equation is solved by 

the quadrature method of moments method. The shortcoming of this work is that the inlet bubble 

diameter was not kept the same as 5.5 mm which is that of Darmana et al. (2007). Instead, a correlation 

is used to estimate the inlet bubble diameter. This leads to an overestimation of the bubble size profile. 

Otherwise, the use of bubble size population balance model should yield a relatively good bubble 

diameter profile as it should yield a more realistic mass transfer flux. 

• Mass transfer closure model (Huang et al., 2021; Liu et al., 2021; Taborda and Sommerfeld, 2021) 

The earliest attempt to compare different mass transfer models is reported in the work of Liu et al. 

(2021). The authors applied four Sherwood correlations (in the form of 𝑆ℎ = 2 + 𝑎. 𝑅𝑒𝑏. 𝑆𝑐𝑐) to their 

Eulerian model and it was tested with or without the enhancement factor model. Table 5.1 reports the 

Sherwood correlation used in the work of Liu et al. (2021).  The choice of the Sherwood correlation 

tested is debatable. For example, the two empirical correlations of (Jain et al., 2015) shows a power of 

0.33 for the 𝑆𝑐, which is usually used for contaminated system, whereas for the case of Darmana et al. 

(2007), the system is considered pure as the experiment was conducted with twice distilled water or 

aqueous NaOH solution. In their model, the enhancement factor of Fleischer et al. (1996) which is 

previously validated by Hlawitschka et al. (2016) was used. The CFD simulations were conducted with 

a constant bubble diameter of 5.5 mm. However, some contradictory results were obtained. The 

authors proposed a ranking of the best fit using the four Sherwood correlations. Interestingly, in a later 
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paper by Huang et al. (2021), it is reported another ranking of the same Sherwood correlations tested 

by Liu et al. (2021). The authors explained the difference is due to different numerical approaches and 

the reactive kinetics model applied.  

Table 5.1: Sherwood correlation used by Liu et al. (2021) 

Sherwood correlation Description Reference 

𝑆ℎ = 2 + 0.015𝑅𝑒0.89. 𝑆𝑐0.7 
Non-spherical bubbles with stochastic 

deformations of the interface 
(Brauer, 1979) 

𝑆ℎ = 2 + 0.6415𝑅𝑒0.5. 𝑆𝑐0.5 
Spherical bubbles under creeping flow 

regime 
(Bird et al., 2002) 

𝑆ℎ = 2 + 1.25𝑅𝑒0.5. 𝑆𝑐0.33 Bubble swarm (Jain et al., 2015) 

𝑆ℎ = 2 + 0.43𝑅𝑒0.58. 𝑆𝑐0.33 Bubble swarm (Jain et al., 2015) 

Other recent advances in describing reactive mass transfer can be found in the work of Taborda and 

Sommerfeld (2021) and Taborda et al. (2021b). The authors developed the so-called full dynamic 

model to study Darmana et al. (2007) reference case. Both Taborda and Sommerfeld (2021) and 

Taborda et al. (2021b) developed a CFD model based on the Euler-Lagrange approach with the 

Sherwood number modified to take into account the non-spherical bubble oscillation motion. The 

Sherwood number is multiplied with the oscillation term which yields the following expression 

 
𝑆ℎ =

2

√𝜋
𝑃𝑒

1
2 [𝐼𝑛1 + 𝐼𝑛2

𝐴

𝜔𝑛
2𝑊𝑒

1
2] 

𝑊𝑒 =
𝜌𝐿𝑢𝑟𝑒𝑙

2 𝑑𝑏
𝜎

 

(5.10) 

Where 𝑃𝑒  is the Péclet number, 𝐼𝑛1  and 𝐼𝑛2  are integral constants dependent on the oscillation 

amplitude, 𝜔𝑛 the osccilation frequency, 𝐴 the oscillation amplitude,  and 𝑊𝑒 the Weber number.  

• Enhancement factor model (Huang et al., 2021; Krauβ and Rzehak, 2017) 

The enhancement factor (𝐸) is defined as the ratio between the mass transfer fluxes with and without 

reaction, supposing the same driving force of concentration. Besides evaluating the reactive pathway, 

Krauβ and Rzehak (2017) also provided a comprehensive review of enhancement factor that is widely 

used in the chemical engineering context. The fundamental findings of Krauβ and Rzehak (2017) are 

summarised hereafter.  
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For the chemisorption of CO2 in NaOH, a fast single-step irreversible reaction of second order is 

considered by combining equations (5.1) and (5.2), which leads to equation (5.11).  

 
𝐶𝑂2 + 2𝑂𝐻

− → 𝐶𝑂3
2−  + 𝐻2𝑂 (5.11) 

The Hatta number (𝐻𝑎) is thus written as: 

 

𝐻𝑎 =
√𝑘1,1. 𝐷𝐶𝑂2 . [𝑂𝐻

−]

𝑘𝐿
 

(5.12) 

Different mass transfer models (surface renewal model, penetration model, and film model) will give 

different expressions of 𝐸. Among these models, the one given by the surface renewal model yield an 

explicit expression of 𝐸, whereas the penetration and the film models give an implicit expression of 𝐸. 

Krauβ and Rzehak (2017) demonstrates that the differences between all three expressions are minor, 

with the surface renewal model provides a convenient formula, written as: 

 

𝐸 = −
𝐻𝑎2

2(𝐸𝑖 − 1)
+ √

𝐻𝑎4

4(𝐸𝑖 − 1)
2
+ 𝐸𝑖

𝐻𝑎2

4(𝐸𝑖 − 1)
+ 1 (5.13) 

With 𝐸𝑖  is the instantaneous enhancement factor. 𝐸𝑖  must be greater or equal to one to always give a 

value of 𝐸 greater or equal to one. Otherwise, the value is limited by 𝑚𝑎𝑥 (𝐸, 1) (Westerterp et al., 

1984). To apply this model, an expression of 𝐸𝑖  is needed. An implicit solution given by Danckwerts 

and Lannus (1970) which dependent on 𝛽(𝐸𝑖) is the following: 

 
𝐸𝑖 =

1

𝑒𝑟𝑓 (𝛽/√𝐷𝐶𝑂2)
=
𝑒𝑟𝑓 (𝛽/√𝐷𝑂𝐻−)

𝑒𝑟𝑓 (𝛽/√𝐷𝐶𝑂2)
+
𝑒𝑥𝑝(−𝛽2/𝐷𝑂𝐻−)

𝑒𝑥𝑝(−𝛽2/𝐷𝐶𝑂2)
.

[𝑂𝐻−]

2. 𝐻𝑒. 𝐶𝐺,𝐶𝑂2
. √
𝐷𝑂𝐻−

𝐷𝐶𝑂2
 (5.14) 

Some asymptotic cases can be derived from equation (5.14). An analytical solution is obtained if 

𝐷𝑂𝐻− = 𝐷𝐶𝑂2, where 𝛽 drops out of equation (5.14) and 𝐸𝑖  becomes 

 
𝐸𝑖 = 1 +

[𝑂𝐻−]

2.𝐻𝑒. 𝐶𝐺,𝐶𝑂2
 (5.15) 

For the case of 𝛽 → 0, Ei → ∞. But, a direct evaluation of equation (5.14) is also possible by calculating 

the limit of the first term on the right-hand side according to de l’Hôpital’s rule, which yields an 

approximate explicit expression valid for 𝐸𝑖 ≫ 1  (Krauβ and Rzehak, 2017). The expression of Ei 

becomes 
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𝐸𝑖 = (1 +

𝐷𝑂𝐻− . [𝑂𝐻
−]

2. 𝐷𝐶𝑂2 . 𝐻𝑒. 𝐶𝐺,𝐶𝑂2
) .√

𝐷𝑂𝐻−

𝐷𝐶𝑂2
 (5.16) 

Equation (5.16) is used in the original work of Darmana et al. (2007). However, Krauβ and Rzehak 

(2017) pointed out that equation (5.16) is sensitive to the ratio of 𝐷𝑂𝐻
−  /𝐷𝐶𝑂2 as it is not guaranteed to 

satisfy the requirement of Ei > 1. For this reason, it is improved in (Westerterp et al., 1987) to 

 
Ei = (1 +

[𝑂𝐻−]

2. 𝐻𝑒. 𝐶𝐺,𝐶𝑂2
) .√

𝐷𝑂𝐻−

𝐷𝐶𝑂2
 (5.17) 

Krauβ and Rzehak (2017) proposed a fit formula to resolve equation (5.14) which depends on the sign 

of 𝛿 −1 with 𝛿 = √
𝐷𝑂𝐻−

𝐷𝐶𝑂2
. As 𝛿 is superior than 1, the solution for 𝐸𝑖  is given as  

 
(𝐸𝑖 − 1).

𝛿

𝜒
= 1 +

1

2
(𝛿 − 1). (

2

𝜋
𝑎𝑟𝑐𝑡𝑎𝑛 (0.2.

𝜋

2
𝑙𝑛(𝑒𝑥𝑝(𝜒) − 1)) + 1)  (5.18) 

With  𝜒 =
[𝑂𝐻−]

2.𝐻𝑒.𝐶𝐺,𝐶𝑂2
. √

𝐷𝑂𝐻−

𝐷𝐶𝑂2
. 

Krauβ and Rzehak (2017) also studied the expression of 𝐸 considering a two-step reaction for CO2 

chemisorption process. However, they found that the two-step nature of the reaction does not play a 

significant role as the results are the same as that of a one-step reaction, therefore, the expression of 

𝐸 for a two-step reaction is not discussed here. Krauβ and Rzehak (2017) found that the explicit fit 

formula yields the same results as solving the implicit equation (5.14). This proves that it is more 

practical for modelling purposes to apply the explicit fit formula rather than performing numerical 

resolution of the implicit equation.  

Another simple enhancement factor model (𝐸) has been proposed by Fleischer et al. (1996) which is 

obtained from the fitting to the experimental data. The model stated that if the 𝑂𝐻− mass fraction is 

higher than a certain threshold, 𝐸 is activated. It is expressed as: 

 𝐸 = {
1,              𝑌𝑂𝐻− < 1.8𝑒 − 6

1241.3 𝑌𝑂𝐻− + 1.0069,        𝑌𝑂𝐻− ≥ 1.8𝑒 − 6
 (5.19) 



5.3 Summary of previous studies on the Darmana et al. (2007) case 
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This model has been used in many existing works (Hlawitschka et al., 2016; Huang et al., 2021; Liu et 

al., 2021), primarily due to its simplicity. Up to pH of 10, the enhancement factor is close to unity 

(Hlawitschka et al., 2016). 

Huang et al. (2021) also investigated different expressions for the enhancement factor. They pointed 

out that the 𝐸 given by equation (5.19) gives the best fit to Darmana’s experimental pH curve.  

• General summary 

Since the original work of Darmana et al. (2007), many researchers used their experimental datasets 

to validate their numerical model for reactive bubbly flow. Several advances and insights have been 

drawn from these studies which are important in the field of reactive bubbly flow simulation. To our 

best knowledge, no studies have been attempted using the 1D modelling approach for this reference 

case. It also lacks direct comparative studies between previous works and analysis of different 

approaches. In this work, we aim to achieve the same goal as the previous CFD studies which are to 

unravel the coupling mechanisms and underline the controlling parameters during the CO2 

chemisorption process, using a comprehensive spatio-temporal 1D model.  
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5.4 Second Paper: In-depth analysis of reactive bubbly flow using 

two-way coupled spatio-temporal 1D model 

Our second paper is published in Chemical Engineering Science and it is accessible with the following 

link: https://doi.org/10.1016/j.ces.2022.117963. The paper reports the application of the previously 

developed 1D model to the Darmana et al. (2007) case and further detailed analysis on reactive bubbly 

flow is provided. Moreover, it highlights an asymptotic model describing the CO2 chemisorption 

process, which is derived from the CSTR assumption. It also features some sensitivity analyses 

conducted using the 1D model. 

https://doi.org/10.1016/j.ces.2022.117963


In-depth analysis of reactive bubbly flow using two-way coupled
spatio-temporal 1D model
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h i g h l i g h t s

� Two-way coupled 1D model successfully implemented for CO2 reactive absorption.
� 1D model yields excellent agreement with experimental and literature data.
� Asymptotic model unravels the governing parameters at each pH zone.
� Sensitivity analyses show the importance of kL in capturing the transient process.

a r t i c l e i n f o

Article history:
Received 8 April 2022
Received in revised form 24 June 2022
Accepted 29 July 2022
Available online 3 August 2022

Keywords:
Bubble column
Gas-liquid multiphase flow
Mass transfer
CO2 absorption
Chemical reaction
1D modeling

a b s t r a c t

This work aims to investigate reactive bubbly flow using a comprehensive spatio-temporal 1D model. The
work of Darmana et al. (2007) who conducted experimental and numerical study on CO2 chemisorption
in NaOH solution is used as the reference case. The gas–liquid hydrodynamics are well captured using a
drift-flux loop model. During the transient process, bubble diameter db shrinkage from 5.5 mm at the
inlet to 3.7 mm at the outlet is captured by the 1D model. The pH evolution is also well predicted by
the 1D model provided that appropriate closures are applied, including the recently proposed enhance-
ment factor and reaction pathway by Kraub & Rzehak (2017). An asymptotic 0D model is proposed to
highlight the key parameters involved during the transient chemisorption process which are enhance-
ment factor E, mass transfer coefficient kL, and interfacial area a. Sensitivity analyses on liquid axial dis-
persion coefficient, enhancement factor and mass transfer coefficient are then performed to elucidate
their impact on reactive mass transfer. As the process is controlled by interfacial mass transfer, the most
important parameters are kL and db description.

� 2022 Elsevier Ltd. All rights reserved.

1. Introduction

Bubble column reactors are commonly used in the industry,
such as metallurgical, petrochemical, biochemical, and water treat-
ment. These reactors have numerous advantages: (a) simple
design, (b) absence of mechanical stirring device (c) good mixing
(d) low energy input requirements and (e) large gas–liquid contact
area (Deckwer and Schumpe, 1993; Kantarci et al., 2005; Shah
et al., 1982). However, complex and highly coupled phenomena
in terms of multiphase flow, mass and heat transfer, and (bio) reac-
tion prevail in such system.

In reactive bubble column, the hydrodynamics, mass transfer,
and reactions are highly coupled with each other. The reaction rate
depends on the local availability of the species, which is controlled

by the convection, the mixing of the fluid flow, and the gas–liquid
mass transfer (if the species is originated from the gaseous phase).
The interphase mass transfer flux is driven by the species concen-
tration gradient diffused between phases, which depends on the
mass transfer coefficient and interfacial area (hence the local bub-
ble size and gas holdup). Besides, the mass transfer coefficient is a
function of the bubble size and local hydrodynamics, which are
also affected by the overall gas–liquid reaction rate. In short, the
coordinated and mutual influence of these complex processes
make the overall reactor performance prediction and scale-up of
reactive bubble column very challenging (Buffo et al., 2017;
Darmana et al., 2007). Fig. 1a depicts the coupling of these phe-
nomena through different physical parameters involved in reactive
bubbly flow.

Recently, extensive efforts have been made to develop numeri-
cal code to simulate bubble column reactor (Hlawitschka et al.,
2017; McClure et al., 2014; Rzehak et al., 2017; Rzehak and
Krepper, 2016). Most of the works have been performed using
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Computational Fluid Dynamics (CFD) approach as it is a powerful
tool to capture the spatial heterogeneities and to study the local
interaction of multiphase systems. In general, two approaches
are used in the CFD framework, i.e, Euler-Euler and Euler-
Lagrange simulations. Apart certain studies on industrial-scale
bubble column (Cockx et al., 1999; Ertekin et al., 2021; Rehman
et al., 2017), most of the numerical work focus on lab-scale bubble
column. Kraub and Rzehak (2018) pointed out that most of the
numerical work focus on the fluid dynamics of bubbly flows. The
mass transfer modeling, particularly with the reactive flow is less
common in the literature. The presence of reactive system coupled
with mass transfer phenomenon, makes the mass transfer model-
ing highly challenging. Extensive studies are needed to unravel the
influence of reactive mass transfer on the hydrodynamics behavior.
Moreover, progress in simulation studies is hindered by a shortage
of high-quality validation data. This is mostly due to the difficulty
to access local value such as concentration measurements (Kraub
and Rzehak, 2018; Rzehak and Krepper, 2016). Lately, Chen and
Brooks (2021) conducted a comprehensive experiment on local
mass transfer in small-scale bubble column (5-inch diameter and
6.55-inch height) and the CFD model developed by the authors is
validated in terms of hydrodynamics and mass transfer. A detailed
study with local concentration measurements at a larger-scale
bubble column was carried out by Deckwer et al. (1978) and their
data was later used in the work of Rzehak and Krepper (2016)
whereby Euler-Euler CFD simulation was performed. Rzehak and
Krepper (2016) concluded that new measurements will be needed
as spatially resolved data which are suitable for CFD model valida-
tion is still scarce in the literature.

In the reference work of Darmana et al. (2007), the chemisorp-
tion of carbon dioxide (CO2) in aqueous sodium hydroxide solution
(NaOH) was investigated and the influence of fast reaction on the
hydrodynamics behavior was studied both experimentally and
numerically with the CFD model using Euler-Lagrange approach.
In the past, several numerical attempts have been conducted to
compare with Darmana’s work. As demonstrated in several litera-
ture findings, reactive absorption of CO2 in NaOH is a fast and
highly coupled reaction as the shrinkage of bubble size is observed
which in returns affects the CO2 mass transfer flux and the reaction
rate (Buffo et al., 2017; Darmana et al., 2007; Gruber et al., 2015).
Most of the studies on Darmana et al. (2007) reference case have

been performed using CFD framework, either in Euler-Euler
(Hlawitschka et al., 2016; Krauß and Rzehak, 2018; Liu et al.,
2021) or Euler-Lagrange (Gruber et al., 2015; Huang et al., 2021;
Taborda and Sommerfeld, 2021) approach. These studies applied
different strategies separately to investigate or reproduce the
experimental data, such as detailed reaction pathways (Kraub
and Rzehak, 2018; Kraub and Rzehak, 2017), bubble population
model (Buffo et al., 2017; Gruber et al., 2015), mass transfer closure
model (Huang et al., 2021; Taborda and Sommerfeld, 2021), and
enhancement factor model (Huang et al., 2021; Kraub and
Rzehak, 2017).

To our best knowledge, no studies have been done using one-
dimensional (1D) modeling approach for this reference case. The
1D model requires less computational resources than sophisticated
CFD model and it is easy to implement, hence it offers a fast and
satisfactory prediction (Siebler et al., 2020). Although there is some
trade-off in terms of highly precise spatial resolution offered by the
CFD model, the 1D model is still very useful for probing and filter-
ing off a wide range of design and operating parameters or closure
models before moving into advanced CFD modeling which aims at
studying the local field structure and the interactions between
phases. The 1D model is commonly used to model bubble columns
in the literature as it provides satisfactory performance prediction
at low computational costs (Camarasa et al., 2001; Colombet et al.,
2013; Hissanaga et al., 2020; Larsson et al., 2022; Talvy et al.,
2007). However, most of the model make some assumptions such
as constant gas holdup and constant bubble diameter. These
assumptions cannot be made in the case of Darmana et al.
(2007), as the bubble diameter changes considerably in the axial
direction due to reactive absorption.

A two-way coupled and spatio-temporal approach have to be
considered in the case of fast reaction. This paper aims to demon-
strate that a full 1D two-way coupled spatio-temporal model is
able to reproduce Darmana’s results without performing
computational-intensive calculations. The goal is to decipher and
characterize the hydrodynamics-reactive mass transfer coupling
process. Following the literature results, similar conclusions and
some new insights are also drawn using the 1D model. This paper
is organized as follows. A summary of the reference work of
Darmana et al. (2007) is briefly recalled in Section 2.1. Next, the
1D model and the closure models applied are described in

Fig. 1. (a) Interdependency diagram of hydrodynamics, mass transfer and chemical reaction through different parameters involved in reactive bubbly flow. (b) Simplified
sketch of the pseudo-2D bubble column studied by Darmana et al. (2007).
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Section 2.2. A comparison to some literature data is presented in
Section 3. An asymptotic model based on CSTR assumption is also
proposed in Section 4 to better understand the underlying physical
mechanism that impact the temporal pH evolution. Besides, it
helps to identify essential parameters which play an important role
at different time zone in describing the CO2 chemisorption process.
Lastly, sensitivity analysis that highlights important parameters of
reactive bubbly flow is presented in Section 5. Section 6 summa-
rizes our findings and final remarks.

2. Materials & methods

2.1. Brief summary of Darmana’s case

Full description of the methods and the results can be found in
the original work of Darmana et al. (2007). For the sake of simplic-
ity, a brief recap of the work is reported here. A simplified sketch of
the bubble column used is shown in Fig. 1b.

The experimental setup consisted of a lab-scale pseudo-2D bub-
ble column of 200 mm width and 30 mm depth. The initial liquid
level (H) was kept at 1000 mm. The gas was sparged through 21
needles arranged with a square pitch of 5 mm and it was located
at the column center. The superficial gas velocity (jG) was kept as
7 mm.s�1. The bubble size formed at the inlet (db0) was mentioned
to be 5.5 mm.

Two gas–liquid systems were measured to investigate the influ-
ence of fast reaction on the hydrodynamics behavior. First, nitro-
gen (N2) and twice distilled water was used to mimic the non-
reactive system. Next, a reactive system composed of CO2 and
aqueous NaOH solution at an initial pH of 12.5 was utilized to
study the effect of chemisorption on the hydrodynamics. Several
measurements were conducted, namely:

� Integral gas holdup was calculated by the difference of liquid
height with and without bubbles.

� Time-averaged gas velocity was measured by using Particle
Image Velocimetry (PIV) as a tracking method of the bubble.
The bubble velocity profile was reported at z/H = 0.75.

� Local bubble size measurements were obtained through image
processing technique of a series of images recorded via CCD
camera. The time-averaged bubble size axial profile was
reported only for reactive case.

� Temporal evolution of pH was measured with a pH probe
placed at 2 cm below the liquid surface in the center of the
column.

Besides the experimental work, Darmana et al. (2007) also
carried out numerical simulations for both non-reactive and
reactive cases using the CFD Euler-Lagrange approach. The
motion of each individual bubble is computed from the bubble
mass and momentum equations while considering all relevant
fluid dynamical forces, namely gravity, buoyancy, drag, lift, vir-
tual mass and wall forces. The drag, lift and wall forces are
modeled using closures obtained from Tomiyama et al. (2002,
1995).

2.2. Comprehensive 1D spatio-temporal model for reactive bubbly flow

2.2.1. Two-phase hydrodynamics model
Previously developed comprehensive two-way coupled 1D

model is used in this work and it is recalled here. The numerical
discretization and the applied scheme are kept the same as that
described in Ngu et al. (2022). The 1D model is composed of the
following species transport equations, and they are solved for 4

species i 2 CO2;OH
�;HCO�

3 ;CO
2�
3

n o
:

Gas:

@eGCG;i

@t
þ @uGeGCG;i

@z
¼ DG

@

@z
eG

@CG;i

@z

� �
� EkL;ia C�

i � CL;i
� � ð1Þ

Liquid:

@eLCL;i

@t
þ @uLeLCL;i

@z
¼ DL

@

@z
eL

@CL;i

@z

� �
þ EkL;ia C�

i � CL;i
� �þ eLRi ð2Þ

eG þ eL ¼ 1 ð3Þ
Equation (1) is solved only for CO2, whereas equation (2) is

solved for CO2;OH
�;HCO�

3 ;CO
2�
3 . Apart from CO2, the mass transfer

term (EkL;ia C�
i � CL;i

� �
) is zero. eG and eL are the gas and liquid

holdup summing as unity as shown in equation (3). CG;i and CL;i

are the concentration of species i, which will also be represented
with i½ � in this work, e.g. CO2½ � concentration of CO2.

The gas phase hydrodynamics is modeled via a drift-flux loop
model (udfloop) which is derived hereafter. The relative gas velocity
of the mixture (urel) can be derived from a momentum balance on
an isolated bubble having reached its terminal velocity, expressed
as:

urel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
3
g qm � qGð Þdb

qLCD

s
ð4Þ

With g the gravity (9.81 m2.s�1), qm and qG the mixture and gas
density, respectively; db is the bubble diameter and CD is the drag
coefficient. The mixture density qm is calculated as
qLeL þ qGeGð Þ � qG ¼ eLðqL � qGÞ. The density of water (1000 kg.
m�3) and carbon dioxide (1.78 kg.m�3) at 298.15 K and 1 atm are
taken for liquid and gas density, respectively. The drag coefficient
proposed by Tomiyama et al. (1998) for pure system is used, sim-
ilar to Darmana et al. (2007). It is written as:

CD ¼ max min
16
Re

1þ 0:15Re0:687
� �

;
48
Re

� �
;
8
3

Eo
4þ Eoð Þ

	 


Re ¼ ureldb

mL
Eo ¼ qL � qGð Þgd2

b

r
ð5Þ

With Re the Reynolds and Eo the Eötvös number. The viscosity
and surface tension of water is applied (lL = 10-3 Pa.s and
r = 0.072 N.m�1). The variations of Re and Eo are between 800
and 1600 and 1.4 – 4.2, respectively for both non-reactive and
reactive cases. In this range of Re and Eo, the drag coefficient is gov-
erned by the Eötvös term, signifying that the governing factor is no
longer the viscous force but the pressure and surface tension forces
(Tomiyama et al., 1998). No collective effect is included as the gas
holdup shown in Darmana et al. (2007) is relatively low (lower
than 3 %). The axial bubble velocity profile obtained by Darmana
et al. (2007) is parabolic, showing the non-uniformity of the flow,
due to the centered gas inlet. Considering this non-uniformity bub-
bly flow, the drift-flux model (udf ) suggested by Zuber and Findlay
(1965), which is commonly used in 1D modeling is applied here
(Camarasa et al., 2001; Talvy et al., 2007). It stated that the gas
velocity is composed of two components: (i) gas transport induced
by the mixture velocity < j >, which is the sum of gas and liquid
superficial velocity (j ¼ jG þ jL) and (ii) the buoyancy driven gas
transport urel. The drift-flux model is expressed as:

udf ¼ C0 < j > þurel ð6Þ
Here, the coefficient C0 is calculated from its definition

C0 ¼ <eG :j>
<eG>:<j> using Darmana et al. (2007) reported profiles, and a

value of 1.24 and 1.27 are obtained for non-reactive and reactive
case, respectively.
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The experimental liquid axial velocity profile obtained by
Darmana et al. (2007) suggests that the bubbles rise in the column
center with liquid recirculation down near the wall. This liquid
recirculation phenomena leads to the hydrodynamic of the column
to behave like an airlift system (Talvy et al., 2007, 2005). Thus, the
liquid recirculation velocity uL;recirc is considered as jL in the drift-
flux model in equation (6), leading to drift-flux loop udfloop model,
written as.

udfloop ¼ C0 jG þ uL;recirc
� �þ urel ð7Þ

The value of uL;recirc is also derived from the liquid axial velocity
profile from Darmana et al. (2007) through spatial averaging till
the inversion point of liquid velocity – point where the liquid flow
direction changes to downward flow. This mean value of uL;recirc

varies with or without reaction due to the gas holdup changes
and they are given in Table 2. In the end, the gas velocity uG is cal-
culated with the drift-flux loop model udfloop expressed in equation
(7).

The liquid side axial dispersion coefficient (DL) is taken from the
correlation of Deckwer et al. (1974) while the gaseous side axial
dispersion coefficient (DG) is estimated with the correlation of
Wachi and Nojima (1990). The bubble column diameter (Dr) is
taken as the equivalent diameter of a circular bubble column hav-
ing the same cross sectional area as that of a rectangular column,
similar to the work of Alexander and Shah (1976), which yields
Dr = 0.087 m. These coefficients are expressed in equations (8)
and (9). The correlations yield a value of 5 � 10-3 m2.s�1 and
3.6 � 10-3 m2.s�1 for DL and DG, respectively. DL can be breakdown
into several terms to assess the contribution of each dispersion
phenomena (Talvy et al., 2007). The CO2 molecular diffusivity in
water is in the order of 10-9 m2.s�1, the turbulent diffusivity can
be considered as the turbulent viscosity mt , which can be
estimated using Chou model, given as mt ¼ U�jd with j ¼ 0:4
(Chou, 1945; Launder and Spalding, 1974). The length scale d is
taken as the half depth of the column (15 mm), U� can be
supposed as 5 % of averaged bubble velocity initially estimated
as 0.3 m.s�1. Therefore, the turbulent velocity is estimated as
mt ¼ 0:05 � 0:3 � 0:4 � 0:015 � 10�4 m2.s�1. Thus, the main contribu-
tion of axial dispersion in the liquid phase is the spatial dispersion
as in Talvy et al. (2007).

DL ¼ 2 � 7 � 10�4 � Dr � 100ð Þ1:4 � jG � 100ð Þ0:3 ð8Þ

DG ¼ 20 � D1:5
r � jG ð9Þ

Due to mass transfer, bubble shrinkage is expected. The changes
in bubble diameter db is described by equation (10):

db ¼ db0

ffiffiffiffiffiffiffi
eG
eG0

3

r
ð10Þ

The inlet bubble diameter (db0) are taken the same as Darmana
et al. (2007) at 5.5 mm. The interfacial area (a) is calculated with
bubble diameter and gas holdup, expressed as:

a ¼ 6
eG
db

ð11Þ

The mass transfer closure model (kL) is calculated from the
Sherwood (Sh) correlation derived for non-spherical bubbles situ-
ated in the wobbling regime (Brauer, 1979). The expression is
given in Table 3. The calculations of the solubility C�

CO2
and diffusiv-

ity DCO2 are detailed in Appendix A and Appendix B, respectively.

2.2.2. Reactive model
The reaction term (Ri) calculation follows the recent work of

Kraub and Rzehak (2018). The description of the reaction term Ri

in the 1D model is briefly explained here. The dissolved CO2 will
react in a two-step reversible reaction which will be denoted as
the first and second reactions in this work. The reactions are writ-
ten as follows:

CO2 þ OH��k1;1
k1;2

HCO�
3 ð12Þ

HCO�
3 þ OH��k2;1

k2;2
CO3

2� þ H2O ð13Þ

Where k1;1 and k1;2 are the forward and backward rate con-
stants, respectively for the first reaction while k2;1 and k2;2 are
the forward and backward rate constants for the second reaction.

The water reaction path becomes important at pH less than 10
and even dominant at pH less than 8 (Kern, 1960). It consists of
two steps, the first of which, is written as:

CO2 þ H2O�
k3;1
k3;2

HCO3
� þ Hþ ð14Þ

The first step is reversible (Kern, 1960). The second step is iden-
tical to hydroxide path (equation (13)), with the two pathways
coupled by the auto-dissociation of water associated with the equi-
librium constant Kw.

H2O�OH� þ Hþ ð15Þ
Therefore, the corresponding chemical reactions rates for equa-

tions (12)-(14) are expressed as:

R1;1 ¼ k1;1: CO2½ �: OH�½ � ð16Þ

R1;2 ¼ k1;2: HCO
�
3

� � ð17Þ

R2;1 ¼ k2;1: HCO
�
3

� �
: OH�½ � ð18Þ

Table 1
Summary of reaction term for each species i.

Species i Ri kmol:m�3:s�1
� �

CO2 �R1;1 þ R1;2 � R3;1 þ R3;2

OH� �R1;1 þ R1;2 � R2;1 þ R2;2 � R3;1 þ R3;2

HCO�
3 R1;1 � R1;2 � R2;1 þ R2;2 þ R3;1 � R3;2

CO2�
3

R2;1 � R2;2

Table 2
Input parameters applied in the 1D model for the reference case.

Input Parameters Value Units

db0 5.5 mm
T 298.15 K
jG 0.007 m.s�1

pH0 12.5 –
C0 without reaction 1.24 –
C0 with reaction 1.27 –
uL;recirc without reaction 0.066 m.s�1

uL;recirc with reaction 0.042 m.s�1

Table 3
Closure models applied in the 1D model for the reference case.

Parameters Correlation

uG uG ¼ udfloop ¼ C0 jG þ uL;recir
� �þ urel

DL DL ¼ 2:7 � 10�4 � Dr � 100ð Þ1:4 � jG � 100ð Þ0:3
DG DG ¼ 20 � jG � D1:5

r

kL Sh ¼ 2þ 0:015Re0:89:Sc0:7 Sh ¼ kLdb
DCO2

;Re ¼ ureldb
mL ; Sc ¼ mL

DCO2

E
E ¼ � Ha2

2 Ei�1ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ha4

4 Ei�1ð Þ2 þ Ei Ha2
4 Ei�1ð Þ þ 1

r
Ei from equations (B.4)-(B.6) of Kraub and Rzehak (2017)
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R2;2 ¼ k2;2: CO
2�
3

h i
ð19Þ

R3;1 ¼ k3;1: CO2½ � ð20Þ

R3;2 ¼ k3;2: HCO
�
3

� �
: Hþ� � ¼ k3;2: HCO

�
3

� �
:

Kw

OH�½ � ð21Þ

Here, the reaction rate Rj;k are expressed in kmol.m�3.s�1 with
j ¼ 1;2;3 denotes the reactions of equations (12)-(14) and
k ¼ 1;2 denotes the forward and backward reactions, respectively.
The calculation of the reaction rate constants kj;k are detailed in the
Appendix C. The reaction term Ri for each species i in equation (2)
is calculated with the expressions given in Table 1.

2.2.3. Enhancement factor model
Due to fast chemical reaction, enhancement of mass transfer

flux has to be considered.
A simple enhancement factor model (E) has been proposed by

Fleischer et al. (1996) which is obtained from the fitting to the
experimental data. The model stated that if the OH� mass fraction
is higher than a certain threshold, E is activated. It is expressed as:

E ¼ 1;YOH� < 1:8e� 6
1241:3YOH� þ 1:0069; YOH� 	 1:8e� 6

	
ð22Þ

This model has been used in many existing works (Hlawitschka
et al., 2016; Huang et al., 2021; Liu et al., 2021), primarily due to its
simplicity. Up to pH of 10, the enhancement factor is close to unity
(Hlawitschka et al., 2016). It is pointed out by Huang et al. (2021)
that this model gives the best fit to Darmana’s experimental pH
curve when the authors compared this correlation with other
enhancement factor models.

Recently, Kraub and Rzehak (2017) proposed another enhance-
ment factor model based on the fit formula of an instantaneous
one-step second-order reaction. The model is briefly presented
here, as the details can be found in the original paper. Here, a fast
single-step irreversible second order reaction is considered by
combining equation (12) and (13). This leads to the following over-
all reaction equation:

CO2 þ 2OH� ! CO2�
3 þ H2O ð23Þ

The Hatta number (Ha) is thus written as:

Ha ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1;1:DCO2 : OH

�½ �p
kL

ð24Þ

With the renewal theory, an expression for the enhancement
factor derived by DeCoursey (1974) is expressed as:

E ¼ � Ha2

2 Ei � 1ð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ha4

4 Ei � 1ð Þ2 þ Ei
Ha2

4 Ei � 1ð Þ þ 1

s
ð25Þ

With Ei is the instantaneous enhancement factor. Ei must be
greater or equal to one to always give a value of E greater or equal
to one. Otherwise, the value is limited by max(E, 1) (Westerterp
et al., 1998). To apply this model, an expression of Ei is needed.
An implicit solution was given by Danckwerts and Lannus

(1970), however, it is difficult to resolve and thus, less practical
for modeling purpose. Kraub and Rzehak (2017) proposed an expli-
cit fit formula to overcome the complexity of the implicit model.
The explicit Ei model is used in this work but it is not detailed here
as it can be found in Appendix B of Kraub and Rzehak (2017).

The impact of E is investigated in this work and it will be dis-
cussed in Section 5.2. The results given by the E of Fleischer et al.
(1996) and Kraub and Rzehak (2017) are compared. In the first
step, the results presented hereafter used the latest development
of E which is that of Kraub and Rzehak (2017) unless it is stated
otherwise.

In short, the input parameters and the closure models used for
the reference study are summarized in Table 2 and Table 3, respec-
tively. Apart from the reference results of Darmana et al. (2007),
some additional and more recent CFD results in the literature are
also used in the comparison with the 1D model, as indicated with
a ‘‘x” in Table 4. These results included transient gas holdup, local
gas holdup, local bubble velocity, local bubble diameter, and tem-
poral pH evolution. For non-reactive case, the reactive term is not
solved to calculate the integral gas holdup. The integral gas holdup
is calculated by spatial averaging gas holdup at t1 ¼ 250 s. The ini-
tial concentrations of sodium and hydroxide ions were set to
match the initial pH value of 12.5, while all other species were
set to zero. For reactive case, the reactive term is activated and
the initial hydrodynamics start from the converged non-reactive
case. The model is spatially discretized for 50 node grids and it is
solved using MATLAB 2017b stiff solver ode15s where the timestep
is adaptative as explained in Ngu et al. (2022).

3. Results of 1D model compared with previous works

3.1. Hydrodynamics with and without CO2 reactive absorption

In this section, the hydrodynamics results on the non-reactive
and the reactive system are addressed. In most cases, Darmana
et al. (2007) employed time-averaging for the interpretation of
the dynamic results. It is reported that a time interval of 20–80 s
and 20–95 s was used for the non-reactive and the reactive case,
respectively. The same time interval for time-averaging is used in
this work.

Table 5 presents the 1D time-averaged local bubble velocity
compared with that of Buffo et al. (2017), Darmana et al. (2007),
and Krauß and Rzehak (2018). In all work, the non-reactive case
shows higher bubble velocity compared with the reactive case. In
the reactive case, high CO2 mass transfer flux leads to a reduction
in bubble size, causing a decline in the bubble velocity as expected.
This is further confirmed in Fig. 3a where the bubble size decreases
considerably during CO2 chemisorption. Table 6 depicts the 1D
time-averaged local gas holdup compared with that of Darmana
et al. (2007), Huang et al. (2021), and Krauß and Rzehak (2018).
Again, the high CO2 interfacial mass transfer flux leads to a signif-
icant reduction in the gas holdup. The global hydrodynamics is
well captured by the 1D model as the bubble velocity and the
gas holdup are at the same order of magnitude to the experimental
data and the literature CFD results.

Table 4
List of references used for comparison with 1D model. E-L: Euler-Lagrange. E-E: Euler-Euler.

Reference CFD approach Transient gas holdup Local gas holdup Local bubble velocity Local bubble diameter pH

(Darmana et al., 2007) E-L – x x x x
(Buffo et al., 2017) E-E x – x x x
(Kraub and Rzehak, 2018) E-E x x x x x
(Huang et al., 2021) E-L – x – – x
(Hlawitschka et al., 2016) E-E – – – – x
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Table 7 reports the integral gas holdup obtained by the 1D
model and Darmana et al. data. The global hydrodynamics are cor-
rectly captured for both non-reactive and reactive cases as the
integral gas holdup closely match that of experiment. The gas
phase hydrodynamics play an important role in reactive bubbly
flow. The bubbles hydrodynamic characterizes the gas holdup

which characterizes the specific area a for mass transfer. Conse-
quently, as long as the gas velocity is correctly described, the gas
holdup, the mass transfer flux and the reaction rate should be cor-
rectly predicted.

Fig. 2 depicts the transient evolution of integral gas holdup in
the column. The gas holdup drops immediately when the chemical
reaction commences. It remains almost constant during the course
of the chemisorption process. However, once the reaction is over,
the gas holdup increases subsequently. Buffo et al. (2017) yields
a lower integral gas holdup, mainly due to a larger initial bubble
diameter (see Fig. 3), leading to a lower residence time. At the
end of the neutralization process (t = t1), the 1D model yields an
integral gas holdup close to that of Kraub and Rzehak (2018).
Two zones can be noticed for the transient gas holdup: (1) during
the CO2 chemisorption and (2) CO2 physical absorption. During the
chemical reaction process, the integral gas holdup remains almost

Fig. 2. Transient integral gas holdup during the CO2 chemisorption. Red line from
1Dmodel. Blue line from (Buffo et al., 2017) CFD results. Green line from (Kraub and
Rzehak, 2018) CFD results.

Fig. 3. (a) Time-averaged axial mean Sauter diameter profile. Blue line from (Buffo et al., 2017) CFD results, Green line from (Kraub and Rzehak, 2018) CFD results, Magenta
lines from (Huang et al., 2021), Black line from from (Darmana et al., 2007) CFD results, Black dots from (Darmana et al., 2007) experimental results, Red lines. � 1D model �
� equation (29) (b) Time-averaged local mass transfer rate of a single bubble predicted with db0 = 5.5 mm. � Lagrangian model � � equation (31).

Table 5
Time-averaged bubble velocity in m.s�1 at z/H = 0.75 for non-reactive and reactive case. The experimental and CFD results are obtained by area-weighted average.

Case Experiment (Darmana et al., 2007)
CFD

(Buffo et al., 2017) CFD (Kraub and Rzehak, 2018) CFD 1D model

Non-reactive 0.21 0.20 0.25 0.25 0.31
Reactive 0.19 0.20 0.23 0.24 0.29

Table 6
Time-averaged gas holdup in % at z/H = 0.75 for non-reactive and reactive case. CFD results are obtained by area-weighted average.

Case (Darmana et al., 2007)
CFD

(Huang et al., 2021) CFD (Kraub and Rzehak, 2018) CFD 1D model

Non-reactive 2.09 2.99 3.05 2.38
Reactive 1.48 1.39 1.48 1.07

Table 7
Integral gas holdup in % from this work compared with experimental and simulation
data of Darmana et al. (2007).

Case Experiment CFD Simulation 1D model

Non-reactive 2.3 2.2 2.42
Reactive 1.2 1.6 1.78
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constant, which is translated by a steady CO2 mass transfer flux
(confirmed in Fig. 7) to the liquid. When the reaction is terminated,
CO2 starts to accumulate in the liquid, the dissolved CO2 concentra-
tion increases. This results in an increasing gas holdup as the CO2

mass transfer flux is diminishing, due to a weaker driving force
(concentration gradient C�

CO2
� CL;CO2 ). This phenomenon is also evi-

denced in the temporal gas holdup profile of Buffo et al. (2017),
although they reveal a more modest increase.

The time-averaged axial bubble diameter profile during
dynamic CO2 chemisorption is presented in Fig. 3a. It shows that
the bubble diameter shrinks due to high mass transfer flux when
the bubbles rises in the column. 1D model yields relatively good
bubble size reduction as the predicted bubble diameter is very
close to the experimental measurements. Experimental measured
bubble diameter was judged as unreliable up to a height of approx-
imately 400 mm. In this region most of the bubbles overlaps and
this could not be handled by the image processing algorithm,
resulting in underestimated bubble size (Darmana et al., 2007).
Nonetheless, most CFD models underpredict the bubble size
shrinkage. Regardless, the bubble diameter has to be correctly
quantified as it strongly impacts the mass transfer rate, and conse-
quently the reaction rate. Fig. 3a shows that Buffo et al. (2017)
model has the largest difference with the experimental data. This
is due to the inlet bubble diameter applied by the authors is calcu-
lated from literature correlation which yields 6.2 mm and not
5.5 mm that is used by all other CFD works. If db0 = 5.5 mm had
been used in Buffo et al. (2017), the results could be better as the
authors solved the bubble size population balance equation, which
should yield a more realistic mass transfer flux. Darmana et al.
(2007) underpredicts the bubble diameter shrinkage, mostly due
to a lower mass transfer flux prediction. As shown in Fig. 3b the

mass transfer rate of a single bubble ( _m ¼ kLpd2
bC

�
CO2

) decreases
with a factor of 2 between the top and the bottom of the column.
This demonstrates that a slight error in terms of the bubble diam-
eter prediction will generate larger errors in the transfer rate and
subsequently the final pH value. The changes in mass transfer flux
due to bubble diameter shrinkage can be explained with a simpli-
fied Lagrangian model of which it is detailed hereafter.

3.2. Role of bubble size on reactive mass transfer

By measuring the variation of bubble size with a video camera,
it is able to evaluate experimentally the mass transfer coefficient,
by knowing the mass transfer rate (Hori et al., 2017; Saito and
Toriu, 2015; Takemura and Yabe, 1999; Tanaka et al., 2020). The
same analogy can be applied here to relate the changes in bubble
size due to the mass transfer rate, similar to the work of Solsvik
(2018). The change in moles of CO2 inside a bubble over time can
be written as:

dn
dt

¼ �kLAb C�
CO2

� CL;CO2

 �
ð26Þ

With Ab ¼ pd2
b the bubble surface area for mass transfer and n is

the number of moles. Using the ideal gas law, PV ¼ nRT and assum-
ing an isothermal process, equation (26) can be rewritten as:

p
6RT

d P � d3
b

 �
dt

¼ �kLAb C�
CO2

� CL;CO2

 �
ð27Þ

During 20–95 s of the reactive absorption, the dissolved CO2

concentration is nearly zero (see Fig. 6b), CL;CO2 can be considered
equal to 0. If the column height and gas holdup are low, the pres-
sure P can be supposed constant with an estimated value of

< P >¼ Patm þ qLgH
2 ¼ 106230Pa: The bubble velocity uG for the

range of db during the reactive absorption experiences little
changes, leading to dt ¼ dz

uG
. Equation (27) is rearranged to.

d d3
b

 �
d2
b

¼ � kL
uG

C�
CO2

6RT
< P >

� dz ð28Þ

Assuming a constant uG and kL, integration of equation (28)
leads to axial evolution of db expressed as.

db ¼ db0 1� kL
db0

z
uG

C�
CO2

2RT
< P >

� �
ð29Þ

Equation (29) reveals the term kL
db0

z
uG

which can be interpreted as

the ratio of the convection characteristic time ( z
uG
) to the mass

transfer characteristic time ( kL
db0
). The lower the uG, the higher the

gas residence time, the higher the mass transfer flux, the smaller
the bubble size due to mass transfer. Similarly, the higher the kL,
the higher the mass transfer flux, the higher the bubble shrinkage.

From equation (29), the axial evolution of mass transfer rate ( _m)

can be calculated as the evolution of _m
_m0

is related to db
db0

 �2
, leading

to.

_m
_m0

¼ 1� kL
db0

z
uG

C�
CO2

2RT
< P >

� �2

ð30Þ

By developing equation (30), it results in equation (31).

_m ¼ _m0 1� 2
kL
db0

z
uG

C�
CO2

2R:T
P

þ kL
db0

z
uG

C�
CO2

2RT
P

� �2 !
ð31Þ

With kL
db0

: z
uG

C�
CO2

:2R:T

P

 �2

 2: kL

db0
: z
uG

C�
CO2

:2R:T

P , which is verified (re-

sults not shown) equation (31) can be simplified to.

_m ¼ _m0 1� 2
kL
db0

z
uG

C�
CO2

2RT
P

� �
ð32Þ

Comparing equation (29) to equation (32), the reduction of _m is
twice of that of db, meaning that any changes in db will lead to a
two times modification in _m. The simplified expressions of axial
evolution of db and _m are plotted together with that given by 1D
model in Fig. 3. It is shown that the simplified Lagrangian model
predicts the axial evolution of db and _m just as well as the 1D
model. This is due to a small-scale column (H = 1 m), with rela-
tively low-pressure effect, low gas holdup and no large changes
in the bubble terminal velocity (bubble terminal velocity at
5.5 mm diameter nearly equals that at 4 mm diameter (Clift
et al., 1978)).

The importance of the bubble diameter has already been high-
lighted in Buffo et al. (2017) and Liu et al. (2021). Indeed, the cor-
rect characterization of bubble diameter is crucial in the prediction
of interfacial area (and thus the mass transfer flux) for such a
highly-coupled fast reaction, as shown in Fig. 3.

Fig. 4a shows the significant pH evolution with different inlet
bubble diameter. The results show the same conclusion as Buffo
et al. (2017) (see Fig. 10 of Buffo et al. (2017)). A smaller bubble
size creates higher specific gas–liquid contact area, resulting in a
higher mass transfer flux. An inlet diameter of 4.5 mm overpredicts
the mass transfer flux, hence, a faster drop in pH. The optimal inlet
bubble diameter corresponds to the bubble diameter given by
Darmana et al. (2007) – 5.5 mm. Inlet bubble diameter has a strong
impact on the dynamic pH evolution ever since the beginning of
the chemisorption process, as the CO2 transfer flux has a direct
influence on the OH� conversion rate. Notice that this mean Sauter
diameter of 5.5 mm could represent reasonably the polydisperse
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bubble population between 4.5 and 6.5 mm without any conse-
quence on the average mass transfer rate (equation (32)) if no coa-
lescence or breakage occurs in the homogeneous bubbly flow
regime, as supposed by the 1D model. In the industry, inlet bubble
diameter has a strong impact on the bubble column mass transfer
and reaction conversion efficiencies. Thus, the sparger design
becomes an important issue as it determines the bubble size distri-
bution at the inlet, which consequently characterizes the bubble
diameter in the developed region. (Camarasa et al., 1999;
McClure et al., 2016; Schäfer et al., 2002; Tirunehe and Norddahl,
2016). In Fig. 4b, the axial variation of bubble size is compared with
inlet bubble size db0 between 4.5 mm and 6.5 mm. It shows that
db0 = 5.5 mm seems to be the best fit.

Although the bubble formed at the inlet is mentioned to be
5.5 mm, no further explanation is given in Darmana et al. (2007)
on how this bubble diameter is calculated as the measurement at
this zone is judged to be unreliable experimentally. Here, it is
attempted to understand the proposed 5.5 mm. With the orifice
diameter dor = 1 mm, CO2 gas viscosity lG of 1.49 � 10-5 m2.s�1

and the gas velocity at the orifice Uor = 2.5 m.s�1 (supposing the
gas flowrate is equally distributed in each orifice), the bubble Rey-
nolds number at the orifice can be calculated using equation (33).

Reor ¼ qGUordor

lG
ð33Þ

One gets Reor equals to 300 which suggests that the bubble for-
mation is in the dynamic regime (McCann and Prince, 1971). Thus,
the bubble diameter formed can be calculated with (Gaddis and
Vogelpohl, 1986) model, written as.

db0

dor
¼ 1:16

U2
or

dorg

 !1
5

ð34Þ

Equation (34) yields an initial bubble size of 4.3 mm. Consider-
ing the size of the sparger pitch of 5 mm, bubble coalescence can
occur, resulting in larger bubble diameter at formation, which
explain the higher db0 of 5.5 mm. It is believed that the initial bub-
ble diameter comes from the extrapolation of bubble diameter pro-
file from the zone whereby the measurement is reliable. This inlet
information is necessary as an input to subsequent numerical sim-
ulation. Hence, db0 = 5.5 mm will be used for the rest of this work.

3.3. Importance of reaction pathway

The importance of correct reaction pathway has been demon-
strated in the study of Kraub and Rzehak (2017) and Kraub and
Rzehak (2018).

Fig. 5 shows that including the water pathway is essential to
reproduce the experimental data. At the initial stage (pH > 9),
the two curves overlap with each other, as all other parameters
were taken the same and the third reaction is not activated. When
the pH is less than 9, roughly when the time instant is in the range
of 130–170 s, the water pathway becomes more and more domi-
nant, as the third reaction rate becomes higher, as confirmed in
Fig. 7. At the same time, the first reaction rate is getting smaller.
If the water pathway is neglected, the total CO2 consumption is
only the first reaction rate, thus a weaker decrease in pH. The final
pH value for both reaction pathways at steady-state remains the
same even though the reaction rates are different between t = 15
0–200 s. The final pH value depends solely on the equilibrium con-
stant of the chemical reaction (Liu et al., 2021). The water pathway
only impacts the results when pH less than 9. In short, 1D model is
in agreement with previous CFD works of Huang et al. (2021) and
Krauß and Rzehak (2018). The third reaction has to be considered
to describe the second change of pH slope.

3.4. pH and chemical species concentration evolutions

Local concentration of chemical species was not measured
experimentally in the work of Darmana et al. (2007). Nevertheless,
the local pH value at the outlet was recorded dynamically with a
pH probe. This dynamic pH evolution indicates the consumption
of hydroxide ions by the dissolved CO2. Therefore, an accurate
CO2 interfacial mass transfer flux prediction is required to repro-
duce the experimental pH curve with time. Fig. 6a shows that
the pH evolution of the 1D model is consistent with the experi-

Fig. 4. (a) Time-dependent pH profile for 3 different inlet bubble diameters (db0). (b) Axial mean Sauter diameter profile. Black lines from (Darmana et al., 2007) CFD results,
Black dots from (Darmana et al., 2007) experimental results, Red lines from 1D model. – db0 = 5.5 mm, � � db0 = 4.5 mm, � & � db0 = 6.5 mm.

Fig. 5. Time-dependent pH profile using 2 or 3 reaction pathways. Black line from
(Darmana et al., 2007) CFD results, Black dots from (Darmana et al., 2007)
experimental results, Red lines from 1D model. – 3 reaction pathways, � � 2
reaction pathways.
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mental pH and other researchers work. The pH predicted by the 1D
model also gives a better fit than Darmana’s CFD model. The con-
centration temporal profile obviously has a slight difference than
that of Darmana et al. (2007) CFD results, as reflected in the dis-
crepancy of the two pH curves. In fact, the 1D model describes
the pH evolution better than certain CFD model, mostly due to a
better description of bubble size reduction – a key factor in deter-
mining the enhanced mass transfer flux (see Fig. 3a). By introduc-
ing an improved reaction pathway, as suggested by Kraub and
Rzehak (2018), the second change in pH slope is also much better
predicted. For example, for the case of Buffo et al., 2017, Darmana
et al. (2007) and Hlawitschka et al., 2016, the second change in pH
slope is not the same as that experimentally measured because the
third pathway was not included in their model.

In Fig. 6b, it is interesting to observe that the final concentration
of HCO�

3 corresponds to the initial concentration of OH�, indicating
that conservation of mass is achieved in the whole reaction pro-

cess. This is also observed in all the work in the literature (Buffo
et al., 2017; Hlawitschka et al., 2016; Huang et al., 2021; Krauß
and Rzehak, 2018; Taborda and Sommerfeld, 2021), except in the
original work of Darmana et al. (2007).

At the early stage of the reaction process, all the dissolved CO2

reacts immediately with the hydroxide ions (OH�) and is converted
into carbonate ions (CO2�

3 ). This is displayed in Fig. 6b with a

decrease of OH�½ � at the same time an increase in CO2�
3

h i
, and in

Fig. 7 whereby both R1;1 � R1;2 and R2;1 � R2;2 are positive, signifying
the equations (12) and (13) are going in the forward reaction.

At approximately 75 s, CO2�
3

h i
reaches its maximum value and

subsequently starts to decrease. This is reflected in Fig. 7 where
R2;1 � R2;2 turns negative, indicating that the equilibrium of the sec-
ond reaction (equation (13)) starts to shift backward. Meanwhile,
R1;1 � R1;2 remains positive, meaning that the first reaction (equa-
tion (12)) is quasi irreversible. This results in an increase of bicar-
bonate (HCO�

3 ) concentration, as shown in Fig. 6b. With the

consumption of both CO2�
3 and OH�; the pH continues to decrease.

When the pH reaches 9, the third reaction commences, resulting in
the formation of Hþ ions, which triggers a steep change in the slope
of pH curve. This corresponds to the moment when R3;1 � R3;2 turns

positive. At about 180 s, CO2�
3 is completely consumed and HCO�

3

reaches a steady concentration. The pH reaches a value of 7. In
Fig. 7, it can be noticed that the CO2 transfer rate equals to the reac-
tion rate throughout most of the process until the start of CO2

accumulation in the liquid at around 130 s.
After 180 s, the chemical reaction process ends as no more reac-

tants (OH�) are present in the system. From this point onwards, the
process switches to pure CO2 physical absorption. Over time, the
concentration of CO2 increases meanwhile the CO2 gas–liquid
transfer rate decreases as the driving force decreases. The pH
decreases gradually as the solution turns weakly acidic due to dis-
solved CO2.

The CFD model provides more detailed local information on the
reactive flow. Nevertheless, 1D model yields reliable axial evolu-
tion of the concentration, which is compared with the CFD work
of Buffo et al. (2017). The results are shown in Fig. 8 whereby it
reports the local concentration profiles of the dominant species
at three different time instants (t = 10 s, 80 s and 200 s), as illus-
trated in Fig. 6b. At the early stage (t = 10 s), the pH is high as
OH� ions are the most abundant in the system. Dissolved CO2

reacts immediately with OH� and CO2�
3 is produced. At around

80 s, the CO2�
3 concentration peaks, and it acts as the dominant spe-

cies. When the neutralization process reaches its late stage
(t = 200 s), CO2 accumulates in the liquid at a rate imposed by
the physical absorption rate. Apart from the concentration of
CO2, all other species concentrations captured by 1D model are
in the same order of magnitude with that of Buffo et al. (2017)
CFD model. A slightly higher CO2 concentration captured by the
1D model could likely due to the inlet bubble diameter db0 applied
is lower than that of Buffo et al. (2017) CFD model, as shown in
Fig. 3a. At the final stage, the concentration of HCO�

3 reaches the
initial concentration of OH� (initial pH of 12.5 which is equivalent
to 0.0316 kmol.m�3). All concentration profiles show a very weak
spatial heterogeneity behavior as also depicted in the CFD results
of Buffo et al. (2017). It shows that the temporal evolution is more
important than the spatial heterogeneity due to the relatively well
mixed liquid phase. Nevertheless, for the gas phase, a steadily
decreasing C�

CO2
implies a decreasing mass transfer driving force

and reaction rate along the axial direction.
In this section, it can be concluded that the two-phase hydrody-

namics and the reactive pathway are validated by the 1D model.
The 1D model agrees with the findings of the literature in terms

Fig. 6. (a) Time-dependent pH profile compared to existing literature results. Green
line from (Kraub and Rzehak, 2018) CFD results, Magenta line from (Huang et al.,
2021) CFD results, Blue line from (Buffo et al., 2017) CFD results, Yellow line from
(Hlawitschka et al., 2016), Black lines from (Darmana et al., 2007) CFD results, Black
dots from (Darmana et al., 2007) experimental results, Red lines from 1D model. (b)
Temporal evolution of chemical species concentration.

Fig. 7. Reaction rates and CO2 mass transfer rate during the chemisorption process.
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of inlet bubble diameter (Buffo et al., 2017; Darmana et al., 2007;
Liu et al., 2021) and the chemical kinetics model of Kraub and
Rzehak (2017). Prior to sensitivity analyses, an asymptotic model
is discussed to provide fundamental insights of reactive bubbly
flow physics and to underline the main coupling phenomena
occurring in each stage of the pH curve.

4. Asymptotic 0D model

In this section, an asymptotic model is derived to better under-
stand the neutralization process. This asymptotic model helps to
select the main parameters for the sensitivity analysis. Basic equa-
tions are presented here with the detailed development available
in the supplementary material.

The asymptotic model is established in three phases and it only
considered successive predominant species of each time interval,
as shown in Fig. 6. In Phase 1, the chemical reactive species present
in the system are OH� and CO2�

3 . Meanwhile in Phase 2, the concen-
tration of OH� becomes negligible compared to other species and it
is considered equals to zero. The transferred CO2 forms HCO�

3 ,

hence CO2½ � is still zero. Lastly in Phase 3, OH�½ � and CO2�
3

h i
remains

zero and only dissolved CO2½ � changes at this period. Therefore, the

asymptotic model established for the three phases, after develop-
ment, is given by the following equations:

Phase 1 (t 2 0; t1½ �)

OH�½ � ¼ OH�½ �0 � 2:E:kL:a:C
�
CO2

:t ð35Þ

CO2�
3

h i
¼ E:kL:a:C

�
CO2

:t ð36Þ

t1 ¼ OH�½ �0
2:E:kL:a:C

�
CO2

ð37Þ

Phase 2 (t 2 t1; t1 þ t2½ �)

HCO�
3

� � ¼ 2:kL:a:C
�
CO2

: t � t1ð Þ ð38Þ

CO2�
3

h i
¼ CO2�

3

h i
t1
� kL:a:C

�
CO2

: t � t1ð Þ ð39Þ

t2 ¼ OH�½ �0
2:kL:a:C

�
CO2

ð40Þ

Phase 3 (t 2 t1 þ t2; t1½ �).
CO2½ � ¼ C�

CO2
ð1� e�kL :a:ðt� t1þt2ð ÞÞÞ ð41Þ

Fig. 8. Instantaneous spatial profiles of chemical species concentration at different instants. (a)-(d) CFD concentration contours are taken from Fig. 6 of (Buffo et al., 2017). (e)-
(h) CFD results superposed with 1D results. Blue line from (Buffo et al., 2017) CFD results, Red lines from 1D model. CFD profiles are obtained through area-weighted average
at each height.
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From the asymptotic model, the pH evolution can be predicted
by:

Phase 1

pH ¼ 14þ log10 OH�½ �0 � 2:E:kL:a:C
�
CO2

:t
 �

t 2 ½0; t1½ ð42Þ

Phase 2

pH ¼ �log10 Ka2ð Þ � log10

2:kL:a:C
�
CO2

: t � t1ð Þ
CO3

2�
h i

t1
� kL:a:C

�
CO2

: t � t1ð Þ

0
B@

1
CA

t 2�t1; t1 þ t2½ ð43Þ

pH ¼ �log10 Ka2ð Þ � log10

2:kL:a:C
�
CO2

: t � t1ð Þ
CO3

2�
h i

t1
� kL:a:C

�
CO2

: t � t1ð Þ

0
B@

1
CA

t 2�t1; t1 þ t2½ ð44Þ
All parameters used in the asymptotic model are derived from

time (0–250 s) and space averaged 1D complete model value and
they are reported in Table 8. Fig. 9 reveals that the asymptotic
model agrees well with 1D model results. The asymptotic model
highlights that the essential parameters that control Phase 1 is
related to E; kL, and a: In Phase 2 and Phase 3, the most important
parameters that control the pH evolution are just kL and a: As CO2

chemisorption rate is imposed by the mass transfer flux, it is actu-

ally not surprising to observe that the underlying mechanisms is
totally controlled by mass transfer parameters, as proved by the
asymptotic model and also discussed in the work of Huang et al.
(2021). These parameters have to be modeled with utmost atten-
tion to give the most realistic prediction of temporal pH evolution.
Sensitivity analyses on these parameters are thus carried out in
Section 5.

Before sensitivity analysis, qualitative investigation can already
be conducted with the asymptotic model, particularly from the
expression of pH (equations (42)-(44)). The 0D model shows that
the most impactful closure parameters in Phase 1 are E and kL.
From equation (42), it can be related that the higher the E, the
higher the decrease in pH. Besides, it is proven through equation
(37) that the higher the E, the shorter the t1, displacing the pH
curve to the left.

On the contrary, Phase 2 is barely impacted by E, as shown in
Fig. 7, whereby the non-enhanced mass transfer rate is nearly
equal to the enhanced mass transfer rate. Nonetheless, it is still
controlled by the kL value as shown in equation (43). The slope
of the pH curve is highly dependent of the mass transfer coefficient
kL. Phase 3 is analogous to Phase 2, having kL as the determining
parameter. In Phase 3, the only concentration evolution is that of
CO2½ �, which changes according to the physical absorption flux.

The interfacial area a appears to be sensitive in every phase, sig-
nifying the importance of bubble diameter and gas holdup in the
prediction of mass transfer flux. This also justifies the previous
work using CFD approach for gas fraction calculation and bubble
population model to better capture the mass transfer (Buffo
et al., 2017; Kraub and Rzehak, 2018).

5. Discussions on sensitivity analyses using 1D model

With the good agreement of 1D and asymptotic model with
experimental data, extensive sensitivity analyses have been con-
ducted and they are compared with other researcher’s work
(Buffo et al., 2017; Hlawitschka et al., 2016; Huang et al., 2021;
Krauß and Rzehak, 2018; Kraub and Rzehak, 2017; Liu et al.,
2021). It is important to emphasize that the transient CO2

chemisorption is measured by a pH probe located near the liquid
free surface Darmana et al. (2007). This probe response integrates
all the physical coupling (hydrodynamics, mass transfer and chem-
ical reactions) taking place in the bubble column during the tran-
sient measurement, implying that the validation process is tricky,
as several parameters have to be adjusted or predicted. The CFD
approach is more complex compared to the 1D approach as it
requires high computational resources to follow the overall chem-
ical reaction spatially and temporally (plus integrating population
balance model will further increase the simulation time). Regard-
ing the complexity of the problem and long simulation time, it is
difficult to validate a high-quality parametric study without extra
consideration. For these aforementioned reasons, 1D model pro-
vides an interesting alternative for sensitivity analyses in view of
short calculation time. Upon validation of hydrodynamics, inlet
bubble diameter and reactive pathway in Section 3, the impact of
other important parameters such as liquid mixing and mass trans-
fer closure model are studied with the 1D model here. These sen-
sitivity analyses also serve as a comprehensive comparison with
the most recent CFD work as only certain results were compared
and analyzed between them.

5.1. Influence of mixing

The liquid mixing in the 1D model is characterized by the axial
dispersion coefficient DL, in contrast to previous CFD work
whereby the mixing in the bubble column is resolved.

Table 8
Parameters used in the asymptotic model.

Input Parameters Value Units

db 4.8 mm
eG 1.6 %
a 20 m2.m�3

uG 0.289 m.s�1

kL 3x10-4 m.s�1

E 1.06 –
C�
CO2

0.0345 kmol.m�3

Fig. 9. (a) Temporal evolution of chemical species concentration with the asymp-
totic model described from equations (35)-(41) and (b) Time-dependent pH profile
compared between (Darmana et al., 2007) CFD results, 1D model, asymptotic model
(equations (42)-(44)).
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Fig. 10a shows that DL has an immediate impact in reproducing
experimental pH curve with 5x10-5 m2.s�1 < DL < 5x10-1 m2.s�1.
The value of 5x10-5 is about one order of magnitude lower than
the estimated turbulent diffusivity (10-4 m2.s�1 as calculated in
Section 2.2.1) and 5x10-1 is about two orders of magnitude higher
than the spatial dispersion to illustrate the extreme case. Low axial
dispersion coefficient will create spatial heterogeneities in terms of
dissolved concentration, as evidenced in Fig. 10b & Fig. 10c. The
lower the DL, the greater the concentration difference between
the top and the bottom of the column. As CO2 is sparged at the bot-
tom of the column, fast chemical reaction has already initiated at
the lower half of the column, leaving less CO2 at the top of the col-
umn to reacts with OH� ions. Thus, with a low value of DL, a mod-
erate decline of pH is obtained, as evidenced in Fig. 10a. With a
higher axial dispersion coefficient, dissolved CO2 is homogenized
in the column, it reaches the top with higher concentration at an
earlier time, leading to an earlier decrease in pH in the similar
manner. Nonetheless, the results become insensitive to DL, for DL

higher than a magnitude of 10-3 m2.s�1. The two pH curves of
DL = 5x10-2 m2.s�1 (green line) and DL = 5x10-1 m2.s�1 (blue line)
superpose with each other, showing that at perfectly mixed liquid
behavior, the pH description converge to the same shape. This is in
line with the conclusion of Kraub and Rzehak (2017) work whereby
they captured the pH evolution with a perfectly mixed 0D model.
Here, it is found that the value estimated from Deckwer et al.
(1974) yields a good pH prediction, without additional fitting on
other parameters.

The gaseous side axial dispersion coefficient DG does not yield
much influence to the results (results no shown). As mentioned
in Section 3.2, the bubbles diameter varies between 5.5 mm and
3.7 mm during the chemisorption process, with almost identical
urel at this range of bubble size. Thus, the spatial dispersion is
expected to be less intense, which is typically the case in homoge-
neous regime at low gas holdup. Besides, considering the CO2

diffusivity in air is three order of magnitude higher than that in
water, the axial Peclet number is expected to be higher in the gas-

eous phase uGdb
DCO2 ;G

> uLdb
DCO2 ;L

 �
, signifying less spatial dispersion.

5.2. Influence of enhancement factor

The enhancement factor E is defined as the ratio between mass
transfer fluxes through the phase interface with and without reac-
tion, based on the same concentration driving force (Westerterp
et al., 1998). The effect of E has been highlighted in the work of
Hlawitschka et al. (2016) and Liu et al. (2021). Without implement-
ing E in the model, the mass transfer is underestimated, leading to
a wrong pH temporal evolution that lags behind the experimental
pH curve. In this work, the two E models presented in Section 2.2.3
are studied.

Kraub and Rzehak (2017) applied a 0D model to solely investi-
gate the chemical kinetics and enhancement factor. The authors
stated that approximate or simplified expressions for the enhance-
ment factor derived from simple conceptual models of mass trans-
fer (film, penetration, and renewal models) that appear frequently
in reaction engineering textbooks should be considered with care.
They also showed that the E applied in the original work of Dar-
mana is not suitable at small values of instantaneous enhancement
factor Ei which even become less than one (violated the condition
for equation (25)), leading to an underestimated value of E (see
Fig. 8a of (Kraub and Rzehak, 2017)). We agreed to this finding as
an underestimated mass transfer flux was obtained when the
enhancement factor model used by Darmana was applied to our
1D model (results not shown). This could partly explain why Dar-
mana yielded a slower decrease in pH in the initial stage, as shown
in Fig. 11 (black lines compared to black dots).

Many researchers (Hlawitschka et al., 2016; Huang et al., 2021;
Liu et al., 2021) used a simple enhancement factor proposed by

Fig. 10. (a) Time-dependent pH profile for different axial dispersion coefficient. Black dots from (Darmana et al., 2007) experimental results, Continuous lines from 1D model
with Red lines DL = 5x10-3 m2.s�1 (default value estimated from (Deckwer et al., 1974)), Cyan lines DL = 5x10-5 m2.s�1, Magneta line DL = 5x10-4 m2.s�1, Green line DL = 5x10-2

m2.s�1, Blue line DL = 5x10-1 m2.s�1. (b) Spatial profile of [CO2] at t = 50 s. (c) Spatial profile of OH�½ � at t = 50 s. Red lines DL = 5x10-3 m2.s�1. Cyan lines DL = 5x10-5 m2.s�1.
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Fleischer et al. (1996) which is derived from experimental data to
reproduce Darmana’s case. Kraub and Rzehak (2017) did not
included this enhancement factor model in their comparison
study. To the authors knowledge, the fit formula for the enhance-
ment factor model proposed by Kraub and Rzehak (2017), has only
been used in Kraub and Rzehak (2018) in the attempt to reproduce
Darmana’s case. Here, we compare the effectiveness between these
two enhancement models of Fleischer et al. (1996) and Kraub and
Rzehak (2017).

Fig. 11a depicts the pH curve obtained from two different
enhancement models. The enhancement factor model proposed
by Fleischer et al. (1996) is derived theoretically via two-film
model which supposed the bubble interface is flat. The flat inter-
face assumption is unrealistic unless the radius of the interface
curvature is infinitely large. This leads to an overoptimistic value
of E, which is reflected in Fig. 11b and Fig. 11c, as the initial drop
of pH (magenta line) is the strongest for Fleischer et al. (1996).

The enhancement factor proposed by (Kraub and Rzehak, 2017)
yields a slightly better description of the pH evolution at the begin-
ning which extend to the overall pH curve. Nevertheless, the differ-
ence remains significantly small for these two models. This
parameter should not be the determining factor to capture the
overall pH curve, as it equals to 1 after 75 s.

It is also preferable to apply an analytical model such as that of
Kraub and Rzehak (2017) rather than empirical correlation to per-
form any predictive simulation. To conclude this subsection, it is
clear that E is impactful to the pH prediction as early as the process
starts. Therefore, it changes t1, which causes a translation of the
remaining pH curve. This has been initially proven by the asymp-
totic model as the parameter E appears only in the governing equa-
tion in Phase 1 (see equation (42)).

5.3. Influence of Sherwood number

Study of different mass transfer coefficient has been done in the
recent work of (Huang et al., 2021; Liu et al., 2021) and it is also

implemented here for the sensitivity analysis. Another mass trans-
fer model tested is that proposed by Higbie (1935), which is often
applicable for clean spherical bubbles over 2 mm (Cockx et al.,
1999; Fayolle et al., 2007; Larsson et al., 2022; Solsvik, 2018). These
mass transfer models are summarized in Table 9.

Fig. 12 demonstrates the importance of Sherwood closure
model on the CO2 mass transfer flux. These Sherwood closure mod-
els are developed for different bubble geometrical characteristic
under different hydrodynamics and physicochemical conditions
(see Table 9). The kL derived by Brauer (1979) is found to be the
most suitable model. It is also used by Darmana et al. (2007) in
their simulation. It is derived for non-spherical bubbles in the wob-
bling regime – this is typically the case for the bubbles having a
size of 5.5 mm as it considers the stochastic deformation of the
interface induced by turbulent motion in the surrounding fluid
(Clift et al., 1978; Tomiyama et al., 1998). Thus, it offers a higher
mass transfer coefficient than kL;2, leading to a much higher CO2

interfacial mass transfer flux, hence, a larger drop in terms of pH.
To our knowledge, the classical mass transfer model of Higbie
kL;3 has not been applied in earlier CFD work of this context.
Fig. 12 shows that the mass transfer model proposed by Higbie
(1935) overestimates the mass transfer flux, leading to a faster
drop in pH than the experimental pH curve.

Fig. 11. (a) Time-dependent pH profile. Red lines with E from (Kraub and Rzehak, 2017), and Magenta lines with E from (Fleischer et al., 1996) (b) E vs pH and (c) Time-
dependent E value.

Table 9
Mass transfer models derived from different Sherwood correlations.

Sherwood correlation Notation Description Reference

Sh ¼ 2þ 0:015Re0:89:Sc0:7 kL;1 Non-spherical bubbles
with stochastic

deformations of the
interface

(Brauer,
1979)

Sh ¼ 2þ 0:6415Re0:5:Sc0:5 kL;2 Spherical bubbles (Bird
et al.,
2002)

Sh ¼ 1:13Re0:5:Sc0:5 kL;3 Clean spherical bubbles (Higbie,
1935)
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Considering the Sherwood equation of Bird et al. (2002) and
Higbie (1935), both has the classical exponent value of 0.5 for
the Reynolds and Schmidt number, which is derived from the pen-
etration model of mass transfer. The difference between the two

equations is the factor before Re and Sc, with 0.6415 ¼
ffiffiffiffi
4
3p

q �
and 1.13 ¼

ffiffiffi
4
p

q �
, respectively. The Sherwood number calculated

from Bird et al. (2002) is developed for a spherical gas bubble sur-
rounded by a liquid in creeping flow regime (Re 
 1). For Sher-
wood number of Higbie (1935), the bubble is rising in liquids
free of surface-acting agent and it undergoes a constant toroidal
circulation (Rybczynski-Hadamard circulation). It is found that
Sherwood model of Bird et al. (2002) underestimates the mass
transfer rate, probably due to the Re is not in the applicable range.

Moreover, it is found that Re of the bubble is in the range of
1000–1600 for all studies. In this range of Re, these Sherwood cor-
relations yield the mass transfer coefficient which ranks from the
highest to the lowest as follows: kL;3 > kL;1 > kL;2. This ranking is
reflected in the pH curve whereby the highest Sherwood leads to
an earlier decrease in pH. In terms of the ranking between kL;1,
kL;2 and kL;3. The choice of kL remains a major factor in the pH pre-
diction as it influences the rate of change of pH, right from the start
to the end of the reactive process. The most suitable kL is that
applicable for non-spherical wobbling bubbles of Brauer (1979)
in the configuration of the bubble plume of Darmana with large
ellipsoîdal bubbles.

6. Conclusion

In this work, a two-way coupled spatio-temporal 1D model is
applied to study CO2 reactive absorption process in a bubble col-
umn, previously presented in the Darmana et al. (2007). It is found
that 1D model performs just as well as previous studies performed
with CFD model. The objective of this paper is not to combine all
the improvements reported in the literature and to perform an
updated CFD simulation of Darmana’s case. In the contrary, it aims
to integrate different strategies proposed from published works
and compare with their results using the 1D model, like a novel
insight of Darmana et al. (2007) case. Moreover, 1D model leads
to an asymptotic 0D model that helps to capture the essential fea-
ture of reactive bubbly flow and to identify the underlying physi-
cal–chemical parameters which control these flows. Contrary to
CFD simulation, 1D model yields fast results which is useful for

probing a wide range of physical parameters and conducting series
of sensitivity analysis. After identifying such specific parameters,
advanced CFD model can be used to study the impact of these
parameters on the local field structure and the phase interaction
in more details without hypothesis on the flow. In CO2-NaOH
chemisorption case, the particular parameters to focus on in CFD
are mass transfer coefficient kL and inlet bubble diameter db0.
The closure model applied to these two parameters must be given
the utmost importance to successfully capture the interfacial mass
transfer flux, and eventually the temporal pH curve. Several con-
clusions can be drawn from this work:

Gas phase hydrodynamics has to be closely modelled to give
realistic mass transfer flux. In this work, it is well captured with
a drift-flux loop model with a C0 coefficient of 1.27 and an aver-
aged liquid recirculation velocity of 4.2 cm.s�1.

� Bubble size shrinkage due to CO2 chemisorption is observed
experimentally and it has to be well-characterized in order to
yield a satisfactory pH prediction.

� A correct inlet bubble diameter db0 is essential as it decides the
bubble diameter evolution. It is shown that a good description
of bubble size changes is important to determine the local mass
transfer flux, as the value fluctuate in a factor of two between
the top and the bottom of the column. The value of
db0 = 5.5 mm appears to be an accurate estimation, according
to Darmana et al. (2007).

� The water pathway has to be considered to correctly describe
the late stage of the neutralization process as proposed by
Kraub and Rzehak (2017).
An asymptotic model is proposed to describe the CO2 reactive
absorption process and to unravel the controlling parameters,
such as E, kL, and a.

� The axial dispersion coefficient of 5x10-3 m2.s�1 calculated from
the correlation of Deckwer et al. (1974) which is derived from
circular bubble column is also reliable for pseudo-2D bubble
column, as shown in the findings of Alexander and Shah (1976).

� The enhancement factor has a huge impact on the pH evolution
only when pH > 10. The enhancement factor proposed by Kraub
and Rzehak (2017) has a better edge over that of Fleischer et al.
(1996).

� The Sherwood correlation of Brauer (1979) seems to be the
appropriate model. It corresponds well for non-spherical bub-
bles as the bubble with a size of 5.5 mm is typically situated
in the wobbling regime. In this wobbling regime, the continuous

Fig. 12. Time-dependent pH profile using different kL closure models. Black dots from (Darmana et al., 2007) experimental results, Colored lines from 1D model. Cyan lines
from kL;3, Red lines from kL;1, and Blue lines from..kL;2
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bubble oscillation motion contributes to a higher mass transfer
coefficient as found in this work too.

Finally, it is shown that only by applying a suitable combination
of closure models and chemical kinetics (db0, C0, uL;recirc , udfloop, DL, E,
kL, reaction pathways), the experimental data can be reproduced
perfectly by the two-way coupled spatio-temporal 1D model. In
this work, it is found that the combination of enhancement factor
from Kraub and Rzehak (2017), 3 reactions pathway as proposed
by Kraub and Rzehak (2017), Sherwood correlation from Brauer
(1979), db0 of 5.5 mm and DL correlation estimated from Deckwer
et al. (1974) gives the closest results to that of Darmana et al.
(2007) experimental data.
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Appendix A. Solubility

The solubility of CO2 in water C�
CO2

is described by a Henry con-
stant which can take several forms (Sander, 2015). For this work,
the dimensionless ratio (H e) of the concentration in the liquid
phase to the equilibrium concentration at the gas phase is used.
The correlation for the temperature dependence dimensionless
Henry constant for CO2 in pure water (HewCO2

) proposed by
Versteeg and Van Swaaij (1988) was used. This correlation was also
applied in Huang et al. (2021) and Kraub and Rzehak (2018).

HewCO2
¼ 3:54:10�7RT exp

2044
T

� �
ðA:1Þ

Due to salting out effect in electrolyte solutions, the solubility of
most gases decreases with salt concentration. Therefore, the solu-
bility of CO2 in alkaline solution can be estimated by that of
Weisenberger and Schumpe (1996), expressed as.

HeCO2 ¼ HewCO2
10�

P
hiþhGð ÞCi ðA:2Þ

Where Ci is species concentration in kmol.m�3,
hG ¼ hG;0 þ hT : T � 298:15ð Þ and the corresponding constants hi

summarized in Table A.1.
Kraub and Rzehak (2017) pointed out that the use of equation

(A.2) leads to a maximum decrease of 1.5 % in CO2 solubility com-
pared with its solubility in pure water for the case of Darmana
et al. (2007). Nevertheless, equation (A.2) is implemented in our
model in order to have a full model without additional hypothesis.
In the end, the solubility C�

CO2
is calculated using equation (A.3).

C�
CO2

¼ HeCO2CG;CO2 ðA:3Þ

Appendix B. Diffusivity

Similar to solubility, the temperature dependence of CO2 molec-
ular diffusivity in water (Dw

CO2
) is calculated from the correlation of

Versteeg and Van Swaaij (1988) as.

Dw
CO2

¼ 2:35:10�6 exp �2199
T

� �
ðB:1Þ

The molecular diffusivity of CO2 in electrolytes can be calcu-
lated from Ratcliff and Holdcroft (1963) correlation as.

DCO2 ¼ Dw
CO2

1þ 0:624
X

bi � Ci

 �
ðB:2Þ

The bi constants are given in Table B.1.
The temperature dependent molecular diffusion coefficient of

other chemical species (Di) is determined by the power-law fits
proposed by Zeebe (2011) and it is expressed as.

Di ¼ D0
i :

T

Tref
i

� 1

 !ci

ðB:3Þ

With the values of D0
i , T

ref
i , and ci are given in Table B.2.

Again, Kraub and Rzehak (2017) concluded that the decrease of
CO2 diffusivity due to ionic effect in Darmana et al. (2007) case is
less than 0.5 %, considering negligible.

Table A1
Parameters for equation (A.2).

Liquid phase hi (m
3.kmol�1) Gas phase hG;0 (m3.kmol�1) hT (m3.kmol�1.K�1)

Naþ 0.1143 CO2 �0.0172 �0.338.10-3

OH� 0.0839
HCO�

3 0.0967

CO2�
3

0.1423

Table B2
Parameters for equation (B.3).

Ion D0
i . 10

9 (m2.s�1) Tref
i (K) ci

Naþ 5.391 209.7 1.619
OH� 26.65 216.5 1.658
HCO�

3 7.016 204.0 2.394

CO2�
3

5.447 210.3 2.193

Table B1
Parameters for equation (B.2).

Species bi (m
3.kmol�1)

Naþ �0.0857
OH� �0.1088
HCO�

3 �0.1150

CO2�
3

�0.2450
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Appendix C. Reaction rate constants

The reaction rate constants mostly follow the work presented
by Kraub and Rzehak (2017). It is recalled here to a certain extend
necessary for the model.

First reaction

The rate constant for the first forward reaction (equation (12))
is calculated by the correlation proposed by Pohorecki and
Moniuk (1988), which is a function of ionic strength as follow.

k1;1 ¼ k11;1:10
0:221I�0:016I2 ðC:1:1Þ

Where k11;1 is the temperature dependence first forward rate
constant at infinite dilution of ions, given by.

k11;1 ¼ 1011:895�2382
T ðC:1:2Þ

I Represents the ionic strength and it can be calculated as

I ¼ 1
2

Naþ½ �:Z2
Naþ þ OH�½ �:Z2

OH� þ HCO�
3

� �
:Z2

HCO�
3
þ CO2�

3

h i
:Z2

CO2�
3

 �
ðC:1:3Þ

Where Z represents the valency of the dissolved ions, with
ZNaþ ¼ 1, ZOH� ¼ �1, ZHCO�

3
¼ �1 and ZCO2�

3
¼ �2.

The first reaction (equation (12)) is coupled with the auto-
dissociation of water. Thus, the backward reaction rate of the first
reaction can be obtained through the ratio relation of the
equilibrium constants. The backward reaction can therefore be
expressed as.

k1;2 ¼ KW

K3
eq

k1;1 ðC:1:4Þ

where KW is the equilibrium constant of the ionization of water
and K3

eq is the equilibrium constant of the third reaction (equation
(14)). Here, the temperature dependence KW proposed by
Tsonopoulos et al. (1976) is used. The equilibrium constant K3

eq is
calculated from a relation proposed by Edwards et al. (1978).

KW ¼ Hþ� �
OH�½ � ¼ 10�5840

T �61:2062�22:48log10 Tð Þ ðC:1:5Þ

K3
eq ¼

HCO�
3

� �
Hþ� �

CO2½ � ¼ exp �12090
T

þ 235:5� 36:78ln Tð Þ
� �

ðC:1:6Þ

Second reaction

The second reaction involves a proton transfer, implying that
the rate of reactions is very rapid (Eigen, 1954). The forward reac-
tion of the second reaction equation (13) k2;1 is in the order of 1010-
1011 m3.kmol�1.s�1. Nevertheless, as shown by Darmana et al.
(2007) and Kraub and Rzehak (2018), a much smaller value can
be used, as long as k2;1 � k1;1: Kraub and Rzehak (2017) showed
that with k2;1 of 104 m3kmol-1s�1 there is negligible influence on
the results. A value of k2;1 = 104 m3.kmol�1.s�1 is thus used in our
study to allow numerical simulations to be performed at a larger
time step.

The backward reaction k2;2 is calculated with the equilibrium

constant of the second reaction K2
eq, as proposed by Hikita et al.

(1976).

K2
eq ¼

k2;1
k2;2

¼ K2;1
eq :10

1:01
ffiffiffiffiffiffiffi
Naþ½ �

p
1þ1:27

ffiffiffiffiffiffiffi
Naþ½ �

p þ0:125 Naþ½ �

� �
ðC:2:1Þ

where K2;1
eq is the temperature dependent rate at infinite dilu-

tion of sodium ions.

K2;1
eq ¼ 10

1568:94
T þ0:4134�0:00673:T ðC:2:2Þ

The backward reaction is therefore calculated as.

k2;2 ¼ k2;1
K2

eq

ðC:2:3Þ

Third reaction

Since only uncharged molecules are involved in the third for-
ward reaction (equation (14)), the forward reaction rate constant
k3;1 depends solely on the temperature and not ionic strength. It
is determined by the equation proposed by Johnson (1982) as.

k3;1 ¼ exp �6:19:104

T
þ 1247� 183ln Tð Þ

 !
ðC:3:1Þ

The third backward reaction rate constant k3;2 can be calculated

with the equilibrium constant K3
eq introduced previously in equa-

tion (C.1.6).

k3;2 ¼ k3;1
K3

eq

ðC:3:2Þ

Appendix D. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.ces.2022.117963.
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5.5 Unpublished results 

Some results are presented in this section as they are not included in the published paper. One of the 

results that are not featured in the article is the comparison of different mass transfer coefficient 

models, as has been done in the work of Liu et al. (2021) and Huang et al. (2021). Table 5.2 reports the 

list of Sherwood correlations used in this study.  

Table 5.2: Mass transfer coefficient models derived from different Sherwood correlations 

Sherwood correlation Notation Description Reference 

𝑆ℎ = 2 + 0.015𝑅𝑒0.89. 𝑆𝑐0.7 𝑘𝐿,1 

Non-spherical bubbles with 

stochastic deformations of 

the interface 

(Brauer, 1979) 

𝑆ℎ = 2 + 0.6415𝑅𝑒0.5. 𝑆𝑐0.5 𝑘𝐿,2 Spherical bubbles (Bird et al., 2002) 

𝑆ℎ = 2 + 1.25𝑅𝑒0.5. 𝑆𝑐0.33 𝑘𝐿,3 Bubble swarm (Jain et al., 2015) 

𝑆ℎ = 1.13𝑅𝑒0.5. 𝑆𝑐0.5 𝑘𝐿,4 Clean spherical bubbles (Higbie, 1935) 

In terms of the ranking between 𝑘𝐿,1, 𝑘𝐿,2 and 𝑘𝐿,3, the 1D model finds that the pH has the fastest 

decline in the order of 𝑘𝐿,1 > 𝑘𝐿,2 > 𝑘𝐿,3, as shown in Figure 5.2(a). 1D model agrees with the finding of 

Huang et al. (2021) who reported the same ranking but not that of Liu et al. (2021). Interested readers 

can compare Figure 11 of Huang et al. (2021) to Figure 5 of Liu et al. (2021). Liu et al. (2021) reported 

a ranking of 𝑘𝐿,2 > 𝑘𝐿,3 > 𝑘𝐿,1. Huang et al. (2021) does not yield the same ranking as Liu et al. (2021) 

either. Huang et al. (2021) explained that the difference in ranking could due to different numerical 

approaches and different chemical reaction pathways considered as the third pathway is not 

considered in the work of Liu et al. (2021). This ranking is reflected in the pH curve whereby the highest 

Sherwood leads to an earlier decrease in pH, as shown in Figure 5.2(b). The higher the mass transfer 

coefficient, the higher the CO2 mass transfer flux, the higher the consumption of hydroxyl ions, and 

the faster the drop in pH. 
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Figure 5.2: (a) Time-dependent pH profile using different 𝒌𝑳 closure models. (b) Sherwood number 

vs Reynolds number for different mass transfer closure models from Table 5.2. Black dots from 

Darmana experimental results, Colored lines from 1D model. Cyan lines from 𝒌𝑳,𝟒, Red lines from 

𝒌𝑳,𝟏, Blue lines from 𝒌𝑳,𝟐, and Green lines from 𝒌𝑳,𝟑 
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Figure 5.3: Sensitivity analysis on 𝒌𝑳𝒂. Continuous red line: base case, dashed blue line (𝒌𝑳𝒂−

𝟏𝟎%), thick dashed blue line (𝒌𝑳𝒂 − 𝟐𝟎%), dashed green line (𝒌𝑳𝒂 − 𝟏𝟎%), thick dashed green 

line ( 𝒌𝑳𝒂 − 𝟐𝟎%) , Continuous black line: Darmana CFD model, dotted black line: Darmana 

experimental data 

It is reported in the literature that bubble size distribution can be polydisperse even in the 

homogeneous bubbly flow regime. Besagni (2021) divided the homogeneous regime into mono-

dispersed and poly-dispersed homogeneous flow regimes. A priori, the polydispersity has a direct 

impact on the 𝑘𝐿𝑎 . The 𝑘𝐿𝑎  can be dissociated into two terms: 𝑘𝐿  and 𝑎 . The modelling of 

polydispersity on interfacial area 𝑎 could be questionable in the homogeneous regime where bubble 

breakup and coalescence is mostly negligible. In particular, the superficial gas velocity applied in 

Darmana et al. (2007) is relatively low at 0.007 m.s-1. The inlet bubble diameter measured at 5.5 mm 

in the experiment is already the Sauter mean diameter which considers the averaged polydisperse 

distribution, calculated in the mean volumetric interfacial area (𝑎 =
6𝜀𝐺

𝑑32
). As a consequence, the impact 

of bubble polydispersity is more questionable on the estimation of the mass transfer coefficient 𝑘𝐿 

than on the interfacial area 𝑎. For that, we have conducted a sensitivity analysis on 𝑘𝐿, the results have 

been reported in Figure 12 of our published paper.  

When we compared some mass transfer models that appeared in Table 5.2, the variation of the 

Sherwood number depends in general on the square root of the Reynolds (and then the bubble size) 

except for the Brauer (1979) correlation where the power for 𝑅𝑒 is 0.9. This implies that the mass 
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transfer coefficient is nearly independent of the bubble size distribution with each bubble class having 

the same 𝑘𝐿 . The 𝑑𝑏  on the right-hand side is simplified with the 𝑑𝑏  on the left-hand side of the 

correlation. Meanwhile, when the dependence of Sherwood is in the square root of the Reynolds, the 

relative standard deviation of the bubble size distribution will attenuate the mass transfer coefficient 

relative to this standard deviation (for example 𝑑𝑏 increases 20% will reduce 𝑘𝐿 to 10%). Figure 5.3 

presents the sensitivity analysis of ±10% and ±20% on the 𝑘𝐿𝑎 from the base case.   

The sensitivity on bubble size distribution could be done via the sensitivity to 𝑘𝐿𝑎 presented in Figure 

5.3 or directly by changing the mean Sauter bubble size ±1 mm as presented in Figure 4 of our 

published paper, as both achieve the same results. We observe that changing 𝑘𝐿𝑎 ± 20%  has the 

same impact as changing the bubble size in the same relative variation. It confirms the 

counterbalanced effect when a linear mass transfer model is used (whereby the power of 𝑅𝑒 is close 

to 1), as proposed by Brauer (1979).  
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Chapter 6 CFD modelling of biological methanation  

As discussed in Section 1.3, bubble columns are multiphase contactors in which multiphysics coupled 

phenomena take place simultaneously at different spatial and temporal scales. Depending on the 

problem one needs to tackle, numerical simulation of bubble columns can be conducted using different 

modelling tools. Among these, CFD is a well-established tool, especially with the advent of powerful 

computational resources and the development of various simulation software. CFD models can be 

used to investigate the interactions between phases with excellent spatial resolution.  

In this chapter, a Euler-Euler CFD model based on the two-fluid model is developed for the biological 

methanation process. The CFD simulations were performed using commercial CFD code ANSYS Fluent 

version 2021 R1. The model resolves the bubbly flow, the multispecies mass transfer and eventually 

couples with the bioreaction kinetics. To validate the multispecies mass transfer CFD model workflow, 

a step-by-step validation from the two-phase hydrodynamics to the multispecies mass transfer and 

bioreaction has been conducted. The validation studies can be found in the Appendix. Part of the CFD 

simulation work was conducted during a two-month mobility programme at the University of Sydney 

under the supervision of Associate Professor John M. Kavanagh and Adjunct Professor 

David F. Fletcher. 

Our third paper entitled “H2 mass transfer – key factor for efficient biological methanation: Comparison 

between pilot-scale experimental data, 1D and CFD models” has been submitted to Chemical 

Engineering Science on 15/06/2022. It is currently under review. The paper reports a comparison study 

between the experimental biological methanation results with the numerical predictions using 1D and 

CFD models. The same biological methanation model developed in Ngu et al. (2022a) is implemented 

in both modelling tools, as a function in the in-house code and as a user subroutine in the CFD software.  

An analytical solution based on gas phase mass balance only was also developed with the aim to 

underline the most influential parameters governing the methane production. This simplified vision is 

also used to explain the asymptotic behaviour in 1D and CFD simulations. Lastly, sensitivity analysis is 

also presented to highlight the importance of H2 mass transfer in biological methanation.  
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6.1 Pilot-scale biological methanation bubble column 
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Abstract 

Biological methanation is an emerging Power‐to‐Gas technology that provides a flexible, efficient, and 

long‐term storage system to address the renewable energy intermittency issue. However, scaling‐up a 

biological methanation plant requires overcoming the bottleneck of H2 gas‐liquid mass transfer. The 

current work demonstrates analytically, experimentally and numerically the importance of H2 mass 

transfer on CH4 purity and productivity. The influence of sparger design was investigated in a pilot‐scale 

bubble column bioreactor. An increase of 265% in 𝑘𝐿𝑎 and subsequently 81% in CH4 purity is obtained 

when a uniform porous plate is used over a 4‐points porous sparger. Numerical simulation of the 

bioreactor was performed using a multiscale modeling approach coupling 1D and CFD models. The 

numerical simulations were validated satisfactorily by the experimental data. Parametric studies were 

also performed using the 1D model to reveal the impact of operating conditions on the bioprocess. An 

analytical solution for the productivity of biomethanation reactors at steady‐state is proposed based 

on mass balances and provides new insights into biological methanation. It is found that any 

modification of operating parameters that improve H2 mass transfer, such as higher gas recirculation 

rate and smaller bubble size, leads to a better bioreactor performance.  
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6.1.1 Introduction  

In the past decades, global warming and climate change have become the centerpiece of discussion 

among policymakers. The Paris Climate Agreement sets the framework for participating countries to 

limit the temperature rise well below 2°C. The European Commission has also set the goal of achieving 

a 32% renewable energy share in the energy mix by 2030 (European Commission, 2016b, 2016a). 

Therefore, renewable energies play an important role in mitigating the use of fossil fuels that have 

caused greenhouse gas emissions to reach a record high worldwide year‐over‐year. However, due to 

the intermittent behavior of renewable energy sources, such as wind and solar, an energy buffer is 

required. In this context, Power‐to‐Gas technologies play an important role in achieving deep 

decarbonisation and ensuring a green transition of the global energy system from carbon‐emitting 

fossil fuels to renewable energy sources. Biological methanation has emerged as an interesting option 

for Power‐to‐Gas application. The product – methane (CH4) is a promising energy vector as it can be 

directly injected into the existing natural gas network for transport and storage. 

Compared with catalytic methanation, biological methanation operates under milder conditions and 

methanogens have higher resistance to feed gas impurities, which lower the CH4 production costs 

(Jensen et al., 2021). Besides interconnecting with the renewable energy electricity grid, biological 

methanation can be integrated with wastewater treatment plants (WWTP) and anaerobic digestors, 

such as the biological methanation plant on BIOFOS site in Avedøre, Denmark (Lardon et al., 2018). 

Additionally, the H2 produced from the electrolysis of water, oxygen (O2) can be fed to nearby WWTP. 

The biogas from anaerobic digestion containing mainly CH4 and carbon dioxide (CO2) can be upgraded 

by biological methanation. The heat produced from biological methanation can be used to heat the 

anaerobic digestor. Such synergistic effects between industries have shown that a positive energy 

balance is achievable at large‐scale (Lardon et al., 2018).  

Despite numerous advantages of biological methanation, the overall process is strongly limited by 

hydrogen (H2) mass transfer, as agreed by several researchers (Lecker et al., 2017; Rafrafi et al., 2020; 

Rusmanis et al., 2019). Only a few large‐scale biological methanation plants with a range of volume 

between 3.5‐100 m3 are referenced in the literature, signifying that the technology is only at the early 

stage of its commercial application (Rafrafi et al., 2020). Extensive investigations on reactor design, 

system configurations and operating conditions are still mainly at the laboratory or pilot‐scale. Several 

reactor designs, such as stirred tank reactors (Figueras et al., 2021; Martin et al., 2013; Peillex et al., 

1990), bubble column reactors (Bassani et al., 2017; Kougias et al., 2017; Laguillaumie et al., 2022; 

Voelklein et al., 2019), membrane reactors (Díaz et al., 2015; Luo and Angelidaki, 2013), fixed‐bed 
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reactors (Lee et al., 2012) and trickled bed reactors (Markthaler et al., 2020; Sieborg et al., 2020; 

Strübing et al., 2018; Ullrich et al., 2018), have been studied to demonstrate the feasibility of biological 

methanation. Different strategies for the operating configurations and conditions have been 

investigated to improve H2 mass transfer efficiency (Bassani et al., 2017; Kougias et al., 2017; Ullrich 

and Lemmer, 2019). Two main configurations, namely in‐situ and ex‐situ biological methanation 

strategies are also reported (Angelidaki et al., 2018; Jensen et al., 2021; Lecker et al., 2017; Rafrafi et 

al., 2020). For the in‐situ system, H2 is directly injected into an anaerobic plant to increase biogas 

production through CO2 consumption. Meanwhile, for the ex‐situ system, H2 and biogas or any CO2 

source are injected into another independent bioreactor for biogas upgrading through biological 

methanation. As most of the studies focus on experimental work, the development of numerical 

models is also necessary to elucidate the bioprocess and predict bioreactor performances. Therefore, 

extensive research and development is required to better understand the fundamental phenomena 

and the coupling in a biological methanation reactor in order to guide the scale‐up of the technology. 

The multiphysics phenomena to couple in the numerical model include: 

• Two‐phase gas‐liquid bubbly flow 

• Multi‐species mass transfer (H2, CO2, CH4) 

• Biological kinetics  

In terms of biokinetics, the classical Monod‐type law is not appropriate to describe biological 

methanation reaction, as discussed in Ngu et al. (2022a). When bioreaction is limited by mass transfer, 

the dissolved substrate concentration reaches zero, consequently, the Monod‐type description forces 

the reaction to stop, but the mass transfer flux is still maintained. As the limiting factor of biological 

methanation is H2 mass transfer, the detailed bioreaction description becomes less important 

(Markthaler et al., 2020). Therefore, a more practical and realistic model capable of switching between 

the biological and physical limited regime is necessary, especially when multiphysics phenomena are 

competing. In addition, computational fluid dynamics (CFD) models for biological methanation are still 

scarce in the literature and they mostly focus on the hydrodynamic behavior of bioreactors (Leonzio, 

2016; Markthaler et al., 2020). Leonzio (2018, 2016) presents a CFD model to study the mixing and the 

mass transfer efficiency of in‐situ biological methanation in a stirred tank reactor but no discussion on 

the bioreaction is provided. Meanwhile, liquid gas holdup of a lab‐scale trickled bed bioreactor is 

predicted satisfactorily by the CFD model of Markthaler et al. (2020) but the biomethane production is 

underpredicted. In fact, a CFD model can unravel local flow structures precisely, hence, it can offer a 

good description of hydrodynamic coupling with mass transfer and bioreaction. Here, we attempt to 
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develop a CFD model that considers the mutual interactions of multiphase bubbly flow, multispecies 

mass transfer and biological reaction with the validation from biological methanation experimental 

data presented in Rafrafi et al. (2019).  

The sparger design is very important as it largely determines the initial bubble size, and thus the bubble 

rise velocity (Kulkarni and Joshi, 2011). Different types of sparger design have been studied in the 

literature to determine the hydrodynamics and mass transfer properties, such as tree sparger, ring 

sparger, spider sparger, porous plate, perforated plate, and needle sparger. These spargers can be 

classified into two major categories: plate type spargers and pipe type spargesr (Kulkarni and Joshi, 

2011). At a given superficial gas velocity, these spargers will produce different flow regimes, depending 

on the uniformity of gas injection, the pore size, and the number of holes (Besagni et al., 2018a; Sharaf 

et al., 2016; Veera and Joshi, 1999). Consequently, the flow pattern will impact the mass transfer and 

(bio)reaction rate (Li et al., 2021). In aerobic bioprocesses, the sparger plays an important role in 

supplying gas substrate to the biomass for growth and metabolism. For example, oxygen transfer is 

pivotal for wastewater treatment and aeration remains the major operating cost of such processes 

(Amaral et al., 2019; Fayolle et al., 2007). In biological methanation whereby the major substrates (H2 

and CO2) are fed through the gaseous phase, the overall process can be limited by H2 mass transfer. 

This is due to the poor solubility of H2 (of the order 1 mg/L at atmospheric pressure compared with 

that of O2 at 40 mg/L). To elucidate the importance of H2 mass transfer, the hydrodynamics of two 

sparger designs and their impact on biological methanation are studied. 

In this work, ex‐situ biological methanation is studied experimentally and numerically in a pilot‐scale 

bubble column bioreactor. In the same bubble column, the importance of the gas sparger system on 

the global hydrodynamics and the bioreactor performances was also demonstrated. Besides, a one‐

dimensional (1D) spatio‐temporal multi‐species mass transfer model considering bubble size changes 

due to pressure and mass transfer coupled with a newly proposed bioreaction closure model was 

applied to study the experimental system. The model was validated using experimental data and it can 

be used to identify certain key parameters for the optimization of the industrial‐scale bubble column 

design for biological methanation through a series of sensitivity analyses. CFD simulations were also 

carried out to investigate the local hydrodynamics and the bioreactor performances equipped with two 

types of gas sparger. Lastly, an analytical solution based on gaseous mass balances at steady‐state is 

proposed. It underlines the importance of mass transfer to the bioprocess. The objectives of this 

multiphysics modeling are threefold: to highlight the importance of sparger design on bioreactor 

performance, to perform numerical predictions of bioreactor performance using 1D and CFD models, 

and to identify underlying parameters impacting H2 mass transfer. This work aims at offering some 
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guidelines for bubble column bioreactor design, and thus to accelerate the biological methanation 

technology transfer to the industry.  

6.1.2 Experimental and Numerical Methods 

6.1.2.1 Experimental setup 

 

Figure 6.1: (a) Simplified experimental setup. (b) 4-points sparger (c) Porous plate. 

The experiment setup as shown in Figure 6.1(a) is composed of a 22 L bubble column with an initial 

liquid height and internal diameter of 1200 mm and 150 mm, respectively. The experiment was 

conducted at atmospheric pressure and in thermophilic conditions (temperature at 328.15 K). The 

temperature was regulated with a thermostat (LAUDA®) by circulating water in the jacket of the bubble 

column. H2:CO2 with a ratio of 4:1 was fed to the column with any unreacted gas being recirculated at 

a rate (𝑄𝑟 ) of 2 NL/min. Two types of gas sparger, presented in Figure 6.1(b) and (c), were tested 

experimentally. The first, named the 4‐points porous sparger, is composed by 4 small porous sintered 

diffusers with a diameter of 10 mm each. The second, a uniform porous plate, consists of a single 

porous sintered diffuser occupying the bottom cross‐section of the column. Both spargers have the 

same properties with a pore size between 100‐160 µm. The total area of the spargers is 0.000314 and 

0.0177 m² for the 4‐points sparger and porous plate respectively. The inlet gas flowrate (𝑄𝐺,𝑖𝑛) was 

varied between 0.001 to 0.16 NL/min. The influence of uniform and non‐uniform aeration is discussed 
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in Section 6.1.3.3. 

The bubble diameter is required for the 1D and CFD models. However, it is not determined under 

bioreaction conditions, as it cannot be measured by optical means due to the turbid and muddy liquid 

medium. The bubble diameter was measured in air‐tap water system and was used as an estimate of 

the inlet bubble diameter for the numerical models. A camera was installed at the column mid‐height 

to measure the bubble size. The details on the bubble size measurement can be found in Ngu et al. 

(2022a). Figure 6.2(a) and (b) show that the bubbles formed using the 4‐points sparger are larger than 

those from the porous plate. This shifts the bubble size distribution to larger sizes, resulting in a larger 

Sauter mean diameter, as shown in Figure 6.2(c) and (d). The bubble diameter used for the simulations 

is discussed in Section 6.1.2.3. 

 

Figure 6.2: (a and b) Detected bubbles by the image processing algorithm at 𝑸𝑮,𝒊𝒏 =  𝟏. 𝟔 NL/min. (c 

and d) Histogram of bubble size distribution for a bin size of 0.2 mm equivalent diameter and the 

calculated Sauter mean diameter. (a) and (c) porous plate, (b) and (d) 4-points sparger. 

To characterise the bioreactor performances, two parameters were chosen, namely outlet methane 

gas purity (𝑦𝐶𝐻4,𝑜𝑢𝑡) and methane production rate (MPR). MPR is defined in equation (2.9) as the outlet 
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methane volumetric flowrate per unit volume of reactor. These two parameters represent the quality 

and the quantity of methane contained in the off‐gas.  

𝑀𝑃𝑅 =
𝑦𝐶𝐻4,𝑜𝑢𝑡 ∙ 𝑄𝐺,𝑜𝑢𝑡

𝑉
 (6.1) 

where 𝑄𝐺,𝑜𝑢𝑡 is outlet gas flowrate and 𝑉 is the reactor volume.  

6.1.2.2 1D model for multispecies bioreactive bubbly flow 

A previously developed 1D model was applied in this work and is presented briefly here. The numerical 

discretization and the applied scheme were kept the same as in Ngu et al. (2022a). The 1D model 

consists of the following species transport equations (equations (6.2) and (6.3)), referring to the 

conservation of mass in an elementary volume of height 𝑑𝑧. The resolution of this model provides the 

spatial and temporal profiles of gas holdup and species concentrations in both phases. 

𝜕𝜙𝐺,𝑖
𝜕𝑡

+
𝜕𝑢𝐺𝜙𝐺,𝑖
𝜕𝑧

= 𝐷𝐺
𝜕

𝜕𝑧
(휀𝐺

𝜕𝐶𝐺,𝑖
𝜕𝑧

) − 𝑘𝐿,𝑖𝑎(𝐶𝑖
∗ − 𝐶𝐿,𝑖) (6.2) 

𝜕𝜙𝐿,𝑖
𝜕𝑡

+
𝜕𝑢𝐿𝜙𝐿,𝑖
𝜕𝑧

= 𝐷𝐿
𝜕

𝜕𝑧
(휀𝐿

𝜕𝐶𝐿,𝑖
𝜕𝑧

) + 𝑘𝐿,𝑖𝑎(𝐶𝑖
∗ − 𝐶𝐿,𝑖)  + 휀𝐿𝑅𝑖  (6.3)  

휀𝐺 + 휀𝐿 = 1 (6.4) 

The key parameters of this model are 𝑢𝐺 and 𝑢𝐿, the gas and liquid velocities, respectively. 휀𝐺 and 휀𝐿 

are the gas and liquid holdup, summing to one, as stated in equation (6.4). 𝐶𝐺,𝑖  and 𝐶𝐿,𝑖  are the 

concentration of species 𝑖: mass per unit volume of the gas and liquid phase, respectively. Hence, 𝜙𝐺,𝑖 

is the concentration of species 𝑖 in the gas phase: mass per unit volume of the column, i.e., 𝜙𝐺,𝑖 =

휀𝐺𝐶𝐺,𝑖. Similarly, we have 𝜙𝐿,𝑖 = 휀𝐿𝐶𝐿,𝑖. The liquid axial dispersion coefficient, 𝐷𝐿, was calculated from 

the correlation proposed by Deckwer et al. (1974), as presented in equation (6.5) while the gaseous 

axial dispersion coefficient, 𝐷𝐺, was estimated from the correlation of Wachi and Nojima, (1990), as 

written in equation (6.6). Both correlations are function of the superficial gas velocity, 𝑗𝐺, and bubble 

column diameter, 𝐷𝑟.  

𝐷𝐿 = 2.7 ∙ 10
−4 ∙ (𝐷𝑟 ∙ 100)

1.4 ∙ (𝑗𝐺 ∙ 100)
0.3 (6.5) 

𝐷𝐺 = 20 ∙ 𝐷𝑟
1.5 ∙ 𝑗𝐺  (6.6) 

The local volumetric interfacial area for mass transfer, 𝑎, was calculated from the local bubble diameter, 
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𝑑𝑏, and gas holdup, 휀𝐺, as expressed in equation (6.7). The liquid side mass transfer coefficient of each 

species 𝑘𝐿,𝑖  was computed via equation (6.8) from Higbie (1935) and it involves the species dependent 

liquid‐side diffusion coefficient, 𝐷𝑖, and the spatially dependent variables (휀𝐺, 𝑑𝑏, 𝑢𝑟𝑒𝑙), with 𝑢𝑟𝑒𝑙 =

𝑢𝐺 − 𝑢𝐿 the homogeneous slip velocity, as presented in equation (6.9).  

𝑎 = 6
εG
𝑑𝑏

 (6.7) 

𝑘𝐿,𝑖 = 2√
𝐷𝑖. 𝑢𝑟𝑒𝑙
𝜋. 𝑑𝑏

 (6.8) 

The corresponding diffusion coefficients at 328.15K are 1 × 10‐8, 4.5 × 10‐9, and 3.3 × 10‐9 m².s‐1 for 

hydrogen, carbon dioxide and methane, respectively (Thibodeaux and Mackay, 2010). 

The calculation of the gas and liquid phase velocities is crucial in the 1D model as they impact the gas 

holdup. In uniform gas injection system, the hydrodynamics description in the 1D model is more 

straightforward. The bubble column operated in batch mode (𝑢𝐿 = 0), therefore, the bubbles ascend 

in a uniform manner and the bubbly flow can be modeled using the bubble terminal velocity, 𝑢𝑟𝑒𝑙, as 

shown in equation (6.9). The drag coefficient 𝐶𝐷 for contaminated system proposed by Tomiyama et al. 

(1998) was applied, as expressed in equation (6.10). 

𝑢𝑟𝑒𝑙 = √
4

3
.
𝑔. (𝜌𝐿 − 𝜌𝐺). 𝑑𝑏

𝜌𝐿 . 𝐶𝐷
 (6.9) 

𝐶𝐷 = max {
24

𝑅𝑒
(1 + 0.15 ∙ 𝑅𝑒0.687),

8

3

𝐸𝑜

(4 + 𝐸𝑜)
} 

𝑅𝑒 =
𝑢𝑟𝑒𝑙 . 𝑑𝑏
𝜈𝐿

     𝐸𝑜 =
(𝜌𝐿 − 𝜌𝐺). 𝑔. 𝑑𝑏

𝜎
 

(6.10) 

𝑔 is the acceleration due to gravity (9.81 m².s‐1), 𝜌𝐿 and 𝜌𝐺 are the liquid and gas density, respectively, 

𝑅𝑒  is the Reynolds number and 𝐸𝑜  is the Eötvös number. The viscosity and density of water were 

corrected to 328.15 K, whilst the surface tension of water at 293.15 K was applied which yields 𝜌𝐿 = 

985 kg.m‐3, 𝜇𝐿 = 5.10‐4 Pa.s, and 𝜎 = 0.072 N.m‐1.  

In the non‐uniform gas injection system, a non‐uniform hydrodynamics profile was observed due to 

complex gas and liquid circulation flow. Therefore, the bubble velocity was modeled using the drift‐flux 
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approach, expressed as 

uG = 𝐶0. < 𝑗 > + 𝑢𝑟𝑒𝑙  (6.11) 

The distribution coefficient 𝐶0  describes the non‐uniform flow profile and it is calculated from its 

definition 𝐶0 =
<𝜀𝐺∙𝑗>

<𝜀𝐺>∙<𝑗>
  (Zuber and Findlay, 1965). < 𝑗 >  is the averaged mixture volumetric flux 

which is the sum of the superficial gas and liquid velocities <𝑗𝐺 + 𝑗𝐿>. The liquid circulation velocity, 𝑢𝑐, 

was considered as 𝑗𝐿. Information on 𝐶0 and 𝑢𝑐 were obtained from the resolved 3D CFD simulation, 

as in Cockx et al. (1997) and Talvy et al. (2007). Further discussions on the hydrodynamics are reported 

in Section 6.1.3.2 and Table 6.3. 

 

Figure 6.3: Workflow to predict bioreactor performances using 1D model coupled with CFD model.  

In short, the detailed spatially resolved CFD model provides the fluid flow pattern in terms of simplified 

hydrodynamics parameters (𝐶0, 𝑢𝑐) to the 1D model, as depicted in Figure 6.3. This multiscale modeling 

approach is similar to the workflow proposed by Bauer and Eigenberger (1999) and Cockx et al. (1997) 

for bubble columns and loop reactors. This approach is useful when non‐homogeneities in the flow are 

generated by the non‐uniform gas sparger.  
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The calculation of the reaction rates, 𝑅𝑖, follows the previous work of Ngu et al. (2022a) and is briefly 

presented here. It is based on the magnitude of the hydrogen uptake rate,  φH2  and the set of 

intracellular reactions describing the conversion of H2 and CO2 into CH4 proposed by Schill et al. (1996):  

𝐻2 + 𝜈𝐶𝑂2,1𝐶𝑂2 + 𝜈𝑁𝐻3,1𝑁𝐻3 𝑟1
→ νX,1 X + ν𝐶𝐻4,1𝐶𝐻4 + ν𝐻2𝑂,1𝐻2𝑂 (6.12) 

𝐻2 + 𝜈𝐶𝑂2,2𝐶𝑂2 𝑟2
→ ν𝐶𝐻4,2𝐶𝐻4 + ν𝐻2𝑂,2𝐻2𝑂 (6.13) 

𝑋
𝑟3
→∅ (6.14) 

The metabolic flux‐based model is based on the computation of the reaction rate vector 𝒓 = {𝑟1, 𝑟2, 𝑟3} 

in 𝑔𝐻2 . 𝐿
−1. ℎ−1 . 𝑟1 , 𝑟2 , and 𝑟3  signify growth, maintenance and death mechanisms, respectively, 

experienced by the biomass at different stage of its lifecycle, depending on the local availability of the 

substrates. The hydrogen uptake is used for growth and maintenance activity, such that 𝑟1 + 𝑟2 =

𝜑𝐻2 . 𝑋. The priority is given to the specific maintenance rate, 𝑚, consequently two scenarios can be 

identified (i) 𝜑𝐻2 > 𝑚 and (ii) 𝜑𝐻2 < 𝑚. For the first case, the maintenance requirement is reached 

and therefore growth is ensured, and death is negligible, thus, 𝑟 = {𝜑𝐻2 −𝑚,𝑚, 0} ∙ 𝑋. Otherwise, in 

the second case, growth halts as the hydrogen supply is insufficient for maintenance. The maintenance 

rate is now defined by 𝜑𝐻2  and the cell death rate is proportional to the energy lacking for maintenance, 

thus, 𝑟 = {0, 𝜑𝐻2 , 𝑚 − 𝜑𝐻2} ∙ 𝑋. 

The calculation of the hydrogen specific uptake rate 𝜑𝐻2   is presented in equation (6.15). It uses a 

standard approach in multiphase reactor modeling, which is to define the actual consumption rate as 

the smallest (limiting) rate between the biological uptake rate and the external physical transport rate 

(Ngu et al., 2022a; Pigou and Morchain, 2015). 

𝜑𝐻2 = 𝑚𝑖𝑛 {𝜑𝑏𝑖𝑜, 𝜑𝑝ℎ𝑦} (6.15) 

The biological uptake capacity is calculated from the Monod model, involving the maximum specific 

hydrogen uptake capacity 𝑞𝐻2
𝑚𝑎𝑥 , the saturation constant 𝐾𝐻2  , and the liquid phase hydrogen 

concentration 𝐶𝐿,𝐻2: 

𝜑𝑏𝑖𝑜 = 𝑞𝐻2
𝑚𝑎𝑥.

𝐶𝐿,𝐻2
𝐾𝐻2 + 𝐶𝐿,𝐻2

 (6.16) 

The physical transport rate involves two phenomena in parallel: the gas‐liquid mass transfer rate and 
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the micromixing rate at the cell scale. The specific substrate flux supplied to the cell is thus calculated 

as the larger of the two rates:  

φ𝑝ℎ𝑦 = max(
𝑘𝐿𝑎. (𝐶𝐿,𝐻2

∗ − 𝐶𝐿,𝐻2)

휀𝐿 . 𝑋
,
𝐶𝐿,𝐻2
𝑋. 𝜏𝑚

) (6.17) 

This formulation provides a physically consistent and numerically stable way to handle the situation 

when the biological methanation is limited by H2 mass transfer whereby the dissolved H2 concentration 

approaches zero.  

The reaction terms for each species 𝑅𝑖 in equation (6.3) is summarized in equations (6.18)‐(6.21): 

𝑅𝐻2 = (𝑟1 + 𝑟2) = 𝜑𝐻2𝑋 (6.18) 

𝑅𝐶𝑂2 = (𝑌𝐶𝑂2 𝐻2⁄ 𝑟1 + 𝑌𝐶𝑂2 𝐻2⁄
𝑚 𝑟2) (6.19) 

𝑅𝐶𝐻4 = (𝑌𝐶𝐻4 𝐻2⁄ 𝑟1 + 𝑌𝐶𝐻4 𝐻2⁄
𝑚 𝑟2) (6.20) 

𝑅𝑋 = 𝑌𝑋/𝐻2(𝑟1 − 𝑟3) (6.21) 

with 𝑌𝑖/𝑗 being the yield coefficient in grams of 𝑖 per gram of 𝑗 consumed. The values for the biological 

methanation kinetic rates and yield coefficient are reported in Ngu et al. (2022a) and the same values 

are applied in this work.  

6.1.2.3 CFD Eulerian model setup for multispecies bubbly flow 

3D CFD simulations were performed using the commercial CFD code ANSYS Fluent® version 2021R1. 

The simulations were based on the Euler‐Euler two fluid model, that solves the Reynolds‐Averaged 

Navier‐Stokes (RANS) equations. Turbulence was modeled using the standard 𝑘‐𝜖 model. Both phases 

were mixtures to investigate the concentration of each species. The closure relations required to 

complete the model are summarized in Table 6.1. In this work, the virtual mass and wall lubrication 

forces were neglected. It has been shown that the virtual mass force has no significant influence in 

bubble column reactors as the bubbles quickly reach its terminal velocity (Deen et al., 2001; McClure 

et al., 2014b; Tabib et al., 2008). The wall lubrication force is important for the near wall layer only if 

significant number of bubbles lie inside the boundary layer, as in the case for nucleate boiling, and thus 

it is also neglected here.  
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Table 6.1: Summary of interfacial force correlations used in the CFD model. 

Force Correlation 

Drag (Tomiyama et al., 1998) 

Lift (Tomiyama et al., 2002b) 

Turbulent dispersion (Simonin and Viollet, 1990) 

The liquid phase was water with the density and surface tension described in Section 6.1.2.2. For the 

CFD model, the gas recycling was simulated by a pseudo‐steady state, with a total gas flow (𝑄𝑡𝑜𝑡 ) 

defined as the sum of inlet gas flowrate (𝑄𝐺,𝑖𝑛) and gas recirculation flow rate (𝑄𝑟). The composition 

of the gas at the inlet was determined using the 1D model. For example, 𝑄𝑡𝑜𝑡 for the reference case 

corresponds to 2.14 NL/min. The gas phase was considered as an ideal gas with a constant bubble 

diameter. No bubble coalescence or breakage were considered as the gas holdup was below 1% as 

previously measured in air‐tap water system in Ngu et al. (2022a). Experimentally measured bubble 

size in air‐tap water system serves as an estimate of the inlet bubble diameter for both the 1D and CFD 

models. For the reference case (𝑄𝑡𝑜𝑡 =  2.14 NL/min) the inlet bubble diameter for porous plate and 

4‐points sparger were set and assumed constant as 2 mm and 5 mm, respectively. Using the bubble 

diameter correlation of Abro et al. (2021) developed for porous sparger yields 1.7 mm for a gas flow of 

2.14 NL/min, which corresponds well with the estimated 2 mm used for the porous plate. To elucidate 

the impact of bubble diameter, a sensitivity analysis on the bubble diameter was also performed and 

is presented in Section 6.1.5.  

For the boundary conditions, all walls were set as no‐slip condition for the liquid and free‐slip for the 

gas. Gas entering through the inlet was modeled using a velocity‐inlet boundary condition. The total 

gas flowrate 𝑄𝑡𝑜𝑡 was set at the inlet, with the velocity magnitude set as the bubble terminal velocity 

of the imposed bubble diameter calculated using the Tomiyama et al. (1998) drag model. A turbulence 

intensity of 5% and a turbulent viscosity ratio of 10 were imposed at the inlet. The column outlet was 

modeled as an opening at zero gauge pressure, with a complete back‐flow of gas, followed the 

suggestion of Nadal-Rey et al. (2022). The inlet composition of the gas phase followed that of 1D model. 

The inlet species mole fraction ratio of H2:CO2:CH4 were 17.4%:2.5%:80.1% and 49.8%:5.6%:44.6% for 

the porous plate and 4‐points sparger, respectively. 

The solution strategy is detailed as follow. The hydrodynamics were first solved with the interphase 

forces presented in Table 6.1. Once the hydrodynamics converged, the species transport equations 

were then solved, determining the transport of gaseous species throughout the column. Lastly, all 

equations were solved simultaneously to capture the coupling between hydrodynamics, mass transfer 
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and bioreaction. Species transport equations were also solved to couple mass transfer and bioreaction 

with the bubbly flow. Given the short simulation time, the growth of biomass is negligible, thus the 

biomass concentration was not solved but was fixed set at 0.1 kg.m−3. User‐defined functions (UDFs) 

were developed to describe 𝑘𝐿,𝑖  and 𝑅𝑖 as expressed in equations (6.8) and (6.18).  

The Phase Coupled SIMPLE scheme was used for pressure‐velocity coupling. The first‐order implicit 

temporal discretization scheme was used. For the spatial discretization schemes, QUICK was used for 

density and volume fraction, the first‐order upwind scheme was used for the turbulence variables, and 

the second‐order upwind scheme was used for the momentum and species transport equations. The 

scaled residual targets were set to 10‐5 and a time step of 0.001 s with a maximum of 10 iterations per 

step were employed. Hydrodynamic simulations were run for a time of 20 s. An extra 10 s were run for 

the species transport equations. After all species in the gaseous phase are transported, the mass 

transfer together with bioreaction simulation were run for 20 s. The global mass balances for the gas 

phase were also assessed.  

For the porous plate, direct comparison with the experimental data was carried out without performing 

CFD simulations in advance. For the 4‐points sparger, CFD simulation was performed beforehand to 

obtain the fluid flow pattern and this information (𝐶0 and 𝑢𝑐) was then fed into the 1D model. The 

hydrodynamics was studied first and subsequently the bioreactor performance was compared with 

that of the 1D model. The goal was to compare the bioreactor performances (𝑦𝐶𝐻4,𝑜𝑢𝑡  and 𝑀𝑃𝑅 ) 

obtained from the two models with the experimental data from Rafrafi et al. (2019). 

6.1.3 Results and Discussions 

The hydrodynamic behavior of the two spargers is first evaluated using both the 1D and CFD models 

and the results of both models are then compared in terms of global gas holdup. To rectify the 

drawback of the 1D model in the hydrodynamic description of 4‐points sparger, information from the 

CFD model is extracted and fed into the 1D model, as discussed in Section 6.1.2.2  

6.1.3.1 Mesh convergence 

For the porous plate, a swept mesh is used throughout the geometry. For the 4‐points sparger, high 

gradients are expected near the inlet due to non‐uniform gas injection. From the gas inlet up to a height 

of 3‐column diameter, the poly‐hexcore mesh is more refined, with a polyhedral transition layer 

between the two jet formation zones. After the 3‐column diameter height, a coarser mesh is employed 

in the column center with polyhedral elements near the wall.  
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Figure 6.4: Axial and radial section of the coarse mesh. (a and c) porous plate (b and d) 4-points 

sparger. 

Table 6.2 shows that the difference in gas holdup between the coarse and fine mesh for both spargers 

is relatively small. In both cases, a very low gas holdup (< 1%) was obtained as the superficial gas 

velocity is low. The two‐phase bubbly flow generated by the porous plate is expected to be uniform 

with no significant gradients. It is not surprising to obtain very close gas holdups for the two meshes. 

To optimise the computational time, the coarse mesh for both spargers, as presented in Figure 6.4, was 

used in this work. 

Table 6.2: Impact of grid size on the gas holdup for both spargers with the same superficial gas 

velocity of 0.136 cm.s-1. 

 Porous plate 

(𝑑𝑏 =  2 mm, 𝑢𝐺 =  0.29 m.s‐1) 

4‐points sparger 

(𝑑𝑏 =  5 mm, 𝑢𝐺 =  0.24 m.s‐1) 

Coarse mesh Fine mesh Coarse mesh Fine mesh 

Number of elements 44,700 494,000 46,500 561,000 

Typical element size (mm) 8 4 8 4 

Gas holdup (%) 0.547 0.546 0.580 0.575 
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6.1.3.2 Extracting hydrodynamics parameters from the CFD model 

 

Figure 6.5: Contours of the gas hold-up (a and b) and axial gas velocity component (c and d) in a 

vertical plane passing through center and three cross sections (𝒛/𝑯 = 0.25, 0.5, and 0.75) for the 

reference case. (a) and (c) porous plate, (b) and (d) 4-points sparger. 
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Figure 6.6: Radial profile of (a) gas holdup and (b) axial liquid velocity for the reference case at 𝒛/𝑯 

= 0.25. (c) Axial liquid velocity component contour with the velocity vector profile from the bottom 

up to 𝒛/𝑯 = 0.25 for 4-points sparger. (The number of arrows does not correspond with the mesh 

density.) 

Figure 6.5 depicts the gas holdup and gas velocity contour profiles obtained from CFD model for both 

spargers. Figure 6.5(a) and (c) show that the bubbly flow using the porous plate is rather uniform 

radially, which is a typical characteristic of homogeneous flow regime at this low superficial gas velocity. 

A slight increase of 8% in the gas holdup is observed from the inlet to the free surface, due to a decrease 

of pressure in the axial direction, in line with the ideal gas law. Figure 6.5(b) and (d) reveal the complex 

local flow structure created by the 4‐points sparger. It is found that the 4‐points sparger creates strong 

jets, which gives rise to high radial gradients at the bottom of the column which gradually homogenize 

at the top of the column.  

Figure 6.6(a) shows that the radial profile of gas holdup for the porous plate is rather flat at the bottom 

of the column (𝑧/𝐻 = 0.25). The liquid velocity is almost zero for the porous plate case, signifying a 

very weak liquid recirculation effect, as shown in Figure 6.6(b). At the same zone, the 4‐points sparger 

case shows a non‐uniform gas holdup profile. For the 4‐points sparger case, higher gas holdup is located 

away from the center, as the local gas injection is located near the wall. This effect diminishes with 
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height, where a developed flow region occurs (see cross section contours in Figure 6.5(b) and (d)). The 

liquid is dragged upwards by the bubbles near the wall and recirculates downwards in the centre, as 

shown by the axial liquid velocity profile (Figure 6.6(b)). Figure 6.6(c) shows the large‐scale recirculation 

structures due to non‐uniformities in the aeration is captured by the CFD model near the inlet, which 

is also observed experimentally by Harteveld et al. (2003). The authors observed a static recirculation 

cell near the bottom of the column when the gas distributor was located at the wall, similar to the 4‐

points sparger whereby the bubbles are introduced near the wall.  

Table 6.3 presents the overall hydrodynamics results. Under complex hydrodynamics conditions with 

large‐scale coherent structures encountered in the 4‐points sparger case, an axial hydrodynamics 

description is not sufficient. To tackle this issue, fluid flow information from the CFD model is provided 

to the 1D model in terms of simplified hydrodynamics (𝐶0  and 𝑢𝑐 ) as described in the workflow in 

Figure 6.3. The drift‐flux coefficient 𝐶0  is estimated from the local hydrodynamics profile using its 

definition (Zuber and Findlay, 1965). The liquid circulation velocity 𝑢𝑐  is also computed from CFD 

spatially‐averaged upward liquid velocity data. It describes the upward flow due to the recirculating 

liquid motion. As the gas holdup is low, 𝑢𝑐 can be considered to be the superficial liquid velocity 𝑗𝐿 in 

the mixture velocity of the drift‐flux model <j>. This assumption is reasonable as the gas holdup is very 

low, the liquid circulation velocity is like 𝑗𝐿. On the contrary, as the velocity profile is flat, 𝐶0 for the 

porous plate is one from the CFD calculation. The value of 𝑢𝑐 is considered to be zero, therefore the 

bubble velocity is equal to the bubble terminal velocity, as discussed in Section 6.1.2.2.  

Overall, the global gas holdup computed from the 1D model closely matches that of CFD model. It 

shows that for the same inlet gas flow rate, the 4‐points sparger yields a slightly higher gas holdup 

compared with the porous plate. In contaminated system, the bubbles rise with a velocity of 0.24 ± 

0.01 m.s‐1 over a wide range of bubble sizes, leading to very close gas holdup between the two spargers. 

However, the interfacial area for mass transfer is higher for homogeneous sparger due to smaller 

bubble size. Table 6.3 reports that the interfacial area for the porous plate is almost double that for the 

4‐points sparger. It is found that the sparger design has a more profound effect to the interfacial area 

than the gas holdup at such low superficial gas velocity (𝑗𝐺  ~ 𝑚𝑚. 𝑠
−1). 
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Table 6.3: Hydrodynamics results (𝑸𝒕𝒐𝒕 =  𝟐. 𝟏𝟒 NL/min) for 1D and CFD model.  

Sparger type Numerical model 𝐶0 𝑢𝑐 휀𝐺 (%) a (m‐1) 

Porous plate 

CFD ‐ ‐ 0.80 24.0 

1D 1 0 0.82 24.6 

4‐points sparger 

CFD ‐ ‐ 0.98 11.7 

1D 1.4 0.013 0.94 11.1 

6.1.3.3 Comparison of 1D and CFD model predictions with experimental data 

With the hydrodynamics resolved for both 1D and CFD models, the mass transfer and bioreaction are 

activated to compare with the biological methanation experimental data. 

 

Figure 6.7: Numerical prediction of both sparger performances compared with experimental data. 

Symbols: Experimental data from Rafrafi et al. (2019), Solid line: 1D model with 𝒅𝒃 = 𝟐 mm, Dashed 

line: 1D model with 𝒅𝒃 fitted according to the inlet gas flowrate. 
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Figure 6.8: Contours of interfacial area (a and b), 𝒌𝑳𝒂 (c and d), steady-state H2 mass transfer flux (e 

and f) and methane fraction (g and h) in a vertical plane passing through the center. (a), (c), (e), and 

(g) porous plate, (b), (d), (f) and (h) 4-points sparger. 

Figure 6.7 displays the experimental and 1D model results in terms of outlet methane purity versus 

methane production rate (MPR). A similar trend is observed in both spargers – lower inlet gas flowrate 

leads to higher CH4 purity but with lower productivity. It also shows that the experimental results shift 

to the left, signifying that a yield loss is observed when the 4‐points sparger is used. To achieve a certain 

CH4 purity (y‐axis isoline), the productivity is always lower when the 4‐points sparger is used instead of 

the porous plate. The 1D model of the 4‐points sparger case (dashed line) agrees relatively well with 

the experimental results, provided the inlet bubble diameter corresponds to the inlet gas flowrates. 

The inlet bubble diameter used varies between 3 to 5 mm in the range of experimentally imposed 𝑄𝐺,𝑖𝑛. 

Meanwhile, the 1D model for the porous plate results (continuous line) are obtained by setting a 2 mm 

inlet bubble diameter, regardless of the gas flowrate. The influence of inlet bubble diameter is 

discussed in Section 6.1.5. 

Table 6.5 and Table 6.6 summarize the overall comparison between experimental results and numerical 

simulations. For the same inlet gas flowrate (𝑄𝐺,𝑖𝑛  =  0.14 NL/min), use of the porous plate produces 
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more methane (90 mL/L/h versus 77 mL/L/h experimentally) at a higher purity (80 % versus 44 % 

experimentally) compared with use of the 4‐points sparger. For the same inlet gas flowrate, the bubble 

diameter for the 4‐points sparger is always larger than that from the porous plate (see Figure 6.2). 

Despite having a higher gas holdup for the 4‐points sparger, a larger bubble size leads to a lower 

interfacial area, as shown in Figure 6.8(a) and (b). These larger bubbles generated by the 4‐points 

sparger could be primarily due to bubble coalescence at the inlet due to much higher local gas holdup 

as the injection area is 56 times lower, and marginally due to the presence of a liquid recirculation cell.  

Consequently, low interfacial area hinders the mass transfer efficiency, leading to a lower 𝑘𝐿𝑎 (Figure 

6.8 (c) and (d)). The spatial‐averaged 𝑘𝐿𝑎 for the porous plate case yields 113 h‐1, as opposed to 31 h‐1 

for the 4‐points sparger case, showing an increase of 265 % in 𝑘𝐿𝑎 by just switching the gas distributor 

from a non‐uniform to uniform system. Figure 6.8(e) and (f) show that the H2 mass transfer flux is 

uniform and globally higher in the porous plate case than in the 4‐points sparger case. A slight decrease 

of H2 mass transfer flux from the inlet to the outlet is observed due to decreasing 𝐶∗, and thus a lower 

driving force occurs at the top of the column. It is reported that a finer and uniform sparger is beneficial 

to mass transfer performance, in particular reactions which are mass transfer limited (Möller et al., 

2017). Small openings and a large number of openings for the sparger have been found to promote 

higher interfacial area for mass transfer (Han and Al‐Dahhan, 2007; Luo et al., 2011; Wongwailikhit et 

al., 2018).   

At steady‐state, the volume‐averaged H2 mass transfer flux for the porous plate case yields 7.83 × 10‐5 

mol/s compared with 6.42 × 10‐5 mol/s for the 4‐points sparger case. These low H2 mass transfer fluxes 

are reflected in the CH4 mole fraction profile (see Figure 6.8(g) and (h)) whereby the upgrade of 

biomethane is low (roughly 80% to 85% and 45% to 48% for the porous plate and 4‐points sparger, 

respectively), signifying that a steady‐state is reached. During this stage, the bubble diameter changes 

insignificantly, i.e. from 2 to 2.05 mm and from 5 to 5.1 mm for the porous plate and the 4‐points 

sparger, respectively, as predicted by the 1D model. This justifies the assumption of constant bubble 

diameter used in the CFD simulations. At the steady‐state, the bioreaction is limited by the H2 physical 

supply (Ngu et al., 2022a), therefore, the description of 𝑘𝐿𝑎 and 𝐶∗ is important to capture the mass 

transfer flux that determines the bioreaction rate (Schill et al., 1996). An improvement in the sparger 

design that promotes smaller bubble size would lead to better mass transfer and a more efficient 

biomethane upgrading. The present 1D and CFD models obtained satisfactory results compared with 

the experimental data, signifying that the coupling of bubbly flow, interfacial mass transfer and 

bioreaction kinetics are correctly implemented.   
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6.1.4 Analytical solution of steady-state bioreactor performances   

To elucidate the effect of different physical parameters involved in the bubble column on the biological 

efficiency, an analytical solution based on a global mass balance is derived here.  

6.1.4.1 Calculation of methane purity (𝒚𝑪𝑯𝟒,𝒐𝒖𝒕) 

At steady‐state, the flux‐based metabolic formulation combined with the limiting flux approach 

imposes that the hydrogen supply is used entirely for maintenance activity, leading to 𝒓 ̅ = {0, φ̅H2 , 0}, 

with φ̅H2 =
𝑘𝐿𝑎.𝐶𝐿,𝐻2

∗

𝜀𝐿.𝑋
 (Ngu et al., 2022a). Then, the outlet methane purity 𝑦𝐶𝐻4,𝑜𝑢𝑡 can be derived from 

the mass balance of the gaseous phase. Due to the limitation of bioreaction by the H2 mass transfer at 

steady‐state, the local CO2 transfer is stoichiometrically controlled by the bioreaction: with every 4 

moles of H2 transferred, 1 mole of CO2 is transferred as well, and 1 mole of CH4 is produced. The molar 

flux of each species is expressed as a function of the hydrogen conversion, 휂, as shown in Table 6.4.   

 4H2 +  CO2 →  CH4 +  2H2O 

 

(6.22) 

Table 6.4: Gas-side mass balance. Here 𝑭𝒊,𝒊𝒏  is the molar flux of each species 𝒊 in the fresh feed 

(before mixing with the recycling stream, see Figure 6.9a). 

Species, 𝑖 H2 CO2 CH4 

Inlet molar flux, 𝐹𝑖,𝑖𝑛 

(mol/s) 
𝐹𝐻2,𝑖𝑛 𝐹𝐶𝑂2,𝑖𝑛 𝐹𝐶𝐻4,𝑖𝑛 

Outlet molar flux 𝐹𝑖,𝑜𝑢𝑡 

(mol/s) 

𝐹𝐻2,𝑖𝑛 − 휂𝐹𝐻2,𝑖𝑛 

𝐹𝐻2,𝑖𝑛(1 − 휂) 

𝐹𝐶𝑂2,𝑖𝑛 −
휂𝐹𝐻2,𝑖𝑛

4
 

𝐹𝐻2,𝑖𝑛 (
𝑦𝐶𝑂2,𝑖𝑛

𝑦𝐻2,𝑖𝑛
−
휂

4
) 

𝐹𝐶𝐻4,𝑖𝑛 +
휂𝐹𝐻2,𝑖𝑛

4
 

𝐹𝐻2,𝑖𝑛 (
𝑦𝐶𝐻4,𝑖𝑛

𝑦𝐻2,𝑖𝑛
+
휂

4
) 

휂 the H2
 conversion is defined as  

휂 =
𝐹𝐻2,𝑖𝑛 − 𝐹𝐻2,𝑜𝑢𝑡

𝐹𝐻2,𝑖𝑛
=

𝑇𝐻2
𝐹𝐻2,𝑖𝑛

         휂 ∈ [0; 1]  (6.23) 

𝑇𝐻2  is the overall hydrogen transfer flux in mol/s. The outlet methane purity 𝑦𝐶𝐻4,𝑜𝑢𝑡 on a dry basis can 

therefore be written as:  

𝑦𝐶𝐻4,𝑜𝑢𝑡 =
𝐹𝐶𝐻4,𝑜𝑢𝑡

𝐹𝐻2,𝑜𝑢𝑡 + 𝐹𝐶𝑂2,𝑜𝑢𝑡 + 𝐹𝐶𝐻4,𝑜𝑢𝑡
 (6.24) 
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Substituting the outlet molar flux of each species from Table 6.4 into equation (6.24) yields:  

𝑦𝐶𝐻4,𝑜𝑢𝑡 =

𝑦𝐶𝐻4,𝑖𝑛
𝑦𝐻2,𝑖𝑛

+
휂
4

(1 − 휂) +
𝑦𝐶𝑂2,𝑖𝑛
𝑦𝐻2,𝑖𝑛

+
𝑦𝐶𝐻4,𝑖𝑛
𝑦𝐻2,𝑖𝑛

 (6.25) 

Equation (6.25) is the general form for 𝑦𝐶𝐻4,𝑜𝑢𝑡 prediction. In case of an inlet injection of H2:CO2:CH4 

ratio of 4:1:0, equation (6.25) is simplified to: 

𝑦𝐶𝐻4,𝑜𝑢𝑡 =
휂

5 − 4휂
 (6.26) 

6.1.4.2 Calculation of the methane productivity (𝑴𝑷𝑹) 

The productivity of methane is calculated using equation (6.1). The outlet gas flowrate 𝑄𝐺,𝑜𝑢𝑡 must be 

calculated based on the mass balance from the inlet gas molar flowrate and the mass transfer fluxes. 

First, the outlet gas flowrate can be defined using the ideal gas law as 

𝑄𝐺,𝑜𝑢𝑡 =
𝐹𝑜𝑢𝑡 ∙ 𝑅 ∙ 𝑇

𝑃𝑜𝑢𝑡
 (6.27) 

with 𝐹𝑜𝑢𝑡 being the outlet molar flowrate in mol/s, 𝑅 the ideal gas constant (8.3145 J/mol/K), 𝑇 the 

temperature in K and 𝑃𝑜𝑢𝑡 the outlet pressure in Pa. The outlet molar flowrate 𝐹𝑜𝑢𝑡 can be calculated 

from the global mass balance as inlet molar flux 𝐹𝑖𝑛 ± the mass transfer flux 𝑇𝑖. At steady‐state, the 

CO2 and CH4 mass transfer are conditioned by the stoichiometry of the bioreaction, as stated in 

equation (6.22). Consequently, the CO2 and CH4 mass transfer cancel out each other, the outlet molar 

flowrate is written with equation (6.23) as 

𝐹𝑜𝑢𝑡 = 𝐹𝑖𝑛 − 𝑇𝐻2 = 𝐹𝑖𝑛 − 휂𝐹𝐻2,𝑖𝑛 
(6.28) 

The inlet molar flux can be defined in terms of H2 molar flux 𝐹𝐻2,𝑖𝑛 as 

𝐹𝑖𝑛 = 𝐹𝐻2,𝑖𝑛 (1 +
𝑦𝐶𝑂2,𝑖𝑛

𝑦𝐻2,𝑖𝑛
+
𝑦𝐶𝐻4,𝑖𝑛

𝑦𝐻2,𝑖𝑛
) (6.29) 

Substituting equations (6.28) and (6.29) into (6.27), the outlet gas flowrate can be expressed as 

𝑄𝐺,𝑜𝑢𝑡 =

𝐹𝐻2,𝑖𝑛 (1 +
𝑦𝐶𝑂2,𝑖𝑛
𝑦𝐻2,𝑖𝑛

+
𝑦𝐶𝐻4,𝑖𝑛
𝑦𝐻2,𝑖𝑛

− 휂) ∙ 𝑅 ∙ 𝑇

𝑃𝑜𝑢𝑡
 

(6.30) 

For an inlet H2:CO2:CH4 ratio of 4:1:0, and assuming a weak pressure effect for a small‐scale column 
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(𝑃𝑜𝑢𝑡 = 𝑃𝑖𝑛), the methane production rate MPR can be obtained by substituting equations (6.26) and 

(6.30) into (6.1), which yields equation (6.31). 

𝑀𝑃𝑅 =
1

V
∙

휂

5 − 4휂
∙ (
5

4
− 휂) ∙ 𝑄𝐻2,𝑖𝑛 =

1

V
∙
휂

4
∙ 𝑄𝐻2,𝑖𝑛 (6.31) 

with 𝑄𝐻2,𝑖𝑛 =
𝐹𝐻2,𝑖𝑛∙𝑅∙𝑇

𝑃𝑜𝑢𝑡
 . Considering the extreme case for equations (6.26) and (6.31), whereby the 

ideal situation of total consumption of H2 supply in the bioreactor (휂 = 1), is accompanied by total 

consumption of CO2 stoichiometrically, 𝑦𝐶𝐻4,𝑜𝑢𝑡 of 100% will be obtained at a production rate of 25% 

𝑄𝐻2,𝑖𝑛.  

Figure 6.9(b) shows that outlet methane purity 
𝜂

5−4𝜂
 (blue points) increases non‐linearly with 휂 but 

5

4
−

휂 (red points) decreases linearly with 휂. However, the product of the two terms, which is proportional 

to the methane production rate (black points) increases linearly with 
𝜂

4
. This shows that the bioreactor 

performances are strongly linked to the H2 conversion rate 휂. The higher the H2 mass transfer efficiency, 

the higher the H2 conversion, the higher the CH4 purity and productivity.  

 

Figure 6.9: (a) Schematic representation of recycling reactor (b) Effect of 𝜼 on methane purity and 

productivity. 

From equations (6.26) and (6.31), it is clear that 𝑦𝐶𝐻4,𝑜𝑢𝑡 and 𝑀𝑃𝑅 are a function of 휂, which depends 

on the H2 mass transfer efficiency. The overall H2 mass transfer flux 𝑇𝐻2   throughout the column is 

expressed as the volume integral of the overall mass transfer rate, or in the case of 1D model, the axial 
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integration: 

𝑇𝐻2 = 𝑆.∫𝑘𝐿𝑎. (𝐶𝐻2
∗ − 𝐶𝐿,𝐻2). 𝑑𝑧

𝑧

0

 (6.32) 

with 𝑆 being the cross‐sectional area in m², 𝑘𝐿𝑎 in s‐1 and 𝐶𝐻2
∗  in mol/m3. Equation (6.32)(6.32) can be 

further simplified for a small‐scale column (H < 1 m) where there are no non‐linearities of the 

hydrodynamic variables in the axial direction. At steady‐state, the dissolved hydrogen is depleted, thus, 

𝐶𝐿,𝐻2  = 0. 𝐶𝐻2
∗   can be calculated as 𝐻𝑐𝑐𝐶𝐺,𝐻2  , with 𝐻𝑐𝑐 = 𝐻𝑒𝐻2𝑅𝑇  = 0.018 being the dimensionless 

Henry solubility for 𝑇 = 328.15K. The overall transfer flux can be estimated as  

𝑇𝐻2 = 𝑆.∫𝑘𝐿𝑎. 𝐻
𝑐𝑐. 𝐶𝐺,𝐻2𝑑𝑧

𝑧

0

 (6.33) 

The hydrogen depletion in the gas along the column at steady‐state can be described via 

𝑑𝑢𝐺휀𝐺𝐶𝐺,𝐻2
𝑑𝑧

= −𝑘𝐿. 𝑎. 𝐶𝐻2
∗ = −𝑘𝐿

6휀𝐺
𝑑𝑏

𝐻𝑐𝑐𝐶𝐺,𝐻2  (6.34) 

Assuming that the gas velocity, gas holdup, and bubble diameter are kept constant, the integration of 

equation (6.34) gives the variation of H2 mass per unit volume of reactor (휀𝐺𝐶𝐺,𝐻2) along 𝑧: 

휀𝐺𝐶𝐺,𝐻2 = 휀𝐺0𝐶𝐺0,𝐻2𝑒
−
6𝐻𝑐𝑐

𝑑𝑏
∙
𝑘𝐿
𝑢𝐺
∙𝑧

 (6.35) 

with 휀𝐺0𝐶𝐺0,𝐻2  being the inlet mass of H2 per unit volume of reactor.  

Substituting equations (6.7) and (6.35) into equation (6.33) yields 

TH2 = 𝑆.∫𝑘𝐿.
6𝐻𝑐𝑐

𝑑𝑏
. 휀𝐺0𝐶𝐺0,𝐻2𝑒

−
6𝐻𝑐𝑐

𝑑𝑏
∙
𝑘𝐿
𝑢𝐺
∙𝑧
𝑑𝑧

𝑧

0

 (6.36) 

The integration of equation (6.36) between 0 and 𝐻 leads to  

𝑇𝐻2 = 𝑆. 𝑢𝐺 . 휀𝐺0. 𝐶𝐺0,𝐻2 (1 − exp (−
6 ∙ 𝐻𝑐𝑐

𝑑𝑏
∙
𝑘𝐿
𝑢𝐺
∙ 𝐻)) (6.37) 

The term 𝑢𝐺 . 휀𝐺0. 𝐶𝐺0,𝐻2 can be translated as the inlet H2 molar flux and exp (−
6∙𝐻𝑐𝑐

𝑑𝑏
∙
𝑘𝐿

𝑢𝐺
∙ 𝐻) as the 

overall depletion factor throughout the column (Larsson et al., 2022). Equation (6.37) can be used as 
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an estimate of the global mass transfer flux. This gives access to the calculation of hydrogen conversion 

through (6.23) and finally the methane purity through (6.26). 

Notice that the gas holdup 휀𝐺  in the volumetric interfacial area 𝑎  of equation (6.7) and in 𝐶𝐺,𝐻2   of 

equation (6.35) cancel each other out when equations (6.7) and (6.35) are substituted into equation 

(6.33). This simplification of 휀𝐺 indicates clearly that no positive pressure effect on the mass transfer 

will be observed in bubble column. At a fixed gas mass flowrate, increasing pressure will lead to higher 

𝐶𝐻2
∗ , but the gas compression will result in lower 휀𝐺, and thus lower interfacial area. The positive impact 

of pressure on 𝐶𝐻2
∗  is counterbalanced by the drop in interfacial area, as shown in Maalej et al. (2003). 

Therefore, any attempt to increase mass transfer flux by increasing pressure is fruitless. Nevertheless, 

high pressure is necessary in industrial‐scale bubble columns as it compresses the gas to enable the 

treatment of higher gas loading and at the same time maintains the bubbly flow in the homogeneous 

regime, which is beneficial for interfacial mass transfer. 

The analytical model aims to shed light on the controlling parameters involved in the biological 

methanation process. It highlights that the bioreactor performance of biological methanation is heavily 

dependent on the H2 mass transfer efficiency (휂). For example, the proposed analytical solutions for a 

given H2:CO2 ratio of 4:1 in the gas inlet – equations (6.26) and (6.31) highlights that both CH4 purity 

and productivity are related to 휂, and hence 𝑇𝐻2, which is in line with the conclusion of Schill et al. 

(1996). The results are not surprising since the process operates in the H2 mass transfer limitation 

regime at the stationary state. It shows that the change in 𝑘𝐿𝑎 and 𝐶∗ in the axial direction is crucial in 

modeling biological methanation, as the major substrates are fed to the reactor as a gaseous mixture 

and this physical supply can be limited by mass transfer due to poor solubility. This explains the 

importance of interfacial area on the biological methanation efficiency as it is related to 𝑘𝐿𝑎 (see Figure 

6.8) and subsequently to 𝑑𝑏 , 𝑢𝐺 , and 𝑘𝐿 . These hydrodynamic variables were calculated from the 

steady‐state spatial‐averaged 1D model results. To assess correctly the overall mass transfer term 𝑇𝐻2, 

a precise calculation of the spatial integration of 𝑘𝐿𝑎(𝐶
∗ − 𝐶𝐿) is required. In this work, the integration 

of equation (6.32) has been assessed using the 1D model. Hence, the so‐called analytical model should 

be interpreted as an analytical demonstration that the bioreactor performances are determined by the 

volume integral of the mass transfer term. If non‐linearity exists, the latter has to be evaluated using 

accurate models, such as 1D and CFD models (Deckwer et al., 1978; Ngu et al., 2022). Otherwise, for 

short column (H < 1 m), the mass transfer can be evaluated using equation (6.37), by using the 

conditions set at the inlet for 𝑑𝑏 , 𝑘𝐿 , and 𝑢𝐺. Here, the value of 휂 is evaluated using two approaches: 

1D model or inlet conditions, denoted by 휂1𝐷 or 휂0, respectively, as shown in Tables 5 and 6.  
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Table 6.5 and Table 6.6 report the bioreactor performance predicted by numerical models compared 

with the experimental data for the homogeneous and heterogeneous spargers, respectively. An 

increase of 81% in CH4 purity and of 17% in productivity is obtained experimentally when the 

homogeneous sparger is used over the heterogenous sparger. For the 1D model, the results are 

reported with the variation of 0.5 mm on the referenced bubble diameter (2 mm for homogeneous 

and 5 mm for heterogeneous). For both spargers, all models slightly overpredict the methane fraction. 

Similarly, the CFD model overpredicts the methane production rate, whilst the 1D model underpredicts 

it. Overall, both the 1D and CFD models predict relatively well the bioreactor performances as the 

numerical results are close to the experimental data. A better prediction is achieved for the 

heterogeneous sparger case when the 1D model is coupled with the CFD model. This provides an 

efficient way to study bioreactors. Spatially resolved CFD simulations are a more efficient way to 

provide flow information to simpler model, such as the 1D model (Cockx et al., 1997; Siebler et al., 

2020) and the compartment model (Delafosse et al., 2010; Nadal-Rey et al., 2021a; Pigou and 

Morchain, 2015).  

Table 6.5: Comparison of numerical model predictions with experimental data for porous plate with 

𝑸𝑮,𝒊𝒏  =  𝟎. 𝟏𝟒 NL/min.  

Method H2 (%) CH4 (%) 
Methane Production 

Rate (mL/L/h) 

Experiment data 10 ± 2 80 ± 2 90 ± 2 

CFD model (𝑑𝑏 =  2 mm) 14 84 103 

1D model (𝑑𝑏 =  2 ± 0.5 mm) 13 ± 5 85 ± 6 83 ± 2 

Analytical (휂1𝐷 = 0.963 / 휂0 = 0.983)  ‐ 84/92 80/82 
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Table 6.6: Comparison of numerical model predictions with experimental data for 4-points sparger 

with 𝑸𝑮,𝒊𝒏  =  𝟎. 𝟏𝟒 NL/min. 

Method H2 (%) CH4 (%) 
Methane Production 

Rate (mL/L/h) 

Experiment data 46 ± 3 44 ± 3 77 ± 3 

CFD model (𝑑𝑏 =  5 mm) 47 48 78 

1D model (𝑑𝑏 =  5 ± 0.5 mm) 48 ± 4 48 ± 5 70 ± 3 

Analytical (휂1𝐷 = 0.808 / 휂0 = 0.82)  - 46/47 68/69 

Upon validation with the experimental data, the analytical predictions were tested with another set of 

data from the work of Voelklein et al. (2019). The authors conducted similar experiments with the same 

configuration in a smaller bubble column (total volume of 9.5 L). The dataset of continuous ex‐situ with 

H2 and CO2 as injected gases are used for comparison. The 휂 value is given in Voelklein et al. (2019). As 

the H2:CO2 ratio is 4:1, equations (6.26) and (6.31) can be directly used to evaluate the CH4 purity and 

productivity.  

 

Figure 6.10: Evaluation of biological methanation efficiency calculated using the analytical solution.   

Figure 6.10 presents the prediction of bioreactor performances using the analytical solution. The 

analytical solution agrees well with the experimental data of Voelklein et al. (2019). It also shows that 

the global mass balance is respected experimentally. Similar observations are drawn – higher H2 loading 

leads to higher productivity but less H2 is converted into CH4, leading to lower purity. When the 

bioreaction is limited by H2 mass transfer, which is the case in steady‐state, the biokinetics become 
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negligible in predicting the biological production of methane, since the controlling parameters are 𝑘𝐿𝑎 

and 𝐶∗, as shown by the analytical solution.    

6.1.5 Sensitivity analyses on inlet gas flowrate 𝑸𝑮,𝒊𝒏, inlet bubble diameter 𝒅𝒃, 
and gas recirculation flowrate 𝑸𝒓 

With the 1D model validated using the experimental data, sensitivity analyses can be conducted on 

several operating parameters. The 1D model yields faster computation and satisfactory predictions, 

thus, it is useful for sensitivity analyses rather than using the computationally‐intensive CFD model. 

The sensitivity analysis was performed for the porous plate case. This sensitivity analysis provides 

insights into the process phenomena important for optimization of bioreactor design. Here, the 

influence of inlet gas flowrate, inlet bubble diameter and gas recirculation flowrate are studied.  

 

Figure 6.11: Outlet methane purity (▲), H2 conversion (♦) and methane production (●) as a 

function of 𝑸𝑮,𝒊𝒏. Symbols: Experimental data, Lines: 1D model with 𝒅𝒃 = 𝟐 𝐦𝐦. 

Figure 6.11 shows that an increase in 𝑄𝐺,𝑖𝑛  leads to higher productivity. However, higher methane 

production does not imply higher methane purity. As shown in Figure 6.11, the lower methane purity 

is due to a lower H2 conversion defined in equation (6.23). For the same H2 molar flux in the fresh 

stream 𝐹𝐻2,𝑖𝑛, the higher the 𝑄𝐺,𝑖𝑛, the lower the mass transfer efficiency, less H2 is converted to CH4, 

thus the CH4 purity is lower. This effect is also reported by Ghofrani‐Isfahani et al. (2021) and Voelklein 

et al. (2019) where the authors observed an increase in CH4 productivity is counterbalanced by a 

decrease in CH4 purity when the inlet gas flowrate is increased. For the same inlet gas flowrate (𝑄𝐺,𝑖𝑛 =

0.14 NL/min), the H2 conversion when using the 4‐points sparger and porous plate is 89% and 96%, 
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respectively. Therefore, higher CH4 purity and productivity are achieved using the porous plate.  

 

Figure 6.12: Effect of inlet bubble diameter on the reactor performances using 1D model. 

Figure 6.12 shows that decreasing inlet bubble diameter leads to an increase in methane purity. Smaller 

bubbles offer a higher interfacial area for mass transfer, therefore a higher mass transfer efficiency 

(Merker et al., 2017). As the bubble diameter was not measured under bioreaction conditions, 

experimental measurement in air‐tap water system and a literature correlation were applied to 

estimate the bubble diameter in real conditions. For the porous plate, the initial bubble diameter of 

2 mm is of the same order of magnitude as for previous measurements in tap water using an optical 

method. Under bioreaction conditions, the bubble diameter size could be reduced due to limited 

coalescence (Li et al., 2019; McClure et al., 2013). The bioreactor performance is sensitive to bubble 

diameter, as the bioreaction is limited by the mass transfer phenomenon. Analogous to a 

heterogeneous reaction catalyst problem, the bioreaction could be limited by the species transport 

and mass diffusion phenomena. These phenomena arise when the locally available specific substrate 

flux is insufficient to fulfill the biological demand, typically when the gas flow rate is low or when the 

biomass concentration is high at the steady‐state, as shown in Ngu et al. (2022a). Under such regimes, 

satisfactory descriptions of convective transport and interfacial mass transfer become crucial. The 

sensitivity analysis of bubble diameter for ±0.5 mm for the reference case for both spargers was also 

performed and the results are reported in Table 6.5 and Table 6.6. Figure 6.12 reveals that at higher 

𝑄𝐺,𝑖𝑛, a better fit is obtained by a larger bubble diameter, and vice versa, similar with the observation 

for the 4‐points sparger, as shown in Figure 6.7. The gassing rate dependent inlet bubble size correlation 

for the porous plate is db = 0.034QG,in
1.4 , while for the 4‐points sparger is db = 0.007QG,in

0.2 , with 𝑑𝑏 in 
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m and 𝑄𝐺,𝑖𝑛 in NL.min‐1. This finding is consistent with the fact that the higher the 𝑄𝐺,𝑖𝑛, the larger the 

bubble diameter (Quintero, 2015). Also, from this study, it is observed that sparger design is pivotal for 

biological methanation as it determines the bubble size and subsequently defines the bioreactor 

performance.   

 

Figure 6.13: Effect of gas recirculation flowrate on the reactor performances using 1D model. 

Moreover, Bassani et al. (2016) and Kougias et al. (2017) have shown that increasing the gas recycling 

rate improves the methane purity. Figure 6.13 shows that the methane purity increases when 𝑄𝑟 

increases from 1 NL/min to 2.5 NL/min. For the same inlet H2 molar flux, increasing the recycling 

flowrate leads to increasing 휀𝐺, as more gas is present per unit volume of the bubble column. Besides, 

the gas residence time is also prolonged with gas recycling. In combination with higher gas residence 

time and gas holdup, this leads to higher 𝑘𝐿𝑎 , as more specific area is available for mass transfer, 

resulting in higher mass transfer efficiency, higher H2 conversion, and thus higher methane purity. 

Although recycling will dilute the inlet reactive gas, lowering the saturation concentration 𝐶∗, the gain 

in 𝑘𝐿𝑎 is much higher, resulting in higher overall mass transfer flux. 

6.1.6 Conclusions 

Successful bioconversion of H2 and CO2 to CH4 was conducted in a pilot‐scale bioreactive bubble column. 

Comprehensive 1D and CFD models that couple the hydrodynamics, mass transfer and bioreaction 

were validated and used to predict the CH4 purity and productivity. The results of the 1D and CFD 

models are consistent with the experimental data. This work aimed to demonstrate the importance of 

reactor design and operating conditions on H2 mass transfer efficiency which consequently defines the 

biological methanation performances. It is shown that the biological methanation process is favored 
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when a uniform porous plate is used. In terms of hydrodynamics, a marginal higher gas holdup was 

achieved with the 4‐points porous sparger but a smaller bubble size was obtained with the porous plate. 

Due to uniform gas injection of the porous plate, no bubbles coalescence is expected at such low gas 

holdup, leading to smaller bubbles of 2 mm, as compared with the 4‐points porous sparger with 

bubbles around 5 mm. Since the bioreaction is limited by H2 mass transfer (due to very poor H2 

solubility), any improvement in H2 mass transfer flux is critical to biological methanation. Therefore, 

having a higher interfacial area via the porous plate leads to better bioreactor performance. An increase 

of 265% in 𝑘𝐿𝑎 and subsequently 81% in CH4 purity is obtained when a porous plate is used instead of 

a 4‐points sparger. However, it is less industrially applicable to use a homogeneous sintered sparger. 

The key is to use multiple gas spargers with large sparging area to generate bubbles as small as possible 

at birth and to distribute the gas the most uniformly possible to achieve better mass transfer 

performance.  

The hydrodynamics of 4‐points sparger can be described by the 1D model provided the fluid flow 

structure is obtained from the detailed CFD model. The 1D modelling approach leads to a simplified 

model which can be solved analytically and underlines the essential feature (𝑘𝐿𝑎) that impacts the 

biological methanation process. Sensitivity analyses reveal that any improvement on the mass transfer 

efficiency leads to better biological methanation efficiency. On the contrary, any attempt to increase 

mass transfer flux by increasing pressure is fruitless as the positive impact of pressure on hydrogen 

solubility is counterbalanced by the negative impact on gas holdup. Nevertheless, a high pressure 

allows the bubble column to operate in the homogeneous bubbly regime even at higher gas loading, 

which is particularly critical when the biological substrate comes from the gas phase as in the biological 

methanation process. It is shown that any optimization of hydrodynamics, gas recirculation, bubble 

size and interfacial area (thus 𝑘𝐿𝑎) is beneficial to biological methanation.  

This work shows that both the 1D and CFD models can be used to assess the impact of different 

parameters on the reactor performance, and thus serve as scale‐up and optimization tools for 

biological methanation. The 1D model offers fast numerical prediction of CH4 purity and productivity 

with a sufficient degree of accuracy at the pilot‐scale which can be extended to industrial‐scale. 

Previously developed metabolic flux‐based model of Ngu et al. (2022a) is applied here in the 1D and 

CFD models to couple the two‐phase bubbly flow, multispecies mass transfer and biological kinetics. At 

the pilot‐scale, the gas holdup is low and the coupling between hydrodynamics and bioreaction is 

relatively weak, so the CFD model does not give a significant advantage over the 1D model, as shown 

by the almost identical results of the two models. Nevertheless, at industrial‐scale, pressure effects 

with increasing height and longer gas residence time will have a stronger coupling with biokinetics. 
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Complex hydrodynamics prevail in large‐scale bubble columns which will subsequently impact the mass 

transfer and coupling with the bioreaction, as well as heterogeneities or micro‐mixing limitations. From 

this perspective, performing numerical prediction using the CFD model becomes attractive.  
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6.2 Large-scale biological methanation bubble column (Electrochaea) 

Successful scale-up of biological methanation reactors requires a deep understanding of the mass 

transfer efficiency, especially that of hydrogen to prevent poor methanation performance and high 

operational costs. Modelling large-scale bubble column bioreactors requires a detailed mechanistic 

description of the bubbly flow and the closures on the gas-liquid interfacial mass transfer as well as 

the biological kinetics. In this work, it is attempted to use a complete fully-resolved Eulerian CFD model 

to study local phenomena of an existing large-scale biological methanation plant operated by 

Electrochaea GmbH, Denmark. This has been done in our previous work using the spatio-temporal 1D 

model, as shown in Ngu et al. (2022a). Nevertheless, CFD models offer more precise spatially resolved 

local interactions between phases which is valuable to study large-scale multiphase flow, mass 

transfer, and bioreaction coupled problems. Despite the higher computational costs, the CFD model is 

a reliable conceptual reactor design tool for industrial-scale bubble column bioreactors, as 

demonstrated in the recent work of Puiman et al. (2022), Siebler et al. (2019), and Nadal-Rey et al. 

(2022), for example.  

In the literature, CFD simulations of biological methanation with the validation of the bioreaction 

remain scarce. To our best knowledge, the only work with the full validation of CFD model for biological 

methanation focuses on a laboratory scale trickle bed reactor (Markthaler et al., 2022, 2020). 

Moreover, very few large-scale biological methanation plants are reported in the literature, which 

renders the CFD validation more hazardous in the absence of local measurements (Rafrafi et al., 2020). 

However, some open literature data (“Electrochaea - Carbon and Energy storage,” 2017; Jensen et al., 

2021; Lardon et al., 2018; Rusmanis et al., 2019; Sveinbjörnsson and Münster, 2017), including 

information published in the official website of Electrochaea (https://www.electrochaea.com/) are 

adequate for the global validation. It is mentioned that the biological methanation plant of 

Electrochaea in Avedore, Denmark is the world’s first largest full-scale demonstration plant (Rusmanis 

et al., 2019). The bubble column is designed to treat up to 50 Nm3/h of CO2 issued from a nearby 

anaerobic digestor with a typical biogas mixture of 60% CH4 and 40% CO2. With the CO2 sourced from 

the biogas, the bioreactor is expected to produce 125 Nm3/h of CH4 with the supply of 200 Nm3/h of 

H2 generated from the electrolysis of water using surplus renewable electricity. The electrolyser is 

supposed to operate at a full electrical power load capacity of 1 MW. The bubble column operates 

under thermophilic condition with a temperature of 65°C and with a pressure of 8 bar.  

In this section, the objective is to perform pioneer CFD simulations of the large-scale biological 

methanation reactor of Electrochaea and to compare the bioreactor performance with the results 

https://www.electrochaea.com/
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from the literature, similar to the work of Ngu et al. (2022a). If relevant, comparisons of the CFD results 

with those of the 1D model are also conducted.  

6.2.1 Reactor geometry, mesh and model setup 

Full details on the bioreactor design are absent in the literature. Therefore, the dimensions of the large-

scale bubble column were estimated from openly available data and picture (“Electrochaea - Carbon 

and Energy storage,” 2017; Lardon et al., 2018; Rusmanis et al., 2019). The 3D geometry has been built 

using cylinders and the gas sparger is supposed to occupy the total reactor base. The initial liquid height 

is assumed to be 10 m. Considering the increase in water level due to gassing, the total height of the 

column is set to 11 m. The internal diameter of the reactor is set to 0.72 m according to Rusmanis et 

al. (2019). The total volume of the reactor is 4.5 m3 with an ungassed liquid volume of 4.1 m3. The 

computational fluid dynamics mesh was generated using ANSYS Meshing. A swept mesh technique 

was used throughout the column with a similar meshing strategy as Siebler et al. (2019). In the end, a 

mesh with 141 000 hexahedral cells, 0.7 minimum orthogonal quality, 0.86 averaged skewness and 5.5 

cm cell size was constructed, as shown in Figure 6.14.  

 

Figure 6.14: (a) Axial and (b) radial section of the mesh 

The transient multiphase simulation was conducted in the Eulerian framework using ANSYS Fluent 

2021R1. The CFD model setup of the large-scale bubble column followed mostly the work of Siebler et 

al. (2019). The Reynolds-Averaged Navier Stokes (RANS) equations are solved with dispersed RNG 𝑘‐𝜖 

turbulence model. The interfacial forces solved followed the large‐scale bioreactors simulations work 

of Puiman et al. (2022) and Siebler et al. (2019) who considered the drag, lift, wall lubrication, turbulent 



6.2 Large-scale biological methanation bubble column (Electrochaea) 

277 

 

dispersion, and turbulence interaction forces. The closure correlations used for these forces are 

summarised in Table 6.7. The inlet bubble diameter is supposed to be 2 mm as in the work of Ngu et 

al. (2022a). It is found that small bubble size (≤ 2 mm) is necessary to ensure high H2 mass transfer 

flux and to achieve high CH4 purity.  

Table 6.7: Summary of interfacial force correlations used in the CFD model for Electrochaea case. 

Force Correlation 

Drag (Tomiyama et al., 1998) 

Lift (Tomiyama et al., 2002b) 

Wall (Antal et al., 1991) 

Turbulent dispersion (Burns et al., 2004) 

Turbulent interaction (Sato and Sekoguchi, 1975) 

A velocity‐inlet boundary condition was used on the sparger inlet for the gas. A superficial gas velocity 

of 0.031 m.s-1 was set at the inlet with the velocity magnitude set as the bubble terminal velocity of 

the imposed bubble diameter calculated using the Tomiyama et al. (1998) drag model (0.286 m.s-1). A 

turbulence intensity of 5% and a turbulent viscosity ratio of 10 were imposed at the inlet. A pressure-

outlet with gas backflow was imposed at the top of the column, with the headspace pressure specified 

to 8 bar. All walls were set as no‐slip condition for the liquid and free‐slip for the gas. The inlet gas 

species mole fraction ratio of H2:CO2:CH4 was 61.5%:15.3%:23.2%. The bubble column is closed to the 

liquid. The ideal gas law was applied to the gas phase.  

The resolution strategy is detailed as follows. First, the unsteady gas-liquid flow field was solved to 

obtain a pseudo-stationary flow field without species transport. Then, species transport equations 

were solved together with the flow equations but without mass transfer and bioreaction, signifying 

the transport of gas mixture from the inlet to the outlet. Next, the mass transfer and bioreaction were 

activated, and all equations were solved simultaneously. Finally, the transient averaging was 

conducted for an additional 100 s with data sampling every second. Since the interest of study was not 

located in the transient state, the solution initialisation for the fluid flow equations was computed from 

the inlet (𝑢𝐿 = 0 m.s-1, 𝑢𝐺,𝑎𝑥 = 0.286 m.s-1, 𝑎 = 330 m-1, 휀𝐺 = 0.11). Therefore, a much shorter simulation 

time was required to achieve a pseudo-stationary flow field. The fluid flow equations were solved only 

for 100 s to reach a stable overall gas holdup. The species transport equations were solved for 50 s. 

For the initialisation of the species concentration field, the dissolved H2 and CO2 concentrations were 

patched at equilibrium with the gas phase while the dissolved CH4 concentration was patched at zero. 

A total of 500 s simulation time was imposed for the full resolution of flow equations, mass transfer 
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and bioreaction. All simulations were performed with a timestep of 0.01 s and a maximum iterations 

per time step of 10. The resolution strategy was able to achieve solution convergence with residuals < 

Ο(10−4) in the end. The Phase Coupled SIMPLE scheme was used for pressure‐velocity coupling. The 

first‐order implicit temporal discretisation scheme was used. For the spatial discretisation schemes, the 

first‐order upwind scheme was used for the density, volume fraction and turbulence variables, and the 

second‐order upwind scheme was used for the momentum and species transport equations. 

6.2.2 Fluid dynamic model, mass transfer and bioreaction 

The RANS equations were solved transiently by ANSYS Fluent in the Eulerian framework. Analogous to 

the 1D model established in Ngu et al. (2022a), the bubble size variation was considered due to (i) the 

hydrostatic pressure and (ii) the huge loss of mass in the gas phase (4 moles of H2 and 1 mole of CO2 

reduced to 1 mole of CH4), throughout the 10-m high bubble column. To model these effects, the 

transport equation of interfacial area was activated in ANSYS Fluent. In this representation, the local 

interfacial area is a new unknown of the problem. It is a scalar quantity, named interfacial area 

concentration (IAC) for which an additional equation (6.38) is added. In this model, the bubble size 

variation due to volume contraction or dilatation, mass transfer, bubble coalescence and breakup are 

translated into interfacial area changes. Similar to the spatio-temporal 1D model, coalescence and 

breakup phenomena are assumed to be balanced so that the bubble size variation is mostly dominated 

by pressure and mass transfer effects, corresponding to the first two terms of the RHS of equation 

(6.38), respectively.  

          
𝜕(𝜌𝐺𝑎)

𝜕𝑡
+ 𝛻 ∙ (𝜌𝐺𝑢𝐺⃗⃗ ⃗⃗ ⃗𝑎) =

1

3

𝐷𝜌𝐺

𝐷𝑡
𝑎 +

2

3

𝑚𝐺̇

𝛼𝐺
𝑎 + 𝜌𝐺(𝑆𝑅𝐶 + 𝑆𝑊𝐸 + 𝑆𝑇𝐼) (6.38) 

With  

𝑎: volumetric interfacial area 

𝑚𝐺̇ : interfacial mass transfer rate 

𝑆𝑅𝐶: Coalescence due to random collision 

𝑆𝑊𝐸: Coalescence due to wake entrainment  

𝑆𝑇𝐼: Breakage due to turbulent eddies  
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Two user-defined functions (UDF) for mass transfer and the bioreaction uptake rate were developed. 

The species mass transfer rate �̇�𝐺,𝑖  is given by equation (6.39),which is a function of species-

dependent mass transfer coefficient 𝑘𝐿,𝑖, interfacial area a and the driving force (𝐶𝑖
∗ − 𝐶𝐿,𝑖). The mass 

transfer coefficient is modelled as the Higbie (1935) correlation given as 

 
�̇�𝐺,𝑖 = −𝑚𝐿,𝑖̇ = −𝑘𝐿,𝑖𝑎(𝐶𝑖

∗ − 𝐶𝐿,𝑖) (6.39) 

 

𝑘𝐿,𝑖 = 2√
𝑢𝑟𝑒𝑙  𝐷𝑖
𝜋 𝑑𝑏

 (6.40) 

 
𝑎 =

6𝛼𝐺
𝑑𝑏

 (6.41) 

With 𝑑𝑏 is the Sauter mean diameter calculated from the resolved interfacial area transport equation. 

The diffusion coefficients 𝐷𝑖  for the species H2, CO2, and CH4 at 65°C are 1.2×10-8, 5.4×10-9, and 

3.95×10-8 m².s-1, respectively. The dimensionless Henry’s constant was used to calculate the solubility 

𝐶𝑖
∗  with the corresponding dimensionless Henry’s constant for the species H2, CO2, and CH4 being 

56.27, 2.79, and 54, respectively (Sander, 2015).  

 

Figure 6.15: Comparison of CFD and 1D predictions for co-current mass transfer in a 1-m high bubble 

column. (a) Hydrogen gas concentration (b) bubble diameter, (c) hydrogen liquid concentration (d) 

gas holdup 
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It is shown in the Appendix that the CFD approach was validated in a 1-m high bubble column and the 

results were in line with the 1D model results. The test case was a gas-liquid co-current bubble column 

in a 2D geometry. Figure 6.15 shows an example of the axial profiles obtained for one of the validation 

cases. Here, the validation case consists of the hydrogen and carbon dioxide mass transfer in co-

current bubbly flow (refers to case 1.2.4 in the Appendix). Figure 6.15(a) and (c) reports the hydrogen 

concentration evolutions in the gas and liquid phase, respectively. A roughly 10% increase in hydrogen 

gas concentration was observed due to the huge loss of carbon dioxide in the gas phase in the first half 

of the column. The hydrogen liquid concentration increases due to mass transfer, but the equilibrium 

concentration (vertical asymptotic value) was not reached due to lower liquid residence time. Figure 

6.15(b) and (d) show that the bubble diameter and gas holdup decreased at the bottom half of the 

column due to high mass transfer flux but it increased slightly in the upper half of the column due to 

volume expansion brought on by decreasing hydrostatic pressure. Additional details on the 

comprehensive validation case were explained in Appendix. 

For biological methanation, it is generally agreed that the H2 gas-liquid mass transfer rate is the limiting 

factor of the overall biological methanation process (Jensen et al., 2021; Lecker et al., 2017; Rafrafi et 

al., 2020). It was proposed that the steady-state is characterised by a balance between the specific 

hydrogen uptake rate (mass transfer rate divided by the biomass concentration) and the utilisation 

rate for maintenance (Ngu et al., 2022a). From that moment, constant carbon dioxide consumption 

and methane production rates will be achieved, both being proportional to the H2 mass transfer rate. 

The hydrogen mass transfer rate being the limiting factor for the metabolism, the specific hydrogen 

uptake rate at steady state is equal to the maximum hydrogen mass transfer rate per cell mass 

𝜑𝐻2,𝑚𝑎𝑥 =
𝑘𝐿𝑎(𝐶𝐻2

∗ −0)

𝜀𝐿𝑋
 and the specific carbon dioxide and methane uptake rate are expressed 

stoichiometrically as 𝜑𝐶𝑂2 =
𝜑𝐻2,𝑚𝑎𝑥

4
∙
𝑀𝐶𝑂2
𝑀𝐻2

 and 𝜑𝐶𝐻4 =
𝜑𝐻2,𝑚𝑎𝑥

4
∙
𝑀𝐶𝐻4

𝑀𝐻2

, respectively. Since the 

objective here is to predict the bioreactor performance at the steady-state and to compare with the 

literature value, it is chosen to set a constant biomass concentration, 𝑋 = 35 g.L-1, the same steady-

state concentration obtained with the 1D model for the Electrochaea case (Ngu et al., 2022a). As the 

methanogens growth rate is usually very low, it is not possible and therefore it is not attempted to 

simulate the transient growth using the CFD model.  

6.2.3 Results on flow field pattern 

In this section, the flow pattern and the species transport in the gas established after 150 s will be 

discussed. This situation corresponds to bubbly flow without mass transfer and bioreaction. Figure 



6.2 Large-scale biological methanation bubble column (Electrochaea) 

281 

 

6.16 shows the contours of the axial gas velocity, axial liquid velocity, gas holdup and species molar 

fraction in a vertical plane passing through the centre. It shows that the bubbles rise rather uniformly 

due to a homogeneous injection of gas covering the total cross-section surface of the column, with a 

bubble terminal velocity around 0.3 m.s-1 according to the Tomiyama et al. (1998) drag model. The 

liquid axial velocity is nearly zero, signifying no liquid recirculation. The gas holdup increases slightly 

due to the decreasing hydrostatic pressure, in line with the ideal gas law. The overall gas holdup was 

0.117 which was in good agreement with the values obtained from the 1D model at 0.116 (Ngu et al., 

2022a). Following the work of Puiman et al. (2022) who also compared the averaged gas holdup with 

the global correlation of Zuber and Findlay (1965) and Heijnen and Van’t Riet (1984), it is found that 

the correlations yield 0.109 and 0.124, respectively, which is close to the CFD predicted value. The gas 

species is also homogeneously distributed in the column. The fluid flow is uniform with very weak 

liquid recirculation, yielding a homogeneous bubbly regime.  

 

Figure 6.16: Contours of (a) axial gas velocity component (b) axial liquid velocity component (c) gas 

holdup (d) gas species molar fraction 

Upon the establishment of the flow and species transport in the gas phase, the mass transfer and 

bioreaction kinetics were activated to study the impact of bioreaction on the hydrodynamics.  
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6.2.4 Results on biological methanation and comparison with the 1D model 

In this section, the results of the large-scale biological methanation are discussed. First, the predictions 

of the hydrodynamic variables such as bubble diameter, gas holdup, gas velocity and interfacial area 

are presented, as shown in Figure 6.17. In each subfigure, an instantaneous coutour map is presented 

on the left and a time-averaged over 100 seconds contour map is shown on the right.  

In the presence of bioreaction and mass transfer, the hydrodynamics behaviour differs from the 

previous case. The bubble diameter varies spatially and temporally due to density gradient effects. The 

time-averaged value reveals that the mean bubble size decreases from the bottom to the top of the 

column, as shown in Figure 6.17(a). The spatially dispersed axial gas velocity in Figure 6.17(b) reflects 

the influence of different bubble size on gas-liquid hydrodynamics as different bubble size rises at a 

different velocity. Due to huge consumption of H2 and CO2, the gas holdup varies significantly from the 

inlet to the outlet, ranging from roughly more than 10% to 5%, as presented in Figure 6.17(c). This 

nearly two-fold reduction in gas holdup creates an axial gradient of gas holdup, leading to “heavier” 

liquid at the top of the column compared to the bottom. The unsteadiness of the two-phase flow 

originates from that instability. Consequently, large-scale mixing is favoured, resulting in axial and 

radial dispersions. Figure 6.17(c) and (d) show gradient profiles of gas holdup and interfacial area with 

maximum values located at the bottom and the lowest values towards the top of the column. 

Combining higher interfacial area and hydrostatic pressure at the bottom, high mass transfer rate is 

expected at this region. The time-averaged radial profiles of gas holdup and interfacial area were 

mostly homogeneous after the mid-height till the top.  
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Figure 6.17: Contour plots of instantaneous and time-averaged profiles on a vertical plane and 

selected cross sections (every meter) for (a) bubble diameter (b) axial gas velocity component (c) gas 

holdup and (d) interfacial area. The instantaneous surface plots were obtained after 500 s of 

simulation time. The time-averaged contours were averaged over the last 100 s.  
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Figure 6.18: Radial profiles of (a, c, and e) liquid axial velocity and (b, d, and f) gas holdup for 𝒛/𝑯 of 

0.25 (bottom row), 0.5 (middle row) and 0.75 (top row). Red circle lines are instantaneous profiles, 

Black triangle lines are time-averaged profiles. The instantaneous profiles are reported for every 10 s 

but no distinction is made for the sake of simplicity and to avoid confusions.  

Figure 6.18 reports both the instantaneous (red lines) and 100 s time-averaged (black lines) radial 

profiles of liquid axial velocity and gas holdup for 𝑧/𝐻 of 0.25 (Bottom row, (e) and (f)), 0.5 (Middle 

row, (c) and (d)), and 0.75 (Top row, (a) and (b)). For the liquid axial velocity, it fluctuates roughly 

between ± 0.40 m.s-1 at 𝑧/𝐻 =  0.25 and 0.5 while between ± 0.20 m.s-1 at 𝑧/𝐻 = 0.75. At each 

height, all instantaneous radial profiles of liquid velocity are asymmetrical, reflecting the unsteady 

bubbly flow in the bubble column. At 𝑧/𝐻 of 0.25, the liquid ascends mostly at the right side and 

descends at the left but at certain time instant, inversion may also occur, as shown in Figure 6.18(e). 

For increasing 𝑧/𝐻, it is found that the liquid velocity decreases. This shows that the two-phase flow 

becomes more stable with weaker liquid recirculation in the column. At the top of the column, the 
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liquid axial velocity becomes negligible. Moreover, for increasing 𝑧/𝐻 , the time averaged radial 

profiles (black triangle lines) become more uniform with less radial gradients. Meanwhile, the gas 

holdup varies approximately between 0.06 – 0.07 at 𝑧/𝐻 of 0.25, between 0.05 – 0.06 at 𝑧/𝐻 of 0.5, 

and between 0.04 – 0.05 at 𝑧/𝐻 of 0.75. For the gas holdup, the radial profiles are rather uniform. At 

𝑧/𝐻 = 0.25 and 0.5, three of the ten radial profiles show a slightly higher values than other profiles, 

displaying the time-dependent behaviour of the column. This is also reflected in the gas holdup 

temporal profile in Figure 6.19(c).  

 

Figure 6.19: Temporal profiles of (a) Sauter mean diameter, (b) hydrogen gas molar fraction, (c) gas 

holdup, (d) carbon dioxide gas molar fraction, (e) liquid axial velocity, and (f) methane gas molar 

fraction for a centred point at 𝒛/𝑯 = 0.25 (red points), 0.5 (blue points) and 0.75 (black points). 

Figure 6.19 shows the temporal profiles for different variables at three different 𝑧  locations. The 

temporal profiles were recorded for 100 s at centred location (𝑥 = 0, 𝑦 = 0) for three different heights. 

The Sauter mean diameter and the gas holdup show a slight increase in value at less than 20 s but 

immediately decrease right after. The gas holdup remains rather stable after 40 s, signifying the 
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pseudo-steady state is reached. At these measuring points, the liquid axial velocity fluctuates between 

± 0.05 m.s-1. The gas species molar fraction of the substrates (hydrogen and carbon dioxide) decreases 

with 𝑧 , whilst the methane gas molar fraction increases, reflecting the successful conversion of 

substrates into the gas product. As for carbon dioxide, the substrate is mostly depleted after the mid-

height.  

 

Figure 6.20: Comparison between CFD and 1D axial profiles. (a) Hydrostatic pressure (b) bubble 

diameter (c) gas holdup (d) Gas flowrate. CFD points were calculated from spatial-averaging of the 

time-averaged profiles.  

Previously, we have developed a two-way coupled spatio-temporal 1D model and the 1D model has 

been used to predict the biological methanation performance of Electrochaea plant (Ngu et al., 2022a). 

Here, some CFD results were compared with these previously published results, as shown in Figure 

6.20. Globally, the CFD model followed the same trend as the 1D model. Hydrostatic pressure 

decreases linearly from the bottom to the top, as shown in Figure 6.20(a). Along with the decreasing 

hydrostatic pressure and the bioreaction, gas holdup (Figure 6.20(c)) and volumetric gas flowrate 

(Figure 6.20(d)) decrease sharply from the bottom to the top of the column. As a result of decreasing 

gas holdup, the volumetric gas flowrate was also reduced by nearly two-fold. According to the 
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stoichiometry of the reaction, the flowrate should be reduced five-fold but since the hydrostatic 

pressure varies by a factor of two in a 10-m high column, the theoretical flowrate reduction is thus 2.5, 

which is consistent with the two-fold reduction. At the top of the column, the gas holdup remains 

almost stable around 5%, resulting in a more homogeneous bubbly flow. Figure 6.20(b) shows that two 

zones for the bubble diameter can be distinct with an average of 1.7 mm at the bottom half of the 

column and an average of 1.55 mm at the top. This reflects that at the bottom where the gas holdup 

is around 8%, liquid instabilities and swarm effects induce bubble mixing between large and small 

bubbles, leading to a stable bubble diameter. 

 

Figure 6.21: Contour plots of instantaneous and time-averaged profiles for (a) hydrogen gaseous 

molar fraction (b) methane gaseous molar fraction.  

Figure 6.21 reports the molar fraction surface plots for hydrogen and methane. Figure 6.21(a) shows 

that hydrogen molar fraction decreases from approximately 60% at the inlet to less than 10% at the 
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outlet. Successful biogas upgrading was achieved as the methane molar fraction increases from 25% 

at the inlet to 95% at the outlet, as displayed in Figure 6.21(b). This proves that the chosen bioreactor 

design as a “slim and high bubble column” is suitable to produce high-quality methane by promoting 

H2 gas-liquid mass transfer. High bubble columns are advantageous for mass transfer due to increased 

gas retention time and gas solubility (hydrostatic pressure) and this has been discussed previously in 

the literature (Deckwer et al., 1978; Ngu et al., 2022a; Siebler et al., 2019). Moreover, the CFD results 

showed that the radial gradients are negligible in comparison to the axial gradients (
𝜕𝜙

𝜕𝑟
≪

𝜕𝜙

𝜕𝑧
) for any 

variable 𝜙.  

 

Figure 6.22: Comparison between CFD and 1D axial profiles. (a) Hydrogen gas concentration (b) 

Hydrogen liquid concentration (c) Methane gas concentration (d) Methane liquid concentration (e) 

Gas molar fraction. CFD points were calculated from spatial-averaging of the time-averaged profiles. 

Figure 6.22 presents the gas and liquid concentration axial profiles for hydrogen (in Figure 6.22(a)-(b)) 

and methane (in Figure 6.22(c)-(d)) obtained with 3D and 1D approaches. It shows that the hydrogen 

gas concentration decreases throughout the reactor as all transferred hydrogen is converted into 

methane. In the liquid, hydrogen concentration reaches zero, signifying the total consumption of the 

dissolved hydrogen by the bioreaction. The hydrogen gas concentration and its solubility obtained 

from the CFD model agree with the 1D model predictions. For the methane concentrations, the 

differences between the CFD model and the 1D model were the largest at the bottom part of the 

column. This could be due to the unsteadiness of the two-phase flow in the large-scale bubble column 

with the presence of bioreaction. Due to the nature of the bioreaction, a huge loss of gas was awaited, 
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which contributes to high gas holdup axial gradients. The spatial evolutions lead to large-scale 

unsteady liquid recirculation and bubble plumes due to density gradients, as shown in Figure 6.23. 

Figure 6.23(a) and (b) illustrate the unsteady, oscillating behaviour of the bubble column. Near the 

inlet, the liquid recirculated down near the right-side wall and pushes the sparged gas to the left side, 

resulting in a higher local liquid velocity on the left side, hence forming a circulation loop. Figure 6.23(c) 

and (d) show the radial profiles of liquid axial velocity and gas holdup. Liquid axial velocity up to 0.2 m.s-

1 can be observed locally with asymmetric liquid recirculation profiles despite the sparger and the mesh 

being homogeneous at the bottom. The gas holdup radial profiles were fairly uniform with a slightly 

higher radial gradient observed at z/H = 0.5.       

 

Figure 6.23: (a) Contour of liquid axial velocity superposed with the arrows indicating the velocity 

vectors. (b) Zoom of the liquid velocity vector near the inlet circled with red contours in (a). Radial 

profiles of (c) liquid axial velocity and (d) gas holdup for z/H = 0.25, 0.5, and 0.75. 

Overall, after the mid-height, the CFD predictions coincide well with the 1D model results. This is 

expected as the radial gradients after this height were relatively weak, as shown in the radial contour 

plots in Figure 6.17 and Figure 6.21. It can also be noticed in Figure 6.20(c) that the axial evolution of 

the gas holdup was weaker at the top of the column which induced a relative stability of the two-phase 

flow. The slope of the gas holdup at the bottom of the column is steeper, reflecting a higher axial 
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gradient (
𝜕𝜀𝐺

𝜕𝑧
|6−10𝑚 ≈ 0.2%/𝑚 <

𝜕𝜀𝐺

𝜕𝑧
|0−5𝑚 ≈ 1%/𝑚). This justifies the choice of the 1D model to 

simulate the industrial reactor of Electrochaea as it is sufficient to yield satisfactory results. At the 

outlet, the CFD model predicts a CH4 purity of 95% and a productivity of 126.5 Nm3/h which agrees 

well with the 1D model prediction of 95% and 123 Nm3/h (Ngu et al., 2022a) and the reported value 

90-95 % and 125 Nm3/h of CH4 (“Electrochaea - Carbon and Energy storage,” 2017; Sveinbjörnsson and 

Münster, 2017). The similarity in the results essentially confirms that the implementation of the 

various models and the selection of closure law are correct and physically consistent. The unsteadiness 

of the flow simulated in the 3D CFD study are modelled as a dispersion term in the 1D model. Usual 

correlation for the estimation of that dispersion coefficient are found to be satisfying in the 

configuration simulated here. It could be adjusted as the bubble column is found to be particularly 

sensitive to density gradient effects. As far as biology is concerned, the steady-state coincide with a 

balance between uptake and maintenance which translates into 𝜑𝐻2,𝑚𝑎𝑥 =<
𝑘𝐿𝑎𝐶𝐻2

∗

𝜀𝐿𝑋
> = 𝑚 .  

6.2.5 Conclusion  

Fully-resolved CFD simulations for biological methanation in a large-scale bubble column were 

performed and it was compared with open literature data. To our best knowledge, this was the first 

CFD attempt on ex-situ large-scale biological methanation reactor.  

The bioreactor performance predicted by the CFD model was also validated by comparison with that 

of the 1D model and the results were satisfactory. It was found that when the radial profiles were 

rather uniform in the second half of the column, the CFD model yielded a very close value to the 1D 

model. However, due to the nature of the reaction (5 moles of gas substrates are reduced to 1 mole 

of gas product), huge gas holdup depletions are expected axially. These density gradients lead to 

unsteadiness in the bubbly flow which is more pronounced at the bottom half of the column.  

CFD modelling becomes pivotal and advantageous if one is interested in quantifying the local 

phenomena which are difficult to model using coarse 1D approach. In this case, the CFD model is the 

ideal tool to characterise the instabilities and the effects of spatiotemporal heterogeneities on the 

bioreaction. Through this study, it is found that the CFD model becomes useful in bioreactor modelling 

when the major substrates are gas-fed and the stoichiometry of the reaction leads to gas phase 

depletion and high density gradients in the two-phase flow. In the future, a finer mesh and further 

work on bubble induced turbulence might be necessary to better describe the bubble plume dynamics 

and recirculation flow structure (Laupsien, 2017).  
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Despite higher computational costs, detailed CFD simulations offer valuable insights of the fluid flow 

thanks to a higher spatial resolution that could not be achieved using the 1D model, especially the 

oscillating behaviour of the bubble plume near the gas sparger revealed by the CFD simulations. 

Nevertheless, the 1D model provides faster resolution and is a useful tool for probing a wide range of 

parameters before conducting computational-power constrained CFD calculations. Conceptual 

bioreactor design should rely upon the synergetic application of the high-resolution CFD model and 

the practical 1D model.     
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Chapter 7 Conclusion & Perspective 

7.1 General conclusion 

The modelling and the simulation of bioreactors form a challenging task encompassing a variety of 

physical and biochemical aspects, from the description and computation of fluid dynamics to 

(bio)reaction dynamics. In this PhD thesis, a fully-coupled gas-liquid spatio-temporal 1D model was 

proposed to simulate bubble column bioreactors. The 1D model has been validated using experimental 

and literature data. After comprehensive validations, numerical simulations using the 1D model have 

been performed on several chemical and biochemical processes, as shown in Table 7.1 and Table 7.2, 

highlighting the robustness of the model. Table 7.1 summarises the biological methanation reactors 

studied in this thesis, ranging from pilot-scale to industrial units. Other applications that have been 

investigated using the 1D model are also reported in Table 7.2.  

Table 7.1: Different biological methanation reactor simulated using the 1D model. 

Scale 
Pilot-scale 

SYMBIOSE 

Scale-up 

Demonstration 

unit  

Scale-up 

Industrial unit 

Industrial unit 

Electrochaea 

Reactor design 

𝐻 = 1.24 m 

𝐷𝑟 = 0.15 m 

𝑉 = 22 L 

𝐻 = 2 - 7 m 

𝐷𝑟 = 0.3 - 0.5 m 

𝑉 = 100 - 500 L 

𝐻 = 3 - 8 m 

𝐷𝑟 = 0.8 - 1.2 m 

𝑉 = 1.5 - 9.0 m3 

𝐻 = 10 m 

𝐷𝑟 = 0.72 m 

𝑉 = 4.4 m3 

Fresh gas feed 

H2:CO2:CH4 
80%:20%:0 61.5%:15.3%:23.2% 

Gas inlet 

flowrate 
0.06 - 9.6 NL/h 13 Nm3/h 221 Nm3/h 325 Nm3/h 

Gas 

recirculation 
With  With and without 

With and 

without 
Without 

Operating 

conditions 

𝑇 = 55°C 

𝑃 = 𝑃𝑎𝑡𝑚 

𝑇 = 55°C 

𝑃 = 4 bar 

𝑇 = 55°C 

𝑃 = 13 bar 

𝑇 = 65°C 

𝑃 = 8 bar 

Hydrodynamics 

𝑑𝑏, 휀𝐺 range 

𝑑𝑏 = {1.5; 5} mm 

휀𝐺 = {1.5; 2} % 

𝑑𝑏 = 2 mm 

휀𝐺  = {1; 6} % 

𝑑𝑏 = 3 & 4 mm 

휀𝐺 = {1; 5} % 

𝑑𝑏 = {1.5; 2} mm 

휀𝐺 = {5; 11} % 

Max CH4 purity 

(corresponding 

productivity)  

93% 

(0.002 Nm3/m3/h)  

84%  

(10 Nm3/m3/h)  

78% 

(13 Nm3/m3/h)  

95% 

(28 Nm3/m3/h)  

Max CH4 

productivity 

(corresponding 

(purity)  

0.12 Nm3/m3/h 

(80%) 

26 Nm3/m3/h 

(73%) 

43 Nm3/m3/h 

(38%) 
- 

 



Chapter 7. Conclusion & Perspective 

294 

 

Table 7.2: Other applications simulated using the 1D model 

Applications 
CO2 physical absorption 

(Deckwer et al., 1978) 

CO2 chemical absorption 

(Darmana et al., 2007) 

Yeast fermentation 

(Sarkizi Shams Hajian 

et al., 2020) 

Reactor design 

𝐻 = 4.4 m 

𝐷𝑟 = 0.14 m 

𝑉 = 680 L 

𝐻 = 1 m 

𝐷𝐻 = 0.09 m 

𝑉 = 6 L 

𝐻 = 6.6 m 

𝐷𝑟 = 2.1 m 

𝑉 = 22 m3 

Operating 

conditions 

𝑇 = 14°C 

𝑃 = 𝑃𝑎𝑡𝑚 

𝑇 = 25°C 

𝑃 = 𝑃𝑎𝑡𝑚 

𝑇 = 55°C 

𝑃 = 𝑃𝑎𝑡𝑚 

Hydrodynamics 

𝑑𝑏, 휀𝐺 range 

𝑑𝑏 = 2.86 mm 

휀𝐺 = {5; 20} % 

𝑑𝑏 = {3; 5.5} mm 

휀𝐺 = {1.5; 2} % 

𝑑𝑏 = 9 mm 

휀𝐺 ~ 18 % 

The successive paragraphs below recall and summarise the important findings of each chapter. 

A thorough state-of-the-art of biological methanation, bioreactor modelling, and bubble columns was 

summarised in Chapter 1. It is found that the current biological methanation researches focus strongly 

on the proof-of-concept experimental studies and the optimisation of reactor design. Few numerical 

models on biological methanation can be found in the literature. Challenges in bioreactor modelling 

have been identified and discussed, namely the hydrodynamics coupling with the biological phase. 

Bubble columns are widely used as an industrial-scale bioreactor and a mini general review on this 

topic has been conducted to understand the fundamental physics and multiscale phenomena. Recent 

examples of CFD and 1D modelling of bubble columns were given and the contributions of each work 

were stated. Gaps in the 1D bioreactor modelling have been identified, namely (i) constant gas holdup 

or imposed by empirical correlations (ii) one-way coupling of hydrodynamics and reactive mass 

transfer and (iii) mono-species mass transfer simulation. One of the objectives of this thesis was to 

develop a 1D model framework and structure that attempt to solve the aforementioned gaps 

simultaneously, as illustrated in Figure 7.1.    

In Chapter 2, we have presented the experimental setup used for hydrodynamics and biological 

methanation experiment. The instrumentation techniques and the image processing algorithm for the 

bubble size distribution and the transient gas holdup measurements were also explained. The two-way 

coupled spatio-temporal 1D model developed in this thesis was presented. Closure relations for 

multiphase flow, interfacial gas-liquid mass transfer, and bioreaction kinetics used in this work were 

also presented and discussed. A novel bioreaction closure model for biological methanation relying 

upon physical substrate supply and biological demand was proposed and detailed.  
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Figure 7.1: Multiscale fully-coupled spatio-temporal 1D model for bioreactors modelling. Pilot-scale 

reactor corresponds to 22 L bubble column used by the SYMBIOSE team. Industrial-scale reactor is 

the 4.5 m3 column of Electrochaea.  

Extensive work on the 1D model validation has been reported in Chapter 3 which was based on the 

hydrodynamics and mass transfer studies conducted in different bubble column configurations from 

the literature. It was shown that by applying the same experimental bubble diameter and suitable 

closures for the bubble drag and mass transfer coefficient, the 1D model was able to reproduce the 

literature data. A full-scale mass transfer validation was carried out based on Deckwer et al. (1978) 

data who investigated CO2 absorption in a 4.4 m tall column. The non-linear gas holdup and CO2 molar 

fraction axial profiles as observed in the experiments were well predicted by the spatio-temporal 1D 

model. The gas holdup profile was influenced by the absorption taking place at the bottom where 

the mass transfer flux is higher (higher hydrostatic pressure) and desorption occuring at the top. For 

example, the gas holdup decreases by nearly 50% at the first half of the column and increases by 

roughly 33% at the outlet for a superficial gas velocity of 3.42 cm.s-1 (experiment 17). It was also 

revealed that the 𝑘𝐿𝑎 and subsequently the mass transfer rate are axial-dependent and making such 

constant 𝑘𝐿𝑎 assumption could negatively impact the prediction of industrial-scale bubble column 

performance, such as the biological methanation reactor of Electrochaea.  

Further industrial applications of the 1D model have been demonstrated in Chapter 4. In this chapter, 

the model was used for upscaling and designing biological methanation reactor. This work was 

conducted in conjunction with the industrial partner ENOSIS Energies. The goal was to provide scaleup 

guidelines for their bioreactors at two scales: the demonstration and industrial units. The investigation 
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showed that biological methanation performs better in high bubble columns as the CH4 purity 

increases significantly with height. This increases the gas retention time and benefits from the 

hydrostatic pressure for achieving high mass transfer rate. The industrial biological methanation 

reactor of Electrochaea was also designed as a tall column. Through a comprehensive literature review, 

it was found that no positive pressure effect on the mass transfer in high pressure bubble columns, 

provided the same molar flowrate of gas is injected. This is because the positive pressure effect on 

the solubility is always compensated by the negative impact on the gas holdup. However, when a 

trickled bed reactor is used, the interfacial area is not impacted by the pressure, leading to a positive 

pressure effect on the mass transfer. In the second section, the 1D model was applied to another 

reactor geometry – industrial-scale stirred tank fermenter. The reference case was a well-documented 

22 m3 Stavanger fermenter. It was found that the 1D model was able to describe the bubbly flow in 

the tall stirred tank reactor as the predicted overall gas holdup and substrate gradients were very close 

to the literature data (experimental results and CFD numerical predictions), as the closure on the 

bubble drag coefficient was taken the same as the CFD model. For the yeast fermentation, the same 

metabolic model was implemented in the 1D model. In general, the axial gradients of oxygen and 

glucose were well predicted. The glucose concentration was also compared with the experimental 

measurements of Larsson et al. (1996) and the CFD Euler-Lagrange predictions of Haringa et al. (2017). 

Interestingly, both CFD and 1D models underpredicted the glucose concentration near the feed, 

reflecting the need to refine the biological model. Through this study, it was also revealed that 

dissolved CO2 concentration predicted by the CFD model was overly high than that obtained from usual 

yeast fermentation operation. This could be due to the pressure taken for the solubility calculation 

was the hydrostatic pressure or absolute pressure instead of CO2 partial pressure, leading to a lower 

stripping rate, and hence a higher dissolved CO2 concentration. As the substrate gradients were well 

predicted, it demonstrated that the 1D model could be used as a practical tool for designing 

bioreactors and performance diagnostics since the computational costs are lower. Moreover, 

sensitivity analysis of the uncertain biokinetics can be performed using the 1D model to narrow down 

the uncertainties before shifting the investigation to a more detailed CFD-based model.  

Chapter 5 is devoted to the study of reactive bubble columns using the spatio-temporal 1D model. The 

work of Darmana et al. (2007) was chosen as the reference case for the reactive bubbly flow analysis. 

This reference case highlights detailed experimental and numerical investigations of CO2 

chemisorption in aqueous NaOH solution. It was found that the gas-liquid hydrodynamics (gas holdup, 

bubble diameter profile, reactive mass transfer flux) in a pseudo-2D reactive bubble column of 

Darmana et al. (2007) can be reproduced using the 1D model provided the closure models applied are 
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appropriate, i.e. inlet bubble diameter of 5.5 mm, drift flux hydrodynamics model (𝐶0  and 𝑢𝑟𝑒𝑐𝑖𝑟𝑐 

derived from Darmana et al. (2007) spatial-averaged CFD results), axial dispersions, mass transfer 

coefficient of Brauer (1979), and the latest enhancement factor and three reaction pathways proposed 

by Krauβ and Rzehak (2017). Asymptotic models and a new analytical solution have been reported to 

describe the transient bubble shrinkage and CO2 chemisorption process. The pH temporal evolution 

can be dissected into three periods and each period can be characterised by a simplified relation. 

The asymptotic models reveal that the first period is influenced by enhanced mass transfer, whilst 

the two last periods are mostly controlled by volumetric mass transfer. The bubble shrinkage can be 

described by an analytical solution relating the mass transfer characteristic time and convection 

characteristic time. Since the CO2 chemisorption is controlled by the interfacial mass transfer, the 

most important parameters are 𝒌𝑳 and 𝒅𝒃. The enhancement factor model only plays a role when the 

pH and the reactive mass transfer rate are high (at the start of the process).  

In Chapter 6, Eulerian CFD models for biological methanation were developed and the simulations 

were performed on the pilot and industrial scales. The CFD model was first applied to a pilot-scale 

bubble column and the CFD predictions were compared with the experimental data and 1D model 

results. In this section, CFD models provide closures in terms of simplified hydrodynamics to the 1D 

model to describe the non-homogeneous flow generated by the heterogenous sparger. In addition, 

analytical solutions for predicting biological methanation efficiency, particularly methane purity and 

productivity were proposed based on gas phase mass balance. The analytical solution reveals that the 

key to high CH4 purity and productivity is to obtain a high hydrogen conversion rate by means of an 

elevated mass transfer rate at high inlet gas flowrate. The simplified analytical solution also yielded 

good quality predictions of the reactor performance when it was applied to a literature case in a similar 

reactor configuration. Then, the complete fully-resolved CFD model was extended to the large-scale 

biological methanation reactor of Electrochaea. Again, a similar result with the 1D model and literature 

data was obtained, signifying the large-scale CFD simulation was correctly implemented. Due to the 

nature of the bioreaction, a huge depletion of gas was obtained from the inlet to the outlet. This 

causes density gradients and contributes to the instabilities of the two-phase flow. In this regard, the 

CFD model has a better edge over the 1D model in capturing spatiotemporal gradients and transient 

phenomena. Through this example, it is demonstrated that the practical use of CFD models of 

bioreactor modelling depends on the following factors: (i) the stoichiometry of the reaction when 

both substrate and product are in the gas phase (ii) the origin of the limitation and (iii) the reactor 

scale. Indeed, depending on the substrate feeding method, the bioreaction could have different 

limitation mechanisms (liquid mixing or mass transfer), leading to the formation of liquid or gas spatial 
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gradients in large-scale bioreactors. For bioreaction that leads to gas depletion or expansion, density 

gradients will be formed. The ability to capture precisely these gradients at high spatial resolution is 

the driving reason to use CFD for large-scale bioreactor modelling. Once the hydrodynamics are 

resolved, the coupling with the bioreaction dynamics by either the Lagrangian tracking or the 

population balance approach can be performed by more computationally affordable hydrodynamic 

model such as compartment models, as has been typically done in the literature (Haringa et al., 2022; 

Pigou and Morchain, 2015).  The study in Chapter 6 showed that both CFD and 1D models are valuable 

and complementary tools for bioreactor design. In this regard, the 1D model provides fast and 

satisfactory predictions whilst the CFD model provides fine resolution of bubbly flow and interactions 

between phases.    

The major achievement of this work was to propose a dynamic gas-liquid spatio-temporal 1D model 

that encompasses (i) axial-dependent hydrodynamics variables such as gas holdup and bubble 

diameter, (ii) two-way coupling of hydrodynamics and (bio)reactive mass transfer, and (iii) multispecies 

mass transfer. From the 1D simulations, macroscopic models at the reactor scale were developed for 

asymptotic cases, leading to analytical solutions and correlations that provide insights into the 

controlling parameters of the chemical and biochemical processes. At the same time, mesoscopic 

models with a finer resolution than the 1D model, i.e. the CFD model was developed for biological 

methanation. The CFD model unravels the details of the local hydrodynamics and spatiotemporal 

heterogeneities in a 3D representation which cannot be obtained by the 1D model.  

In short, through this PhD thesis, efficient numerical modelling tools (0D, 1D, and CFD models) have 

been developed for primarily bubble column applications to gain an understanding of the multiscale 

physical and biological phenomena to minimise the risk of upscaling the bioprocess. The multiscale 

modelling strategy has drawn new fundamental insights into multiphase reactor modelling, 

particularly the use of appropriate models according to the subject of research and the scale of 

interest, the implementation of suitable closures in the modelling of multiphysics coupling 

phenomena, and the identification of controlling parameters of such processes. For the three 

modelling approaches, there is still room left for improvements and additional research and 

development. The next section details the future outlooks for this work.  

7.2 Outlooks 

With the 1D model validated in different applications and configurations, several perspectives can be 

envisaged. The following are some brief discussions on the possible future perspectives.  
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Generally, the accuracy of the proposed biological methanation model can be improved and enhance 

their predictive capabilities. In this PhD, the biological methanation studied was limited to the ex-situ 

configuration which is considered to be more efficient and stable than the in-situ configuration. We 

recall that in-situ biological methanation refers to the direct injection of hydrogen into an anaerobic 

digestor whereas ex-situ biological methanation involves a second reactor whereby hydrogen and 

biogas are being fed into for bio-methanation to take place. If the interest of study is the transient 

behaviour and the stability of the bioreactor, additional equations need to be considered. Indeed, the 

pH dynamics were not solved as pH increase is less problematic in an ex-situ system than in an in-situ 

system. However, the pH is sensitive to ammoniacal and sulfuric compounds and if the pH dynamics 

are not well mastered, it would lead to reactor failure. The associated models can be implemented to 

analyse this behaviour and limit the risk of reactor failure.  

Another perspective which involves minor modifications is to adapt the 1D and CFD model framework 

and closures to expand its use to other applications. Other gas-fed bioprocesses such as syngas 

fermentation for ethanol or acetate production can be studied using the 1D model. Similarly, the 

multispecies mass transfer CFD model developed in this work can be extended to bioprocesses 

involving oxygen uptake and carbon dioxide production, leading to simultaneous gas absorption and 

desorption. For bioprocesses involving multiple strains it its particularly advantageous to use the 1D 

model to study the process on the long term so as to access the dynamics of each populations. 

In large-scale biological methanation reactors, the CFD model unravels the unsteady flow patterns due 

to density gradients formed during the bioreaction. It would be interesting to quantify the effect of 

such spatiotemporal heterogeneities on the bioreaction at a different stage of the process, by 

performing the simulation at different biomass concentrations. The analysis of these instabilities in 

terms of oscillation frequency and magnitude can be performed and its impact on mixing and 

bioreaction can be quantified. A more adapted turbulence model such as large eddy simulation (LES) 

model could be used to capture the transient flow structure. For that, a finer mesh may also be 

required to capture the relevant flow structures. However, such high resolution of hydrodynamic 

aspects require then an equivalent level of description can be developed and validated for the 

biological phenomena including uptake dynamics and metabolic response to repeated fluctuations.  To 

validate thoroughly the CFD model, local measurements on both fluid dynamics and reaction dynamics 

are required. Future developments will focus on acquiring new experimental data on biological 

methanation at the demonstration unit of SOLIDIA.
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Appendix 

A simple 2D case with a small geometry is considered for the validation of the CFD workflow before 

extending to 3D simulations. The simple geometry used is shown in Figure A.1. Since the 1D model is 

validated extensively, the CFD simulations are also compared with the 1D model.  

 

Figure A.1: Rectangular bubble column with a constant mesh size of 2 cm 

For the test case, a rectangular 2D bubble column with a width of 0.1 m and a height of 1 m is 

considered. A constant face mesh of 2 cm was mapped to the geometry.  
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1.1 Hydrodynamics validation 

The bubble column is supposed to operate in the co-current regime with superficial gas and liquid 

velocities of 0.005 m.s-1 and 0.1 m.s-1, respectively. We set up the following multiphase models, 

parameters and boundary conditions for the validation case. The initial conditions are also stated 

below. We first investigate the transient hydrodynamics of such column with a fixed time step of 0.1s.  

• Models - Multiphase 

o Diameter: constant 3mm 

o Phase Interaction: Drag (Schiller Naumann)  

• Viscous 

o Laminar 

• Materials 

o Phase 1: Water-liquid 

o Phase 2: Air 

• Boundary conditions 

o Velocity-inlet: Phase 1 

▪ Velocity Magnitude: 0.01 m/s 

o Velocity-inlet: Phase 2 

▪ Velocity Magnitude: 0.25 m/s 

▪ Volume Fraction: 0.02 

o Pressure-outlet 

▪ Gauge Pressure: 101325 Pa 

o Symmetry on both sides of the wall 

• Operating conditions 

o Operating pressure: 0 Pa 

o Gravity: y – 9.81 m/s² 

o Temperature: 300 K 

• Initialization 

o Phase-1 X velocity: 0 

o Phase-1 Y velocity: 0.01 

o Phase-2 X velocity: 0 

o Phase-2 Y velocity: 0.25 

o Phase-2 Volume Fraction: 0 
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Figure A.2: Transient global gas holdup computed from the 1D and CFD models 

Figure A.2 shows the simulation of transient gas loading in the column, starting from the absence of 

gas, follow by a linear increase, until reaching a stable global gas holdup. At the steady-state, the CFD 

model yields a global gas holdup of 1.75% compared with 1.78% obtained from the 1D model. After 

the hydrodynamic validation, the species transport and mass transfer mechanisms are investigated.  

1.2 Mass transfer validation 

The mass transfer modelling is conducted by solving the species transport equations to evaluate the 

species concentration. To model species transport in ANSYS Fluent, the energy and species transport 

equations in the model section have to be activated. The energy equation is not solved (it can be easily 

deactivated in the method section). Fluent solves for the local mass fraction (𝑌𝑖,𝑘) of each species 𝑖 in 

phase 𝑘 through the solution of the following convection-diffusion equation (ANSYS Fluent, 2021a): 

 𝜕(𝜌𝑘𝛼𝑘𝑌𝑖,𝑘)

𝜕𝑡
+ ∇ ∙ (𝜌𝑘𝛼𝑘𝑢𝑘⃗⃗ ⃗⃗ 𝑌𝑖,𝑘) = −∇ ∙ 𝛼𝑘𝐽𝑖,𝑘⃗⃗ ⃗⃗  ⃗ + 𝛼𝑘𝑅𝑖,𝑘 + 𝑆𝑖,𝑘 + �̇�𝑖,𝑘 (A.1) 

with 𝑅𝑖,𝑘 is the homogeneous reaction rate, 𝑆𝑖,𝑘 is the source of heterogeneous reaction and �̇�𝑖,𝑘 is 

the mass transfer source term. The simulations are run in two steps: 1) simulation of species transport 

until steady-state without considering mass transfer; 2) once the species transport is converged, the 

mass transfer term is activated. This approach provides better stability and facilitates convergence 
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than direct simulation of mass transfer. The mass transfer term (�̇�𝑖,𝑘) can be defined as a constant 

value or as a species mass transfer term. If species mass transfer is chosen, specifics have to be given 

for the calculation of mass transfer coefficient (𝑘𝐿) and the equilibrium concentration (𝐶∗). The mass 

transfer coefficient can be defined as a constant or using correlations predefined in Fluent or user-

defined functions. The 𝐶∗  can be defined via three methods: Raoult’s Law, Henry’s Law, and 

Equilibrium Ratio (ANSYS Fluent, 2021b). In the case of species mass transfer, it is recommended to 

use the equilibrium ratio method as the formulation is simple and direct to obtain the dissolved 

equilibrium concentration by knowing the concentration in the gas phase. It is also defined as the 

dimensionless Henry coefficient of 𝐶∗/𝐶𝐺.  

1.2.1  Constant 𝒌𝑳 and bubble diameter 

The interfacial mass transfer involves the bubble diameter for the calculation of interfacial area. The 

bubble diameter is first considered as a constant to facilitate the model validation. The 𝑘𝐿 coefficient 

is also kept constant and it is calculated with the Higbie (1935) correlation, considering a bubble 

diameter of 3 mm, a diffusivity of species at 300 K, and a bubble velocity of 0.29 m.s-1 (bubble terminal 

velocity for a bubble of 3 mm calculated using Schiller Naumann drag coefficient). This yields a 𝑘𝐿 for 

H2 = 7 x 10-4 m.s-1 and H2 = 5 x 10-4 m.s-1. For the test case, a 4:1 molar ratio of H2:CO2 is applied as the 

boundary condition to the gas phase at the inlet. Zero mass fraction is applied to both H2 and CO2 in 

the liquid phase. 

The same parameters, boundary and inlet conditions are set up in the 1D model. The objective is to 

compare the results obtained through these two approaches. Since the 1D model has been validated 

using experimental and literature data, the CFD model should yield similar results to be considered as 

validated. For each local variable, the mean absolute percentage error (MAPE) is calculated to quantify 

the difference between 1D and CFD models. It signifies the average relative difference between the 

two models. 

The MAPE is computed as:  

𝑀𝐴𝑃𝐸 =
1

𝑁
∑(

𝑦𝑖
𝐶𝐹𝐷 − 𝑦𝑖

1𝐷

𝑦𝑖
𝐶𝐹𝐷 )

𝑁

𝑖=1

 

With N the discretization point and 𝑦 any arbitrary comparative parameters between 1D and CFD 

models.  
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Figure A.3: Species concentrations in the gas and liquid phase  

Figure A.3 shows the species concentration profiles obtained by the 1D and CFD models. The CFD 

model yields very good agreement with that of the 1D model. A weak multispecies mass transfer effect 

is showcased in this small-scale bubble column. An approximately 8.5% increase in H2 concentration in 

the gas phase is shown. This is due to a higher CO2 dissolution as the concentration drops nearly 60% 

from the inlet to the outlet. The CO2 mass transfer enriches the H2 concentration in the gas phase. Both 

H2 and CO2 liquid concentration increase with height. CO2 almost reaches its asymptote value – with 

the equilibrium concentration at roughly 2.85x10-3
 kmol.m-3

 (3.5/1.2x10-3). 
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Figure A.4: Hydrodynamic variables at the steady-state 

Figure A.4 shows that all hydrodynamic variables are well captured by the CFD model. Due to volume 

expansion, gas density decreases non-linearly with the height. The gas holdup profile is non-linear, 

showing the effect of mass transfer and gas expansion. This effect is also shown in the superficial gas 

velocity profile whereby an initial decrease due to the mass transfer, follow by a slight increase due to 

volume expansion, according to the ideal gas law. Table A.1 presents the MAPE calculated for each 

variable. Overall, the error is less than 5% showing that the CFD model is well validated.  

Table A.1: MAPE between 1D and CFD model 

𝐶𝐺,𝐻2
 𝐶𝐺,𝐶𝑂2

 𝐶𝐿,𝐻2
 𝐶𝐿,𝐶𝑂2

 𝑃 𝜌𝐺 𝑑𝐵 𝜀𝐺 𝑢𝐺 𝑗𝐺 

0.7% 1.78% 2.13% 1.34% 0.05% 1.29% - 2.7% 2.67% 0.33% 
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1.2.3 Non-constant 𝒌𝑳 and constant bubble diameter 

Now, the CFD model is improved by implementing an expression for calculating the mass transfer 

coefficient. This can be done by defining a user-defined function (UDF). In this test case, the Higbie 

(1935) model is used to compute 𝑘𝐿. The UDF considers the local bubble slip velocity in calculating the 

𝑘𝐿. 

 

Figure A.5: Species concentrations in the gas and liquid phase with non-constant 𝒌𝑳 

 

Figure A.6: Hydrodynamic variables at the steady-state with non-constant 𝒌𝑳 
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As awaited, Figure A.5 and Figure A.6 show that the profiles are practically the same as those obtained 

in Section 1.2.1. Table A.2 shows that the overall MAPE is still less than 5%, which signifies a very good 

agreement. 

Table A.2: MAPE between 1D and CFD model with non-constant 𝒌𝑳 

𝐶𝐺,𝐻2
 𝐶𝐺,𝐶𝑂2

 𝐶𝐿,𝐻2
 𝐶𝐿,𝐶𝑂2

 𝑃 𝜌𝐺 𝑑𝐵 𝜀𝐺 𝑢𝐺 𝑗𝐺 

0.86% 2.49% 3.83% 2.02% 0.05% 1.79% - 2.47% 2.69% 0.5% 

1.2.4 Constant 𝒌𝑳 and non-constant bubble diameter 

The bubble diameter remains as the most important parameter in bubble column bioreactor 

modelling. It decides the bubble terminal velocity, gas holdup, gas residence time, interfacial area, 

mass transfer and therefore the bioconversion. McClure et al. (2014) assumed a single bubble size in 

the development of CFD model for industrial bubble column. The assumption is also supported by the 

narrow bubble size distribution measured experimentally. In the case of homogeneous bubbly flow 

regime, the bubble size distribution is often narrow and the bubbles are uniformly distributed over the 

cross-sectional area. For physical absorption studies in bubbly flow, the bubble diameter is very often 

supposed as constant (Huang et al., 2010; Rzehak and Krepper, 2016). For the case of reactive mass 

transfer, a two-way coupling problem may occur. The mass transfer will cause the bubbles to lose a 

significant amount of mass during absorption, this will modify the bubble size and velocity, thus the 

gas holdup. To tackle this issue, some researchers include the bubble coalescence and breakup process 

and solve for bubble polydispersity in the CFD model (Buffo et al., 2017; Gemello et al., 2019; Wang 

and Wang, 2007; Wiemann and Mewes, 2005). In the case of homogeneous regime, it is generally 

supposed that bubble coalescence and breakage effect is weak. For this reason, the bubble 

coalescence and breakage phenomena are not included in our CFD model but the two effects is 

considered to be balanced so that the bubble diameter varies essentially due to hydrostatic pressure 

effect and mass transfer. 

Fluent offers an option to describes the changes in bubble diameter by solving interfacial area 

concentration (IAC) equation, which is written as (ANSYS Fluent, 2021c): 

 𝜕(𝜌𝐺𝑎)

𝜕𝑡
+ ∇ ∙ (𝜌𝐺𝑢𝐺⃗⃗ ⃗⃗  𝑎) =

1

3

𝐷𝜌𝐺

𝐷𝑡
∙ 𝑎 +

2

3

�̇�𝐺

𝛼𝐺
∙ 𝑎 + 𝜌𝐺(𝑆𝑅𝐶 + 𝑆𝑊𝐸 + 𝑆𝑇𝐼) (A.2) 

With 𝑎 the interfacial area (m².m-3), �̇�𝐺 is the mass transfer rate per unit mixture volume (kg.m-3.s-1). 

𝑆𝑅𝐶 and 𝑆𝑊𝐸 are the coalescence sink terms due to random collision and wake entrainment, while 𝑆𝑇𝐼 

is the breakage source term due to turbulent impact. The first two terms on the right-hand side 
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represents the change of interfacial area due to bubble compression/expansion and the mass transfer 

term. The coalescence and breakage phenomena are omitted.  

This option can be activated in the model-multiphase section, and mean Sauter diameter is used to 

calculate the interfacial area. The inlet 𝑎 has to be given at the boundary conditions. In this case, we 

use 𝑎 =
6𝜀𝐺

𝑑𝑏
=

6∙0.02

0.003
= 40. 

 

Figure A.7: Species concentrations in the gas and liquid phase with non-constant 𝒅𝒃 

The species concentration profiles remain unchanged even with the implementation of IAC model, as 

shown in Figure A.7. In this small-scale column the mass transfer is not relatively high to observe the 

impact of two-way coupling, i.e. strong bubble diameter variation which leads to lower bubble velocity, 

higher gas residence time, higher mass transfer rate and thus, lower concentration profiles.  
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Figure A.8: Hydrodynamic variables at the steady-state with non-constant 𝒅𝒃 

Figure A.8 shows that the bubble diameter changes non-linearly due to absorption and volume 

expansion. However, the changes are very modest at such small-scale bubble column. Nevertheless, 

the effect of bubble shrinkage due to mass transfer and bubble expansion due to lower hydrostatic 

pressure at the top column can be observed. Table A.3 shows that the overall MAPE is less than 5% 

signifying the approach is well implemented in the CFD model.  

Table A.3: MAPE between 1D and CFD model with non-constant 𝒅𝒃 

𝐶𝐺,𝐻2
 𝐶𝐺,𝐶𝑂2

 𝐶𝐿,𝐻2
 𝐶𝐿,𝐶𝑂2

 𝑃 𝜌𝐺 𝑑𝐵 𝜀𝐺 𝑢𝐺 𝑗𝐺 

0.78% 2.06% 2.38% 1.42% 0.05% 1.49% 0.09% 3.12% 3.25% 0.36% 
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1.2.5 Non-constant 𝒌𝑳 and non-constant bubble diameter 

Lastly, the species transport equations are coupled with the IAC transport equation and Higbie model 

is applied to the mass transfer term. 

 

Figure A.9: Species concentrations in the gas and liquid phase with non-constant 𝒌𝑳 and 𝒅𝒃 

The concentration profiles again remain globally unchanged. The highest difference happens to be H2 

liquid concentration.  

 

Figure A.10: Hydrodynamic variables at the steady-state with non-constant 𝒌𝑳 and 𝒅𝒃 
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The species transport and mass transfer phenomena with variable bubble size are well captured by the 

CFD model, and the results resembles that of 1D model with MAPE less than 5%.  

Table A.4: MAPE between 1D and CFD model with non-constant 𝒌𝑳 and 𝒅𝒃 

𝐶𝐺,𝐻2
 𝐶𝐺,𝐶𝑂2

 𝐶𝐿,𝐻2
 𝐶𝐿,𝐶𝑂2

 𝑃 𝜌𝐺 𝑑𝐵 𝜀𝐺 𝑢𝐺 𝑗𝐺 

0.91% 2.27% 4.19% 1.73% 0.05% 1.64% 0.14% 2.93% 3.23% 0.49% 
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1.3 Reaction validation 

Upon validation of the species transport and mass transfer term, the reaction (source/sink) term is 

now added to the liquid phase species transport equation. The objective is to implement previously 

developed biological reaction term (Ngu et al., 2022) into the CFD model. Again, a step-by-step 

validation is followed. To ensure a better stability in the simulations, the species transport equation 

and the mass transfer term is first solved for H2, CO2 and CH4. From the converged case, the bioreaction 

is then activated. The bioreaction is written as an UDF function. The inlet conditions for the gas phase 

and liquid phase are: 

• Phase 1 (Liquid) 

o 𝑌𝐻2,𝐿 = 0 

o 𝑌𝐶𝑂2,𝐿 = 0 

o 𝑌𝐶𝐻4,𝐿 = 0 

• Phase 2 (Gas) 

o 𝑌𝐻2,𝐺  = 0.8 (in molar fraction) 

o 𝑌𝐶𝑂2,𝐺 = 0.2 (in molar fraction) 

o 𝑌𝐶𝐻4,𝐺 = 0 

 

Figure A.11: Species concentrations in the gas and liquid phase with non-constant 𝒌𝑳 and 𝒅𝒃 
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Figure A.11 presents the species concentration profiles. The H2 and CO2 profiles remain the same as 

those in the previous Section. The profile for CH4 shows some numerical noises but it can be considered 

as 0. All subsequent test on the reaction term starts from this converged case.  

1.3.1 First-order reaction term on H2 only 

The first test case is a first-order type reaction rate defined only on H2 (𝑅𝐻2
= −𝑘 ∙ 𝐶𝐻2

 with 𝑘 =

0.1/0.5 s-1). This test aims to check if the concentration variable of H2 (𝐶𝐻2
) for the definition of 

bioreaction is correctly called by the UDF.  

 

Figure A.12: Species concentrations in the gas and liquid phase with and without reaction 

 

Figure A.13: Species concentrations in the gas and liquid phase with 𝒌 = 𝟎. 𝟏 𝒔−𝟏 and 𝒌 = 𝟎. 𝟓 𝒔−𝟏 
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Figure A.12 shows that only H2 liquid concentration drops due to the only active consumption term 

presents in the equation. The CO2 profiles remain unchanged as it is an inert species. If the reaction 

rate constant increases, a higher drop in H2 liquid concentration is observed, as shown in Figure A.13.  

1.3.2 First-order reaction term on H2 and CO2 (𝒌 = 𝟎. 𝟓 𝒔−𝟏) 

The next test case extends the reaction term to the CO2.  

 

Figure A.14: Species concentrations in the gas and liquid phase with the presence of 𝑹𝑯𝟐
 and 𝑹𝑪𝑶𝟐

 

 

Figure A.15: Hydrodynamic variables at the steady-state with the presence of 𝑹𝑯𝟐
 and 𝑹𝑪𝑶𝟐
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Initially, the concentration of dissolved CO2 increases due to mass transfer, but decreases subsequently 

from its peak due to the reaction. The H2 liquid concentration profile remains unchanged, but the H2 

gas concentration profile increases comparing to the case without CO2 reaction term. The CO2 reaction 

enhance the CO2 mass transfer which causes the CO2 gas concentration decreases significantly. In 

return, it enriches the H2 concentration in the gas phase. The multispecies mass transfer effect can be 

observed in this example as the CO2 reactive mass transfer causes an increase in H2 gas concentration. 

Figure A.15 shows the hydrodynamic variables profile when CO2 reaction is activated. Due to CO2 

reactive mass transfer, the bubble diameter decreases along the axial location. The gas holdup 

decreases as well due to gas loss experienced during reactive mass transfer.  
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1.3.3 Second-order Arrhenius type reaction term  

The Arrhenius type reaction rate has been used in the context of biological methanation in the work 

of Markthaler et al. (2020). Fluent offers in-built Arrhenius reaction definition box for users to defined 

easily the Arrhenius reaction rate. Regarding the overall reaction of 4𝐻2 + 𝐶𝑂2 → 𝐶𝐻4 + 𝐻2𝑂, the 

following reaction term for each of the species is considered: 

• 𝑅𝐻2
= −4 ∙ 𝑘 ∙ 𝐶𝐻2

∙ 𝐶𝐶𝑂2
 

• 𝑅𝐶𝑂2
= −𝑅𝐶𝐻4

= −𝑘 ∙ 𝐶𝐻2
∙ 𝐶𝐶𝑂2

 

With 𝑘 = 𝑘0. 𝑒
−

𝐸

𝑅𝑇. In this test case, arbitrary values of 𝑘0 = 104 𝑚3. 𝑘𝑚𝑜𝑙−1. 𝑠−1, 𝐸 = 103 𝐽.𝑚𝑜𝑙−1, 

and 𝑇 = 300 𝐾  is used. The objective for this test case is to validate the implementation of the 

reaction term in the species transport equation. 

 

Figure A.16: Species concentrations in the gas and liquid phase with the presence of Arrhenius 

reaction 

Figure A.16 shows that CH4 is produced as its production term is defined in this test case. The H2 

concentration remains close to zero, signifying that H2 remains as the limiting species. 
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1.3.4 Biological methanation with fixed biomass 

Now, the validation is extended to the bioreaction as defined in Ngu et al. (2022). The biomass 

concentration is first set to constant to avoid complexity. To mimic the situation at steady-state 

whereby the biological methanation is limited by mass transfer, a very high biomass concentration of 

35 kg.m-3 is applied.   

Figure A.17: Species concentrations in the gas and liquid phase during biological methanation with 

fixed biomass 

During steady-state, the H2 liquid concentration oscillates around values at the order of 10-8 kmol.m-3. 

At this weak concentration, the bioreaction can be considered as limited by H2 mass transfer. All the 

concentrations agree with that predicted by the 1D model.  
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1.3.5 Biological methanation with resolved biomass 

For the last test case, the biomass is no longer treated as a constant, but instead a new transport 

equation of the biomass is now considered. 

 

Figure A.18: Species concentrations in the gas and liquid phase during biological methanation 

The H2 concentration still oscillates around very small value but it can be considered as zero 

concentration.  

 

Figure A.19: Biomass concentration profile 
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In this test case, it seems like the biomass has reached steady-state as the concentration decreases 

slightly throughout the column. The changes can be considered as negligible.  

 

Figure A.20: Hydrodynamic variables  
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