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ABSTRACT 

As a part of Industry 4.0 the use of Augmented Reality (AR) devices like HoloLens has gained 

significant acceptance for training assembly line operators in various industries. When 

employing Computer-Aided Design (CAD) models to create assembly line instructions for 

training purposes, preserving all redundant information becomes unnecessary. Utilizing 

simplified CAD models leads to improved run-time performance of the applications in which 

they are employed. This specific research project is tasked with developing methods and 

techniques to streamline complex 3D CAD models, making them suitable for AR applications. 

In this research, we explain how 3D models play a significant role in augmented reality (AR) by 

enriching the virtual experience through the superimposition of computer-aided design (CAD 

models) onto the real world. The study goes on to offer detailed descriptions of numerous 

applications of AR in operator training. Furthermore, it elucidates how the integration of 3D CAD 

models contributes to a deeper understanding of instructions and procedures within these 

training scenarios. 

We conducted an in-depth literature review in the field of CAD model simplification to 

determine which simplification techniques are most suitable for integration into augmented 

reality (AR) scenarios. Our research revealed that mesh-based simplification techniques are 

particularly effective in preserving the essential features of CAD models while offering the 

advantages of precise control over the level of detail. 

Additionally, we have carried out four distinct types of assessments as part of our research. 

These assessments encompassed objective evaluations that applied mesh-based techniques 

from existing literature, subjective assessment involving a thorough examination of each 

simplified model to determine the level of simplification based on vertex ranges, real-world 

testing conducted with the assistance of the HoloLens2 that demonstrated framerate 

enhancements when employing simplified CAD models in place of their original versions. To 

conclude our evaluations, we conducted user assessments, as user experience holds utmost 

importance in our study. They demonstrated that the simplified models possess a high degree 

of capability in substituting the original counterparts. However, it was noted that more 

simplification is required, particularly for intricate CAD models. 

An innovative approach centered around segmentation and adaptive simplification through the 

utilization of deep learning methods is proposed as the main methodology. To illustrate this 

framework, we employed a specific feature called "continuous chains". We subsequently 

conducted a comparative analysis against established state-of-the-art techniques, 

demonstrating that our methodology outperforms existing approaches. In our future research, 

we intend to expand the scope of our framework to encompass multiple features in CAD model.  
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1.1 Introduction 

3D models are essential tools used in various industries for designing, visualizing, and 

prototyping objects and structures. They play a crucial role in fields such as engineering, 

architecture, product design, video games, animation, and more. A 3D model is a virtual, digital 

representation of an object or a scene encountered in the real life. Unlike 2D images, which are 

planar representations, 3D models also have depth, allowing them to mimic real-world objects 

more realistically. Such 3D models can be created using specialized software platforms that 

enables users to manipulate vertices, edges, and faces to construct complex shapes. The models 

are used for various purposes, such as visualization, simulation, and 3D printing. They provide a 

detailed view of the object from different angles, aiding in understanding its form, structure, 

and proportions. 

CAD stands for Computer-Aided Design. CAD models are a specific type of 3D model that is 

created using computer software designed for engineering and architectural design. CAD 

software allows designers and engineers to create precise, dimensionally accurate models of 

physical objects or structures. CAD models are commonly used to create prototypes, perform 

simulations, and generate technical drawings that can be used for manufacturing. They are 

particularly valuable in industries like aerospace, automotive, and industrial design, where 

precision and accuracy are of utmost importance. 

Complex 3D CAD models can sometimes be computationally expensive, challenging to work 

with, or challenging to visualize, especially when dealing with large-scale projects. To address 

such issues, simplification techniques are used to reduce the complexity of the models while 

preserving their essential features. 

1.2 Background and Motivation 

Over the last two decades, 3D models (Fitzgerald et al., 2015; Pollefeys & Gool, 2002) have 

gained immense popularity and found widespread use in various aspects of everyday life. These 

versatile models (Figure 1-1) are now integrated into numerous applications, including 

navigation, entertainment, tourism, healthcare, education, and more. One of the significant 

contributors to their widespread adoption is the availability of highly performant, dedicated 

software platforms like Blender, Unity, AutoCAD and Maya, which enables easier 3D model 

acquisition with highly realistic representations of real-world objects. In the industrial sector, 3D 

models play a crucial role, enhancing productivity and simplifying work processes, making them 

an indispensable asset in modern projects. 
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Figure 1-1. 3D representation of a scene 

While complex 3D objects excel in simulating reality, they come with certain drawbacks that 

hinder their use in practice. Difficulties arise when handling, rendering, or transmitting such 

complex objects over the internet, as they demand larger storage memory and bandwidth. To 

address these challenges, the concept of mesh simplification has emerged, and several 

algorithms (Asmara et al., 2010; Cignoni, Montani, et al., 1998; Gotsman et al., 2002; Ng & Low, 

2014) have been developed to achieve this goal. The primary objective of the mesh 

simplification algorithms is to retain a high level of fidelity in the original object while reducing 

its complexity, making it more manageable and efficient for various application (Figure 1-2).  

Highly detailed 3D models offer a more realistic representation of objects, but their increased 

complexity can present challenges in terms of interaction. In specific use cases like video games, 

where interactivity takes a primordial role, simplifying the 3D models becomes essential. By 

reducing the level of detail and information, rendering and interactivity can be significantly 

improved, leading to a smoother and more responsive user experience. However, it is important 

to note that this approach may not be suitable for all applications, as certain scenarios require 

higher levels of detail to accurately depict the intended content. Striking a balance between 

complexity and interactivity is crucial in tailoring 3D models for diverse applications. 
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Figure 1-2. Different Level of details of a 3D model 

CAD (Computer-Aided Design) (BERNARDINI et al., 1999; de Vries & Harink, 2007; Fuh & Li, 2005; 

Gevorgian et al., 1995; Jayanti et al., 2006)  empowers engineers and designers to construct 

realistic computer models of parts and assemblies for intricate simulations and digital 

manufacturing. Widely-used software like AutoCAD, SolidWorks, Catia, Siemens NX, and 

Autodesk facilitate the creation of such models. However, the 3D models produced by these 

CAD systems often contain an abundance of features, making them highly detailed and resulting 

in huge file sizes. Given their usage in industrial production, it becomes necessary to simplify the 

models before employing them in any application. The development of efficient simplification 

methods (Thakur et al., 2009; Yoon & Kim, 2016) and technologies, while considering various 

application constraints, has become a critical challenge in the field. 

1.3 Context 

Industry 4.0 has paved way for a new era of intelligent machines (Figure 1-3), revolutionizing 

efficiency and effectiveness across various industrial sectors such as production, maintenance, 

and distribution. One such groundbreaking technology that has emerged is Augmented Reality 

(AR), which seamlessly blends virtual information with the real-world environment, enhancing 

overall experiences. As a key component of Industry 4.0, AR is now playing a crucial role in aiding 

assembly line operators during the training process. The integration of AR into diverse 

applications is steadily increasing, with early research on displaying tasks using AR dating back 

to the 1990s (Feiner et al., 1993; Wiedenmaier et al., 2003). Today, numerous companies have 

already implemented potent AR tools on their shop floors, and the adoption of this technology 

is rapidly spreading. AR systems are proving to be highly promising training platforms, 

particularly for complex and demanding tasks, as they offer immense potential for improving 

training efficiency and competency. 
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Figure 1-3. Smart training in industries 

In AR, implementing instructions becomes significantly easier and more comprehensible when 

they are presented as 3D models superimposed onto real equipment, rather than relying solely 

on text and pictures. This approach enables operators to follow step-by-step procedures with 

clarity, understanding precisely what tasks are required and how to execute them. By closely 

replicating the real-world environment, 3D models offer accurate information about the objects, 

thereby maximizing the potential for a reliable and immersive Augmented Reality (AR) 

experience. Since they are very close to the real-world environment using 3D models typically 

provides accurate information about the object, maximizing the potential for reliable AR 

experience. 

Within the context of CAD/AR applications, the most widely used representation is based on 3D 

meshes. Such models contain finely detailed, arbitrary topology surfaces with potentially billions 

of vertices. As the complexity of the models increases, the visual approximation to the real-

world objects gets better. However, there is a definite trade-off to be established between the 

cost of processing the models and the visual degree of realism achieved. In this regard, large 

amounts of storage, RAM, computational power, and bandwidth are required for transmitting 

and rendering the complex 3D models. Hence, simplification of  models plays a very important 

role for ensuring their applicability in real-life applications. 

This research is been carried out within the framework of a CIFRE convention between elm. 

leblanc, a Bosch subsidiary, and Telecom SudParis. It has contributed to a larger project, so-

called "IRONMEN," focused on the training of assembly line operators through the utilization of 

Augmented Reality (AR) devices.  
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1.4 Thesis objectives 

This thesis focuses on the development of a simplification tool specifically designed for complex 

3D CAD models. While the concept of simplifying CAD models is widely explored, recent trends 

concern the adaptation of the simplification processes to Augmented Reality (AR) applications 

in industrial assembly lines. CAD models often present an overwhelming number of triangles, 

which poses challenges for rendering in AR systems using the current data interface. To address 

this issue, we propose a novel simplification technique that combines feature-based paradigm 

with mesh-based simplification of CAD models. This innovative approach aims to optimize the 

CAD models for AR rendering while preserving essential features, and ensuring that they meet 

the requirements of efficient rendering in Augmented Reality systems. 

1.5 Thesis contribution 

The thesis encompasses three main contributions. Firstly, it involves an in-depth review of the 

state-of-the-art, a critical undertaking given the relatively new field of employing simplified CAD 

models in augmented reality (AR) for generating assembly line instructions. This comprehensive 

review explores various categories of CAD model simplification techniques to identify the most 

appropriate approach for the specific application of utilizing simplified CAD models to train 

assembly line operators within industrial settings. 

The second contribution of this research entails a comprehensive investigation, encompassing 

objective assessments, subjective assessments and evaluations. The objective evaluations 

presented the best method among the state-of-the-art techniques, while subjective 

assessments helped identify which simplified model should be selected for use in the specific 

use case. A crucial aspect of this investigation involves conducting a subjective evaluation with 

a group of 14 users who assessed the utilization of 3D CAD models within a HoloLens device for 

operator training. This subjective evaluation serves as a pivotal component of our research, as 

it offers valuable insights into the user experience and the technologys acceptance in a real-

world training context. While the utilization of simplified CAD models is promising, a noteworthy 

limitation raised when there was a need for incorporating additional models into the scene. This 

limitation underscores the necessity for an enhanced and innovative simplification strategy to 

meet the demands of complex training scenarios. 

The third contribution concerns the formulation of an adaptive mesh simplification scheme, with 

adaptability rooted in functional characteristics. The proposed method is characterized by a two-

step process: initially, a mesh segmentation is performed in order to identify functional regions, 

employing an innovative deep learning method. Subsequently, the simplification is applied 

distinctively to each of these regions. 
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1.6 Thesis Outline 

The remaining sections of the manuscript are structured as follows: 

Chapter 2 provides a comprehensive overview of Augmented Reality, its applications in 

industrial assembly lines, and various use cases within industries. We delve into the utilization 

of virtual assets for AR-based training in industrial settings and address the challenges associated 

with 3D assets. Additionally, we propose a potential solution to overcome these challenges. 

Chapter 3 extensively examines various existing simplification techniques designed for 3D 

models, as documented in the literature. An evaluation is undertaken to gauge their 

appropriateness in the context of CAD modelling and operator training within assembly line 

scenarios. This evaluation considers the strengths and weaknesses inherent in different 

categories of CAD model simplification techniques. 

Chapter 4  presents objective evaluations performed using real-world industrial CAD models, 

and expert assessments to determine the optimal level of simplification required. A detailed 

subjective evaluation of using simplified 3D CAD models in AR for industrial assembly lines is 

also proposed. The tests are conducted in a laboratory setting, replicating tasks and conditions 

similar to those found in actual industrial workstations. An unbiased evaluation is carried out, 

and the results are analyzed and presented with respect to different parameters. 

Chapter 5 introduces a deep learning-based framework designed to identify features in CAD 

models and perform feature-based mesh simplification. The framework incorporates Unity, a 

deep learning model, and a 2D to 3D mapping strategy for segmenting CAD model features. We 

focus on specific features, so-called continuous chains and provide detailed insights into the 

framework. 

Chapter 6 concludes the manuscript by summarizing the literature review, methodologies 

implemented, and the obtained results. We also discuss the research perspectives and the 

challenges that may arise in future endeavors. 
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2.1 Industrial revolution 

The industrial revolution (Figure 2-1), a pivotal epoch in human history, represents a series of 

profound transformations that reshaped the world's economic, social, and technological 

landscape. This monumental shift, which unfolded over several centuries, marked the transition 

from agrarian and craft-based societies to industrial and mechanized ones. It set in motion a 

cascade of changes that continue to influence the modern world. At its core, the industrial 

revolution was driven by innovation and technological breakthroughs that catapulted humanity 

into an era of unprecedented progress. 

The first industrial revolution began in the 18th century with the mechanization process using 

water and steam. The introduction of machinery has significantly affected many areas like textile 

and transportation by aiding human productivity. 

The second industrial revolution started in the 19th century and is mainly referred to as the 

technological revolution. A significant revolution happened with the introduction of electricity, 

which led to the development of machinery facilitating mass production. Assembly lines became 

common, optimizing workplace efficiency. 

The third revolution started in the 20th century with the invention of computers. The rise of 

information technology has made it easy to automate whole production lines without human 

intervention. Robotic assistance in industries has also gained momentum. The third industrial 

revolution laid the foundation for the digital age and set the stage for the fourth industrial 

revolution (Industry 4.0) by introducing digital technologies, automation, and global 

connectivity. 

Today, we are currently living the fourth industrial revolution, which is also known as “Industry 

4.0” (Cañas et al., 2021; Frank et al., 2019; Lasi et al., 2014; Philbeck & Davis, 2018; Vaidya et al., 

2018). The fourth industrial revolution, often abbreviated as 4IR or Industry 4.0, represents the 

ongoing and transformative era of technological advancement that is reshaping industries, 

economies, and societies. This revolution builds upon the digital age of the late 20th century 

and is characterized by the convergence of digital, biological, and physical technologies. Key 

elements of the Fourth Industrial Revolution include artificial intelligence, quantum mechanics, 

Internet of things, augmented and virtual reality, robotics and automation, renewable energy, 

and many more. 

The fourth industrial revolution is changing the way we live, work, and interact with the world 

around us. It is reshaping industries, economies, and societies by enhancing productivity, 

enabling automation, fostering sustainability, and driving innovation. While it offers prospects 

for innovation and expansion, the Fourth Industrial Revolution also introduces formidable 

technical hurdles and complexities. 
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a) First industrial revolution 
(1750 – 1850) 

 
b) Second industrial revolution 

(1750 – 1850) 

  

c) Third industrial revolution 
(1950 – 2000) 

 
d) Fourth industrial revolution 

(2000 - Present) 

Figure 2-1. Industrial revolution over the years 

 

2.2 Augmented reality: 

The reality-virtuality continuum (Figure 2-2) (Doolani et al., 2020; Milgram et al., 1995) consists 

of three primary types of realities: Virtual Reality (VR), Augmented Reality (AR), and Mixed 

Reality (MR). Each of them represents a different level of interaction between the digital and 

physical worlds. In Virtual Reality (VR), the real world is completely concealed as users immerse 

themselves in a digitally simulated environment, often in real-time. On the other hand, 

Augmented Reality (AR) overlays interactive digital objects onto the real world, allowing users 
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to interact with virtual elements while still being aware of their physical surroundings. Mixed 

Reality (MR) combines the capabilities of both AR and VR, enabling a seamless integration of 

digital and physical objects. In MR, these two realms coexist and interact in real time, creating a 

more immersive and interactive experience. 

AR technology has evolved rapidly in recent years, driven by advancements in hardware, 

software, and computer vision. As a result, AR is becoming increasingly accessible and is finding 

applications in everyday life, from gaming and social media filters to training, education, and 

practical solutions for businesses and industries. Its potential for innovation and enhancing the 

way we interact with the world around us continues to grow. Augmented Reality (AR) offers 

distinct advantages over Virtual Reality (VR) in industrial applications.  

1. Real-World Integration: AR enhances the real world by overlaying digital information, 

making it well-suited for industries where employees need to interact with their physical 

environment while accessing digital data. In contrast, VR creates entirely virtual 

environments, which may not be practical for tasks that require interaction with real-

world objects. 

2. Maintaining Spatial Awareness: Industrial settings often require employees to be 

aware of their surroundings for safety and efficient work. AR allows users to see and 

interact with real-world objects while accessing digital information, while VR isolates 

users from their physical environment, potentially leading to safety concerns. 

3. Hands-Free Operation: Many industrial tasks involve the use of tools and equipment. 

AR can be implemented in hands-free devices like smart glasses, allowing workers to 

access information without the need to hold a separate device. VR typically requires 

users to be tethered to a headset, limiting mobility and dexterity. 

4. Training and Maintenance: AR is valuable for training and maintenance tasks, as it can 

provide real-time guidance and information on equipment and processes, improving 

efficiency and reducing errors. VR is better suited for immersive training but lacks the 

immediate connection to the real-world equipment. 

5. Wider Range of Use Cases: AR has a broader range of industrial applications, including 

remote assistance, real-time data visualization, assembly instructions, quality control, 

and more. VR is better suited for immersive simulations and training. 

While AR offers advantages for many industrial scenarios, it is important to note that the choice 

between AR and VR depends on the specific use case and requirements. In some situations, a 

combination of both technologies, known as Mixed Reality (MR), may provide the best solution, 

allowing users to seamlessly transition between fully virtual, augmented, and real-world 

experiences as needed. 
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Figure 2-2. Types of realities 

2.2.1  Applications of augmented reality 

Augmented reality(AR) is used in various sectors (Carmigniani et al., 2011; de Souza Cardoso et 

al., 2020; Manuri & Sanna, 2016; Mekni & Lemieux, 2014; Sharma, 2019), including navigation, 

health care, shopping, gaming, sports education, travel, policing, real estate, remote assistance, 

food services, marketing, and many more. Some examples are given below. 

Augmented Reality has proven to be highly beneficial in the medical field (Eckert et al., 2019), 

enhancing the efficiency of treatment for both doctors and patients. Its applications in 

healthcare are numerous, with one significant use being in assisting doctors during surgical 

procedures. In medical treatment, AR enables patients to gain a deeper understanding of their 

prescribed medications as they can visually see how the drugs work in front of them. This visual 

representation helps in improving patient compliance and understanding. Moreover, AR 

facilitates better communication between patients and healthcare professionals. Patients can 

easily describe their symptoms using interactive AR tools, allowing doctors to gain clearer 

insights into their conditions and provide more accurate diagnoses. AR has paved the way for 

interacting and learning with students (Chimakurthi, 2019), helping them quickly understand the 

context. Overall, the implementation of augmented reality in the medical field has proven to be 

a valuable asset, streamlining various aspects of healthcare and contributing to more effective 

and efficient treatments. 

Augmented reality has emerged as a powerful tool to enhance the educational process (Chen et 

al., 2017), offering students a more engaging and safer learning experience. By leveraging this 

technology, students can conduct virtual experiments, such as exploring various chemical 

combinations, without any risk of harm. The applications of augmented reality in education 

extend beyond traditional classrooms, as it also serves as a convenient platform for online 

learning. Through AR applications, students can access essential learning materials and 

seamlessly collaborate with peers and teachers in real-time, regardless of their physical 

locations. Furthermore, AR enables educators to present information in innovative ways, 

Reality Virtual 
reality 

Augmented 

reality 

Augmented 

virtuality 

Mixed reality 
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catering to different learning styles and preferences. Visualizing abstract concepts and 

simulations in augmented reality aids students in grasping difficult topics more easily, leading to 

a deeper comprehension of the subject matter. The integration of augmented reality in the 

educational realm has significantly enriched the learning experience, making it both captivating 

and secure. 

The travel industry (Ahmad et al., 2023; Keller et al., 2015) holds immense potential for 

leveraging augmented reality to enhance travellers experiences. By incorporating AR 

technology, travellers perceptions of their physical surroundings can be transformed, offering 

them supplemental tourism experiences and opportunities for interactive engagement. For 

passengers with fear of flying, AR can be employed to help ease their anxiety. AR also proven 

invaluable as a personal tour guide, aiding travellers in navigating unfamiliar destinations. With 

AR applications, tourists can access real-time information, historical facts, and interactive 

guides, enriching their exploration and understanding of new places. Furthermore, hotels have 

embraced AR in their booking applications to enhance customer satisfaction. Travelers can take 

virtual room tours, providing them with a realistic view of accommodations before making their 

reservations. Overall, the possibilities for augmented reality in the travel industry are vast, 

promising to revolutionize how people experience and interact with the world during their 

journeys.  

The entertainment industry (MacIntyre & Hannigan, 2003) is embracing augmented reality with 

multiple exciting applications. As we look to the future, films and TV shows promise to become 

more immersive and captivating, offering viewers an enhanced experience. Interactive TV is one 

area where AR can shine, as it enables the provision of additional information directly overlaid 

on the screen, enriching the viewing experience with valuable insights. In the field of eSports, 

augmented reality transforms the way shows are presented, turning them into interactive 

experiences. Viewers can actively participate, blurring the lines between spectators and 

participants, leading to a more engaging and enjoyable entertainment spectacle. Moreover, AR 

technology is proving to be a boon for inclusivity in the entertainment world. Britain's National 

Theatre is currently testing an AR app designed to assist those who are hard of hearing. With 

this solution, subtitles are projected directly onto the play, allowing visitors to immerse 

themselves fully in the story without being distracted by external devices. As AR technology 

advances, we can anticipate more and more innovative applications and a truly immersive future 

for entertainment. 

In Industry 4.0, AR (Funk et al., 2015; Manca et al., 2012; Marino et al., 2021; Reinhart & Patron, 

2003) plays a crucial role in various use cases, primarily focused on supporting technicians in 

their everyday work environment. By leveraging augmented reality, workers can access 

invaluable assistance and guidance throughout their tasks. One of the significant applications of 

augmented reality in Industry 4.0 is providing technicians with step-by-step visualizations of the 
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procedures they need to perform. This feature allows them to follow instructions seamlessly 

and accurately, leading to improved efficiency and reduced errors. Furthermore, AR enables 

technicians to receive real-time visual instructions from remote experts through remote 

assistance systems. This capability proves particularly useful when workers encounter complex 

or unfamiliar issues that require expert guidance. With AR, experts can virtually guide 

technicians through the resolution process, regardless of geographical distance, thereby 

enhancing problem-solving capabilities. Overall, augmented reality in Industry 4.0 is a powerful 

tool that empowers technicians with comprehensive support and enhances their productivity 

by providing valuable visual information and real-time remote assistance. As the technology 

continues to advance, its potential for revolutionizing industrial processes and improving 

workforce efficiency only grows. 

2.2.2 AR in industrial assembly lines 

Written instructions in manual assembly lines are essential documents that guide workers 

through the step-by-step process of assembling products or components. These instructions are 

typically printed on paper or displayed on screens within the assembly area. Currently, the most 

common form of instructions in manual assembly lines are written-based instructions. While 

written instructions are essential for guiding workers in manual assembly lines, they have 

several limitations that can impact their effectiveness and efficiency. Some of them include: 

- Limited Comprehension: Written instructions may not be easily understood by all 

assembly line workers, especially in the case of those with limited literacy or language 

proficiency. This can lead to misinterpretation and errors in the assembly process. 

- Lack of Interactivity: Written instructions are static and do not allow for interactive 

guidance. Workers cannot seek clarification or ask questions directly from the 

instructions, which can be a limitation when facing complex assembly tasks. 

- Inadequate detail: Depending on the complexity of the assembly, written instructions 

may not provide enough detail to ensure precise and error-free assembly. Important 

subtleties or nuances of the process may be omitted. 

- Difficulty in updates: Keeping written instructions up to date can be challenging, notably 

in the case of industries where products and processes frequently change. Outdated 

instructions can lead to errors and inefficiencies. 

- Limited feedback: Written instructions do not offer real-time feedback to workers. If an 

error is made, it may not be detected until a quality control check, leading to potential 

rework and increased costs. 

- Visual complexity: Some assembly tasks involve intricate spatial relationships and 

orientations that are difficult to convey through written instructions alone. Workers 

may struggle to visualize the correct assembly configuration. 
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- Time-consuming: Reading and interpreting written instructions can be time-consuming, 

which may slow down the assembly process, particularly for complex products. 

To address such limitations, some industries are exploring the use of augmented reality (AR) and 

digital work instructions. AR systems can provide interactive, real-time guidance, offer 3D 

visualizations, and allow for hands-free operation, potentially overcoming many of the 

limitations associated with traditional written instructions. The AR technology finds diverse 

applications in the industrial field, where companies and industries across various sectors 

harness its potential for training and productivity enhancements. 

 

Figure 2-3. Operator on assembly lines in an industry 

AR systems in the industry involve using specialized goggles, glasses, or smartphone apps to 

overlay digital information onto a plant worker's real-life view (Figure 2-3), which can help to 

increase productivity, efficiency, and safety. With guided AR solutions, work instructions can 

incorporate quick inspections at any step without hindering cycle time. AR has been applied to 

manual assembly station planning (Reinhart & Patron, 2003), product assembly guidance (Sääski 

et al., n.d.; Yuan et al., 2008; Zhang et al., 2011), assembly workplace design (Ong & Wang, 2011), 

digital virtual prototype augmentation with physical products (Halttunen & Tuikka, 2000), data 

glove-based virtual assembly (Valentini, 2009), physical manual replacement with augmented 

virtual contents (Wiedenmaier et al., 2003), and human–robot interaction design for safety and 

efficiency (Neuhöfer et al., 2010; Odenthal et al., 2012). Many of the research efforts focused 

on AR-assisted assembly training and guidance. (Hořejší, 2015) have compared classical 

approaches in assembly lines versus AR-based solutions and suggested an increase in the 

operator's training speed by 43%. In the same time, the number of manipulation errors was also 

reduced. 
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Figure 2-4  presents an overview of how AR can be used in industries. There are different 

scripting interfaces such as Unity and Visual studio which allows you the create the application 

according to the use case of interest. With the help of the AR toolkit an open-source library that 

calculate the real camera position and orientation relative to square physical markers or natural 

feature markers in real time. Once the real camera position is known a virtual camera can be 

positioned at the same point and 3D computer graphics models drawn exactly overlaid on the 

real marker. We can create several actions and the integration of audio and visual assets 

enhances the immersive nature of AR experience according to the use case. 

Human-machine interface (HMI) methodologies encompasses the communication and 

interaction that occurs between a human operator and a machine or system, facilitated through 

a user interface, which in our context is augmented reality (AR). The HMI approaches play a 

crucial role in enhancing the overall performance of the applications in which they are deployed. 

Notably, several industries have already embraced augmented reality for their assembly lines, 

as evidenced by (Hahn et al., 2015; Syberfeldt et al., 2015). 

The design and configuration of an assembly line are intricately tailored to the specific 

manufacturing processes required for each product component and the final assembled 

product. It is important to note that this design can vary significantly not only from one industry 

to another but also among different assembly lines within the same industry. This adaptability 

underscores the need for flexible and customizable HMI solutions to accommodate the unique 

demands of each assembly line and industry. 

An assembly line is designed to be highly efficient and cost-effective. A classical assembly line 

(Krüger et al., 2009; Lapierre & Ruiz, 2004) consists of a set of several workstations (Figure 2-5). 

At each workstation, there are different bins/containers into which components are arranged. 

These containers serve as repositories for the parts and materials needed to build the final 

product. The semi-assembled product begins its journey at the initial workstation and proceeds 

to advance from one workstation to the next in a systematic manner. This progression continues 

 

Figure 2-4. AR Workflow in industries 
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until the entire assembly process is completed at the final workstation. The allocation of 

operators at each workstation depends upon the complexity of the assembly being undertaken. 

Depending on the intricacy of the tasks involved, one or more operators may be assigned to 

work at each workstation to execute the necessary steps in the assembly process. This dynamic 

approach ensures that the assembly line can adapt to the specific requirements of the products 

being manufactured, whether they are relatively simple or highly complex. 

Figure 2-6 presents the example view of assembly line in a real time industry (elm.leblanc) 

specialized in the assembly of boilers. We can see containers, assembly carts, screens, work 

stations and multiple components. 

 

Figure 2-6. Assembly line in a real industry (photo from elm. Leblanc factory) 

 

 

Figure 2-5. Typical assembly line 
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2.2.3 Media in AR 

Media in augmented reality (AR) refers to the various types of digital content that are used to 

enhance and augment the real-world environment with virtual elements. The media assets are 

overlaid onto the physical world through AR devices like smartphones, tablets, smart glasses, or 

headsets, creating a blended experience where the digital and physical realms coexist. 

The common types of media used in augmented reality include: 

- Images: Static images can be super-imposed onto real-world objects, providing visual 

information or context. For example, AR can display product information when users 

point their devices at a specific item in a store. 

- Videos: Augmented reality can incorporate short video clips to provide dynamic and 

interactive content. For instance, AR advertisements may come to life with animated 

characters or product demonstrations. 

- 3D models: 3D virtual objects can be placed in the real environment, allowing users to 

examine them from different angles and interact with them. 3D models are often used 

in product visualization, architecture, and educational applications. 

- Animations: AR animations add movement and interactivity to static scenes, making the 

experience more engaging and immersive. AR games often use animations to bring 

characters and scenes to life. 

- Audio: Sound effects, music, or narration can be integrated into AR experiences, 

enhancing the overall sensory immersion and creating a more realistic and engaging 

environment. 

- Text: Textual information can be overlaid onto objects or locations in the real world, 

providing context or instructions. AR can be used for language translation, guiding users 

through a museum exhibit, or displaying information about landmarks. 

- Live data: AR can incorporate real-time data, such as weather updates, stock prices, or 

live sports scores, to provide users with up-to-date information relevant to their current 

location or interests. 

The combination of such different types of media in augmented reality enables a wide range of 

applications across industries, including gaming, entertainment, education, marketing, 

healthcare, and more. As AR technology continues to evolve, the possibilities for creative and 

practical uses of media in augmented reality are expanding rapidly. 

Overall, AR instructions draw upon a mixture of media contents, and the choice of assets 

depends on the tasks complexity and the desired user experience, with visual assets like images 

and 3D models often being the preferred choice for training and instructional purposes. Some 

of the media commonly used in AR are illustrated in Figure 2-7. 
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(a)Text based instruction (b) Image based instructions 

 

(c) 3D model based instructions 

Figure 2-7. Types of media utilized in AR applications 

2.3 Case study 

One limitation of research in assembly/training is that instead of using real-world tasks in 

industries, researchers tend to evaluate the scenario with assembly of LEGO models (Hou et al., 

2013; Hou & Wang, 2011) on a general basis, due to which some important scenarios are often 

missed or go undiscussed. Such studies are unreliable since real-world assembly tasks are much 

more complex, and the assembly line environment is quite different. Notably, the need for 

workstation configuration is known only when the research is conducted in a real-time 

environment with real AR equipment. (Swan & Gabbard, 2005) found that only 8% of published 

AR research papers included formal evaluations. 
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For the very same reason, before establishing the use cases in order to have a better 

understanding of the scenario, we have performed a real-life case study within the industrial 

use case of elm.leBlanc, which concerns the assembly of boilers.   

A complete boiler had been assembled (Figure 2-8) with the help of traditional manual 

instructions that are available at the assembly line. Note that this is not an evaluation of manual 

assembly instructions versus augmented reality. Instead, our goal is to understand the various 

tasks performed in the assembly lines. The key findings of this study are the following: 

• Images, on their own, have limitations in providing comprehensive guidance, 

particularly when dealing with intricate instructions that involve specific product 

orientations. This means that for complex tasks, images may not effectively convey the 

precise steps or positioning required for successful execution. 

• A single assembly mistake can have far-reaching consequences in the manufacturing 

process. It has the potential to render the final product defective, making it entirely 

unusable if the error goes undetected. Even if the mistake is identified, it can still lead 

to increased production time and costs, as the product often needs to be dismantled 

and reassembled correctly. This not only impacts efficiency but also affects the overall 

quality of the manufactured goods, leading to potential delays and increased expenses 

in rectifying the error. Hence, the prevention and early detection of assembly errors are 

crucial to maintain production efficiency and product quality in industrial settings. 

• Assigning reference numbers to each part of an assembly is a common practice in 

manufacturing and industrial settings. This system helps in uniquely identifying and 

cataloguing individual components, making it easier to manage large inventories of 

parts and ensuring consistency in product assembly. Furthermore, using the same 

reference number for a part across multiple products with varying viewing scenarios is 

a practical strategy. For instance, consider a multi-purpose screw that is widely used in 

various industries. This screw may be utilized in different products, each with its own 

assembly requirements and orientations. 

• When it comes to 3D models and their eventual simplification, it is of crucial importance 

to ensure the preservation of every feature within a component. This ensures the 

adaptability and versatility of the simplified model, allowing it to seamlessly integrate 

into diverse assemblies across various workstations and assembly lines. 

• In the process of creating instructional steps for assembly lines, there are essential 

preparatory and follow-up stages. The initial phase involves configuring the workstation 

to align with the specific assembly task, ensuring that all the necessary tools, 

components, and instructions are in place for a seamless workflow. Following this, a 

post-processing step is applied, often referred to as the validation of assembly. Any 

errors or discrepancies are addressed, ensuring that the final product meets the 

required standards and specifications. These two stages, workstation configuration and 

assembly validation, are integral to the overall efficiency and quality control of manual 

assembly processes. 
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Figure 2-8. Assembled boiler for our case study 

Based on these observations, we have identified three main uses cases (Figure 2-9) that concern 

the utilization of AR inside industrial assembly lines. 

1. Workstation setup/configuration: Before creating instructions in AR, it is crucial to 

configure the workstation accurately. This step ensures that the operator has precise 

information about the layout and positioning of components and tools on the assembly 

line. A well-configured workstation sets the foundation for effective AR-based training. 

2. Creation of instructions: Once the workstation is properly set up, instructions can be 

developed using AR. These instructions are presented to the operator through the AR 

interface, providing step-by-step guidance on assembling products or performing 

specific tasks. AR allows for the seamless integration of digital instructions with the 

physical environment, enhancing the learning experience for trainees. 

3. Validation of the operators tasks: After the operator receives AR-based training and 

performs tasks, the system can validate their performance. This step is essential to 

ensure that the operator follows the instructions accurately and completes tasks 

without errors. The validation process helps assessing the effectiveness of the training 

and identifies areas where further improvement or clarification may be needed. 

By focusing on these three key areas, companies can maximize the benefits of AR technology for 

assembly line training. Incorporating AR technology into assembly line training programs aligns 

with the modernization of industrial processes. It not only improves the skills of operators but 

also contributes to overall operational efficiency and product quality. 
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Figure 2-9. The three main use cases of AR in industrial assembly lines 

2.4 Visual AR assets for different use cases 

Let us now analyse how the various visual assets that can be considered are adapted for these 

three main uses cases.  

For visualization purposes, media plays a vital role in understanding the scenario. Augmented 

reality assets can be grouped based on their creation difficulty and power of expression. The 

first assets include text, audio, images, and video, while the second includes 3D models and 

animations. The difficulty in setting up a workstation using such assets is generally inversely 

proportional to the power of expression. There is a definite trade-off between difficulty in the 

creation of AR instructions and the comprehensiveness in industrial applications. In the case of 

the workstation configuration, the operator has to identify the real-time components and the 

media that is displayed in AR. For this reason, we eliminate the text and audio assets in the 

considered scenario and explore only visual assets (Gattullo et al., 2020, 2022). 

Irrespectively of considered use cases, let us discuss the general issues of using images, videos, 

and 3D models in the AR system. The most important factors that affect the effective AR system 

are occlusion, the level of communication and authoring costs. 

1. Occlusion 

Occlusion refers to the phenomenon where virtual objects or visual assets in the AR 

system block or hide parts of the real world. It occurs when digital content is overlaid 

on the physical environment, and it can pose significant challenges to the user 

experience. Occlusion can affect the effectiveness and realism of AR instructions in 

various ways: 
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• Clarity of instructions: When virtual objects occlude important real-world 

elements, it may lead to confusion and difficulty in following instructions. Users 

may have trouble understanding the precise spatial relationships between 

virtual and real objects. 

• Immersion: Occlusion issues can break the sense of immersion in the AR 

experience, as the seamless blending of digital and physical elements is 

disrupted. 

• User safety: In certain situations, occlusion can lead to safety concerns. For 

example, important warning signs or physical hazards may be obscured, 

potentially endangering users. 

2. Level of communication 

• The level of communication in an AR system refers to how effectively the 

instructions and information are conveyed to the users. This depends on the 

clarity, accuracy, and intuitiveness of the visual assets used in the AR 

experience. The visual design of images, videos, and 3D models must be clear 

and straightforward, ensuring that users can quickly grasp the intended 

message or task. 

3. Authoring cost 

Authoring cost refers to the effort, time, and resources required to prepare and pre-

process visual assets for creating AR instructions. This factor influences the feasibility 

and scalability of implementing AR in various applications: 

• Content creation: Developing high-quality images, videos, and 3D models 

demands skilled personnel and appropriate software tools. This can be time-

consuming and resource-intensive, especially for complex scenarios. 

• Asset optimization: Preparing visual assets for AR often involves optimizing their 

size, resolution, and format to ensure efficient rendering and minimal impact 

on the AR system's performance. 

• Iterative processes: The iterative nature of creating AR content may result in 

multiple rounds of refinement, further adding to the authoring cost 

Table 2-1 illustrates how images, videos, and 3D models align with the different factors that 

influence the effectiveness of AR systems within industrial assembly lines. While images and 

videos tend to have lower production costs in comparison to 3D models, it is essential not to 

underestimate the depth of communication and engagement that 3D models offer. This 

assessment likely serves as a valuable reference for decision-makers when choosing the most 

suitable media format for their AR-based training and operational processes. It underscores the 

trade-offs between cost-effectiveness and the comprehensiveness of communication in the 

context of industrial assembly line applications. These issues are further detailed in the following 

sections. 
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Table 2-1.  Effectiveness of visual assets inside AR 

 

2.4.1 Images and videos 

This section discusses how images/videos are used in different use cases. 

2.4.1.1 Images and videos for workstation configuration 

Workstation configuration is a very important step to perform any kind of tasks inside industrial 

assembly lines.  During the configuration, the assets that need visualization are loaded inside 

the AR device and are arranged into their bins one by one. The main reason of applying a 

configuration process is that the operator is directed towards the bin from which he has to pick 

up the component while creating the instructions and also following the assembly instructions. 

In order to train the assembly line operators with the help of AR-based instructions, configuring 

the workstation is the first step to be achieved. 

Image represents the most commonly used media in AR for visualization since it is relatively easy 

to create and provides a good understanding. However, for the workstation configuration, if we 

use only images, it is difficult to differentiate between different components of the same type. 

Let us consider one of the most used components in industries which is the screw, a very simple 

component as it may come in different shapes and sizes (Figure 2-10). In most of the cases, it is 

impossible to identify the correct component with a single image. In addition, several other 

factors can impact the understanding of the media, such as the viewing angle and distance to 

the considered component.   

 Occlusion Level of communication  Authoring cost 

Images Yes Average Low 

Videos Yes Average Low 

3D models No Very Good High 
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            a) head of the screw  b) tail of the screw 

Figure 2-10. Various views of a screw 

This problem is illustrated in Figure 2-11, for different screws. In the case illustrated in Figure 

2-11a and b, the two screws have the same type of heads, but different the tail sizes. If they are 

presented to an operator using an image, it is impossible to identify the component only with 

the help of the head of the screw. Particularly in this case the understanding of the operator can 

vary based on the distance from which the image is captured. In the case in Figure 2-11c the two 

screws have almost the same tail size, but because of the angle of view the head type cannot be 

identified. In all cases, it is impossible to identify the right component. 

Addressing the challenge of capturing images from various angles by including multiple pictures 

corresponding to different views of a component is indeed a potential solution. However, this 

approach presents several limitations. 

The first one relates to the occlusion of the original scene. When multiple images are overlaid in 

an augmented reality (AR) environment, it is essential that they do not obstruct or interfere 

significantly with the user's actual surroundings. If the images used for instruction cover too 

much of the real-world environment, it can be distracting and reduce the user's ability to 

perform tasks accurately. 

The second limitation is associated with information overload during the workstation 

configuration process. In scenarios where the assembly line or workstation is extensive, 

including all the components simultaneously in the AR instructions can overwhelm the user. 

Managing a large number of components and their placement within bins or containers can 

become complex and challenging for operators, potentially leading to confusion and errors. 

These limitations also extend to the use of videos in AR instructions, as they share similar issues 

related to occlusion and information overload. Therefore, a good balance needs to be identified 

between providing comprehensive instruction and maintaining a clear, unobstructed view of the 

user's environment to ensure the effective use of AR in industrial assembly processes. 
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                                                         (a)                                                           (b) 

 

(c) 

Figure 2-11.  Evaluating usage of images in AR 

2.4.1.2 Images and videos for instruction creation  

Images and videos are undeniably popular choices for creating instructional content within 

augmented reality (AR) environments due to their ease of production and cost of authoring. 

However, they come with certain limitations, with one of the primary challenges being 

occlusion, which can disrupt the seamless integration of digital instructions into the real-world 

scene. 

For instance, in Figure 2-12 , consider an instruction where a rivet needs to be placed on the left 

side of a white panel. In AR applications like HoloLens, the precise placement of images or videos 

can be tricky to control. Consequently, this can lead to issues where the digital content interferes 

with the operator's view of the real-world object, making it challenging to see the original 

counterpart in its actual context. 

Moreover, there are scenarios where assembly tasks occur in concealed or hard-to-reach areas 

within a structure. In such cases, relying solely on images can prove insufficient for operators, 
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as these media formats may not adequately guide them through intricate processes that are 

hidden from plain view. 

The limitations discussed underscore the need for a thoughtful selection of the media format 

when implementing augmented reality (AR)-based instructions in industrial assembly lines. 

While images and videos have their advantages in terms of simplicity and cost-effectiveness, 

they may not be sufficient in scenarios where precise spatial alignment and the visibility of real-

world objects are of paramount importance. 

In situations where the accurate placement of components or alignment with existing structures 

is crucial, 3D models can offer a significant advantage. These models can provide a more 

comprehensive and accurate representation of the assembly process, allowing operators to 

visualize the task from various angles and orientations. This level of detail and spatial awareness 

can lead to improved precision and reduced errors during assembly. 

Moreover, for complex assembly tasks that involve intricate interactions between components, 

more advanced AR techniques, such as spatial mapping and object recognition, can be 

employed. Such techniques enable AR systems to understand the physical environment and 

overlay digital instructions or models seamlessly. This approach ensures that the digital content 

aligns precisely with real-world objects and provides operators with a clear and contextually 

relevant guidance. 

 

Figure 2-12. AR instruction with image 

 

2.4.1.3 Images and videos for validation of assembly 

The success of any application, especially in industrial assembly lines, hinges on the precision 

and accuracy with which tasks are executed, as well as the ability to detect and rectify errors 
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promptly. This verification step, often referred to as quality control, is of utmost importance 

(Alves et al., 2021). However, in the context of Augmented Reality (AR) within industrial 

assembly lines, a critical concept is validation, as well as real-time feedback provided step by 

step or per instruction (Gómez et al., 2016). This real-time validation process is essential for 

confirming the correctness of workstation configurations, authoring and creating instructions, 

and training operators. 

To illustrate the significance of real-time validation, let us consider the assembly of a boiler on 

an assembly line. Even a single error during the assembly process can result in significant 

production delays and associated costs if quality control is only performed at the end of the 

products assembly. Augmented reality systems offer a solution by enabling the real-time 

identification of improper assembly and providing immediate feedback to the operator. 

In such scenarios, relying solely on images may fall short in providing comprehensive 

information about the assembly at a particular workstation. Images may not capture the 

dynamic and real-time aspects of the assembly process, making it challenging to verify the 

placement of instructions and promptly detect errors. While it is quite hard to perform the visual 

assessment of assembly using images, 3D model can show the exploded views of products 

showing assemblies and sub-assemblies with benefits of orientation to validate the assembly 

done.  

2.4.2 3D CAD models in AR for workstation setup, creation of instructions 
and validation  

Bégout et al. (Begout et al., 2022) considered the issue of using AR in assembly lines for 

workstation configuration. They proposed an AR authoring tool involving 3D CAD models to 

configure the workstation before creating the instructions. Lavric et al. (Lavric et al., 2021b) have 

explored various assets inside AR in the context of training operators by creating instructions for 

assembly. The paper discussed different assets for creating instructions and some operator 

evaluations. Various other works like (Gattullo et al., 2020, 2022) explain the growing use of 3D 

CAD models as primary visual assets in AR for industrial assembly lines.  

When considering the use of 3D models for all three mentioned use cases, two key advantages 

prominently come to the forefront: the absence of occlusions in the original scene and the 

heightened level of communication. Their dynamic and non-intrusive nature makes them a 

powerful tool for improving efficiency, accuracy, and user engagement in industrial assembly 

lines. 

However, preparing 3D models for AR is time-consuming and requires advanced technical 

expertise. Usually, when the 3D CAD models are created, they are stored in a database with an 

associated reference number. They are then downloaded through a web service whenever there 

is a need for the model (Figure 2-13). Since different 3D development platforms can create 3D 
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CAD models, there are different file formats. The pre-processing of the 3D models includes 

converting the models into a format supported by the AR device, or the game engine (e.g., Unity) 

used to create the AR experience. Whatever the format adopted, the 3D CAD models are most 

often represented as 3D meshes.  

The 3D modelling process in industrial assembly lines offers a level of depth and precision that 

surpasses the capabilities of rough sketches or 2D visual assets. One of its significant advantages 

lies in the enhanced control over intricate details. Unlike 2D representations, 3D models can 

capture the full complexity of physical components, allowing for meticulous adjustments in size 

and proportions. This precision ensures that the 3D model aligns flawlessly with its real-world 

counterpart, contributing to seamless assembly processes. 

Furthermore, 3D modelling facilitates the application of geometric transformations with 

remarkable ease. Operations like rotation and zoom can be executed seamlessly, providing 

operators and assembly line workers with intuitive tools to manipulate and examine 

components. This capability proves to be invaluable across all three primary use cases in 

industrial assembly lines, where precise adjustments and thorough examinations are essential 

for efficient and error-free assembly procedures. In essence, 3D modelling empowers industries 

to achieve a level of accuracy, control, and adaptability that greatly enhances their assembly line 

operations. 

 

Figure 2-13. 3D model workflow in industries 

In industries, the CAD models produced are very detailed, hence very heavy in terms of 

bandwidth and storage requirements. Naturally, as the complexity of CAD models increases, the 

visual approximation of real-world objects improves, but the rendering process on AR devices 

becomes computationally prohibitive. There is a strong need to define an optimal trade-off 

between the cost of processing these models and the quality of the visual approximation. The 

crucial challenge is to preserve the quality of the models while ensuring a fluid rendering on the 

AR devices like HoloLens at the usual rates of 40-60 frames per second(fps) (Yuan et al., 2008). 

Database  

Webservice  

3D models   

AR 

application 
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                                   (a)    (b)         (c)   (d) 

Figure 2-14. Examples of simple CAD models 

 
 

                                                (a)                      (b) 

Figure 2-15. Examples of complex CAD models 

Figure 2-14 and Figure 2-15 represents different types of 3D CAD models where we can see 

simple structures like pipe, screw and also complex structures like hydraulic, multi-faucet which 

have higher level of details. Managing simple 3D models in augmented reality (AR) applications 

is typically straightforward and does not pose significant challenges. However, when it comes to 

handling complex 3D models, the task becomes considerably more demanding. Loading and 

manipulating these intricate models within an AR environment can be accompanied by various 

difficulties and face performance issues. 

The situation becomes even more critical if multiple components have to be simultaneously 

visualized. Thus, if a workstation has ten complex components to be assembled, rendering them 

(or even loading them) without latency is almost impossible. Our work mainly deals with the 

issue 3D models for different use cases inside industrial assembly lines. The solution proposed 

in based on 3D model simplification techniques.  

2.4.3 Solution: 3D model simplification  

One possible solution to the issues of 3D model complexity would be the remote rendering of 

the 3D models in real time, for example in a cloud platform. However, because of connectivity 

issues, this approach is not always feasible. In addition, most industries do not allow the 

connection to external networks because of privacy, security and reliability issues.  
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In our case, we have introduced an alternative solution-based 3D mesh simplification, as 

illustrated in Figure 2-16. The approach involves the simplification of 3D models subsequent to 

their acquisition from a CAD model database. This methodology is known as 3D model 

preparation, a crucial step in the process of readying the models for seamless integration and 

utilization within Augmented Reality (AR) systems.  

The 3D model preparation phase is pivotal as it ensures that the CAD models are optimized and 

tailored to meet the specific requirements and constraints of AR systems, thereby facilitating a 

smoother and more effective user experience in industrial assembly lines. 

 

Figure 2-16. Complete workflow of 3D model-based instructions in industrial assembly lines 

2.5 Summary 

In this chapter, we have focused on the issue of AR application in industrial assembly lines. To 

illustrate the practical implications, we have conducted a case study in a real-world industry 

(elm.leBlanc) specialized in boiler assembly. Through this case study, we have established 

different use cases and explored the application of visual assets in each scenario. 

While addressing the use of images and videos, we have pointed out their limitations in certain 

contexts, prompting us to seek more suitable alternatives. Consequently, we have studied the 

advantages of using 3D models for various applications. The related challenges concern the 

presence of highly detailed and complex models. Their utilization in real life scenarios requires 

the specification of dedicated 3D model simplification solutions.  
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A key area of focus in recent years has been the utilization of simplified 3D models for different 

applications (Hasselgren et al., 2021; Li et al., 2013; Liu et al., 2015). CAD model simplification, 

in particular, has been an active research area due to the intricate functionalities these models 

possess. 

In the following chapters we will extensively delve into the process of CAD model simplification. 

We will thoroughly examine various techniques both theoretically and empirically, aiming to find 

effective ways to handle highly detailed CAD models for practical applications in Industry 4.0 

and assembly lines. 
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Chapter 3                                                                                             

STATE OF THE ART 
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3.1 Introduction 

With the evolution of modern acquisition and 3D modelling systems, it becomes possible to 

generate increasingly complex mesh models. Simplification of 3D models has been a vast 

research area over the past decade.  

In this chapter, we analyse the state-of-the-art simplification techniques that can be used for 

real world 3D CAD models in different applications. In particular, the suitability of the simplified 

3D CAD models for the AR training in the assembly process use case is examined. Irrespective of 

how 3D CAD models are generated, the simplification strategy should be able to produce results 

that can be directly exploited in the considered use case.  

First, the different families of CAD models simplification techniques are identified. For each 

technique, we present the underlying principle and main results achieved, analyse related 

advantages and limitations as well as the suitability with respect to the criteria involved in our 

use case. 

One of the most important application constraints concerns the strict preservation of all the 

model features during simplification, since we cannot predict a priori which functional part of 

the model will be used in the assembly process. When it comes to the industries with assembly 

lines, the same model may be used at different workstations for different purposes. The 

functional parts of the models that are used during the assembly may differ from one 

workstation to another. Hence all the functional parts of the CAD model should be fully 

preserved. 

Let us consider a simple assembly task where a screw (Figure 3-2) is being put in the hole of a 

plate (Figure 3-1). The traditional instructions detail where and how the assembly should be 

performed (Figure 3-3). The assembly line instructions are as follows: 
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Instruction 1: Pick the plate with reference number 801 

 

Figure 3-1.  plate 

Instruction 2: Pick the screw with reference number 802 

 

Figure 3-2. screw 

Instruction 3: Put the screw in the indicated hole in the plate 

  

Figure 3-3.  Assembly process 
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We have considered simplified models obtained with the MeshLab platform (quadric edge 

collapse decimation) (Cignoni et al., 2008), represented in Figure 3-4. After 50% of simplification, 

the functional part hole where the actual assembly takes place is no longer visible. Creating 

instructions with such a simplified model becomes impossible. Even though the hole in the 

reference is a small part and corresponding simplification error may be relatively negligible, 

since it represents the most important part of the assembly, the simplified model cannot be 

used any longer in the creation of instructions. If we go on and perform further simplification 

(Figure 3-4), which distorts the shape of the model too, the operator is no longer sure if the 

simplified model is the one that needs to be used in reality. 

 

 

Figure 3-4. Examples of simplified models using MeshLab 

Therefore, when employing simplified CAD models in the assembly process, certain critical 

constraints must be upheld: 

• Visual Fidelity: The simplified models must closely resemble the original models in visual 

appearance. This fidelity ensures that operators can readily identify and work with the 

models in the AR environment. 

• Feature Preservation: Every feature present in the original model should be retained in 

the simplified version. This includes intricate details and components. This 

comprehensive preservation is essential since it is often impossible to predict which 

parts will be utilized at specific workstations along the assembly line. 

 

3.2 Analysis of simplification techniques 

CAD model simplification techniques involve three families of methods, including:    

- Feature-based simplification (Elliott et al., 2007; Lee, 2005; Lee & Lee, 2012; Mun & Kim, 

2017; Shuming Gao et al., 2008; Yoon & Kim, 2016),  
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- Dimension reduction based (B-rep) (Kwon et al., 2019; Sun et al., 2010; Zhu & Menq, 

2002) and  

- Mesh-based simplification (Agarwal & Suri, 1998; DeHaemer & Zyda, 1991; Hua et al., 

2015; Pan et al., 2001).  

Let us consider the example in Figure 3-5 as a reference test model and analyse the effects of 

each simplification technique.  

 

Figure 3-5. Example CAD model - Holder 

3.2.1 Feature based simplification 

In feature-based modelling, the fundamental building blocks correspond to features, which 

represent shapes with specific engineering meanings. Such features can be either additive or 

subtractive, and the final shape is constructed by incrementally applying the features in a 

systematic manner. Essentially, a model is assembled by stacking features on top of each other. 

Our test model in Figure 3-5, is composed of four subcomponents. Among them, two are 

additive features, while the remaining two are subtractive (Figure 3-6). 

Feature-based methods are widely used in CAD modelling, and when it comes to simplifying 

such models, one straightforward approach is to remove features. However, the criteria for 

removing features can vary, including factors such as importance, order, and size. When 

importance is considered as a metric, features are reordered based on their significance within 

the model. Simplification is then achieved by systematically removing one feature at a time, 

starting with the least important feature. Another metric involves using the order in which 

features are originally arranged or assembled to create the final model. Features are simplified 

by preserving this original order and removing them accordingly. The third metric focuses on the 

size of subcomponents within the features. Features are rearranged based on the sizes of their 

constituting elements, typically in ascending order. After this rearrangement, the simplification 

process involves suppressing features one by one until the model achieves the desired Level of 

Detail (LOD). 

The different feature-based model simplification approaches provide flexibility in tailoring the 

simplification process to specific modelling requirements and objectives. Depending on the 
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context and goals of the CAD modelling project, one of them can be used to achieve the desired 

level of simplification while retaining essential design intent and functionality. 

 

Figure 3-6.  Feature based simplification 

 

While feature-based model simplification methods offer advantages in terms of organization 

and systematic reduction of complexity, they do not always align with the criteria of preserving 

functional components essential for assembly processes. Such methods primarily focus on 

simplifying based on criteria like importance, order, or size, which might not inherently consider 

the functional significance of components within the model. However, preserving functional 

components is often a critical requirement in assembly line scenarios. 

3.2.2 Dimension reduction-based simplification 

Dimensional reduction in CAD modeling is based on a simplification strategy that entails the 

removal of one or more dimensions from a boundary value problem (Figure 3-7) (Herrera, 1981). 

However, it is important to note that the methods are not universally applicable and are typically 

well-suited solely for specific shapes and geometries. This limited applicability restricts their 

broad use in simplification techniques. 
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Figure 3-7. Dimension reduction-based simplification 

Furthermore, controlling the level of detail in a simplified model can be a complex task, often 

yielding non-intuitive or challenging results. One significant advantage of employing 

dimensionality reduction methods is the substantial compression achieved. By transforming 

each region within the model into a lower-dimensional space, the model's size can be 

significantly reduced. However, this compression comes at a trade-off: the loss of functional 

details. While dimensionality reduction may excel in terms of compactness, it may not be 

suitable for scenarios where retaining functional details is critical. 

As illustrated in Figure 3-7, a notable issue arising from the CAD model simplification process is 

the misfit between the simplified model and its intended position. Specifically, the simplified 

CAD model no longer aligns precisely with the dimensions and shape of the original model, 

resulting in a misfit that can disrupt the assembly process and overall functionality of the 

appliance. Additionally, the simplification process can lead to the loss of crucial features situated 

along the rim of the model. Such features, which may be essential for proper assembly, 

functionality, or aesthetic appeal, are compromised or omitted during simplification. 

3.2.3 Mesh based simplification 

Mesh simplification is a class of algorithms that transform a given polygonal mesh into another 

mesh with a reduced number of faces, edges, and vertices (Figure 3-8). The mesh simplification 

techniques are iteratively reducing the number of vertices/faces/edges of the model across 

successive simplification levels. The user has full control over the simplification of the level of 

details. As the simplification level increases, the features and the boundaries are distorted, yet 

they are not eliminated. The simplification process is usually controlled by a set of user-defined 

quality criteria that can preserve specific properties of the original mesh as much as possible. 

Being used in a wide variety of industrial applications, different metrics and criteria can be 

considered. 
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Figure 3-8.  Mesh-based simplification 

Mesh simplification methods are well suited for our use-case as they generally preserve the 

functional details and offer a good approximation of the overall shape, ensuring a good 

understanding of the components in AR. In addition, while using mesh-based simplification, a 

3D CAD model is considered as one whole model and does not require any other details like 

assemblies and structures to be retained in order to perform simplification. For all these reasons, 

in our work, we have retained a mesh-based simplification approach.  

Let us further analyse the state of the art, traditional 3D mesh simplification methods. 

3.3 Analysis of mesh-based simplification techniques: traditional 

methods 

Before going into details of the mesh-based simplification let us recall the important attributes 

of the mesh (Figure 3-9). It consists of three key components: vertices, faces, and edges: 

Vertex: A vertex (plural: vertices) is a single point in 3D space. It is the most basic building block 

of a 3D mesh. Vertices define the mesh's geometry by specifying its 3D coordinates (X, Y, Z) in a 

given cartesian coordinate system. The coordinates determine the position of each vertex in the 

3D world. In a mesh, vertices are connected by edges, which define the adjacency properties. 

Vertices can also store additional information, such as colors or texture coordinates (UV 

coordinates), which are used for shading and texture mapping. 

Edge: An edge is a line segment that connects two vertices in a mesh. It represents the boundary 

or connection between two vertices. Edges define the shape and structure of a mesh by outlining 

its surfaces. While edges themselves do not typically have visual properties, they play a crucial 

role in defining the mesh's topology. Edges are used to determine which vertices are connected 

and which faces are formed by those connections. 
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Face: A face is a flat, polygonal surface defined by a closed loop of edges in a mesh.  Faces are 

typically triangular (composed of three vertices) or quadrilateral (composed of four vertices), 

but they can have more sides for more complex shapes. Faces are responsible for the mesh 

visual appearance. They can have material properties, texture maps, and normals that affect 

how they reflect light and appear in a rendered scene. The arrangement and connectivity of 

vertices and edges within a face determine the shape of the face and the overall shape of the 

mesh. 

In summary, vertices are points in 3D space, edges are the lines connecting those points, and 

faces are the flat, polygonal surfaces formed by closed loops of edges. Together, these 

components define the geometric and topological properties of a 3D mesh, making it possible 

to represent a wide range of 3D objects and shapes in computer graphics. 

Mesh-based simplification is generally based on elementary operators, which include either 

clustering or decimation of vertices, edges or triangles.  

The clustering techniques aim to group vertices that are close together, simplifying the mesh by 

merging nearby vertices to reduce redundancy. On the other hand, decimation techniques 

iteratively remove vertices, edges, or triangles based on various criteria. This process reduces 

the complexity of the mesh while attempting to retain its overall shape and related features. 

Overall, the choice of an appropriate simplification technique depends on the specific 

requirements of the application, as each approach comes with its trade-offs in terms of speed, 

accuracy, and LOD (level of detail) preservation. Evaluating the effectiveness of mesh 

simplification techniques involves considering multiple factors that need to be taken into 

account for selecting the most suitable approach in a given scenario.  

Let us first review the main simplification operators involved.  

 

Figure 3-9. Attributes of a 3D model 

vertex 

edge 

face 
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3.3.1 Vertex removal 

Vertex removal (or decimation) is a fundamental operation used to simplify 3D models, which 

plays a crucial role in various mesh-based simplification techniques (Franc & Skala, 2002; W. J. 

Schroeder et al., 1992). The process involves systematically reducing the number of vertices in 

a 3D model while preserving its overall shape and features (Figure 3-10). The main aspect that 

distinguishes vertex decimation algorithms concerns the selection strategy of the vertices to be 

removed. Among the various criteria that can be applied let us mention: 

• The geometric error: Vertices with the least impact on the overall geometric error of the 

model are selected for removal. This ensures that areas with less detail are simplified 

first, while preserving critical features. 

• The vertex attributes: Algorithms may take into account additional attributes associated 

with vertices, such as vertex normals curvature or color information, to prioritize the 

removal of less significant vertices while preserving important ones. 

In all cases, a simplification threshold is needed in order to control the level of detail in the final 

simplified model. Vertices that exceed this threshold are targeted for removal. 

  

Figure 3-10. Vertex decimation operation 

3.3.2 Edge collapse 

Edge collapse, also referred to as edge decimation or edge contraction, is an alternative 

approach for simplifying a mesh. This technique involves iteratively collapsing edges to reduce 

the number of edges (Figure 3-11) while maintaining its overall shape and features (Botsch & 

Kobbelt, 2004; Cohen et al., 1998; Garland & Heckbert, 1997; Hoppe, 1996; Lindstrom & Turk, 

1998). 

Edge decimation methods vary primarily in two aspects: 

• Edge processing order: Different algorithms adopt varying strategies for determining the 

order in which edges should be collapsed. Some common approaches include: 

a. Geometric Error: Like vertex removal, edges are selected for collapse based on their 

contribution to the overall geometric error of the model. This prioritizes the removal of 

edges with a minimum impact on the visual fidelity, ensuring that essential features are 

preserved. 
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b. Edge Attributes: Algorithms may consider additional attributes associated with the 

vertices connected to the edges, such as vertex normals or color information, to 

influence the selection of edges for collapse. 

c. Simplification Threshold: A predefined simplification threshold guides the edge 

selection process, ensuring that only edges exceeding this threshold are targeted for 

collapse. 

• Placement of the new vertex: 

After an edge collapse operation, a new vertex needs to be placed to preserve the 

mesh's structure. Different strategies are employed for determining the position of the 

new vertex: 

a. Midpoint Position: The new vertex is placed at the midpoint of the collapsed edge. 

This straightforward approach ensures the overall shape of the model is retained but 

may result in loss of fine details. 

b. Quadric Error Metrics: More advanced algorithms use quadric error metrics to 

optimize the position of the new vertex, considering the geometric errors introduced by 

the edge collapse. This leads to a smoother and visually appealing simplified model. 

c. Surface Area Minimization: Some methods aim to minimize the surface area distortion 

during edge collapse, which can result in improved preservation of critical features. 

 

  

Figure 3-11. Edge decimation operation 

3.3.3 Triangle collapse 

Triangle decimation, as described in (Gieng et al., 1997; Hamann, 1994; Rossignac & Borrel, 

1993), can be viewed as a variation of edge decimation, wherein the removal of a triangle is 

equivalent to three simultaneous edge collapse operations (Figure 3-12). This approach 

simplifies the mesh by collapsing all three edges of a triangle, resulting in a single vertex. 

The key features of triangle decimation are as follows: 

• Simultaneous Edge Collapse: 
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In triangle decimation, the operation involves the collapse of all three edges of a triangle 

simultaneously. This means that the three edges converge to a single vertex, reducing 

the number of vertices in the mesh. 

• Weighted Triangle Removal: 

Each triangle is assigned a weight based on various factors, such as its importance in 

preserving the overall shape and features of the model. The weighting process ensures 

that critical areas or significant details are retained while less essential triangles are 

prioritized for removal. 

• Surface Triangulation: 

Once a triangle is removed, the surface needs to be retriangulated to maintain a valid 

mesh structure. The triangulation process ensures that the newly created vertices are 

connected appropriately to form triangles that conform to the overall shape of the 

simplified model. 

Figure 3-12.  Triangle decimation operation 

3.3.4 Vertex clustering 

Vertex clustering algorithms (Low & Tan, 1997; Rossignac & Borrel, 1993) employ a technique of 

grouping adjacent mesh vertices into clusters, subsequently replacing each cluster by a single 

representative vertex (Figure 3-13). To achieve this, a 3D grid of cells is overlaid onto the 

vertices. Vertices falling within the same cell are clustered together. As a result, numerous faces 

of the mesh are reduced to points or edges. 

Key aspects of vertex clustering algorithms are as follows: 

• Grouping Vertices into Clusters: 

In the vertex clustering process, nearby vertices in the 3D mesh are grouped together 

into clusters based on their spatial proximity. Vertices that are close to each other and 

lie within the same cell of the 3D grid are combined into a single cluster. 
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• Representative Vertex Replacement: 

Each cluster is then represented by a single vertex, which serves as a proxy for the 

entire group. This replacement effectively simplifies the mesh by reducing the number 

of vertices, streamlining subsequent rendering and processing operations. 

• Degeneration of Faces: 

Due to the merging of vertices within each cluster, several faces of the mesh undergo 

degeneration. These faces may reduce to a single point if they become degenerate 

triangles or to edges if they become degenerate quadrilaterals. 

  

Figure 3-13. Vertex clustering operation 

The mesh simplification techniques listed in Table 3-1  differ based on the simplification operator 

utilized, which determines the number of simplified vertices involved in each operation. 

Additionally, they vary based on the metric considered for guiding the simplification process. 

These metrics can be broadly categorized into three types: direct geometry, local geometry, and 

global geometry. 

a) Direct Geometry: 

Algorithms falling under direct geometry features focus solely on the properties of individual 

vertices or edges without considering their neighboring elements. The simplification decisions 

are made based on the direct attributes of each vertex or edge before removal or clustering. 

b) Local Geometry: 

Local geometry algorithms take into account the first-order neighborhood of a vertex or edge 

within the model. They consider the nearby elements when determining whether to remove or 

cluster a specific vertex or edge. 

c) Global Geometry: 

Global geometry algorithms assess the overall distortion caused by removing or clustering a 

vertex or edge across the entire model. These algorithms consider the impact on the entire mesh 

to make simplification decisions. 
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The error metric used to determine vertex or edge removal or clustering varies significantly 

among different algorithms. Each algorithm employs its unique approach to measure and 

quantify the distortion or error associated with the simplification operation. The techniques 

listed are widely used and serve as fundamental building blocks for subsequent algorithm 

development. They have been extensively implemented and incorporated into various libraries 

for simplifying 3D meshes. As foundational methods in the literature, these algorithms have 

paved the way for advancements in mesh simplification research, leading to the development 

of more sophisticated and efficient techniques. 

 

Table 3-1. Different mesh-based simplification techniques 

No. of 

simplified 

vertices per 

operation 

Simplification 

operator 

Direct 

geometry 

Local 

geometry 

Global 

geometry 

1 Vertex removal (W. J. 

Schroeder et al., 

1992) 

(Hoppe, 

1996) 

 

2 Edge collapse (Botsch & 

Kobbelt, 2004) 

(Garland & 

Heckbert, 

1997) 

(Hoppe, 

1996) 

(Lindstrom 

& Turk, 1998) 

(Cohen et al., 

1998) 

3 Triangle collapse (Gieng et al., 

1997) 

(Hamann, 

1994) 

(Rossignac 

& Borrel, 

1993) 

 

n Vertex Clustering (Rossignac & 

Borrel, 1993) 

(Low & Tan, 

1997) 
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3.4 Mesh based simplification: deep learning techniques  

3.4.1 Simplification in the 3D domain 

Deep learning-based 3D mesh simplification methods (Hanocka et al., 2019; Potamias et al., 

2021, 2022; Rakotosaona et al., 2021; Sharp & Ovsjanikov, 2020) aim at overcoming the 

limitations of the traditional techniques. Whatever the network architecture retained, the 

typical steps that need to be achieved are the following: 

Data Preparation: A dataset of 3D models is collected, where each model presents both a highly-

detailed and a simplified version (usually obtained through traditional techniques). The high-

detail models serve as input, and the corresponding simplified models serve as the target 

output. Another possible way is to provide a database of only original models and specify a visual 

quality metric and make sure that the output is the result which minimizes the specified metric. 

Model Architecture Selection: A suitable deep learning architecture is chosen for the task. 

Convolutional neural networks (CNNs), (Hanocka et al., 2019) autoencoders (Schönhof et al., 

2022), and generative adversarial networks (GANs) (Ramasinghe et al., 2020)are commonly used 

architectures for 3D model simplification.  

Training: The neural network is trained using the prepared dataset. During training, the network 

learns to capture the relevant features of the high-detail models and generate corresponding 

simplified versions. The objective is to minimize a given loss function that measures the 

difference between the output of the network and the target simplified model. The loss guides 

the training process by helping the network learn to generate accurate simplifications. 

Validation and Tuning: The trained model is evaluated on a validation dataset to ensure it 

generalizes well to unseen data. Hyperparameters and the network architecture may be fine-

tuned to improve performance. 

Inference: Once the model is trained and validated, it can be used to simplify new 3D models.  

Post-Processing: Depending on the specific application, post-processing techniques may be 

applied to further refine the simplified model. These could involve smoothing, detail restoration, 

or texture mapping. 

It is important to note that while deep learning approaches have shown promising results in 3D 

model simplification, they also present some challenges. Over-simplification or loss of critical 

details can occur, and the training process requires a diverse and representative dataset. 

Furthermore, fine-tuning the model to strike the right balance between simplification and 

preservation of key features can be complex. This issue is notably challenging in the case of CAD 

models where the type and amount of simplification varies drastically from one model to 

another. 
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The choice of the best algorithm or architecture for 3D mesh simplification depends on the 

specific task, the size of the dataset, the availability of labelled data, and the desired balance 

between accuracy and computational efficiency.  

To understand more about simplification in 3D domain we have analysed one of the most 

popular networks called MeshCNN (Hanocka et al., 2019). MeshCNN is a general method for 

applying CNNs directly on triangular mesh, which supports various many applications, including 

3D mesh simplification. The primary goal of MeshCNN is to simplify complex 3D mesh models 

while preserving their essential features and details. Traditional methods for 3D mesh 

simplification often involve iterative processes that can be computationally expensive and 

challenging to optimize. MeshCNN presents a neural network-based approach that leverages 

convolutional neural networks (CNNs) to directly process 3D mesh data and perform 

simplification. The underlying simplification operator is the edge collapse (Figure 3-14). 

 

Figure 3-14. Edge collapse in MeshCNN (Hanocka et al., 2019) 

3.4.2 MeshCNN: conditions of use  

Applying CNNs to meshes requires a combination of data pre-processing, appropriate network 

architectures, and sometimes specialized layers to handle the characteristics of 3D mesh data. 

Some of the important steps/components in the MeshCNN are detailed here below.  

Input features 

The input edge feature is a 5-dimensional vector associated to each edge and including the 

following elements: the dihedral angle, two inner angles and two edge-length ratios for each 

face. Let us observe that the edge features are all relative, making them invariant to translation, 

rotation and uniform scale.  

Global ordering 

The global ordering of the edges is the order in which the edge data (input features) of a 

particular shape enters the network. This ordering has no influence during the convolutional 
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stage since convolution is performed within local neighborhoods. This layer renders the initial 

ordering inconsequential and thus guarantees invariance to transformations. 

Mesh pooling 

Mesh pooling is accomplished by an edge collapse operation, illustrated in Figure 3-15. The 

dashed edge is collapsing to a point, and, subsequently, the four incident edges (blue) merge 

into the two (blue) edges. Note that in this edge collapse operation, five edges are transformed 

into two. The operator is prioritized by the edge features with the smallest norm, thereby 

allowing the network to select which parts of the mesh to simplify. An edge collapse yielding a 

non-manifold face is not allowed, in order to be able to define consistently the convolution 

operator, on a fixed number of 4 edges.  The desired resolution of the mesh after each pooling 

operator, by adding a hyper-parameter which defines the number of target edges in the pooled 

mesh.  

Mesh Convolution 

An edge-based convolution operator is defined, with a spatial support corresponding to the four 

edges appearing in the two incident triangles that share the current edge. This operation enables 

the network to extract hierarchical features from the mesh while taking into account its irregular 

structure. Following the convolution operation, a new batched-feature tensor is generated, 

where the new number of features is equal to the number of convolution kernels. Note that 

after each pooling phase, the new connectivity will define the new convolutional neighbours for 

the next convolution. 

Mesh Unpooling  

Mesh unpooling represents the inverse of the pooling operation. The unpooling process is 

typically combined with convolutions that need to be learnt in order to recover the original 

resolution lost in the pooling operation. Each mesh unpooling layer is paired with a mesh pooling 

layer, to upsample the mesh topology and the edge features. For unpooled edge feature 

computation, a graph structure stores the adjacencies from the original edges (prior to pooling) 

to the new edges (after pooling). Each unpooled edge feature is then a weighted combination 

of the pooled edge features. The case of average unpooling is illustrated in  Figure 3-15. 
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Figure 3-15. Feature aggregation during mesh pooling and unpooling (Hanocka et al., 2019) 

 Figure 3-16 illustrates some simplification examples for various meshes with different 

complexities and connectivities. The input meshes are all simplified to roughly 750 edges (500 

faces), and are sequentially pooled to 600, 450, 300 and 150 edges. 
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 Figure 3-16. Simplification stages with MeshCNN (Hanocka et al., 2019)  

3.4.3 Difficulties and limitations  

The MeshCNN approach also presents some limitations.  

Pool resolution  

An essential challenge when employing MeshCNN lies in determining the appropriate pool 

resolution. During the simplification process, a specific percentage of vertices is typically 

reduced during the pooling process. Our situation involves a database of CAD models, with 

vertex counts spanning a wide range from 180,000 to 180 vertices. This broad spectrum of model 

complexities presents a notable difficulty and achieving a one-size-fits-all solution can be 

difficult. 

Lack of Explainability: 

Deep learning models are often considered "black boxes" because it can be challenging to 

interpret why they make specific simplification decisions. This lack of explainability can be a 

limitation when precise control over the simplification process is needed. In particular, it is not 

always possible to preserve fine geometric details or textures in 3D models, which can be critical 

for certain applications. 
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In this chapter we propose an extensive evaluation of existing state of the art 3D mesh 

simplification approaches. Four different types of evaluations are considered, which include 

objective evaluations, subjective assessment of simplification level, framerate evaluation in a 

real case scenario and subjective user evaluation. 

• Objective evaluation 

This evaluation objectively assesses the difference between the original model and 

simplified model, helping to determine which of the techniques is performing well on a wide 

range of CAD models. 

• Subjective assessment of the simplification level 

This evaluation aims at establishing, for the most performant evaluation techniques 

identified in the previous step, the appropriate level of simplification that can be achieved 

without losing the functional details.  

• Framerate evaluation in a real case scenario 

The most performant state of the art technique identified is further tested in a real AR 

scenario in the industry, which concerns the creation of assembly line instructions. The 

advantages of using simplified models in place of original models is evaluated with the help 

of a frame rate assessment. 

• Subjective user evaluation 

We have conducted a comprehensive evaluation of the use of simplified 3D CAD models, 

focusing on user experience. A total number of 14 participants performed a set of real time 

assembly tasks in order to evaluate the performance of simplified models using various 

metrics. Limitations and possible axes of future improvement are also discussed.  

 

4.1 Objective evaluation 

The objective evaluation typically refers to quantitative assessments using various metrics and 

criteria. Such metrics could include measures of model fidelity, computational efficiency, file size 

reduction, and other relevant factors. The objective evaluations are designed to provide data-

driven insights into the performance of different simplification techniques and help to 

determining which one is most suitable based on predefined criteria. 

To perform the evaluations at least one method from each family has been retained. Hence, one 

vertex removal (W. J. Schroeder et al., 1992), three edge collapse methods (Garland & Heckbert, 

1997; Hoppe, 1996; Lindstrom & Turk, 1998), and one vertex clustering (Low & Tan, 1997) 

techniques are considered. Note that edge collapse is the most widely used simplification 

operator, with various metrics involved.  



Evaluations                                                               

 

Institut Polytechnique de Paris    57   

91120 Palaiseau, France  

 

The various simplification algorithms retained for comparison are the following: 

1) Schroeder et al. (W. J. Schroeder et al., 1992), implemented in Visualization toolkit (W. 

Schroeder et al., 2006) 

The vertices are divided into simple, complex, or boundary depending on the angles, 

and number of edges sharing the vertex. Simple vertices of relatively low importance 

are deleted first and complex ones never participate in deletion process.  

2) Hoppe et.al (Hoppe, 1996), implemented in the Mesh processing library (Mesh 

Processing Library, 2023) 

The approach is based on the concept of progressive meshes that explicitly models 

mesh complexity and fidelity as an energy function to be minimized.  The goal of this 

optimization procedure is to preserve not just the geometry of the original mesh, but 

more importantly its overall appearance as defined by its discrete and scalar 

appearance attributes such as material identifiers, color values, normal, and texture 

coordinates. 

3) Garland et.al (Garland & Heckbert, 1997), implemented in VCGLIB (VCG Library, 2023) 

The technique is based on an iterative fusion of vertex pairs, which ae not necessarily 

linked by an edge and. The quadratic error metric is here used in order to prioritize the 

vertex merging process.   

4) Lindstrom et.al (Lindstrom & Turk, 1998), implemented in CGAL (CGAL, 2020) 

Lindstrom et al use both volume and boundary optimization in order to reduce the error 

between the simplified and original models. The local volume preservation ensures that 

the global mesh is preserved while the boundary preservation makes it possible to 

conserve as much as possible the shape of surface boundaries in models that are not 

closed. When both boundary and volume preservation optimization fail triangle shape 

optimization is used.  

5) Low et.al (Low & Tan, 1997), implemented in VCGLIB (VCG Library, 2023) 

This vertex clustering algorithm involves three different steps named grading, 

triangulation and clustering. A weight is assigned to each vertex depending on the 

angle between all the pairs of its incident edges.  Based on the geometric proximity 

vertices are formed into clusters. The vertices that fall into the same cluster and are 

represented by a unique prototype vertex. 

4.1.1 Evaluation metric 

The evaluation metric is of utmost importance as it serves as a quantitative measure for 

assessing the performance. There are a few tools developed for measuring the geometric 

approximation error between two meshes with different connectivity. Among them, the most 

popular and commonly used one is the Metro tool (Cignoni, Rocchini, et al., 1998). 

The Metro method has widespread recognition within the computer graphics community and 

has been employed numerous times in academic literature to gauge dissimilarities between 3D 

models. Its fundamental purpose is to compare two triangle meshes that represent the same 
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surface but at different Levels of Detail (LOD). This comparison is accomplished through the 

evaluation of the Hausdorff distance between the meshes. The Hausdorff distance is 

fundamentally a maximum distance among a set of desirable distances between 2 meshes. 

These desirable distances are minimum distances of all possible vectors resulting from points 

taken from the first mesh to the second mesh. 

One notable advantage of the Metro method is its genericity, since it does not necessitate any 

prior knowledge of the specific simplification algorithms employed or the characteristics of the 

3D models under examination. The Metro method initiates by selecting sampling points on the 

surface of the first input mesh and then computes the distances between these points and the 

second mesh, a process referred to as forward distance calculation. Subsequently, this 

procedure is reversed, and the second mesh is sampled, with distances being computed 

accordingly, termed as backward distance calculation. Let us note that even when comparing an 

original mesh with its simplified counterpart, the two meshes should exhibit similar shapes. If 

the shapes diverge significantly, resulting in the loss of essential features, the accuracy of error 

computation may be compromised in localized areas. The method provides both the mean and 

maximum numerical errors resulting from the distance calculations between the two meshes, 

serving as valuable metrics for assessing the degree of dissimilarity. 

4.1.2 Test database 

Over the years, the computer graphics community has developed several standard benchmark 

models (the Stanford bunny is one of the most famous) to assess the performance of 

simplification techniques. Concerning the 3D CAD models, there is a need of a solid benchmark 

set of 3D meshes. 

To conduct comprehensive testing, we have assembled a database comprising 732 3D models, 

categorized based on their vertex counts. The models are distributed across five categories: 

those with less than 1,000 vertices, models with vertex counts ranging from 1,000 to 10,000, 

those between 10,000 and 50,000 vertices, models with vertex counts between 50,000 to 

100,000, and finally, models with more than 100,000 vertices. This diverse selection ensures a 

wide range of testing scenarios. 

All the meshes in the database are real-life models used in the assembly of boilers by elm. 

leblanc. They are collected from three distinct boilers models.  

The characteristics of the models are summarized in Figure 4-1. The blue bars indicate the 

number of models per boiler while the orange ones indicate the number of models in the 

database, which represents the whole collection of three boilers (the entire database). 

By encompassing a significant number of models with varying vertex counts from real-world 

boiler assembly processes, our database provides an extensive and representative set of 3D CAD 
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models to evaluate the performance and effectiveness of the various simplification techniques 

retained. This comprehensive approach ensures that our analysis is well-grounded and can cater 

to a broad range of real-life scenarios. 

 

Figure 4-1. Percentage of models in the test dataset with respect to the number of vertices 

The models in the database encompass a diverse range of real-life 3D CAD models, each with its 

own shape, size, functionality, and structure. These models have been carefully selected to 

represent various aspects of boiler assembly and are crucial for assessing the effectiveness of 

our testing. Figure 4-2 illustrates some examples, which showcase the variety and complexity of 

the models, highlighting the differences in their designs, components, and intricacies. 
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Figure 4-2. Examples of CAD models in database 

 

4.1.3 Comparison of mesh simplification techniques  

In our extensive testing of the database, we have evaluated numerous models. To present the 

results in a focused and detailed manner, we have carefully chosen one representative model 

from each category of vertices. Specifically, we selected the most commonly used model within 

each category for a more in-depth and objective evaluation (Figure 4-3). The selected models 

have been chosen deliberately to encompass a wide variety of sizes, shapes, structures, and 

features. By including models with diverse characteristics, we can thoroughly examine the 

effectiveness of our augmented reality-based instructions using simplified 3D CAD models in 

different scenarios. InFigure 4-3, V denotes the number of vertices. 
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Both the mean and the maximum Hausdorff errors between initial and simplified meshes are 

provided. The results obtained are presented in Figure 4-4 to Figure 4-13.  The X-axis 

corresponds to the number of vertices in the models, while the Y-axis represents the error rate. 

To assess the impact of mesh simplification, the evaluation has been conducted at various stages 

of simplification, which are of 50%, 60%, 70%, 80%, 90%, and 95%. 

 

 

 

 

     

Connector 

(V=995) 

Pipe 

(V=8771) 

Mixing unit 

(V=42008) 

Fan 

(V=92975) 

Heat Exchanger 

(V=145279) 

Figure 4-3.  Test models 
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Figure 4-4. Average error for connector 

  

 

Figure 4-5. Average error for pipe 
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Figure 4-6. Average error for mixing unit 

 

 

Figure 4-7. Average error for fan 
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Figure 4-8. Average error for heat exchanger 

Let us mention that if after some amount of simplification there are no vertices/edges to be 

removed or clustered the simplification process stops for some algorithms.  

In a general manner, we can observe that the approach proposed in Lindstrom et al. (Lindstrom 

& Turk, 1998) outperforms the rest of the algorithms at all simplification levels in terms of 

average error. The performance of other methods varies with different percentages of 

simplification and test models. As we go to higher percentages of simplification, The Schroeder 

et al. (W. J. Schroeder et al., 1992) method, which is based on vertex removal, becomes the least 

performant method. For example, for the test model connector Lindstrom et al. (Lindstrom & 

Turk, 1998) has an error rate 10 times less than Schroeder et al. (W. J. Schroeder et al., 1992).  

The maximum errors are presented from Figure 4-9 to Figure 4-13.  
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Figure 4-9. Maximum error for connector 

 

 

Figure 4-10. Maximum error for pipe 
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Figure 4-11. Maximum error for mixing unit 

 

 

Figure 4-12. Maximum error for fan 
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Figure 4-13. Maximum error for heat exchanger 

The results obtained for the maximum error have shown the same trend as for the average error 

The method of Lindstrom et al. (Lindstrom & Turk, 1998), which uses a global error metric, 

outperforms the other techniques. Although the performance of the other algorithms kept on 

changing from one simplification level to another and from one model to another, Lindstrom et 

al. (Lindstrom & Turk, 1998) has constantly shown better results in terms of both maximum and 

average errors. 

One of the challenges we faced is determining the optimal simplification rate for the CAD 

models. While Lindstrom et al. (Lindstrom & Turk, 1998) approach has proven to be effective, 

selecting the most suitable level of simplification from the available options is not a 

straightforward task. The decision becomes more complex as the number of vertices increases. 

For example, with the largest model considered in our database, which is the heat exchanger, 

we can still achieve visually satisfactory results even with a high level of simplification, such as 

95%. The simplified model at this percentage remains usable on the HoloLens and maintains a 

good level of visual quality. However, this is not the case for the connector model, which only 

has 995 vertices. For smaller models like the connector, a 95% simplification using Lindstrom's 

approach may result in a significant loss of critical features and visual fidelity, making it 

unsuitable for effective use on the HoloLens. 

The process of determining the optimal simplification rate for each model is a critical and 

delicate task. Several factors come into play to strike the right balance between simplification 
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and retaining essential features, ensuring that the augmented reality-based instructions remain 

effective and engaging for users. 

The factors that affect the usability of simplified models for AR varies from one model to another 

and include: 

• Model Size: The number of vertices in a model directly impacts its complexity and 

computational requirements. Larger models with a higher number of vertices may 

necessitate a higher simplification rate to achieve real-time rendering performance. 

• Model Complexity: The intricate design and details present in a model influence the 

degree to which simplification can be applied without sacrificing crucial information. 

Complex models with intricate features may require more cautious handling to ensure 

that vital structural elements are preserved. 

• Desired Level of Visual Detail: The level of visual detail required for a specific 

application or use case also affects the simplification rate. Some scenarios may 

necessitate higher levels of detail, while others can tolerate greater simplification for 

efficient rendering. 

 

4.2 Assessment of the level of simplification 

We have conducted a subjective analysis to identify the level of simplification desired for each 

model. This evaluation is paramount because ordinary users may not possess the discernment 

to detect certain disparities. If during the simplification process, crucial features vital for the 

assembly are omitted, it can arise usability issues and impair the models suitability for its 

intended purpose in the AR use cases. 

In the example of the turbine pipe illustrated in Figure 4-14, where the original CAD model 

consists of approximately 60,000 vertices, a simplification of 90% can indeed be considered 

reasonable in many cases. This level of simplification would result in a substantial reduction in 

vertex count, potentially bringing it down to around 6,000 vertices, while still retaining the 

essential structural and functional aspects of the model. Hence, a simplification rate of 90 

percent can be accepted for this specific model. However, it is important to note that simplifying 

a model by 90% will inevitably introduce some level of distortion or loss of detail, especially at 

the feature level. Therefore, the decision to simplify to this extent should be made in 

consideration of the specific use case and the level of detail required for the task at hand. 
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 50% 60% 70% 80% 90% 95% 

       

Figure 4-14. Examples of simplified models by (Lindstrom & Turk, 1998)– Turbine pipe 

In the case of the bolt model illustrated inFigure 4-15, which comprises approximately 7,000 

vertices, a simplification rate of 80% has been determined as a suitable level of simplification by 

experts. This observation highlights that the optimal simplification rate for CAD models can 

indeed vary based on their individual characteristics, including size and complexity. The choice 

of an 80% simplification rate suggests that while reducing the models complexity by a significant 

margin, essential details and features are still preserved at an acceptable level. 

 

 50% 60% 70% 80% 90% 95% 

       

Figure 4-15.  Examples of simplified models by (Lindstrom & Turk, 1998)– Bolt 

To address this variation in optimal simplification rates, a subjective evaluation has been made 

with expert visual inspection in order to identify suitable level of simplification for CAD models 

in different ranges. All the simplification levels from 50% to 95% have been considered for each 

model, with a step of 5%. Several test models have been selected from each range of vertices 

considered. Thus, 10 test models are taken from below 1k range whereas 100 meshes are taken 

in the range 1k to 10k since in this range we encounter the highest number of models in the 
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database. Globally, more than 150 models have been manually assessed. The acceptable 

simplification rates as well as the number of models considered in each range are reported in 

Table 4-1.  

 

 

 

 

 

 

 

 

 

 

Figure 4-16 shows the results of the subjective evaluations, confirming that Lindstrom et al. 

(Lindstrom & Turk, 1998) simplification technique yields visually superior models compared to 

the other simplified models at the proposed simplification rates. The models highlighted in 

orange demonstrate that, at these specific rates, there is no noticeable visual difference when 

compared to the original models. This indicates that these specific rates strike an optimal 

balance between simplification and preservation of crucial visual details.  

  

Table 4-1. Simplification rates of each range of vertices 

Range of 

vertices 

No of models 

assessed 

Simplification rate 

Less than 1k 10 70% 

1k to 10k 25 80% 

10k to 50k 10 80% 

50k to 100k 5 90% 

Above 100k 5 95% 
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Model Lindstrom      
et al. 

Low et al. Garland et al. Schroeder et 
al. 

Hoppe et al. 

Connector 

(75%) 

 

Pipe 

(80%) 

 

Mixing unit 

(80%) 

 

Fan 

(90%) 

 

Heat 
exchanger 

(95%) 

 

Figure 4-16. Visual evaluation of the simplified models at the retained simplification rates 
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Let us now consider the case of a specific model called "hydraulic" (Figure 4-17), which contains 

approximately 222,000 vertices. When applying Lindstrom et al. (Lindstrom & Turk, 1998) 

simplification algorithm to the hydraulic model, we have observed that the frame rate inside AR 

device (HoloLens2) of the model significantly improved. At around 80% simplification, the frame 

rate increased by 6 frames per second (6 FPS) from 35.77 fps of original model to 40.52fps of 

simplified model. This indicates that the simplification process successfully reduced the 

complexity of the model, leading to smoother and more efficient rendering. 

 

Figure 4-17. Hydraulic model 

One notable benefit of the simplification process was the reduction in file size. By removing 

unnecessary details from the model, the file size was drastically reduced, leading to faster 

loading times and better resource management.  

Table 4-2 presents different measurements of the model Hydraulic at various percentages of 

simplification. 
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Table 4-2. Different measurements for the Hydraulic model 

CAD 
model 

No 
of 

vertices 

Percentage of 
simplification 

Time 
taken 

to 
simplify 

(MS) 

Frame rate 
(Hololens2) 

File 
size 
(KB) 

Hydraulic 222462 original - 35.77 12601 

111231 50 41752268 38.43 7096 

88984 60 50279508 39.32 5738 

66738 70 59569531 40.35 4355 

44492 80 70132116 41.11 2929 

24828 90 88334245 40.52 1543 

 

4.3 Framerate evaluation in a real case scenario 

The framerate evaluation has been performed in the Microsoft’s HoloLens2 (Figure 4-18) 

device (Ungureanu et al., 2020). The evaluation procedure has been conducted as follows: 

models are loaded in the scene and rendered for one minute while rotating around their centre 

of mass. The framerate obtained from MRTK’s Diagnostics module is used to obtain the average 

framerate. The testing application has been developed in Unity 2019.4.10f1. MRTK 2.4.0 was 

used for creating the interface of the application and to measure the framerate. Let us note that 

the absolute framerate value is not important for our evaluation, as changing quality parameters 

in Unity will increase or decrease the framerate drastically. The quality settings we are referring 

to are the rendering parameters: texture quality, anisotropic textures, anti-aliasing and soft 

particles. By changing the mesh renderer and the material properties of the CAD models, the 

value of the framerate will again be affected. We do not try to evaluate combinations and find 

the best set-up of these properties because each AR use-case has different requirements when 

it comes to rendering CAD models. Our objective is to identify the framerate difference between 

the original model and its simplified versions by using the same rendering properties. The 

framerate values presented in the Table 4-3 have been obtained by setting the quality settings 

to “Ultra”. 
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Figure 4-18. HoloLens2 

In our evaluation, we have selected a set of 12 complex CAD models for assembly at a 

workstation. When combined, the original models contained a total number of 1,401,956 

vertices. To improve performance and optimize the rendering process, we used the 

simplification technique developed by Lindstrom et.al to create corresponding simplified 

models. The simplified models, after applying the Lindstrom et al. (Lindstrom & Turk, 1998) 

algorithm, reduced the total vertex count to 127,619. This significant reduction in vertices was 

achieved while preserving the essential structural features of the original models, with the help 

of the expert evaluation procedure described in Section 4.2.  

In Figure 4-19a, we present a visual representation of all the original models loaded 

simultaneously into the HoloLens2 device. In Figure 4-19b, we showcase the same scenario, but 

with all the simplified models loaded instead. The Figure 4-19  illustrates the successful 

rendering of the simplified models with reduced computational demands and improved 

efficiency.  

The obtained framerates for original and simplified models are reported in Table 4-3.  
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a) original models b) Simplified models 

Figure 4-19. Original and simplified models visualized in HoloLens 2 

When the original models are loaded it is impossible to create instructions or just to interact 

with the models since they are very heavy. When simplified models are used instead of original 

models the frame rate increases significantly, making it possible a fluid instruction creation.  

The simplification process greatly helps to improving the framerate. However, let us recall that 

when we have to load a whole boiler composed of hundreds of models, which accounts to 

millions of vertices, the framerate remains very low despite the use of simplified models. 

Therefore, there is a still a need to improve simplification algorithms. 

Table 4-3. Framerates in HoloLens 2 

Type of models Total number of vertices Framerate(fps) 

Original (12) 1401956 16.9 

Simplified (12) 127619 57.47 

 

A final subjective evaluation, focusing on the end-users, is described in the following section.   

4.4 Subjective user evaluations 

While subjective assessments are invaluable for assessing complex 3D models, it is important to 

combine their insights with both objective evaluations and user testing whenever possible. This 

multi-faceted approach ensures a well-rounded assessment of the models suitability for the 

intended use case, taking into account both technical and practical considerations. 
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User evaluations play a crucial role in assessing the performance and quality of emerging 

technologies, especially in the context of AR applications (Gabbard & Swan, 2008). As such, user-

based experiments are essential for driving design activities and improving usability. AR user 

evaluations play a vital role in the iterative design process, allowing developers and designers to 

identify strengths and weaknesses in the AR application and iteratively refine it based on user 

feedback. These evaluations are essential for creating AR experiences that are user-centric, 

efficient, and impactful across a wide range of industries and use cases. 

One common limitation in AR evaluations is the reliance on monitors and screens instead of 

actual augmented reality devices (Werrlich et al., 2017). Such informal evaluations may not 

accurately represent the complexities and challenges faced in real-world industrial settings. To 

address this, we have conducted subjective evaluations in a real-world industrial environment, 

ensuring that our findings are more reliable and applicable to practical scenarios. 

In the literature, various types of AR evaluations are reported (Dünser et al., 2008), each tailored 

to the specific applications and use cases. For our research, we have retained two types of user 

evaluations: 

• Objective Measurements: We collected objective data, including the time taken by users 

to complete tasks, the accuracy of their performance, and the number of errors made 

during assembly or other activities. These quantitative measurements provided valuable 

insights into the efficiency and effectiveness of our augmented reality-based 

instructions using simplified 3D CAD models. 

• Subjective Measurements: In addition to objective data, we gathered subjective 

feedback from users through ratings, judgments, and descriptive analysis. User opinions 

and insights offer a deeper understanding of their experiences, preferences, and 

challenges while interacting with the augmented reality instructions. 

By combining both objective and subjective measurements, our evaluation approach provides a 

holistic view of the effectiveness of the state of the art solution (Lindstrom & Turk, 1998).  

Overall, the user evaluations are instrumental in validating the practicality and usability of our 

augmented reality-based instructions. The insights gained from these evaluations enable us to 

fine-tune our solution and ensure that it meets the real-world needs of industrial assembly tasks, 

paving the way for more efficient and accurate operations. 

4.4.1 Related work 

Previous research by (Lavric et al., 2021a; Vincenzi et al., 2003) has focused on comparing 

various assets and media within AR devices. Lavric et al. (Lavric et al., 2021a) compared different 

visual assets such as images, videos, and 3D models, while Vincenzi et al. (Vincenzi et al., 2003) 

compared different learning methodologies, including printed material, videotapes, and text 

annotations. However, these works primarily involved comparing 3D model-based instructions 
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against other types of instructions, and they did not specifically address the comparison 

between original 3D models and their simplified counterparts to improve application 

performance. 

One of the main reasons for the lack of such comparisons could be the difficulty in producing 

simplified models that retain all the functionalities of the original models while enhancing the 

AR applications performance. Achieving a balance between simplification and retaining critical 

features can be challenging. 

In our work, we have addressed this challenge and conducted an in-depth analysis of different 

available simplification techniques. To the best of our knowledge, our research is among the 

first to evaluate the usability of simplified 3D CAD models in comparison to their original 

counterparts specifically within the context of AR instructions for manual assembly operations. 

The evaluation has been carried out in a real-world industrial setup. 

4.4.2 Experimental setup 

We have designed six tasks categorized into three levels of difficulty: simple, medium, and 

complex. Each task involves assembling components in an AR environment. The simple tasks are 

focused on placing an assembly component accurately. The medium tasks require to considering 

alignment while placing the components. The complex tasks involved both alignment and 

orientation considerations during the assembly process. 

To perform the assembly tasks, we utilized 3D models (boilers and related components) from 

the elm.leblanc CAD model database. The models were carefully selected to represent various 

components and complexities encountered in real-world boiler assembly operations. 

The assembly tasks are organized into three sets, each containing two similar tasks. This design 

allowed us to ensure a non-biased evaluation by providing participants with diverse scenarios 

to assemble. The range of assembly actions participants performed included common industrial 

actions such as "screw, fit, install, place, push, slide." This diverse set of actions allowed us to 

assess the versatility and applicability of the proposed AR instructions. 

Figure 4-20 provides an overview of the evaluations performed. By employing a varied range of 

tasks and 3D models, we ensured a comprehensive evaluation that covered different levels of 

complexity. The participants’ actions varied from one AR instruction to another, simulating real-

world assembly scenarios. 
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 Figure 4-20. Overview of the evaluations 

4.4.3 Instructions 

The testing application for evaluating instructions on industrial assembly lines has been 

developed using Unity 2019.4.10f1 in conjunction with HoloLens2. To create the instructions, 

we utilized a tool developed by Lavric et al. (LAVRIC et al., 2020), which generates step-by-step 

guidance for users. To create a realistic evaluation environment, a scene resembling industrial 

settings was generated in the laboratory. We have also included CAD models commonly used in 

the industry to replicate the assembly tasks accurately. 

To ensure a comprehensive evaluation, we have carefully studied multiple instructions 

performed on real industrial assembly lines. From this analysis, they selected similar tasks that 

could be replicated in the testing application for evaluation purposes. These selected tasks likely 

cover various aspects of industrial assembly processes, enabling a comprehensive assessment 

of the effectiveness of the AR-based instructions. 

By utilizing Unity, HoloLens2, and the tool developed by Traian et al. (LAVRIC et al., 2020), we 

aimed to provide an immersive and interactive experience for the evaluation of AR instructions 

in an industrial context. This setup allows them to measure the performance, usability, and 

effectiveness of the simplified CAD models in AR instructions, potentially leading to insights that 

can improve the design and implementation of AR-based training and guidance in industrial 

settings. 

Figure 4-21 to Figure 4-26 illustrate the 3D models used in the tasks (AR views), with both original 

and simplified models. The first two tasks were relatively straightforward, serving as 
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introductory tasks. The subsequent two tasks presented medium difficulty, adding alignment 

considerations. The final two tasks were part of the complex set, requiring participants to align 

and orient the components for successful assembly. 

Instruction 1: Screw 

 
                                        Screw 

  
Instruction with:         Original model      Simplified model 

Figure 4-21. Assembly of screw 

Instruction 2: Fit 

 
Pin 
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Instruction with:         Original model      Simplified model 

Figure 4-22. Assembly of fit 

Instruction 3: Install 

 
Control box 

  
Instruction with:         Original model      Simplified model 

Figure 4-23. Assembly with control box 

Instruction 4: Push 



Evaluations                                                               

 

Institut Polytechnique de Paris    81   

91120 Palaiseau, France  

 

 
Railing 

  
Instruction with:         Original model      Simplified model 

Figure 4-24. Assembly with railing 

Instruction 5: Place 

 
                                                                   Cross member 

  

Instruction with:         Original model      Simplified model 
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Figure 4-25. Assembly with cross member 

Instruction 6: Slide 

 
Bracket 

  
Instruction with:         Original model Simplified model 

Figure 4-26. Assembly with bracket 

4.4.4 Evaluation procedure 

The step-by-step procedure involved in performing the evaluations includes: 

• At the start of the evaluations, participants receive an explanation tailored to their level 

of experience with AR and assembly. For those with no prior AR and assembly 

experience, the average time taken to explain the basic concepts of AR, assembly work, 

and the experiment was approximately 6-8 minutes. On the other hand, participants 

with some essential knowledge of AR and assembly required an average explanation 

time of about 2-3 minutes. This customized approach ensured that all participants had 

a clear understanding of the evaluation process, setting the stage for a meaningful and 

informed assessment of the AR application. 

• During the experiment, participants underwent eye calibration with HoloLens 2 to 

ensure accurate visualization of the 3D CAD models. The eye calibration process typically 

took approximately 1 minute for each participant. This calibration step was essential to 

optimize the AR experience and ensure that the participants can view the CAD models 
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with precision and alignment to their gaze, enhancing the overall usability and 

effectiveness of the evaluation. 

• During the evaluation, a timer is set for each instruction to record the time taken by 

participants to complete the task. At the end of each instruction, participants are asked 

to stop and provide feedback, including ratings and their perception of the task's 

complexity. After answering the questions, participants proceed to the next instruction. 

Throughout the evaluation, various parameters are noted and recorded for each 

instruction, enabling a comprehensive analysis of user performance, task difficulty, and 

user feedback. This structured approach ensures that the evaluation process is 

systematic and allows for a detailed understanding of participants experiences. 

• After completing all six tasks, the participants are provided with an explanation 

regarding the purpose of rating the 3D models. They are informed that both the original 

and simplified models were used in creating the instructions. This explanation is given 

after completing the tasks to eliminate any potential bias that may arise from the 

knowledge of the existence of simplified models within the instructions. By providing 

this clarification after the tasks are performed, the evaluation ensures that participants' 

ratings and feedback are based on their actual experiences and interactions with the AR 

application, without any preconceived notions or influences. This approach enhances 

the reliability of the evaluation results. 

• Subsequently, general feedback is collected from the participants regarding various 

aspects of the evaluation process. This feedback encompasses their thoughts on the 

setup, experimentation procedures, the clarity of explanations provided, and the overall 

implementation of the evaluations. Participants have the opportunity to share their 

insights, suggestions, and any potential areas for improvement. 

4.4.5 Participants and tasks performed 

A total number of 14 participants participated in the evaluation. The participants have diverse 

backgrounds, including students, researchers, engineers, and entry-level operators. Some have 

AR experience without assembly knowledge, some have AR experience with assembly 

knowledge, and others have neither AR experience nor assembly knowledge. However, we have 

observed that this difference in experiences did not have a detrimental effect on the 

evaluations. 

After instructions are set, we alternate between original and simplified models and between 

users to perform the evaluations. Each set consists of two instructions has original model and a 

simplified model. The tasks performed by each participant are presented in Figure 4-27. To 

record the completion time, the number of errors, and other statistics, we cannot show the 

original model and simplified model of the same instruction since the user has already seen the 

same instruction before and when he/she repeats it with the original/simplified model, the data 

will be better but biased.  
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To eliminate such a bias, we have chosen to perform in an alternating method. In a set of similar 

tasks, one participant will perform the first instruction with the original model and the simplified 

model in the second task. When it comes next set of similar tasks, the same participant will do 

the first instruction with the simplified model and the original model in the second task. In this 

way, we keep alternating between the original and simplified models and the tasks to have a 

non-biased evaluation. When it comes to the second participant, he/she does the exact 

instructions as the first participant with exactly opposite 3D models(original/simplified). 

Likewise, all the participants who do the first set of instructions are put into one group while the 

rest into another group. Ultimately, we compare different parameters between original and 

simplified models between the two sets of participants and analyse how the participants have 

performed the tasks, especially with simplified models. 

 

Figure 4-27. Instructions per participant 

Table 4-4 gives a detailed overview of the total number of participants and tasks done by them 

respectively. 

 

 

 

 

 

 

Table 4-4. Participants and tasks done 

Participants  3D models in tasks done 

P1, P3, P5, P7, P9, P11, P13 SET 1:  Screw (O), Pin (S) 

Control box (S), Railing (O) 

Bracket (O), Cross member (S) 

P2, P4, P6, P8, P10, P12, P14 SET 2:  Screw (S), Pin (O) 

Control box (O), Railing (S) 

Bracket (S), Cross member (O) 

*O-original model, S- simplified models 
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4.4.6 Evaluation metrics and results 

The evaluation encompassed various metrics, including the time taken to complete the 

assembly, model comprehensiveness, error rate, completion rate, and task complexity. To 

ensure a diverse range of tasks in the evaluations, participants were asked to rate the complexity 

of each task from simple to hard. While the number of errors committed and successful task 

completions are closely related, instances where participants rectified their errors 

independently by carefully examining the instructions were considered separately to account 

for individual problem-solving abilities. 

Both the complexity of the task and the rate of successful completion were measured to identify 

general trends and gather more valuable feedback from participants. Graphs and tables were 

utilized to present the results of the three remaining parameters. 

Additionally, participants were questioned about their prior experience with augmented reality 

and assembly, ranging from none, primary, or intermediate to expert level, at the beginning of 

the evaluations. This inquiry aimed to explore any potential influence of experience on the 

evaluation data. 

4.4.6.1 Completion time 

 A timer is set for each instruction, and the time taken to complete each task has been recorded. 

A cumulative score of the total time taken to complete all six instructions by a single participant 

has been calculated. The average time taken to finish all the tasks by the first set of participants 

is about 167sec while the average time taken by the second set of participants is 139.5 sec. This 

difference is due to a single participant in the first set who has been relatively slow compared 

to the rest. Since the person is too slow in completing all the tasks, it would Favor the opposite 

group in getting better results in all the tasks. We cannot directly use the values in the 

evaluations since the extremities affect the overall comparison. To avoid this, the completion 

time is normalized, i.e., each task is divided by the total time the participant takes to finish all 

the tasks which bring an equalization in comparisons. 

Figure 4-28 shows the completion time comparisons between the original(O) and simplified(S) 

models of all the components used in the evaluations. The vertical axis represents the 

normalized time in percentage, while the horizontal is just a visualization axis. The reported 

times of the two AR instruction sets suggest that the simplified models do not affect the 

completion time. A closer look at the graphs reveals that irrespective of the original or simplified 

model used in the instruction, the normalized time cluster is around the same band most of the 

time. The only time we see more differences is for the control box, where the finish time with 

the simplified model is negligible over the normal range. However, when cross-checked with 

another parameter, the comprehensiveness of the model given by the participant was between 

8.5 and 9.5, close to the ratings of the original models, indicating that simplified control box 
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models did not affect the finish times. Whenever simplified models are used in the evaluations, 

the participants understood the tasks as fast as when the original models were used, which did 

not affect the finish times. 
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Figure 4-28. Completion times of the evaluation tasks per participant 

4.4.6.2 Comprehensiveness of the model 

The primary objective of these evaluations is to assess the usability of simplified 3D models 

within AR devices like HoloLens 2. The goal is to determine whether these simplified models are 
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effective in accurately identifying physical objects and conveying task instructions without 

causing confusion or loss of quality. Participants were asked to rate all the models used in the 

instructions on a scale of 1 to 10, with a focus on the model's quality in terms of shape, features, 

and size compared to the physical components. 

Remarkably, all the ratings provided by the participants for both the original and simplified 

models fell between 7.5 to 10. This indicates that all 3D models used in the instructions were 

considered clear and suitable for performing the tasks. The quality of the models is crucial as it 

significantly impacts users' ability to understand the task at hand and correctly identify the 

physical components. 

To analyse the average ratings further, a comparison has been made between the average rating 

of original models and their corresponding simplified versions for all components used in the 

instructions. The results presented in Figure 4-29 show that in 3 out of 6 cases, both the original 

and simplified models received the same average score. In the other three cases, the simplified 

models outperformed the original models in two instances, though the margin of difference was 

not significant. 

Overall, the results suggest that the simplified 3D models were equally effective to the original 

models. This indicates the potential usability and suitability of these simplified models for 

creating effective instructions within AR environments. 

 

Figure 4-29. Comprehensiveness score of participants 

4.4.6.3 Number of errors 

The primary objective in completing any task, especially assembly tasks, is to avoid errors, as 

even a simple mistake can lead to defective products with significant functional issues. Table 4-5 
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presents the number of errors committed by participants during the evaluations. Interestingly, 

regardless of whether the participants used the original or simplified model, the only instruction 

where errors occurred was the one involving the cross-member model. 

The difficulty in this specific instruction is attributed to its complexity, where the 3D model needs 

to be placed inside out, leading to challenges in proper identification of its placement. This issue 

is related to the overall depth perception of the model rather than being specific to the original 

or simplified model alone. The complexity of this particular task seems to be causing difficulties 

for participants, irrespective of the quality of the 3D model used. Identifying and addressing 

challenges like this in the instruction design and 3D models can help improve the overall user 

experience and reduce errors during assembly tasks. 

Table 4-5. Errors done by participants 

Models screw pin control 

box 

railing crossmember Bracket 

Original x x x x 2 x 

Simplified x x x x 3 x 

*x- No errors done 

 

4.5 Summary 

This chapter involved a comprehensive investigation into CAD model simplification techniques, 

encompassing both theoretical and practical aspects. The main highlights of the study are to 

assess the performance and efficiency of mesh-based simplification methods. Various numerical 

evaluations have also been conducted. These evaluations provided quantitative insights into the 

effectiveness of each technique. An expert visualization has been performed to determine the 

optimal simplification rate for CAD models depending on their vertices. To demonstrate the 

practical applicability of the simplification techniques, we have conducted evaluations in real-

case scenarios that confirmed the fact that simplified models increase the framerate of the 

application without compromising the visibility and usability. In addition, we have also 

performed a non-biased user evaluation which highlighted the usage of simplified models at 

selected simplification rates in place of their original counterparts. 

However, the necessity of improved simplification algorithms remains apparent, particularly 

when dealing with complex models that could encompass billions of vertices. This demand 

becomes even more pronounced in scenarios like workstation configuration, where the 

simultaneous display of multiple models for assembly is absolutely essential. The same challenge 

arises when attempting to load an entire boiler, potentially containing billions of vertices, into 

the AR environment during the final stage of assembly validation.  
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Addressing this limitation becomes crucial for ensuring seamless and efficient operations within 

these AR-based industrial workflows. We propose a novel mesh simplification algorithm for CAD 

models targeting redundant features in the next chapter. 
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Chapter 5                                                                                                           

PROPOSED METHODOLOGY: MESH SIMPLIFICATION OF 

CONTINUOUS CHAINS 
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The proposed methodology combines a feature-based paradigm with a specialized mesh 

simplification algorithm. This approach centers on a specific feature know, called continuous 

chains, which is often present in complex CAD models. Continuous chains represent redundant 

features that can be eliminated without affecting the 3D models structure and visual 

presentation. 

Within this context, two fundamental problems need to be solved. The first one concerns the 

automatic segmentation/identification of continuous chains within 3D models. The second 

relates to the dedicated simplification strategies that make possible their simplification/removal 

without altering the overall models structure and appearance.    

5.1 Continuous chains: definition and problem statement  

5.1.1 Continuous chains  

Preparing 3D CAD models for use in augmented reality (AR) within industrial contexts is a critical 

preliminary step. 3D CAD models are created in various forms across different industries, and 

they are typically stored in commonly used CAD model file formats such as JT, STEP, IGS, DWG, 

and DAE. Whatever the platform used to generate CAD models, multiple phases need to be 

performed. They notably include: 

• Conceptualization: The initial step involves conceptualizing the design idea. This might 

include sketching, brainstorming, and defining the basic shape and features of the 

object or system. 

• Geometry creation: In a CAD software, the designer starts creating the geometry of the 

object by using fundamental shapes like lines, curves, arcs, circles, and polygons. These 

basic elements are manipulated to form the desired 2D or 3D representation. 

• Parametric modelling: Many CAD tools support parametric modelling, which allows 

defining dimensions and constraints that control the shape and behaviour of the model. 

Changes made to one aspect of the design can automatically update related features. 

• 3D Modelling: The 3D model is created using techniques such as extrusion 

(pushing/pulling a 2D shape into a 3D form), revolve (rotating a 2D shape around an 

axis), lofting (blending between profiles), and more. 

• Detailing: Adding intricate features, such as fillets (rounded edges), chamfers (bevelled 

edges), holes, threads, and intricate curves, to enhance the realism and functionality of 

the design. 

• Assembly: If the design includes multiple parts that interact with each other, an 

assembly is created. This involves placing individual parts in relation to each other and 

defining how they fit and move together. 

• Materials and Textures: Applying realistic materials and textures to the model can help 

visualize its appearance accurately. This is especially important in architecture, 

industrial design, and visualization. 
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In our research, we are focusing on identifying and addressing redundant parts known as 

continuous chains that are generated during the assembly step. The continuous chains emerge 

as the result of individual parts constructed separately and then interconnected to create a 

complete CAD model (Figure 5-1). Their role is to ensure smooth transitions between parts. Our 

objective is to automatically detect and optimize, in terms of number of vertices, such 

continuous chains.  

More precisely, the continuous chains are defined as smooth regions of dense mesh 

triangulations, usually consisting of relatively small triangles that either round the edges of one 

component or connect two components together.  

Figure 5-1 presents some examples of continuous chains both in wireframe and solid geometry 

rendering modes. In wireframe geometry we can observe the dense triangulations at the edges 

where the same is represented in green color in solid geometry representation. The continuous 

chains can be drastically simplified or even removed, without compromising the visual integrity 

of the assembly since they are redundant information an do not involve any assembly 

operations. This can lead to a significant reduction of the number of vertices.  

In our work, we have analysed a database comprising 730 CAD models and have observed that 

nearly 500 of them contain continuous chains. The number of continuous chains in each model 

depends on the complexity of the model. Therefore, the identification/segmentation of such 

continuous chain structures that can be removed/simplified without altering the functional 

properties of the considered 3D models becomes of outmost importance.  

  

Figure 5-1. Example of continuous chains   
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5.1.2 Segmentation of continuous chains: curvature-based analysis  

Since the continuous chains are generally curved surfaces, we have first considered the state-

of-the-art curvature-based mesh segmentation technique introduced by Lavoué et al. in (Lavoué 

et al., 2005). The segmentation algorithm is based on the analysis of the curvature of each 

vertex. For each vertex, the curvature tensor (Ahmed et al., 2020) is calculated and the principal 

curvature values Kmin, Kmax and corresponding directions dmin, dmax are determined. They 

correspond, respectively, to the eigenvalues and the eigenvectors of the curvature tensor. A set 

of curvature clusters, defined as groups of similar vertices in the curvature space, is finally 

determined.  

A significant limitation of this approach is related to its inability to distinguish continuous chains 

when a substantial deviation in curvature is present. While local optimization techniques can be 

employed, they are often model-specific and require manual intervention. In a more general 

manner, when using curvature-based methods, the algorithms performance is contingent upon 

the uniformity of curvature within the data. 

Two examples of missed and wrong detection are presented in Figure 5-2. In both cases, the 

algorithm fails to accurately identify the continuous chains. In Figure 5-2a, we can see two 

continuous chains, one at the top and the second in the middle, but only the one in the middle 

is identified. Similarly, in Figure 5-2b, some of the vertices inside the continuous chain are missed 

(false negatives), while some other which are not in the continuous chains are identified as one 

(false positives).  
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(a) Missed identification 

  

(b) Wrong identification 

Figure 5-2. Limitations of the curvature-based continuous chain identification  

To overcome such limitations, we propose a novel 2D/3D segmentation approach that leverages 

deep learning techniques to identify continuous chains with higher accuracy and robustness. 

The proposed framework is described in details in the following section.  

5.2 Proposed 2D/3D continuous chain segmentation methodology 

Figure 5-3 presents an overview of the proposed segmentation scheme, which includes the 

following three stages: 3D to 2D projection, 2D segmentation and 2D/3D mapping. 
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Figure 5-3. Continuous chain segmentation workflow 

The principle consists in converting the 3D model into a set of 2D images corresponding to 

different angles of views. Each view is then segmented using 2D segmentation algorithms. After 

segmenting the intended features, a back-propagation process is performed in order to map the 

2D segmentation masks back onto the 3D model.  

The advantage of the approach comes from the 3D/2D conversion process, since in the 2D 

domain we can utilize advanced, and notably powerful deep learning-based image segmentation 

algorithms. Let us now detail the various stages involved, by starting with the 3D to 2D projection 

process.  

5.2.1 3D to 2D projection  

The primary stage of our proposed approach revolves around the establishment of an extensive 

repository containing 2D images corresponding to views extracted from 3D models. This 

foundational step entails the development of a systematic procedure that seamlessly translates 

the multi-dimensional nature of 3D models into informative 2D visualizations, captured from 

diverse viewpoints. To accomplish this, we have employed a dedicated Unity capture 

framework. 

The Unity framework takes an .obj file as its input, accompanied by its corresponding .mtl and 

texture files. This approach ensures that the original format and characteristics of the model are 

preserved throughout the image acquisition process. To achieve this, we employ PyMeshlab, an 

integral component derived from the MeshLab framework(Cignoni et al., 2008). The resulting 



Proposed methodology: Mesh simplification of continuous chains                                                               

 

Institut Polytechnique de Paris    97   

91120 Palaiseau, France  

 

database comprises three distinct sets of images (Figure 5-4), each serving to a specific purpose 

in our methodology.  

 

Figure 5-4. Database preparation 

The first set of images correspond to wireframe-rendered 3D model projections. The second one 

represents the 2D projections of the continuous chains (segmentation masks) previously 

determined in the 3D space. Finally, in the third set of images, a unique, randomly determined 

color, is assigned to each face of the mesh. The color images notably serve to facilitate the 2D/3D 

mapping process. The three different projection images generated for a given model (and for 

the same angle of view) are illustrated in Figure 5-5.  

  

(a) 

Wireframe-rendered model 

(b) 

          Continuous chain mask 
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(c) 

Unique color per each face 

Figure 5-5. The three 2D projection images generated for a given model  

Prior to projection, the models’ gravity centre is placed into the origin of the Cartesian 

coordinate system (as defined in the Unity environment) and its axes of inertia are aligned with 

the x, y and z directions. The projection process is guided by strategic camera placements, 

designed to capture the model from a diverse array of viewpoints. To this purpose, we have 

employed the Fibonacci sphere algorithm (Figure 5-6), which offers a solution for positioning 

the cameras around a sphere in a manner that ensures a uniform distribution of N camera 

points. In this way, we obtain a balanced camera distribution that optimally represents the 

model dimensions. For experimentation purposes, a set of 50 camera positions has been 

explicitly established. Of course, a higher number of viewpoints can also be considered. 

 

Figure 5-6. Camera positioning (Fibonacci sphere algorithm) 
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Concerning the implementation details, the illumination conditions, including light intensity and 

direction, are left at default settings. Some other additional parameters include shaders, which 

indicate the rendering techniques employed, the appearance of the background which, and the 

material type, which specifies the manner in which surface properties like color and texture are 

defined. These parameters are maintained at their default settings within the Unity environment 

to ensure consistency and comparability across the dataset. 

 

(a) 

Camera distribution for capturing a set of images 

 

(b) 

Camera distribution for capturing a set of images (zoom in) 
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(c) 

Object rendered from one camera position 

Figure 5-7. Visual representation of camera distribution 

 

The obtained 2D wireframe-rendered and ground truth continuous chain masks are further used 

for automatic segmentation purposes.  

5.2.2 2D segmentation of continuous chains 

 

5.2.2.1 Deep learning-based segmentation technique: state of the art  

Segmentation of 2D images using deep learning techniques has become a powerful tool in 

computer vision and image processing. Deep learning-based segmentation methods have 

proven to be highly effective in a wide range of applications. Among some of the most popular 

segmentation models developed in recent years, let us mention: 

- FCN (Fully Convolutional Network) (Long et al., 2014): FCN was one of the pioneering 

architectures for semantic segmentation. Unlike traditional CNNs, which produce 

spatially reduced feature maps, FCN replaces fully connected layers with convolutional 

layers, enabling it to produce pixel-wise predictions for segmentation. It uses up-

sampling layers to recover the spatial resolution of the input image, making it capable 

of producing dense segmentation maps. FCN laid the foundation for subsequent 

architectures like U-Net and SegNet, which improved upon its design for various 

segmentation tasks. 
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- SegNet (Badrinarayanan et al., 2015): SegNet is another CNN architecture designed for 

semantic segmentation. It was initially developed for road scene understanding in 

autonomous driving applications. SegNet’s key innovation lies in its use of a encoder-

decoder architecture. The encoder processes the input image and extracts features, 

while the decoder reconstructs the segmented output. Importantly, SegNet uses the 

max-pooling indices from the encoder to perform efficient up sampling in the decoder, 

which helps retain spatial information. It is known for its memory-efficient design and 

has been used in tasks like object detection, scene parsing, and medical image analysis. 

- Mask R-CNN (He et al., 2017): Mask R-CNN is an extension of the Faster R-CNN 

architecture (Ren et al., 2015), designed for instance segmentation. It simultaneously 

performs object detection and pixel-wise instance segmentation in images. Mask R-CNN 

extends Faster R-CNN by adding a branch for predicting segmentation masks for each 

detected object. It employs a Region Proposal Network (RPN) to generate region 

proposals, and then a mask head network to predict segmentation masks for these 

regions. This architecture is widely used in applications that require precise object 

instance segmentation, such as object tracking, human pose estimation, and interactive 

image editing. 

- DeepLabv3+ (Zeng et al., 2020): DeepLabv3+ is an evolution of the DeepLab family of 

CNN architectures for semantic segmentation. It excels in capturing fine details and 

handling objects at different scales. DeepLabv3+ uses dilated convolutions to increase 

the receptive field of the network without down sampling the input excessively. This 

allows it to maintain high-resolution feature maps and capture fine details. It also 

employs a feature pyramid network (FPN) to combine multi-scale features, making it 

robust in handling objects of various sizes and achieving state-of-the-art results in tasks 

like object segmentation and boundary detection. 

- U-Net (Ronneberger et al., 2015): U-Net is a convolutional neural network (CNN) 

architecture designed for semantic segmentation tasks, particularly exploited in the 

field of medical image analysis. It is known for its U-shaped, encoder-decoder 

architecture.  

The UNet model proved to be highly effective in applications where a limited amount of training 

data is available. For this reason, in our work we have adopted the UNet Model, recalled in the 

following section.  

 

5.2.2.2 Adopted UNet approach  

When confronted with the challenge of limited training data, UNet has consistently exhibited 

remarkable performance when compared to alternative methods.  We have adopted the 

UNet (Ronneberger et al., 2015) as our primary model for the segmentation task, specifically 
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targeting the identification of continuous chains in the 2D domain. To achieve this, we leverage 

a pre-trained UNet model (Ronneberger et al., 2015) that has been originally designed for the 

segmentation of medical images and the detection of abnormal regions. 

UNet is a convolutional neural network (CNN) architecture commonly used for image 

segmentation tasks. It was originally developed for biomedical image segmentation but has 

found applications in various fields, including computer vision and remote sensing. The name 

"UNet" is derived from its U-shaped architecture, which resembles the letter "U". Let us briefly 

recall the UNet architecture (Figure 5-8), which includes three main components, which are the 

encoder, the bottleneck layer and the decoder: 

Contracting Path (Encoder): The top part of the U-shape consists of a series of convolutional 

layers followed by max-pooling layers. This portion is responsible for capturing the coarse-

grained features of the input image while reducing its spatial dimensions. 

Bottleneck: At the center of the network, there is a bottleneck or central layer with a high 

number of feature maps. This layer captures important contextual information. 

Expansive Path (Decoder): The bottom part of the U consists of a series of up sampling layers 

and convolutional layers. This portion gradually increases the spatial dimensions of the feature 

maps, allowing the network to generate a segmented output that is of the same size as the input. 

In addition, UNet includes a set of so-called skip connections, which connect corresponding 

layers in encoder and decoder. These connections help in preserving fine-grained details and 

spatial information during the up sampling process. 

The final layer of the network typically consists of a convolutional layer with a sigmoid activation 

function, which produces pixel-wise predictions indicating the presence or absence of the object 

of interest in the input image. 

The UNet architecture is particularly well-suited for tasks where precise localization of objects 

within an image is essential. Various researches in the field customize UNet for specific 

applications by adjusting the number of layers, filters, and other architectural elements to 

achieve the optimal performance for a given task. Additionally, pre-training on a larger dataset, 

as mentioned in the original passage, can be beneficial when dealing with limited training data. 
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Figure 5-8. UNet Architecture (Ronneberger et al., 2015) 

The wireframe-rendered images are fed as input to the UNet model, while the output of the 

network corresponds to the detected continuous chain segmentation mask. 

5.2.3 2D to 3D mapping 

The process of segmentation within the 2D domain yields a set of binary masks, each capturing 

the continuous chain functionality from a specific angle. To bridge the gap between the 2D and 

3D, we deploy a distinctive color identity system. This system involves assigning a unique color 

to each face of the 3D CAD model. Consequently, during the conversion of the 3D model into a 

2D image, every face color translates to multiple pixels within the image. 

In the resulting segmented images, we pinpoint the pixel colors that correspond to the 

segmented region. These specific pixel colors are then traced back to their originating face 

numbers within the 3D domain (Figure 5-9). This process enables us to establish a direct link 

between the segmented region in the 2D representation and its corresponding region within the 

intricate 3D model. All the pixels that are classified as continuous chains are stored separately 

and are traced back to the face color with the help of pixel number. 

By executing this mapping for a range of distinct views to achieve an all-encompassing 

identification of the segmented continuous chain within the expansive 3D domain. This 

orchestrated amalgamation of results effectively bridges the gap between 2D segmentation and 
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3D model interpretation, enhancing our capacity to comprehend and analyze the continuous 

chain's behavior from a multi-dimensional perspective. 

 

Figure 5-9. 2D to 3D mapping 

5.3 Simplification using graph traversal technique 

For this particular case of continuous chains, since they include redundant information, they can 

be completely removed. However, this process needs to be done very carefully, in order to avoid 

disrupting the original structure of the model. 

The key novelty of our algorithm lies in the approach used to suppress the continuous chains. 

Instead of relying solely on segmentation techniques to identify these chains, we employ a 

method that focuses on extracting the vertices situated on the same vertical plane and 

subsequently merging them. This novel process is achieved through an edge collapse operation. 

To implement this edge collapse, we employ a graph traversal technique (Figure 5-10), which 

enables us to identify the vertices lying on the same vertical plane and their corresponding 

boundary vertices. The metric used for the graph traversal algorithm is the shortest Euclidian 

distance between corresponding vertices. 
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Figure 5-10. Graph traversal technique 

The flowchart in Figure 5-10 provides a deeper understanding of how the vertices on the vertical 

planes are identified along with their respective boundary vertices. There are two types of 

vertices, cluster id 1 indicating the vertex belongs to a continuous chain and cluster id 0 

indicating it is a non-continuous chain vertex. At first, we select a random vertex from the 

continuous chain and traverse through the vertices with the help of minimum distance and 

merge them together except for boundary vertices. The two boundary vertices are collapsed at 

their centroid creating a single point (Figure 5-11). We continue the process until all the vertices 

from cluster id 1 are empty. We can observe that the overall shape and structure of the model 

is preserved. The band of continuous chains is simplified into a single chain uniformly along the 

model. 
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(a) 
Original continous chain in 

wireframe 

(b) 
Boundary vertices collapsed at 

centroid 
 

 
(c) 

Collapse process 
(d) 

All vertices collapsed 

 
(e) 

Final result 

Figure 5-11. Continuous chain removal process 
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5.4 Experimental results  

5.4.1 Database pre-processing 

Preparing accurate, high-quality training data is crucial for any machine learning models. Within 

the context of segmentation, it is important to dispose of correct and reliable ground truth data 

that can serve to an effective learning process. To this purpose, we have considered a semi-

automatic continuous chain segmentation procedure, whose role is to provide the necessary 

ground truth database.  To overcome the limitations by Lavoué et al. (Lavoué et al., 2005) we 

have done a series of operations on the results of segmentation to have perfect ground truth. 

K means clustering 

Certainly, it seems that in the Lavoué et al. (Lavoué et al., 2005) algorithm, continuous chains 

are detected primarily based on curvature. However, there are situations where the algorithm 

might fail to correctly identify some vertices that are actually part of continuous chains. In these 

cases, it is possible that neighbouring vertices are correctly identified, but certain vertices within 

the chain are left undetected. This scenario represents a case of incorrect detection, where 

some vertices belonging to continuous chains are wrongly categorized, and this issue can 

potentially be resolved using k-means clustering. By considering the characteristics of 

neighbouring vertices, clustering can help group the wrongly identified vertices with their 

correct counterparts, ultimately leading to the identification of complete continuous chains. 

K-means clustering (Ahmed et al., 2020), when applied in this context, can aid in refining the 

detection process by taking into account the spatial relationships between vertices. This 

approach helps to correct misclassifications and ensure that the entire continuous chain is 

accurately identified, thus improving the overall accuracy and completeness of the chain 

detection process within the algorithm. 

Manual adjustments 

In the manual adjustment process, we aim to address two specific issues related to the detection 

of continuous chains. The first issue, as demonstrated in previous examples, arises when there 

are multiple continuous chains with significant curvature variations. This scenario can lead to 

missed detections. The second issue involves instances of incorrect detection, where a vertex is 

erroneously identified as belonging to a continuous chain when it does not. To tackle both of 

these issues, we have chosen to utilize a tool called Blender. 

Blender is a versatile and powerful 3D computer graphics software application. One of its 

strengths is its ability to interactively and precisely manipulate 3D models and their components. 

By leveraging Blender, we can manually address and correct these issues. This involves a detailed 
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process of working with each vertex, inspecting their placement and characteristics, and making 

the necessary adjustments to rectify both missed detections and incorrect identifications. 

Segmentation into parts 

The segmentation process described here involves the use of the CGAL (Computational 

Geometry Algorithms Library) (CGAL, 2020), and is distinct from identification. Segmentation, in 

this context, refers to the act of dividing or cutting a CAD model into distinct pieces or segments. 

This segmentation step serves multiple purposes. 

Enhancing Visibility of Continuous Chains: By dividing the CAD model into segments, some 

continuous chains may become more visible and distinguishable. This can be particularly useful 

in scenarios where continuous chains are complex or overlapping within the original model. 

Segmenting the model can expose these chains, making them more accessible for further 

processing. 

Improving Training Data: Segmentation can also serve to improve the quality and diversity of 

our training data. Each segment can represent a different part or component of the CAD model. 

This can lead to a more comprehensive dataset, which is valuable for training machine learning 

models, especially when you want to capture a wide range of variations in your data. 

The main reason that we have considered solely 15 3D CAD models from the database is the 

manual adjustments that are needed to have the correct mask for training.  Figure 5-12 shows 

the original wireframe models along with their rectified continuous chains (represented in green 

color). 
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Figure 5-12. 3D CAD models in database 

5.4.2 Database creation 

As discussed in section 5.2.1 we use a Unity framework (3D to 2D projection) to obtain the 

database for segmentation. There are 50 views of each model indicating we have a total of 750 

original images for our 15 CAD models. In this step we generate two sets of images required for 

our segmentation algorithm. The first set of images are original 3D models along with their 

wireframe geometry. For the second set of images the continuous chains, we adjusted manually 

the 3D models to have the correct mask for training purpose. 

 Figure 5-13 shows example views of the pipe model along with its corresponding continuous 

chain mask. Note that the camera views can be increased in case of necessity.  

After the acquisition of three sets of images they are cropped according to the size of the model 

inside the image. Every image cropping is different and a padding of at least 2 rows is left for 

each image. Firstly, the wireframe original images are cropped and then their corresponding 

masks, unique face color images follow according to the saved parameters of their originals. The 

database is now ready for further implementations. 
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……… 

{50 views} 

   

………. 

{corresponding 

50 views} 

Figure 5-13. Different views inside database 

5.4.3 UNet 2D Segmentation of continuous chains  

 

5.4.3.1 Training and validation conditions  

From the entire database of 15 3D models, we have selected a training set consists of 13 models, 

comprising a total number of 650 images, while 2 additional models have been reserved for 

testing. In our experimentation, we considered the following default parameters for our UNet 

model: Learning Rate: 0.001, Optimizer: SGD, Batch Size: 8, Saturation Epoch: 12 and Loss 

Function: MAE. Figure 5-14 illustrated the evolution of training for the pipe model.  
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(a) Ground truth 

    

1st epoch 2nd epoch 4th epoch 8th epoch 

(b) Number of epochs 

Figure 5-14. Evolution of training 

For an objective evaluation of the segmentation results, we have considered the various 

dedicated metrics usually considered in the state of the art.  

5.4.3.2 Objective evaluation  

For quantitatively assessing the performance of segmentation algorithms, various metrics are 

available in the state of the art.  

IOU score 

Among them, let us first mention the popular IOU score. IOU stands for Intersection over Union, 

and is a commonly used metric in deep learning and computer vision for evaluating the 

performance of object detection and image segmentation models. It measures the overlap 

between the predicted bounding boxes or segmentation masks and the ground truth 

annotations. IOU is also known as the Jaccard index.  

The IOU score is calculated as described in the following equation: 
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       𝑰𝑶𝑼 =
𝑰𝒏𝒕𝒆𝒓𝒔𝒆𝒄𝒕𝒊𝒐𝒏 𝒂𝒓𝒆𝒂

𝑼𝒏𝒊𝒐𝒏 𝒂𝒓𝒆𝒂
  =  

𝑨𝒓𝒆𝒂 𝒐𝒇 𝒐𝒗𝒆𝒓𝒍𝒂𝒑 𝒃𝒆𝒕𝒘𝒆𝒆𝒏 𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 𝒂𝒏𝒅 𝒈𝒓𝒐𝒖𝒏𝒅 𝒕𝒓𝒖𝒕𝒉

𝑨𝒓𝒆𝒂 𝒐𝒇 𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 + 𝑨𝒓𝒆𝒂 𝒐𝒇 𝒈𝒓𝒐𝒖𝒏𝒅 𝒕𝒓𝒖𝒕𝒉 − 𝑰𝒏𝒕𝒆𝒓𝒔𝒆𝒄𝒕𝒊𝒐𝒏 𝒂𝒓𝒆𝒂
                [1] 

The IOU score typically ranges from 0 to 1, with 0 indicating no overlap between the prediction 

and ground truth and 1 indicating a perfect match. In the context of deep learning and computer 

vision, IOU is often used as a loss function or evaluation metric during training and testing of 

object detection and segmentation models. It helps measure how well the model is able to 

accurately localize and segment objects within an image.  

In the case of a database of images, in order to obtain a global evaluation of the segmentation 

performances, an average IOU score, often referred to as the mean IOU or mIOU, model is 

retained.  

The mIOU scores obtained over successive epochs on our database are reported in Figure 5-15. 

Initially, the training IOU score commenced at a modest level of 0.15, but a remarkable increase 

in performance has appeared over the subsequent epochs. This increase is true for both training 

and validation datasets. 

In addition, the gap between the training and validation IOU scores, which amounted to a mere 

0.05 demonstrates the effective generalization capability of the model and suggests that the 

model does not overfit. 

 

Figure 5-15. Average IOU score for UNet 

Loss graph 

The loss function measures the error or mismatch between the model's predictions and the 

actual target values. The goal during training is to minimize this loss.  
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Figure 5-16 plots the training and validation losses during training. The important difference in 

the training and validation graphs might be due to the default parameters like learning rate 

which needed to be adjusted. 

 

Figure 5-16. Loss graph 

5.4.3.3 Optuna optimization 

To optimize the default parameters of the UNet model for CAD model segmentation, we 

leveraged the power of Optuna (Akiba et al., 2019), an automatic hyperparameter optimization 

software framework specifically designed for machine learning tasks. Optuna dynamically 

constructs search spaces for hyperparameters, allowing us to efficiently determine the best 

configuration for our model. 

By employing Optuna for hyperparameter tuning, we have achieved an optimized configuration 

that significantly improved the performance of our UNet model with respect to the original UNet 

parameters. The enhanced model can now be confidently utilized in our CAD model 

segmentation process. Figure 5-17 illustrates the evolution of the training and validation losses 

during the optimization process. We observe a strong correlation between the training loss and 

the validation loss, indicating that the model is well-trained and performs well on both training 

and validation datasets. It also illustrates the significant improvement in model performance 

achieved after incorporating Optuna for hyperparameter tuning. The average IOU has improved 

notably where we can see that the training and validation score close to each other when 

compared to the original score. Specifically, in terms of loss, Optuna initiated the process with a 

loss of 0.15, following hyperparameter tuning, while the default UNet model had a loss of 0.25. 

Although, by the end, the loss gap between the default model and the Optuna-tuned model 

narrowed to just 0.005, the model's performance has been substantially enhanced, as evidenced 

by the accuracy graph. 
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(a) 

 

 
(b) 

Figure 5-17. Evaluation metrics after Optuna 

To illustrate this improvement, let us consider the example presented in Figure 5-18. Here, two 

continuous chains are present: one at the top of the pipe and another at the bottom. In the 

default configuration, at the 10th epoch, only the top continuous chain is successfully 

segmented, while the bottom chain remains undetected. However, when the Optuna-tuned 

model is used, a notable transformation becomes apparent at the level of 10th epoch. Here, not 

only the top continuous chain is accurately detected, but the model has also begun to identify 

the bottom continuous chain. This visual representation underscores how Optunas 

hyperparameter optimization has substantially improved the models ability to identify and 

segment both continuous chains simultaneously, marking a significant enhancement in its 

performance. 
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(a) 

Default 10th epoch 
 

   
(b) 

10th epoch after Optuna optimization 

Figure 5-18. Visual comparison of before and after optuna 

Figure 5-19 and Figure 5-20 presents the final results of our segmentation process on the two 

validation models, displaying the original views alongside the accurately identified continuous 

chain functionalities. The network successfully detects the continuous chains in this particular 

view of the model. Note that we have 50 different views of each CAD model which will be later 

used to detect all the faces involving continuous chains. 
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Image view Segmented functionality 
  

  
  

  
  

  

Figure 5-19. Segmented views of the Fitting model 
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Image view Segmented functionality 

  

  
  

  
  

  

Figure 5-20. Segmented views of Ring model 
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5.4.4 Final results of simplification of continuous chains 

After segmentation, the 2D images are back propagated to 3D domain, as illustrated in Figure 

5-3 and section 5.2.3.  We apply the simplification technique detailed in section 5.3 on the 

segmented meshes. 

Some examples of simplification are illustrated in Figure 5-21. The first model, called Fitting, 

initially contains 2070 vertices. After the removal of continuous chains using the proposed 

approach, the simplified version now consists of only 566 vertices. This remarkable reduction in 

vertices amounts to a simplification of approximately 72.7%. Similarly, the second model, known 

as Hood, started with 828 vertices. Through the application of our simplification technique, the 

model has been reduced to only 157 vertices. This represents a remarkable simplification of 

approximately 81%. There is a significant reduction in complexity, which in turn increases the 

framerate of the application and ensures a fluid rendering.  Let us note that that percentage of 

simplification depends on the continuous chains present in the particular CAD model. Complex 

models tend to have more continuous chains due to higher number of transitions from one 

feature to another.   

These results demonstrate the effectiveness and efficiency of our framework in simplifying CAD 

models, specifically by targeting and removing continuous chains. The substantial reduction in 

vertex count leads to improvement in run-time performance, making the simplified models 

more suitable for AR-based training in industrial assembly lines. 
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(a) 

Original Fitting model 
Vertices- 2070 

(b) 
Simplified Fitting model 

Vertices- 566 

  
(c) 

Original Hood model 
Vertices-  828 

(b) 
Simplified Hood model 

Vertices - 157 
 

Figure 5-21. Final simplified models 

 

To compare our methodology against the state-of-the-art techniques (Garland & Heckbert, 

1997; Hoppe, 1996; Lindstrom & Turk, 1998; Low & Tan, 1997; W. J. Schroeder et al., 1992), we 

have performed the same objective evaluation considered in section 4.1.3. After removing 

continuous chains, we calculate the Hausdorff error between the original and simplified models. 

In our case, we have first eliminated the continuous chains (this corresponds to the last point on 

the curve) (Figure 5-22)and then we continued the simplification by applying the best state of 

the art technique (Lindstrom & Turk, 1998) determined in  Chapter 4 section 4.1.3.  
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a) Fitting 
 

 

b)   Hood model  

Figure 5-22. Comparison to state of the art 

Figure 5-22 presents the objective evaluations of the proposed methodology against the state-

of-the-art techniques. The error rate our methodology is higher when compared to state-of-the-

art techniques. This is mainly because the objective evaluation metric available in the state of 

the art mainly focuses on the mesh-based simplification where the metric tries to find the 

correspondent vertex for each vertex in the simplified model. Since we have employed a feature 

aware mesh-based simplification and removed an entire band of vertices obviously the metric 
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cannot find some of the correspondent vertices of continuous chains in the simplified model. 

For this reason, we cannot solely rely on the objective evaluation. 

Figure 5-23 presents the visual comparison of the test models simplified by our methodology 

against the best state of the art technique. We can clearly observe that our models preserve the 

structure of the whole model intact while we can notice the abnormalities in the edges of the 

models simplified by Lindstrom et al. (Lindstrom & Turk, 1998)for the same range of 

simplification. Overall, our method has better visual approximations, which is of outmost 

importance when using simplified CAD models in AR for industrial assembly lines when 

compared to the state of the art techniques. 

 

 
 

(a) 
Simplified model(ours) 

Vertices- 566 

(b) 
Simplified model(Lindstrom et al.) 

Vertices- 566 

 
 

(c) 
Simplified model(ours) 

Vertices- 157 

(d) 
Simplified model(Lindstrom et al.) 

Vertices- 566 

Figure 5-23.  Visual comparison to state of the art 
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Chapter 6                                                                                

CONCLUSION AND PERSPECTIVES 
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The main aim of the thesis is to simplify the 3D CAD models for Augmented reality for operator 

training in industrial assembly lines.  

To pinpoint the challenges associated with integrating 3D CAD models into augmented reality 

(AR) for assembly training, we took a hands-on approach by physically assembling an entire 

boiler. Our practical approach of physically assembling a boiler revealed the challenges of 

integrating 3D CAD models into augmented reality (AR) for assembly training. While this hands-

on experience helped us understand the limitations of simplification techniques, it also 

showcased the specific scenarios where 3D CAD models excel on assembly lines. We have 

learned that 2D images often obscure crucial details, emphasizing the unique advantages of 3D 

CAD models despite the higher costs. In summary, our exploration underscores the significance 

of investing in 3D CAD models for improved training and comprehension in assembly line 

scenarios, emphasizing their superiority over 2D images. 

Our research focused on two critical areas to determine the optimal CAD model simplification 

approach. First, have we conducted a thorough theoretical analysis of various simplification 

techniques, inclusing B-Rep based, dimensionality-based, and mesh-based methods. After 

careful evaluation, we found that mesh-based techniques were the most suitable for assembly 

line applications. Following this, we delved into a comprehensive analysis of traditional mesh-

based approaches and those based on deep learning. We provided insights into their strengths 

and limitations, with particular attention to the challenges of deep learning when dealing with 

data lacking continuity and model completeness. 

Expanding upon the theoretical analysis, our research ventured into the practical assessment of 

mesh-based simplification techniques. We put into practice five distinct algorithms falling under 

the mesh-based simplification. These algorithms were deliberately chosen to offer a spectrum 

of approaches, varying in their simplification operators and how they handle geometric aspects. 

We conducted thorough numerical assessments to quantify the disparities between the original 

CAD models and their simplified versions. Ultimately, this evaluation led us to identify the most 

effective method among the tested algorithms. This best-performing approach emerged as the 

preferred choice for achieving optimal results in CAD model simplification within the context of 

our research objectives. 

In conjunction with our objective evaluations, we have carried out a subjective assessment, 

which was instrumental in determining the appropriate simplification rates for each model, 

considering the intricacies and complexity of the specific model. To conclude our research and 

validate our findings, we designed and executed a real-world augmented reality (AR) scenario. 

In this scenario, we seamlessly integrated the simplified CAD models into the HoloLens2, a 

popular AR device, and deployed them within actual workstation setups in industrial assembly 
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lines. The results were compelling, as we observed significant improvements in the applications 

frame rate compared to when using the original, more complex CAD models. 

In the training of assembly line operators, user experience (UX) is of utmost importance. To 

complement our numerical assessment of simplified CAD models in augmented reality (AR) 

training, we have conducted a dedicated user evaluation. The evaluation aimed to measure the 

degree of acceptance of simplified CAD models in the training process under real-world 

conditions. To ensure the authenticity of the assessments, we have designed assembly line 

instructions based on boiler assembly, replicating the actual working environment in a 

laboratory setting. Our careful selection of CAD models encompassed a wide range of 

complexities and structures, enabling us to assess the performance and user acceptance of 

simplified CAD models across diverse instructional scenarios. Participants engaged in unbiased 

evaluations, experiencing tasks from simple to complex, closely mirroring industrial assembly 

line operations for practical and relevant assessments. 

Our comprehensive investigation thoroughly addressed both theoretical and practical facets of 

CAD model simplification, resulting in an informed and efficient solution to improve assembly 

line workflows with augmented reality. While the existing simplified models meet perceptual 

standards, a notable challenge arises when multiple complex models need to be assembled or 

configured at a workstation. In these scenarios, the framerate experiences a noticeable decline, 

which impacts the fluid rendering and overall user experience. This framerate reduction can be 

particularly problematic, especially in industrial settings where efficiency and precision are 

paramount. 

Our focus was specifically on identifying and addressing redundant features within CAD models, 

which could be streamlined or eliminated without compromising the models visual integrity 

when viewed in AR environments. In the course of our research, we pinpointed a redundant 

feature so-called continuous chains that frequently appears within CAD models. We have 

developed a robust solution to simplify the continuous chains feature by firstly segmenting them 

in 2D domain. 

For segmentation purposes, we have notably harnessed the UNet models capabilities and fine-

tuned hyperparameters using Optuna to ensure precise and reliable results. Once successful 2D 

segmentation achieved, the results are mapped back onto the original 3D CAD model, bridging 

the gap between 2D analysis and the 3D models representation. To eliminate the identified 

continuous chains, we have implemented a graph traversal technique, effectively consolidating 

these chains into a single entity. The results obtained from the framework are notably 

impressive both visually and functionally. We have also compared the final results with the state 

of the techniques which showed our proposed methodology has superior visual quality. 
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Future research in this domain holds promising avenues for expansion and enhancement. 

Building upon our successful simplification of continuous chains, there is an opportunity to 

extend this approach to address multiple features within CAD models. This multi-feature 

simplification can lead to further optimization in industrial assembly lines. Large-scale 

evaluations involving operators within these industrial settings can provide valuable insights into 

the real-world applicability and benefits of this extended approach. 

The limited availability of CAD model databases corresponding to original industrial models 

presents a notable challenge. Future work could involve the creation and curation of 

comprehensive databases that align with the models used in industries. Such databases would 

be instrumental when applying deep learning techniques for simplification. Access to diverse 

and representative datasets can significantly enhance the accuracy and effectiveness of 

simplification methods. 

While our work primarily focused on the 2D domain due to data constraints, advancements in 

data availability and computational capabilities make it worthwhile to explore simplification 

directly in the 3D domain. This transition can further enhance the applicability and robustness 

of simplification techniques, aligning with the evolving landscape of CAD modeling and 

augmented reality technologies. The future research directions hold the potential to advance 

the field of CAD model simplification and its applications in industrial assembly processes.  
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Appendix 1:  Questionnaire for user evaluations 
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Appendix 2:  Project IRONMEN 

Industry 4.0 and Augmented Reality are complementary technologies that are driving significant 

improvements in industrial processes. They enhance efficiency, training, maintenance, and 

decision-making, ultimately leading to more agile and competitive industries. The integration of 

these technologies is likely to continue shaping the future of manufacturing and other industrial 

sectors. 

Elm.Leblanc, in collaboration with its partners Immersion 

Technologies, Institut Mines Télécom, and Adecam Industries, 

presents the IRON-MEN project, which has been chosen by BPI 

France as part of the Grand Défis du Numérique Projects, 

Augmented Reality category. This consortium is committed to a 

three-year endeavor to create an Augmented Reality solution 

tailored for production operators. The primary objective of IRON-

MEN is to enhance the capabilities of individuals at the core of 

industrial processes. It will achieve this by fostering versatility, 

empowering operators to acquire new skills, and elevating the 

standards of the industry professions involved. 
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The solutions ambition is to offer an industrial and professional AR response tailored to specific 

needs to effectively assist users in their manual operations. It follows an original approach that 

combines digital transformation tools with respect for the individual within the production unit. 

It should be quickly adaptable to various business challenges that validate similar needs. This 

solution will accompany its user by guiding them in their daily tasks, thereby enhancing their 

versatility and meeting an increasingly personalized customer demand. 
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In this collaborative endeavor, each research project likely contributes its unique expertise and 

objectives towards a common goal. Our research focuses on simplifying 3D CAD models for 

augmented reality (AR) applications. This work is part of a collaborative effort that involves four 

other research projects within the same overarching initiative. 
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Titre : Simplification des modèles CAO 3D avec l'apprentissage profond pour la réalité augmentée 
  

Mots clés : 3D, CAO Modèle, Simplification, l'apprentissage profond, Réalité augmentée 
  

Résumé : Dans l'Industrie 4.0, l'utilisation d'appareils de 

Réalité Augmentée (RA) tels que HoloLens a acquis une 

acceptation significative pour la formation des 

opérateurs de ligne d'assemblage dans diverses 

industries. La simplification des modèles CAO 3D pour la 

formation en RA est essentielle pour une meilleure 

performance des applications. Notre recherche se 

concentre sur le développement de méthodes et de 

techniques visant à rationaliser des modèles CAO 3D 

complexes, les rendant adaptés aux applications de RA. 

Notre recherche met en avant le rôle des modèles 3D en 

RA, améliorant l'expérience virtuelle en superposant des 

modèles CAO sur le monde réel. Nous détaillons les 

applications de la RA dans la formation des opérateurs et 

comment l'intégration de modèles CAO 3D améliore la 

compréhension des instructions et des procédures. 

Nous avons réalisé une revue approfondie de la 

littérature sur la simplification des modèles CAO pour 

leur intégration dans des scénarios de réalité augmentée 

(RA). Nos conclusions indiquent que les techniques de 

simplification basées sur le maillage excellent dans la 

préservation des éléments essentiels des modèles CAO, 

offrant un contrôle précis sur les niveaux de détail. 

De plus, nous avons effectué quatre types distincts 

d'évaluations dans notre recherche. Ces évaluations 

comprenaient des évaluations objectives utilisant des 

techniques basées sur le maillage issu de la littérature 

existante, des avis d'experts impliquant un examen 

approfondi de chaque modèle simplifié pour déterminer 

le niveau de simplification en fonction des plages de 

sommets, des tests en conditions réelles assistés par 

HoloLens2, qui ont révélé des améliorations du taux de 

rafraîchissement lors de l'utilisation de modèles CAO au 

lieu de leurs versions originales. 

 

 

 Pour conclure nos évaluations, nous avons 

également réalisé des évaluations par les 

utilisateurs, en donnant la priorité à l'expérience 

utilisateur dans notre étude. Ces évaluations ont 

confirmé que les modèles simplifiés sont 

hautement capables de remplacer les versions 

originales. Cependant, il a été observé qu'une 

simplification supplémentaire est nécessaire, en 

particulier pour les modèles CAO complexes. 

La méthodologie principale propose une 

approche innovante axée sur la segmentation du 

maillage et la simplification adaptative grâce à 

l'utilisation de méthodes d'apprentissage 

profond. Pour réduire la complexité associée à la 

segmentation et à la simplification 3D, nous avons 

projeté les données dans le domaine 2D pour 

effectuer la segmentation et avons ensuite 

cartographié les résultats dans le domaine 3D. 

Nous avons illustré ce cadre à l'aide d'une fonction 

spécifique appelée "chaînes continues" pour 

expliquer le processus de simplification. Par la 

suite, nous avons réalisé une analyse comparative 

par rapport à des techniques de pointe établies, 

démontrant la performance supérieure de notre 

méthodologie. Dans nos futures recherches, nous 

visons à élargir la portée de notre cadre pour 

englober plusieurs caractéristiques et les régions 

fonctionnelles à l'intérieur des modèles CAO. 
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Title: Simplification of 3D CAD models with deep learning for augmented reality 
  

Key words: 3D, CAD Model, Simplification, Deep Learning, Augmented reality 
  

Resume: In Industry 4.0 the use of Augmented Reality 

(AR) devices like HoloLens has gained significant 

acceptance for training assembly line operators in 

various industries. Simplifying 3D CAD models for AR 

training is crucial for better application performance. Our 

research focuses on developing methods and techniques 

to streamline complex 3D CAD models, making them 

suitable for AR applications. 

Our research highlights the role of 3D models in AR, 

enhancing the virtual experience by overlaying CAD 

models onto the real world. We detail AR applications in 

operator training and how integrating 3D CAD models 

improves understanding of instructions and procedures. 

We performed an extensive literature review in CAD 

model simplification for integration into augmented 

reality (AR) scenarios. Our findings indicated that mesh-

based simplification techniques excel in preserving CAD 

model essentials, providing precise control over the level 

of details. 

Furthermore, we conducted four distinct types of 

assessments in our research. These assessments included 

objective evaluations utilizing mesh-based techniques 

from existing literature, expert review involving a 

comprehensive examination of each simplified model to 

determine the level of simplification based on vertex 

ranges, real-world testing aided by HoloLens2, which 

revealed improvements in framerate when using CAD 

models instead of their original versions. To conclude our 

evaluations, we also conducted user assessments, 

prioritizing user experience in our study. These 

assessments confirmed that the simplified models are 

highly capable of replacing the original counterparts.  

 

 To conclude our evaluations, we also conducted 

user assessments, prioritizing user experience in 

our study. These assessments confirmed that the 

simplified models are highly capable of replacing 

the original counterparts. However, it was 

observed that further simplification is necessary, 

especially for intricate CAD models. 

The main methodology proposes an innovative 

approach, focusing on mesh segmentation and 

adaptive simplification using deep learning 

methods. To reduce the complexity associated 

with 3D segmentation and simplification we 

projected the data into the 2D domain to perform 

segmentation and mapped the results back to the 

3D domain. We illustrated this framework using a 

specific feature called "continuous chains" to 

explain the simplification process. Subsequently, 

we conducted a comparative analysis against 

established state-of-the-art techniques, 

demonstrating the superior performance of our 

methodology. In our future research, we aim to 

broaden our framework's scope to encompass 

multiple features and functional regions within 

CAD models. 

 


