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INTRODUCTION

High-speed digital communication represents a crucial issue in our modern societies
and is a vector of progress in various fields (information, transport, industry, commerce,
education, and others). The growing number of services and applications correlated with
emerging technologies such as Fifth-generation technology standard for broadband cellu-
lar networks (5G) and Internet of Things (IoT) lead to increasing demand for high data
rate communications. Single-Mode Fiber (SMF) optics transmission is thought to play
a central role in meeting this challenge due to some key features, including bandwidth
availability, reliability, and energetic efficiency superior to any other alternative technol-
ogy. The coherent detection, by recovering amplitude and phase variations of the optical
field, is an essential solution that can optimize the performance of long-haul and metro
networks. Moreover, there is a growing interest in coherent detection systems for access
networks. Combined with Wavelength Division Multiplexing (WDM) and Polarization
Division Multiplexing (PDM), this approach permits a very high transmission capacity
by using advanced modulation formats and Digital Signal Processing (DSP) algorithms.
However, the performance of these systems can be severely degraded by hardware and
channel imperfections. Moreover, at this data rate, imperfections can lead to communi-
cation interruptions that can significantly impact system performance.

In order to deliver a desirable quality of service, the compensation of imperfections im-
pact should be performed. Generally, the compensation is performed using conventional
DSP algorithms handling one or a few imperfections of the optical chain in particular
scenarios. Although these techniques proved their effectiveness in compensating for spe-
cific imperfections, their performance may be significantly affected in practice due to the
mutual influence between various impairments. Furthermore, most algorithms are devel-
oped for particular scenarios or/and modulation formats, and their effectiveness may be
limited if the setup is changed.

Recently, Machine Learning (ML)/Deep Learning (DL) approaches proved their ef-
fectiveness in multiple scientific areas. Consequently, they have also been considered for
imperfections compensation in coherent optical systems. However, it is difficult for these
approaches to benefit from the model knowledge of the system, and their computational
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complexity may be prohibitive for the moment. Moreover, these techniques require a large
signal dataset and have difficulties tracking time-variant imperfections.

This thesis investigates the effectiveness of the conventional DSP algorithms in com-
plex scenarios where multiple imperfections occur, representing its contribution’s starting
point. Then, a new DSP approach that aims to globally compensate for multiple imper-
fections is developed. In addition, a technique seeking to benefit from the advantages of
both DSP and ML/DL is introduced. It consists of a model-based parametric network
that can globally compensate for multiple imperfections of the coherent optical chain.

The thesis is structured into four chapters as follows.
Chapter 1 provides an introduction to the main concepts of coherent optical com-

munications. It starts with a chronological review of optical fiber communications and
then discusses different network topologies. Next, the principal elements and concepts
of coherent optical systems are described, starting from the transmission to the optical
channel and the receiver. Finally, the chapter states the objectives of the thesis.

Chapter 2 starts investigating the imperfections and the benchmark DSP algorithms
used for compensation. Each effect is mathematically described, and its impact is ana-
lyzed. Then, some benchmark compensation algorithms are indicated. The chapter ends
with an investigation of the effectiveness of the conventional DSP compensation algo-
rithms in the presence of multiple imperfections. This is the basis for the investigations
from the last two chapters.

Chapter 3 aims to alleviate the problems occurring when multiple imperfections are
present by introducing an original DSP technique that mitigates all the impairments con-
sidered globally. The results reported by simulations, comparison to the conventional
approach, and experimental investigation prove the effectiveness of the global DSP ap-
proach.

Chapter 4 explores the ML/DL abilities to compensate for coherent optical systems’
impairments. It introduces an original network architecture based on the imperfections’
parametric model. In addition, a training technique that uses reduced signal datasets
and avoids overfitting is proposed. The results obtained using simulations, comparison to
the conventional DL and DSP approaches, and experimental investigation illustrate the
advantages of this technique.

Finally, the thesis is concluded at the end of the manuscript by highlighting the main
contributions and some future perspectives.
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Chapter 1

FUNDAMENTALS OF COHERENT OPTICAL

COMMUNICATIONS

Information is at the core of our society. Multiple industries and services are dependent
on the fast and reliable exchange of information, and communication systems are the
pillars that support this information transfer. Moreover, emerging technologies like 5G
and IoT require more and more transmission capacity. Figure 1.1 presents Cisco’s global
traffic demand forecast between 2017 and 2022. During this interval, the global demand
was predicted to increase from below 150 exabytes (1 exabyte = 1018 bytes) per month
in 2017 to approximately 400 exabytes per month in 2022. On the other hand, there is
a stringent requirement for energy efficiency and sustainable technologies, accelerated by
the increase in greenhouse gas emissions that lead to climate change. In this context,
optical fiber communication has a key role, as it is thought to be the only technology able
to respond to high data rates and energy efficiency requirements.

The first predictions about the possibility of sending communication signals over the

Year

Figure 1.1 – Global traffic demand forecast [Cis21]
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silica fiber and the first experimental demonstration were performed at the end of the ’60s
and the beginning of the ’70s. At the end of the ’70s, the first optical fiber systems were
commercially operated [Agr+16]. Until now, fiber-optic communications evolved through
different stages. First, the Intensity Modulation/Direct Detection (IM/DD) systems that
use only the amplitude to encode information are imposed as the major commercial fiber
transmission technology. This was mainly because of their simplicity and ability to re-
spond to data rates demand. The IM/DD systems evolved in time from simple systems
with data rates of a few Mb/s to more complex systems that used optical amplification,
Dispersion Compensating Fibers (DCF), and multiplexing techniques such as Time Di-
vision Multiplexing (TDM) and WDM that could achieve data rates of dozens of Gb/s
[Win+18]. In the 2000s, it was clear that these systems could not respond to the grow-
ing demand for high data rates imposed by the increase in Internet users and the quick
expansion of mobile technologies. On the other hand, the Application-Specific Integrated
Circuits (ASICs) benefited from a significant technological advance that started to permit
DSP for fiber-optic communications [Lap+14]. In this context, the interest in coherent
optical communications revived. Coherent optical communications were first investigated
in the 80s [Lin+88; Oko+88], but the research was put on the background due to the
difficulties associated with analog frequency and phase locking. Once these difficulties
have been overcome, the era of coherent optical communications and DSP algorithms is
underway [Win+18].

This chapter details the fundamentals of coherent optical communications and is or-
ganized as follows. First, the optical communications networks will be shortly described
in section 1.1. Then a general description of a typical coherent optical system is given
in section 1.2, where the transmitter and receiver architectures are presented, and the
channel model is analyzed. Finally, the objectives of the thesis are discussed in section
1.3.

1.1 Optical communication networks

Optical communication networks can be classified into three main categories: Wide
Area Networks (WANs) or core networks, Metropolitan Area Networks (MANs), and
Local Area Networks (LANs) or access networks. In Figure 1.2, these three types of net-
works can be observed. This classification is mainly based on transmission distance, data
rates, and cost. The core networks are, generally, long-distance networks that intercon-
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Figure 1.2 – Optical networks architectures, CO: Central Office

nect broad areas like countries and continents. These networks require a high data rate
and have the highest cost. The access networks interconnect individual customers to the
provider network. The data rates are the lowest compared to the other network types,
the cost is restricted, and the coverage is limited to a few tens of kilometers at most. The
MANs can be considered as an intermediary stage between the core and access networks
regarding distance covered, data rate, and cost. MANs typically interconnect different
regions or districts of a country.

Core networks have a distance coverage of more than 1000 kilometers. After the
revival of coherent optical communications, these networks switched from the IM/DD to
coherent detection, which is currently the primary technology. The coherent detection,
together with PDM, WDM, and high-order modulations, allow core networks to reach
enormous transmission rates. The achievable commercial data rates for a single channel
are beyond 200 Gb/s aiming for 1 Tb/s [Buc+19; Lap+14; Mil+16; Ray+16]. This
advance in transmission speed is driven by the research, as in laboratory tests, superior
data rates were demonstrated [Por+22].

Metropolitan networks interconnect different areas located at a distance of several
hundred kilometers. Considering the increase in global traffic, a switch to coherent de-
tection systems is expected for this kind of network. Currently, the fiber transmission in
the MANs can reach 40 Gb/s with a goal of 100 Gb/s in the future [ITU20].

Access networks cover relatively short distances up to 40 km [ITU18]. The central
technology used is IM/DD, which can answer the demands and has lower cost. Consid-
ering the development of emerging technologies such as 5G and the IoT, the fiber-optic
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is believed to become the main technology used by access networks. Currently, the com-
mercial data rates provided by the fiber-optic access networks are up to 10 Gb/s.

1.2 Coherent optical systems

Coherent optical systems use, in addition to amplitude, carrier phase to encode in-
formation. This allows the employment of high-order modulations, which in addition to
PDM, increase the spectral efficiency. Nevertheless, the receiver’s complexity and cost
are augmented compared to the IM/DD systems. In the following, the coherent optical
system architecture is discussed.

The block diagram of a simplified coherent optical communication chain is depicted in
Figure 1.3. The objective of a communication chain is to transmit a binary sequence from
transmitter to receiver. This binary sequence is electrically modulated on the transmitter
side, and different operations are performed by a DSP device. Then the signal is converted
from the digital to the analog domain using a Digital-to-Analog Converter (DAC). Next,
the resulting waveform is converted from the electrical to the optical domain using a laser
source and an optical modulator and is transmitted over the optical channel. Generally,
the channel consists of Kspan spans, each having a typical length of 80 km with an optical
amplifier. The signal is converted back to the electrical domain using a demodulator and
another laser source on the receiver side. Then, by using an Analog-to-Digital Converter
(ADC), the signal is transferred to the digital domain, where a DSP block performs a
series of operations to recover the transmitted data.

The next subsections present the transmitter, optical channel, and receiver architecture
and operations.

DSP DAC Modulator

Laser

Demodulator

Laser

ADC DSP

Transmitter Channel Receiver

Figure 1.3 – Generic architecture of a coherent optical chain.
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1.2.1 Transmitter

The transmitter’s role is to encode the information bits, map the binary sequence into
symbols, pre-compensate for imperfections, and modulate the optical carrier (electric-to-
optical conversion). The transmitter comprises two main parts in optical communication
systems: an electrical part and an optical one. The electrical part is similar to a typical
transmitter used in electrical-based communications and, generally, consists of DSPs,
ADCs, Radio Frequency (RF) amplifiers, and others. The optical part is specific, having
the role of modulating the optical wave. It generally consists of a laser source and an
electro-optical device that modulates the laser’s wave.

The block diagram of Dual Polarization (DP) coherent optical transceiver is depicted in
Figure 1.4. First, a binary sequence from the client’s system is passed to the data interface,
and then it is encoded using Forward Error Correction (FEC) codes. Then, the sequence is
mapped into symbols using a particular modulation scheme. The symbols corresponding
to both polarizations are digitally filtered, and then an analog-to-digital conversion is
performed. After these steps are conducted in the electrical domain, optical modulation
is performed using a continuous laser wave split by a Polarization Beam Splitter (PBS)
and transmitted to the optical modulator. Finally, the optically modulated signals are
recombined using a Polarization Beam Combiner (PBC), and the signal is transmitted.
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Figure 1.4 – Block diagram of a coherent optical transceiver, IQM: IQ Modulator, PBS:
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1.2.1.1 Modulation formats

Originally, optical communications employed basic modulation formats that encoded
information using the signal’s power. Some of the most used modulation formats were
the On-Off Keying (OOK) and Pulse Amplitude Modulation (PAM) [Agr12]. Then,
coherent optical technology brought the ability to employ advanced modulation formats
that encode information using both amplitude and phase components, producing two In-
phase and Quadrature (IQ) signals. Current coherent optical communications use different
Quadrature Amplitude Modulation (QAM) or QAM-based modulation formats that can
be described as combining two PAM signals corresponding to the IQ components [Bos19].
Compared to the classical modulation formats employed until recently, QAM improves
the Spectral Efficiency (SE). In addition, it benefits from an extra degree of freedom that
leads to a more spread-out constellation for the same number of bits/symbol [Sim21].

A modulation format refers to a set of symbols denoted by S = {s1, · · · , sM} ∈
CM . Depending on the modulation format, each combination of bits is mapped to a
particular complex-valued symbol s belonging to S. The modulations can be employed
using Single Carrier Modulation (SCM) or Multicarrier Modulation (MCM) formats. Even
if there is an increased interest in MCM, especially the one using Orthogonal Frequency
Division Multiplexing (OFDM) [Shi+08a; Shi+08b], the optical communications systems
use mainly SCMs..

1.2.1.2 Baseband signal

The baseband continuous-time signal is obtained from the input symbols as follows:

x(t) =
∞∑

n=−∞
x[n]p(t − nTsymb), (1.1)

where x[n] is the transmitted symbol at the time t = nTsymb, p(t) the pulse shape that
satisfies the Nyquist’s first criterion, and Tsymb the symbol period.

Generally, a pulse shaping filter is used to limit the signals’ bandwidth and avoid
Intersymbol Interference (ISI). In coherent optical communications, it is generally ac-
complished by using Root Raised Cosine (RRC) filters. In addition to pulse shaping,
a RRC filter is used on the receiver side for matched filtering. The frequency response

8



1.2. Coherent optical systems

corresponding to the pulse shape p(t) of such a filter can be expressed as in [Cub12]:

H(f) =



√
Tsymb,

(
0 ≤ |f | ≤ 1−αrf

2Tsymb

)
√

Tsymb

2 {1 + cos
[

πTsymb

αrf

(
|f | − 1−αrf

2Tsymb

)]
}

( 1−αrf

2Tsymb
≤ |f | ≤ 1+αrf

2Tsymb

)
0

(
|f | >

1+αrf

2Tsymb

)
,

(1.2)

where f is the frequency and αrf is the roll-off factor that determines the excess band-
width.

Figure 1.5 presents the frequency response for different roll-off factors. For the case
where αrf = 0, the pulse shape is known as the Nyquist pulse. It can be observed that
increasing the roll-off factor introduces an excess bandwidth. Generally, the objective is
to use roll-off factors as low as possible to increase spectral efficiency [Mor+15]. Still, a
filter with a roll-off factor close to 0 cannot be efficiently implemented as it requires a
high number of taps.

1.2.1.3 Laser source

The light sources are used to generate the optical carrier that is modulated to carry
information. The light sources can be classified into Light-Emitting Diodes (LEDs) and
semiconductor lasers (or laser diodes, injection lasers), depending on the recombination
process. The recombination process is dominantly spontaneous in LEDs, while it is mainly

Figure 1.5 – The frequency response of RRC filters with different roll-off factors αrf
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done by stimulated emission in a semiconductor laser. Generally, LEDs are employed in
low data rate applications. On the other hand, semiconductor lasers are usually operated
in high data rate communications. Consequently, in coherent optical communications,
semiconductor lasers are mainly used. The performance of the semiconductor lasers is
mainly limited by the spontaneous emission that broadens the laser linewidth, typically
measured at 3 dB attenuation, which results in a Lorentzian line shape (see Figure 1.6)
[Bar+90; Di +10; Sai+81] of the laser as described by this expression:

E(t) =
√

Psourcee
j(ωt+ϕ(t)+ϕ0), (1.3)

where E(t) is the complex electrical field associated with the optical wave, Psource is the
laser source power, ω is the laser angular frequency, ϕ(t) is the laser phase, and ϕ0 is a
random initial phase.

1.2.1.4 Optical modulation

Optical modulation is the process that allows the encoding of information on a carrier
optical wave. It can be performed in two ways: directly modulating the laser source or
using an external modulator. Direct modulation is less complex, but it is not adapted for
high-speed coherent optical communications because of its frequency chirping related to
the instantaneous change in power. As a consequence, coherent optical communication
systems use mainly external modulation. The most versatile external modulator is the
Mach-Zehnder Modulator (MZM) [Lia+05]. Its principle of operation is based on the
linear electro-optic effect (Pokels effect), which states that the refractive index of some
materials can be modified by applying an external electric field. Furthermore, the refrac-
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Figure 1.6 – The Lorentzian spectral shape of a laser corrupted by the phase noise, δf :
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tive index change is proportional to the applied voltage and is instantaneous compared
to the modulation operation, as its time scale is of the order of a few fs (1 fs = 10−15 s),
while the one corresponding to the modulation is of the order of 10-100 ps (1 ps = 10−12

s) [Peu12]. One application that can be deducted from these properties is the realization
of phase modulators by applying a voltage that modifies the material’s refractive index,
inducing a phase shift to the light wave propagating along the waveguide.

The architecture of the MZM is depicted in Figure 1.7. The input electrical field Ein(t)
is ideally split into two equal parts by a 3-dB coupler. Then, by applying a voltage V (t)
to each branch, where i = 1 for the upper branch and i = 2 for the lower branch, a phase
shift is induced, and the wave is modulated. Then, at the output, the two branches’
contributions are recombined by another 3-dB coupler resulting in the output electrical
field Eout(t). By this, the phase modulations are translated into amplitude modulation.

The phase shift induced by the driving voltage can be expressed as follows:

ϕi(t) = πVi(t)
Vπ

, (1.4)

where Vπ is the half-wave voltage that produces a π phase shift. The driving signals are
defined as:

Vi(t) = Vdc,i + Vpp,ixnorm,i(t), (1.5)

where Vdc is the Direct Current (DC) component, Vpp the peak-to-peak voltage, and

Figure 1.7 – Mach-Zehnder Modulator architecture. Ein(t) and Eout(t) are the electric
fields associated with the optical wave at the input and output of the modulator, and
Vi(t) is the driving signal corresponding to i − th arm
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xnorm,i(t) ∈
[
−1

2 , 1
2

]
is the modulating signal’s normalized waveform. When the MZM is

operated in push-pull mode at the null point (Vdc,1 = Vdc,2 = Vπ, Vpp,1 = Vpp,2 = Vpp,
and xnorm,1(t) = −xnorm,2(t) = x(t)

2 , we get the following relation between the input and
output complex electric fields:

Eout(t) = Ein(t)
2

(
ej

Vπ+Vppx(t)
2Vπ

π + ej
Vπ−Vppx(t)

2Vπ
π
)

= Ein(t) sin
(

Vppx(t)
2Vπ

π − π

2

)
(1.6)

By using a single MZM, Binary Phase Shift Keying (BPSK) and PAM modulations can be
achieved. However, to be able to generate advanced modulation formats, an IQ Modulator
(IQM) is needed. The IQM comprises two MZM and an electro-optic device that induces
a π

2 phase shift for the Q component of the optical signal. In the ideal case, the relation
between the input and the output of the IQM can be expressed as in [Nap+17]:

Eout(t) = Ein(t)
2

[
sin

(
VppxI(t)

2Vπ

π − π

2

)
+ j sin

(
VppxQ(t)

2Vπ

π − π

2

)]
, (1.7)

where xI(t) and xQ(t) are the real and imaginary components of the original signal x(t) =
xI(t) + jxQ(t). In this way, the IQM can be used to generate any modulation format. In
Figure 1.8, the architecture of the IQM is depicted. It can be seen that by applying two
4-PAM signals for each modulator, a 16-QAM signal is obtained at the output.

1.2.2 Optical channel

A typical optical chain comprises multiple spans (Kspan) of optical fibers and amplifiers,
as seen in Figure 1.9. These spans can stretch several hundreds of kilometers.

1.2.2.1 Optical fiber

An optical fiber is a thin dielectric waveguide made of silica to transmit information
via light. Silica was identified as a suitable material for producing optical fiber in 1966
[Kao+66]. In a relatively short period, optical fiber production developed, and after 13
years, fibers with a loss of approximately 0.2 dB/km, approaching the minimum theoret-
ical loss of silica, were produced. [Miy+79]. In Figure 1.10, the SMFs fiber attenuation
for different wavelength values is depicted. In addition, the attenuation corresponding to
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Figure 1.8 – IQ Modulator architecture and the generation of a 16-QAM signal using two
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Figure 1.9 – The optical chain composed of multiple spans of fibers and amplifiers

transmission bands can be observed. It can be seen that the C band (1530-1565 nm) has
the lowest attenuation.

A transmission fiber has three components: a coat, cladding, and core. The coat
has the role of protecting the cladding and core against environmental conditions. The
light is guided into the fiber by the total internal reflection. The light-guiding occurs
as the refractive index of the core is higher than the cladding’s [Sen+09]. The fiber can
be of several types, including single-mode and multimode. This classification takes into
consideration the core size. The SMF core size is reduced, allowing only a single path
for the light. On the other hand, the multimode fibers’ core is more prominent, allowing
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Figure 1.10 – SMF attenuation with wavelength and transmission bands [Opt17]

the light to reach several paths but exhibiting intermodal dispersion. In this thesis, the
focus is on SMF as most optical communication networks are built using this type of fiber
[Agr+16].

The propagation modes in fiber optics can be described starting from Maxwell’s equa-
tions by considering the cylindrical symmetry and the boundary conditions at the core
and cladding. In SMFs, a single mode can be transmitted due to the fabrication charac-
teristics regarding the refractive index and the size of the core. The propagated mode on
SMFs is the HE11 fundamental mode. To clarify the optical signals’ propagation through
fibers, the concept of wave packets is introduced in the following. The superposition of
multiple plan waves of closely similar frequencies generates a packet of waves. In the case
of optical communications, the wave packet is centered around the laser frequency. The
following equation describes the wave packet A(z, t) at time t and axial position z by
superposing its spectral components [Fic21]:

A(z, t) ∝
∫ ∞

w=−∞
Ā(ω)ej(β(ω)z−ωt)dω, (1.8)
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where Ā(ω) is obtained by Fourier transforming the wave function at t = 0, and β(ω)
is the propagation constant. Another important definition refers to polarization which
is the property of the transverse waves that specify the orientation of the oscillations
[Shi+20]. If a line could describe the pulsation of the electrical field, we say that it is
linearly polarized [Bor+13]. Generally, the wave’s electric field describes an ellipse in
the (x,y)-plane. However, considering a combination of two linear polarized fields along
orthogonal axes, any polarization state can be expressed. Based on that, the single mode
of propagation of SMF is defined as a combination of two orthogonal linear polarized
modes. These two modes transmit independent streams of information over an optical
channel, resulting in a PDM communication [Eva+92].

The wave packet equation (1.8) is only an approximation of fiber transmission. The
transmission over optical fiber is better described by the coupled Nonlinear Schrödinger
Equation (NLSE) [Agr00]:

∂A
∂z

= − α

2 A︸︷︷︸
(1)

− j
∆β0(z)

2 J(z)A − ∆β1(z)
2 J(z)∂A

∂τ︸ ︷︷ ︸
(3)

+ β2

2
∂2A
∂τ 2 + β3

6
∂3A
∂τ 3︸ ︷︷ ︸

(2)

− jγ
[
|A|2A − 1

3(A∗σ3A)σ3A
]

︸ ︷︷ ︸
(4)

, (1.9)

where A is a Jones vector representing the wave packet, α denotes the attenuation, βi =
∂iβ
∂ωi

∣∣∣
ω=ω0

, ω0 the central angular frequency, J(z) is a 2 × 2 unitary Jones matrix, τ is the
time frame that moves along the wave-packet referential, σ3 the third Pauli matrix, and
γ the nonlinearity coefficient. It can be seen in eq. (1.9) that four terms describe fiber
propagation. The term (1) represents the fiber attenuation, (2) the Chromatic Dispersion
(CD), (3) the Polarization Mode Dispersion (PMD), and (4) the nonlinear Kerr effect.
The first three terms correspond to the linear effects of fiber transmission, while the last
to the nonlinear ones. These effects degrade communication performance and are highly
investigated in the literature.

The current challenges related to the standard SMF transmission are related to the
approaching of their information theory capacity limit, which is estimated at approxi-
mately 100-200 Tb/s [Agr+16]. In this context, important research advances have been
made regarding the introduction of new technology for fiber optics, especially the Space
Division Multiplexing (SDM) [Ric+13].
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Chapter 1 – Fundamentals of coherent optical communications

1.2.2.2 Optical amplifiers

The signals experience attenuation during the transmission over the fiber. Therefore,
it is mandatory to ensure a received signal power higher than the receiver sensitivity to ex-
ploit the transmitted information. To meet these challenges, two different techniques were
considered during the optical fiber communications evolution. First, from a chronological
point of view, the Optical-Electrical-Optical (OEO) regenerators were considered. In this
case, the optical signal is converted to an electrical signal, and the required compensa-
tions are achieved. Then the signal is again converted to the optical domain. Despite this
approach’s effectiveness, its cost is prohibitive and would have limited the extension of
fiber-optic systems. The second option uses unregenerated systems by directly amplifying
the optical systems. This approach appeared with the production of the first Erbium-
Doped Fiber Amplifiers (EDFAs) in the late 80s [Des+87; Mea+87]. Therefore, by using
optical amplifiers, the need for expensive OEO is limited to some continental long-haul
systems. Furthermore, the average amplifier has a gain of approximately 20 dB, which
means that, generally, an amplifier is used at about every 80 km [ITU11].

The EDFA amplifies the signal using the population inversion. The amplification
process can be seen in Figure 1.11, where the energy level diagram of Erbium ions is
represented. A pump laser operating at 980 or 1480 nm pushes the ion into an excited
energy state. In the case of a pump laser at 980 nm, the ion arrives at an upper energy
level, then goes to the metastable level by radiating heat. Finally, the ion goes to the lower
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Figure 1.11 – Energy level diagram of Erbium ions
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1.2. Coherent optical systems

energy level producing a stimulated emission. In the case of the 1480 nm pump, the ion
goes directly to the metastable level, then produces a stimulated emission by transiting to
the lower energy level. On the top of the stimulated emission, EDFA introduces some noise
characterized by its Noise Figure (NF), which typically ranges from 4 to 6 dB [Sil17]. The
reason behind the noise introduction by EDFA is the Amplified Spontaneous Emission
(ASE) that emerges when an ion randomly returns to the lower energy level state. ASE
is modeled as an Additive White Gaussian Noise (AWGN) with a Power Spectral Density
(PSD) denoted as NASE which can be defined as [Ess+10]:

NASE = NA(eαLA − 1)hνsnsp, (1.10)

where NA is the number of amplifiers existing on the transmission line, LA the length of a
fiber span, hνs is the photon energy, and nsp ≤ 1 the spontaneous emission factor [Bja93;
Bor+13]. The ASE noise introduced by the EDFA degrades the Optical Signal-to-Noise
Ratio (OSNR), which can be defined in relation with it as follows:

OSNR = Ps

2BrefNASE

= Ps

σ2
ASE

, (1.11)

where Ps is the total average signal power, Bref is a reference bandwidth (usually 0.1
nm), and σ2

ASE is the variance of ASE noise.
During the time, multiple amplifiers were developed like Raman amplifiers and Semi-

conductor Optical Amplifiers (SOAs), but EDFA remains the most deployed one due to its
excellent compatibility with transmission fibers, low cost, and energy efficiency [Bec+99].

1.2.3 Receiver

The receiver’s role is to recover the transmitted data. The receiver has a particu-
lar architecture in optical communications compared to purely electrical-based receivers.
Similar to the optical transmitter, it contains optical and electrical parts. The optical
front end and the classical electrical receiver are the two main building blocks of the op-
tical receiver. The optical front end converts the optical signal to the electrical domain
and performs the demodulation. After this block, the down-converted electrical signal is
obtained. Then, this signal is transmitted to a classical receiver which generally consists
of RF amplifiers, ADCs, and DSPs. The role of these blocks is to transfer the signal back
into the digital domain, perform the synchronization, compensate for different impair-
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Chapter 1 – Fundamentals of coherent optical communications

ments and effects of the global optical chain, and detect the originally transmitted data.

The configuration of a generic DP coherent receiver is depicted in Figure 1.12. The
incoming signal is decomposed in its orthogonal polarization signals and is mixed with
a Continuous Wave (CW) originating from a Local Oscillator (LO). In coherent optical
systems, the two components are mixed using a 90◦ hybrid and two balanced photodetec-
tors. After the photodetection, the electrical baseband signal can be recovered. Then the
signal is converted by some ADCs, and the DSP performs multiple operations like syn-
chronization, impairments compensation, symbol demapping, and FEC decoding. Finally,
the recovered binary stream is transferred to the client’s application.

1.2.3.1 Optical demodulation

In this thesis, intradyne detection is considered since it requires a minimum signal
processing bandwidth, and it does not imply a frequency locking of the lasers, which may
be problematic [Der92]. In an intradyne receiver, the phase is unlocked, and its estimation
is performed in the electrical domain by DSP module. The following details the optical
demodulation process for a Single Polarization (SP) system.

The received signal is mixed with the contribution of the LO. The optical down-
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Figure 1.12 – The configuration of a generic DP coherent optical receiver, LO: Local
Oscillator

18



1.2. Coherent optical systems

conversion is performed using a 90◦ optical hybrid and two balanced photodetectors for
each polarization signal. The 90◦ hybrid is a device assembled by optical fibers, couplers,
and a 90◦ phase shifter [Gar91; Jeo+10]. The detailed diagram of such a system can be
seen in Figure 1.13. This setup can recover both amplitude and phase information on the
receiver side, and any modulation format could be detected [Ho05].

Let us consider the electric complex field of the transmitted signal as follows:

ES(t) = AS(t)ej(ωSt+ϕS(t)+ϕn1(t)), (1.12)

where AS(t) is the complex amplitude, ωS is the optical carrier angular frequency, ϕS(t)
is the signal phase, and ϕn1(t) is the phase noise introduced by the transmitter laser.
Similarly, the LO contribution is expressed as:

ELO(t) = ALOej(ωLOt+ϕn2(t)), (1.13)

where ALO is the complex constant amplitude, ωLO is the angular frequency of the LO,
and ϕn2(t) is the phase noise of the LO. By using the 90◦ optical hybrid from Figure 1.13,
four components of the electrical field are obtained from two inputs. These components

Figure 1.13 – The detailed diagram of a setup consisting of a 90◦ hybrid and a balanced
photodetector used in SP coherent optical systems
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are expressed with respect to ES(t) and ELO(t) as follows:

E1,2(t) = 1
2 (ES(t) ± ELO(t)) , (1.14)

E3,4(t) = 1
2 (ES(t) ± jELO(t)) . (1.15)

The output photocurrents from the diodes can be expressed as follows [Kik15]:

II1,2(t) = R

[
ℜe{AS(t)ejωSt+ϕS(t)+ϕn1(t) ± ALOejωLOt+ϕn2(t)

√
2

}
]ms

= R

2

[
PS(t) + PLO ± 2

√
PS(t)PLO(t) cos(∆ωt + ϕS(t) + ϕn(t))

]
, (1.16)

IQ1,2(t) = R

[
ℑm{AS(t)ejωSt+ϕS(t)+ϕn1(t) ± ALOejωLOt+ϕn2(t)

√
2

}
]ms

= R

2

[
PS(t) + PLO ± 2

√
PS(t)PLO(t) sin(∆ωt + ϕS(t) + ϕn(t))

]
, (1.17)

where ms denotes the mean square with respect to optical frequencies, R is the respon-
sivity of the photodiodes, PS(t) is the signal power, PLO the LO power, ∆ω the angular
frequency difference between the two lasers, ϕS(t), and ϕn(t) = ϕn1(t) + ϕn2(t) are the
phase of the transmitted signal, and the accumulated phase noise, respectively. Finally,
the output photocurrents from the balanced photodetectors are given by [Kik15]:

II(t) = II,1(t) − II,2(t) = R
√

PS(t)PLO cos (∆ωt + ϕS(t) + ϕn(t)), (1.18)

IQ(t) = IQ,1(t) − IQ,2(t) = R
√

PS(t)PLO sin (∆ωt + ϕS(t) + ϕn(t)). (1.19)

Using this, we can restore the complex signal as follows:

IC(t) = II(t) + jIQ(t) = R
√

PS(t)PLOej(∆ωt+ϕS(t)+ϕn(t)). (1.20)

The extension to a DP coherent optical system is straightforward, and it can be done
by splitting the two signals arriving on the fiber and from the LO in two orthogonal
polarization and performing the optical demodulation by using two structures, as the one
from Figure 1.13. After these steps, the baseband signal containing both polarizations’
contributions is sent to the DSP for further processing.
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1.2. Coherent optical systems

1.2.3.2 Digital signal processing

After the optical front-end, the analog electric signal is converted to the digital domain
using ADCs. As all the imperfections degrade the signal in the communication chain, a set
of operations is performed to recover the transmitted data. First, the synchronization is
operated, then the impact of different imperfections impacting the signal is compensated
for, and the data is detected. These operations are detailed in the following.

— Synchronization aims to correct the delay and timing error between the transmit-
ted and received signals. It is generally achieved in two steps. First, a coarse
synchronization (acquisition) that can be performed using signal cross-correlation
and interpolation [Bor+14; Sav10] is employed. Then a finer synchronization can
be implemented using both non-data-aided [Gar86] or data-aided [Mue+76] tech-
niques.

— Compensation is needed in order to combat the impact of different impairments
that degrade the transmitted signal. This generally includes channel equalization,
carrier frequency and phase recovery. A detailed analysis of the imperfections’
impact and compensation is developed in Chapter 2.

— Detection is performed to recover the actual transmitted data. Generally, during
this process, the received signal’s symbols are classified as one of the elements of
the constellation set S.

After these steps, the FEC decoding is performed, and the information is sent to the
client.

1.2.3.3 Performance metrics

Different methods can be used for performance evaluation in an optical communication
system. First, the graphical representations of various signal aspects (time and frequency
representations, signal constellation, etc.) can provide important insights into the sys-
tem’s performance. However, quantitative criteria should be introduced to evaluate the
quality of communications. Some of them are applied before the signal’s detection, using
the signal after the compensation as a basis. These criteria are independent of the modu-
lation format and reasonably estimate the system’s final performance. However, the final
objective of a transmission system is to recover the transmitted data. Consequently, the
metrics computed after the detection express the final performance of an optical system.
Nevertheless, these two classes of metrics are generally correlated. In simple situations
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(e.g. AWGN channel), there are direct analytical relations between some of these metrics
[Sch+11]. In this study, we focus on the criteria detailed in the following.

Pre-detection Metrics

— Mean Squared Error (MSE) is a metric that measures the average of the squared er-
rors between real and estimated values. It is mostly used to assess the performance
of an estimator. For example, the MSE between the real transmitted symbols and
the estimated received symbols before detection can be expressed as:

MSE = 1
N

(
N−1∑
n=0

|x[n] − x̂[n]|2
)

(1.21)

where x[n] and x̂[n] are the n − th transmitted and compensated symbols of the
signal, respectively, and N is the total number of symbols.

— Error Vector Magnitude (EVM) is a quantitative metric that describes the impact
of imperfections. It is represented by the vector between the ideal constellation
symbol and the impaired received symbol, as can be seen in Figure 1.14. It can be

I

Q ideal symbol
impaired symbol

Figure 1.14 – EVM representation

22



1.3. Objective of the thesis

obtained as follows:

EVM =

√√√√∑N−1
k=0 |x[n] − x̂[n]|2∑N−1

k=0 |x[n]|2
. (1.22)

The EVM is typically expressed in percentages. In this work, the Third Generation
Partnership Project (3GPP) EVM reference [36118] will be used as a performance
bound.

Post-detection Metrics
— Symbol Error Rate (SER) is a metric that quantifies the number of erroneous

symbols from the total number of symbols. It can be defined as:

SER = ∥x[n] − xdet[n]∥0

N
, (1.23)

where xdet[n] refers to the n − th detected symbol, and ∥.∥0 denotes the L0-Norm.
— Bit Error Rate (BER) is the final metric of the communications systems. It is

related to SER, but instead of symbols, it evaluates the number of erroneously
received bits from the total transmitted bits:

BER = ∥btx[n] − brx[n]∥0

Nbits

, (1.24)

where btx[n] and brx[n] denote the n − th transmitted and detected bits, and Nbits

is the total number of bits. In this thesis, a pre-FEC BER threshold (“BER TH”)
of 4 × 10−3 is considered to obtain a post-FEC BER below 10−14 as indicated
in Appendix I.9 of International Telecommunication Union - Telecommunication
Standardization Sector (ITU-T) G975.1 recommendation [ITU04].

1.3 Objective of the thesis

This chapter analyzed the theoretical aspects of coherent optical communications. It
can be stated that coherent optical technology is a key technology that could deliver very
high data rate transmissions to respond to the customers’ demands. At these data rates,
imperfections can have a significant impact. Multiple impairments can impact the optical
chain on the transmitter and receiver sides. Moreover, the channel-induced effects limit
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the performance of the communications. These imperfections can be classified into two
major groups: nonlinear and linear. Both have an important impact on the performance
and have to be compensated for to achieve a good Quality of Service (QoS). However, while
multiple DSP approaches have been operated in real-time communications to compensate
for the linear imperfections impact, the compensation of the nonlinear effects cannot be
implemented in real-time long-haul high data rate communications at this moment due to
high computational requirements [Min+22]. Consequently, in this thesis, the main focus
will be on the linear effects of the fiber channel, with perspectives on considering the
nonlinear ones.

In the last two decades, the manufacturing of electronic devices has constantly im-
proved, allowing the real-time compensation of coherent optical systems’ imperfections
using DSP algorithms. Several algorithms have their origin in the field of wireless com-
munication, and many others were developed to compensate for specific impairments of
the optical communication chain.

Recently, the ML/DL algorithms have proved their effectiveness in different research
and engineering tasks. These techniques are data-driven, meaning they do not have
knowledge of the system’s model but achieve the objectives by learning from the data.
The ML/DL networks are very flexible, as modifying their structures and adapting to
different scenarios is easy. ML and DL approaches represent a hot research topic, and
their applicability was also extended to coherent optical communications applications.

Considering all of these, the current thesis proposed three major objectives that will
be detailed in the following:

— The first objective is to analyze the coherent optical systems’ linear imperfections
impact and the state-of-the-art algorithms used for compensations. Generally, the
conventional approach consists of specialized algorithms designed to compensate
for a particular imperfection. When multiple impairments occur, the conventional
approach consists of cascading multiple DSP compensation algorithms. In this
work, we investigate the effectiveness of this approach in situations where multiple
imperfections occur.

— The second objective is to develop a new approach to linear imperfection compen-
sation. This approach will also be based on DSP algorithms and consists of a joint
estimation and compensation of all considered linear imperfections, with the aim
of achieving better statistical performance.

— The third objective consists of developing a network that jointly compensates for

24



1.3. Objective of the thesis

all the considered linear imperfections of the coherent optical systems. In addition,
the model knowledge will be incorporated into the network architecture. By doing
this, the aim is to combine the advantages of the DSP and ML/DL while minimizing
their issues.
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Chapter 2

LINEAR IMPERFECTIONS IMPACT AND

STATE-OF-THE-ART COMPENSATION

TECHNIQUES

Coherent optical systems may be impaired by multiple imperfections that could severely
degrade communication performance. These imperfections can originate from multiple
sources like the devices’ manufacturing process, optical channel effects, aging of the equip-
ment, etc. Imperfections can occur at any point in the communication chain, as they may
impact electrical and optical-based devices. Consequently, a major area of research fo-
cuses on their compensation, which can also be performed in multiple manners. Even
if there are different approaches dealing with imperfections mitigation, traditionally, im-
pairments are compensated for by using DSP algorithms [Zha+19b]. In this chapter, we
propose to analyze the impact of linear imperfections of the coherent optical chain and
some benchmark DSP compensation techniques used to mitigate them.

2.1 Preliminaries

In this chapter, the impact of imperfections and compensation techniques are described
by using the following generic signals: xin and xout. xin refers to a signal at the input of
a system with imperfections. xout describes the same signal at the system’s output after
being modified by impairments. Both signals can be defined similarly to:

x =
[
x[0] x[1] . . . x[N − 1]T

]
, (2.1)

where x ∈ CN and x = xI + jxQ, N represents the total number of symbols, and (.)T

denotes the transpose operation.
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2.1.1 Signal Model

This chapter focuses on (widely) linear imperfections. For this class of impairments,
the relationship between xin and xout can be described by:

x̃out = H(ξ)x̃in, (2.2)

where x̃ = [ℜe(xT ), ℑm(xT )]T ∈ R2N is an augmented vector that contains the real and
imaginary parts of x and H(ξ) is a 2N × 2N real-valued matrix.

This chapter focuses more specifically on 5 impairments occurring in a coherent optical
chain. These impairments are:

— IQ imbalance
— Laser Phase Noise (PN)
— CD
— PMD
— Carrier Frequency Offset (CFO).

These imperfections may be classified as corresponding to multiple criteria. One essential
criterion in this work is time evolution. If a given impairment exhibits slow dynamics, it
can be assumed as static. For any other kind of dynamics, the impairment is considered
time-variant. Another key criterion is the impact on the two polarization signals. Some
imperfections have a similar impact on the two signals, others impact them independently,
while PMD has a coupling effect on the signals. In Table 2.1, a possible classification
according to these criteria is found.

2.1.2 Compensation

The objective of a compensation algorithm is to recover xout from xin, when the matrix
H(ξ) is unknown.

The compensation algorithms may be classified considering multiple criteria. One of

Table 2.1 – Parameters classification with respect to the time evolution and polarization
impact

Classif. PN IQ imbalance PMD CD CFO
Time ev. Variant Static Variant Static Static
Pol. imp. Similar Different Coupled Similar Similar
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the criteria is the use of known data on the receiver side. Such a classification is detailed
in the following:

— Data aided technique: the compensation algorithm uses some known data such as
preamble or/and pilots.

— Blind technique: the algorithm exploits the statistical properties of the signal and
does not use any additional data.

— Decision-aided technique: the algorithm exploits the knowledge of the symbol
constellation S.

— Hybrid technique: the algorithm switches from a data-aided to a blind or decision-
aided mode.

The following sections present the signal model and the associated compensation algo-
rithms for the most critical imperfections and impairments occurring in a coherent optical
chain.

2.2 IQ imbalance

IQ imbalance is one of the main impairments that can occur in a coherent optical
communication [Far+13]. It arises if the power balance or the orthogonality between I
and Q signals are not respected [Tub+05]. It can appear both on the transmitter and
receiver sides. Moreover, it can be originated from electrical or/and optical devices.

On the transmitter side, the IQ imbalance can originate on the electrical part from
different points, especially from the amplifiers that induce gain differences between the
IQ signals. Moreover, during the optical modulation, an IQ imbalance can arise because
of unequal split and/or combining ratio between the branches, different lengths for the
circuit used to apply the driving voltages, unstable bias control, or diverse manufacturing
problems of the IQM [Ngu+17; Zha+19a].

On the receiver side, the IQ imbalance can originate from the electrical part, mostly
because of the imperfections related to the amplifiers, but not limited to that. On the
optical side, imperfections can come from the 90◦ optical hybrid, where the couplers may
not be perfectly balanced or the phase control is not properly performed. In addition, the
mismatch of the photodiodes could introduce some IQ imbalance [Far+13; Zha+19a].
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2.2.1 Signal model

The time-domain impact of the IQ imbalance can be modeled as in [Jal+19; Liu98;
Meh+18]:

xout[n] = µxin[n] + νx∗
in[n]. (2.3)

The distortion parameters µ and ν are related to the actual amplitude and phase imbal-
ance as follows [Tan+07]:

µ = cos
(

ϑ

2

)
+ jg sin

(
ϑ

2

)
, (2.4)

ν = g cos
(

ϑ

2

)
− j sin

(
ϑ

2

)
, (2.5)

where g refers to the gain difference between the two I and Q signals, and ϑ to the phase
deviation from the ideal 90◦. Furthermore, the gain imbalance is defined by [Tar+05]:

g = gI − gQ

gI + gQ

, (2.6)

where gI and gQ stand for the gain of I and Q signals.

In order to better understand the impact of IQ imbalance, in Figure 2.1 we consider
its impact over a 4-QAM ideal constellation. In Figure 2.1a, the I component of the
complex signal has a gain variation compared to the ideal case. It can be observed that
this gain imbalance leads to a horizontal widening of the constellation. Next, in Figure
2.1b, the Q component has a gain variation. This leads to a vertically broadening of the
constellation. Finally, in Figure 2.1c, a phase deviation from the ideal 90◦ is introduced,
which conducts to the loss of the orthogonality of the signals. As it can be observed, a
single type of IQ imbalance leads to a constellation distortion. However, in practice, the
signal is usually impaired by a combination of these distortions. This is an important
problem, as it is possible to misinterpret the symbol on the receiver side. Moreover, as
the modulation order increases, the impact of the IQ imbalance can be more severe as the
distance between the constellation points is reduced. This can be deducted from Table
2.2, where the impact of the receiver IQ imbalance for different QAM orders and without
any compensation as a function of 1 dB OSNR penalty at a BER of 10−2 is summarized.
However, it is important to notice that in the reference from Table 2.2, the IQ imbalance
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I

Q ideal symbol
impaired symbol

(a) Gain imbalance for the I
component

I

Q ideal symbol
impaired symbol

(b) Gain imbalance for the Q
component

I

Q ideal symbol
impaired symbol

(c) Phase deviation from the
ideal 90◦

Figure 2.1 – IQ imbalance impact on an ideal 4-QAM constellation

Table 2.2 – The impact of the receiver IQ imbalance for different QAM orders as a function
of 1 dB OSNR penalty at a BER of 10−2 without any compensation [Far+17]

Modulation format g [dB] ϑ [deg.]
4-QAM 3.8 28
16-QAM 1.6 10.5
64-QAM 0.6 4
256-QAM 0.2 1.4

is modeled differently, as follows:

xout[n] = xI,out[n] + jxQ,out[n] =gIxI,in[n] + gQxQ,out[n]ej(π
2 +ϑ). (2.7)

Another important aspect regarding the imperfections is their time evolution and fre-
quency dependence. In the case of IQ imbalance, the time-evolution is very slow compared
to the signal’s, and it can be assumed static [Ma+15]. It is also important to note that the
signal model in (2.3) leads to a simple approximation for the IQ imbalance impairment.
In particular, more realistic models also include the presence of frequency-selective and/or
nonlinear IQ imbalance [Skv+20].
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2.2.2 Compensation

Multiple approaches have been proposed to compensate for the IQ imbalance in co-
herent optical communications. In the following, some of the DSP algorithms used for IQ
imbalance compensation are reviewed.

One of the benchmark algorithms is based on the Gram-Schmidt Orthogonalization
Procedure (GSOP) [Hay08]. This approach was investigated and demonstrated for the
case of coherent optical communications in [Fat+08]. GSOP is a blind compensation
algorithm that is based on the second-order statistics of the signal. Specifically, this
method exploits the fact the real and imaginary parts of the input samples are orthogonal,
so E

[
x2

I,in

]
= E

[
x2

Q,in

]
and E [xI,inxQ,in] = 0, where by E [.] is denoted the expected

value. To force this property, the GSOP technique consists in linearly transforming the
non-orthogonal samples into a set of orthogonal ones. The non-orthogonal IQ components
of the impaired signal are denoted by xI,out and xQ,out. To orthogonalize these signals,
GSOP performs the following operations:

x̂I,in[n] = xI,out[n]√
PI

(2.8)

x
′

Q,out[n] = xQ,out[n] − ρxI,out[n]
PI

(2.9)

x̂Q,in[n] = x′
Q,out[n]√

PQ

, (2.10)

where ρ = 1
N

∑N−1
n=0 xI,out[n] · xQ,out[n] is the correlation coefficient, PI = 1

N

∑N−1
n=0 x2

I,out[n],
and PQ = 1

N

∑N−1
n=0 x

′2
Q,out[n].

In Figure 2.2, we can observe a 4-QAM constellation impacted by receiver IQ imbalance
(1 dB in gain, and 20◦ for the phase), and AWGN associated with an OSNR of 20 dB.
The constellation is distorted, but it can be observed that GSOP correctly compensates
for the IQ imbalance, as we recover a constellation impaired mainly by the AWGN.

In Figure 2.3, we can observe a 4-QAM constellation impacted by transmitter IQ
imbalance (1 dB in gain, and 20◦ for the phase), and AWGN associated to an OSNR of
20 dB. Different from the receiver IQ imbalance, it can be seen that the constellation still
presents some distortion after compensation. The differences observed in figures 2.2 and
2.3 comes from the noise position in the communication chain. In the case illustrated in
Figure 2.2, the noise is placed before the receiver IQ imbalance, so the noise undergoes
this distortion. That explains the distorted constellation before the compensation. Then,
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2.2. IQ imbalance

(a) Receiver IQ imbalance impact (b) Receiver IQ imbalance compensation

Figure 2.2 – Receiver IQ imbalance compensation using GSOP

(a) Transmitter IQ imbalance impact (b) Receiver IQ imbalance compensation

Figure 2.3 – Transmitter IQ imbalance compensation using GSOP

GSOP reconstructs the received signal and noise orthogonality. As a consequence, we
obtain the constellation that is mainly impaired by AWGN. On the other hand, in Figure
2.3, the noise is placed after the transmitter IQ imbalance, and it is not impacted by
this imperfection. In this case, it can be seen that even if GSOP compensates for the IQ
imbalance, the noise statistics are modified by it, and the compensated constellation still
presents some distortion, which degrades the detection performance. The impact is more
critical when higher modulation formats are employed. Based on these, it can be stated
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Table 2.3 – Summary of the IQ imbalance compensation techniques

Reference Position Polarization Type
[Fat+08] Rx Single Blind
[Cha+09] Rx Single Blind
[Far+13] Rx Dual Hybrid
[Flu+16] Tx Dual Data-aided
[Sil+16] Rx Dual Hybrid

[Ngu+17] Tx/Rx Dual Blind
[Zha+19a] Tx/Rx Single Blind
[Lag+20] Tx Dual Blind

that the GSOP-based compensation of the receiver side IQ imbalance is more effective,
while the transmitter IQ imbalance GSOP-based compensation is less effective and has a
higher performance penalty [Chu+10].

Apart from GSOP, multiple other compensation techniques are investigated like the
one based on adaptive filters [Far+13; Flu+16; Lia+19; Sil+16], ellipse correction [Cha+09],
blind adaptive source separation [Lag+20; Ngu+17], or machine-learning [Zha+19a].
Some of these techniques are designed to compensate for only one type of IQ imbal-
ance (Tx or Rx), while others are effective in the presence of both imperfections (Tx and
Rx). Some of these approaches are blind, and others are data-aided or hybrid. Also,
some of the mentioned techniques were employed in SP systems, while others have been
demonstrated in the DP systems. These informations are summarized in Table 2.3.

2.3 Laser phase noise

Another effect that has a major impact on the coherent optical systems’ performance
is the laser PN [Col+11]. This effect is due to the broadening of the laser linewidth. The
phase noise is conveyed to the modulated signal in coherent communications, and, as a
consequence, the received signal is impaired by it [Fic21]. Laser PN is a time-variant
effect that can be characterized by the laser linewidth δf , which can vary from less than
100 kHz to a few MHz. This effect is induced by both transmitter and receiver lasers and
needs to be compensated for to maintain an acceptable transmission quality.
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2.3.1 Signal model

The impact of the laser phase noise on a generic signal can be expressed as [Mag+11;
Mor+11]:

xout[n] = xin[n]ejϕ[n], (2.11)

where ϕ[n] is the laser phase modeled as a Wiener process as follows:

ϕ[n] =
n∑

k=−∞
f [k], (2.12)

with f an independent and identically distributed random Gaussian variable with zero
mean and variance

σ2
f = 2πTsymbδf. (2.13)

The impact on xout can be seen in Figure 2.4. The rotation introduced by this impairment
is proportional to δf and has a time-variant evolution that can lead to the incorrect
detection of the data.

ideal symbol
impaired symbol

I

Q

Figure 2.4 – Laser PN impact on an ideal 4-QAM constellation
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2.3.2 Compensation

Generally, even if the coherent optical communications are impacted by both transmit-
ter and receiver lasers phase noise, the compensation assumes their impact accumulated
on the receiver side.

Starting from the signal model of the laser phase in equation 2.11, the objective is to
estimate the parameter ϕ[n] corresponding to the n − th symbol of the signal. Then, by
using the estimate ϕ̂[n], we can invert its impact to recover the desired signal xin[n].

Multiple approaches have been proposed to compensate for the impact of laser phase
noise [Tay09]. These compensation algorithms can be classified as blind or data-aided
algorithms and are implemented in feedback [Sat+10; Xie+12], or feedforward [Mor+11;
Pfa+09] manner, with the feedforward way being preferable for hardware implementation.

The data-aided algorithms are able to track the laser phase in an interval between
0 and 2π, being more robust to cycle slips. Even if the use of additional data for laser
phase tracking introduces an overhead, as these data experience the same impairments
as the signal, it can be employed for other imperfections compensation. Generally, the
data-aided techniques use pilot symbols inserted periodically with a rate of 1/RP (one
symbol in RP is a pilot). The pilots are known on the receiver side.

The implementation of some benchmark pilot-based algorithms used for laser PN
compensation is detailed in the following. First, we denote the k − th input and output
pilot symbols by x1,in[k] and x1,out[k], respectively. A simple laser phase estimation is
performed by multiplying the received pilots with the complex conjugated transmitted
pilots as in [Mag+12; Spa+11]:

ϕ[k] = arg
(
x1,out[k] · x∗

1,in[k]
)

. (2.14)

This estimation can be significantly improved by using an averaging filter. The impact of
noise is reduced because of the averaging as L pilot symbols are used to obtain a single
phase estimate as in [Mil+16; Paj+15; Zha+12]:

ϕ[k] = arg
l=k+L/2∑

l=k−L/2+1

(
x1,out[l] · x∗

1,in[l]
)

(2.15)

Then, an interpolation filter is applied to the resulting sequence, and the phase estimates
are extracted. The concept of estimating the laser phase using pilot symbols and an aver-
aging filter of length L is depicted in Figure 2.5. By using this technique, the estimation
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×

x∗
1,in[k]

Averaging
filter
L

Interpolation
filter

arg(·)
x1,out[k] ϕ̂[n]

Figure 2.5 – Laser phase estimation using pilot symbols and an averaging filter of length
L

of the laser phase is depicted in Figure 2.6 for a 4-QAM communication at an OSNR of
20 dB. Each 30th symbol is a pilot and is known on the receiver side. An averaging filter
of length L = 4 is used, and zero-order interpolation is employed to reconstruct the laser
phase. It can be seen that the algorithm is able to track the laser phase evolution even
in the presence of noise. Furthermore, in Figure 2.7 the impact and compensation of the
laser PN in the same scenario is shown. It can be observed that a rotation of constella-
tion points is introduced by the laser PN. Then, after compensating for this effect, the
constellation points are correctly recovered, being only impaired by AWGN.

Apart from the approach mentioned, multiple other techniques are used for laser PN
compensation. Among the blind algorithms, for 4-QAM are the ones using the fourth-
order statistics [Pev+09; Tay09; Vit+83]. For higher order QAMs, the performance of
these algorithms may be degraded, and different techniques using only 4-QAM symbols
[Sei08] or 4-QAM partitioning [Fat+10] were employed. Still, these techniques become
complicated for modulation orders higher than 16-QAM. Another well-known blind algo-
rithm is the binary phase search algorithm (BPS) [Pfa+09]. This approach has good tol-
erance, but its computational cost increases with the modulation order. Another conven-

real phase
estimated phase

Figure 2.6 – Laser phase estimation
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(a) Laser PN impact (b) Laser PN compensation

Figure 2.7 – Laser PN impact and compensation using pilot symbols

tional algorithm is the ML phase estimation [Kam86; Mor+11; Zha+12]. This algorithm
could be employed in a decision-aided manner by having knowledge of the constellation.

Recently, multi-stage laser PN compensation is of much interest. This approach con-
sists of a hardware-efficient coarse phase estimation, followed by a finer estimation. The
choice of algorithms depends on the compromise between statistical performance and

Table 2.4 – Summary of the laser PN compensation techniques

Reference Position Technique Stages Type
[Xie+12] Rx Feedback Single Data-aided
[Sat+10] Rx Feedback Single Blind
[Pev+09] Rx Feedforward Single Blind
[Vit+83] Rx Feedforward Single Blind
[Sei08] Rx Feedforward Single Blind

[Fat+10] Rx Feedforward Single Blind
[Pfa+09] Rx Feedforward Single Blind
[Mag+12] Rx Feedforward Two Hybrid
[Mil+16] Rx Feedforward Two Hybrid
[Zha+12] Rx Feedforward Two Hybrid
[Paj+15] Rx Feedforward Two Hybrid
[Mor+11] Rx Feedforward Two Hybrid
[Col+11] Tx/Rx Feedforward Single Hybrid
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computational complexity requirements. For example, a coarse estimation using pilots
followed by a decision-directed ML estimation could be employed.

A short classification of the laser PN compensation techniques is given in Table 2.4.

2.4 Chromatic dispersion

The group velocity of the propagating signals in the fiber optics is frequency-dependent.
This spreads in time the optical pulses leading to ISI and reducing the transmission rate
or/and distance. This impairment is known as CD and occurs during the transmission
over the optical channel [Elr+88; Sav10; Uda+13]. The CD is a static impairment that
severely degrades the communication performance if not compensated for.

2.4.1 Signal model

The CD can be modeled as an all-pass filter having the frequency transfer function
expressed as [Kus+09a; Xu+10]:

HCD(ω, Dz) = e−j Dzλ2
4πc

ω2
, (2.16)

where Dz is the accumulated CD, with D denoting the dispersion coefficient and z the
fiber length, λ the wavelength, c the speed of light, and ω the angular frequency depending
on the sampling frequency fs. The current SMFs used in coherent optical communications
are generally described by a dispersion coefficient of approximately D ≃ 17 ps/nm-km.

The impact of the CD on the transmitted signal can be modeled as:

xout[n] = F−1 (HCD(ω, Dz)F (xin[n])) , (2.17)

where F and F−1 represent the discrete Fourier transform and the inverse discrete Fourier
transform operations, respectively.

The impact of CD on a transmitted pulse can be seen in Figure 2.8, where the trans-
mitted pulse is broadened in time, leading to neighbor symbols overlapping.

2.4.2 Compensation

Originally, the CD was compensated for in the optical domain using DCFs or Dis-
persion Compensating Modules (DCMs) [Agr12]. Even if this approach proved effective,
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Optical fiber

t

A

t

A

Figure 2.8 – Impact of CD on a transmitted pulse

it is difficult to adapt to different fiber properties and quality measures. Moreover, it
introduces an undesirable latency [Dav+11].

With the advance in electronic devices manufacturing, the DSP compensation of CD
is increasingly employed. A well-known approach for compensating the CD is to use an
all-pass filter with the following transfer function [Far+17; Ip+07; Sav08]:

Hf (ω) = 1
HCD(ω, Dz) = ej Dzλ2

4πc
ω2

. (2.18)

In Figure 2.9, the impact and compensation of an 17000 ps/nm accumulated CD on
4-QAM constellation at an OSNR of 20 dB is depicted. The severe impact of CD on the
symbol constellation can be seen. Because of the ISI, the transmitted data cannot be
recovered without proper compensation. In the specific scenario where the parameters

(a) CD impact (b) CD compensation

Figure 2.9 – CD impact and compensation using an ideal compensating filter in the
frequency domain
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describing the transfer function of the compensation filter (dispersion coefficient, fiber
length, etc.) are well known, the dispersion can be perfectly compensated, as shown in
the second column of Figure 2.9.

Although, in theory, the impact of CD can be easily compensated for, the design of
such a filter is not trivial. Consequently, the compensation filter is approximated in the
time or frequency domain and is implemented using Finite Impulse Response (FIR) or
Infinite Impulse Response (IIR) filters. The filters can be static or adaptive. In addition,
based on prior knowledge regarding the system’s parameters, the CD compensation can
be performed on the receiver or/and transmitter sides [Bul+08]. The compensation on
the receiver side is known as post-compensation, while the one on the transmitter side is
pre-compensation.

2.4.2.1 Time-domain equalizer

The impulse response of the filter can be expressed by applying the inverse Fourier
transform of Hf (ω, Dz) as follows:

h(t, Dz) =
√

c

jDzλ2 ej πc
Dzλ2 t2

. (2.19)

This non-causal impulse response, infinite in duration, introduces aliasing since it passes
all the frequencies at a finite sampling frequency. To solve these problems, in [Sav08],
the filter response was truncated to a finite duration and implemented using a static FIR
filter. Another approach was employed in [Egh+14] using a static FIR filter also. In
this case, optimal tap weights of the filter were obtained using the Least-Squares (LS)
criterion. The compensation was constrained to a particular bandwidth, relaxing the
constraints outside of it. Another time-domain compensation technique was presented in
[Xu+10], which uses an adaptive Least Mean Square (LMS) filter, and a static FIR filter.
These two filters could also be coupled in a practical system to compensate for multiple
impairments. The CD compensation can also be implemented using an IIR filter as in
[Gol+07]. This technique reduces the number of taps compared to FIR filters, but it is
difficult to implement it in a parallel structure, which is a key requirement for real-time
processing [Pfa16].
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Table 2.5 – Summary of CD compensation techniques

Reference Position Domain Type
[Sav08] Rx Time Blind

[Egh+14] Rx Time Blind
[Xu+10] Rx Time & Frequency Blind
[Gol+07] Rx Time Blind
[Gey+10] Rx Frequency Blind
[Kud+09] Rx Frequency Blind
[Xu+11] Rx Frequency Blind

[Kus+09a] Rx Time & Frequency Blind
[Ip+07] Rx Frequency Blind

2.4.2.2 Frequency-domain equalizer

Generally, the number of filter taps Nf required to compensate for CD is large, and
by this, the computational complexity O(Nf ) of time-domain compensation may become
problematic. On the other hand, the filtering in the frequency domain is more efficient
with a complexity of O(log(Nf )) [Shy+92].

The frequency compensation of CD is typically implemented using overlap-save [Gey+10;
Kud+09; Xu+10] or overlap-add methods [Xu+11]. In [Kus+09a] an adaptive filtering
technique is introduced. This technique has low complexity and can estimate arbitrarily
large values of CD. In [Ip+07], the CD is jointly compensated for with PMD using a
Fractionally Spaced Equalizer (FSE). This approach can compensate for any arbitrary
amount of CD, and first-order PMD provided an oversampling rate of a minimum of 3/2
and a sufficient number of taps.

The discussed approaches used for CD compensation are summarized in Table 2.5.

2.5 Polarization mode dispersion

As the transmission rate increases, PMD is one of the most important impairments that
impact coherent optical communications. In SMFs, two orthogonal polarization modes
could be transmitted over the optical channel. In ideal conditions, these two modes should
exhibit the same group delay. However, the manufacturing imperfections of fiber and/or
the environmental changes introduce a birefringence. PMD arises from this birefringence
and the random variation of the Principal State of Polarizations (PSPs) along the fiber
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link. It is a time-variant impairment that distorts the signal pulses and degrades the
system performance if not compensated for [Kam+02].

2.5.1 Signal model

The PMD is generally modeled using the following frequency transfer function [Ip+07]:

H P MD(ω, θ, τ) =
cos(θ) − sin(θ)

sin(θ) cos(θ)

 ejωτ/2 0
0 e−jωτ/2


 cos(θ) sin(θ)
− sin(θ) cos(θ)

 , (2.20)

where θ denotes the random polarization angle, and τ is the Differential Group Delay
(DGD) between the PSPs. The impact of the PMD on the input signals can be expressed
as follows: xX,out[n]

xY,out[n]

 = F−1

H P MD(ω, θ, τ)F
xX,in[n]

xY,in[n]

 , (2.21)

where {X, Y } denote the two polarizations.
In Figure 2.10, the illustration of the time-domain impact of PMD in a fiber can

be observed. It can be seen that the launched pulse has an ideal distribution between
the two polarization axes. Then, after the transmission on fiber, the pulse is broadened
by the DGD. The PMD impact is generally expressed by the PMD coefficient. The
coefficient is obtained by multiplying the mean DGD with the square root of the fiber
length (τ ·

√
z), and is expressed in

[
ps/

√
km

]
. Modern fibers have typical coefficients

such that PMD < 0.1ps/
√

km [Agr12].

Optical fiber

t t
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Figure 2.10 – Impact of PMD on a transmitted signal
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2.5.2 Compensation

Formerly, the PMD was compensated for in the optical domain, mostly for the system
not employing PDM [Buc+04; Hil+92]. However, this approach lacks flexibility and has
an increased cost and complexity. As a consequence, the PMD compensation is mostly
operated in the digital domain nowadays.

The impact of PMD is modeled by a frequency-dependent Jones matrix. Differently
from the case of the CD, the Jones matrix describing the PMD is time-variant. Thus,
an adaptive equalization should be employed to track the matrix variation and invert its
impact. The equalizer required to compensate for PMD may be implemented using 4 FIR
filters, in a 2 × 2 Multiple-Input Multiple-Output (MIMO)-based setup as in Figure 2.11
[Far+17; Sav08; Sav10]. The compensated signal at the output of the MIMO equalizer
can be expressed as follows:

x̂X,in[n] =
M−1∑
m=0

hXX [m]xX,out[n − m] + hXY [m]xY,out[n − m], (2.22)

x̂Y,in[n] =
M−1∑
m=0

hY X [m]xX,out[n − m] + hY Y [m]xY,out[n − m], (2.23)

where hXX , hXY , hY X , hY Y are the impulse responses of the adaptive filters of M taps
length, and (.)H denotes the transpose of the complex conjugate operation, also known
as the Hermitian transpose.

Generally, the adaptation algorithms are based on a cost function minimization us-
ing variants of gradient descent (stochastic gradient descent) [Rud16]. One of the most

+

+

Figure 2.11 – MIMO equalizer composed of FIR filters
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employed cost functions is the one that minimizes the following errors:

ϵX [n] = R2 − |x̂X,in[n]|2, (2.24)

ϵY [n] = R2 − |x̂Y,in[n]|2, (2.25)

where:

R2 = E|xideal|4

E|xideal|2
(2.26)

represents the real-valued constant depending on the distribution of ideal symbol xideal.
Specifically, the update equations are given by:

hXX [n + 1] = hXX [n] + λsϵX [n]x̂∗
X,in[n]xX,out[n] (2.27)

hXY [n + 1] = hXY [n] + λsϵX [n]x̂∗
X,in[n]xX,out[n] (2.28)

hY X [n + 1] = hY X [n] + λsϵY [n]x̂∗
Y,in[n]xY,out[n] (2.29)

hY Y [n + 1] = hY Y [n] + λsϵY [n]x̂∗
Y,in[n]xY,out[n], (2.30)

where the λs denotes the step size parameter. The filter taps are initialized with 0s,
except for the central tap of hXX and hY Y , which are initialized with 1s. This technique
is known as Constant-Modulus Algorithm (CMA) [God80; Joh+98]. It is usually employed
for 4-QAM communication, as in the case of this modulation, ideal symbols have equal
amplitude [Sav+07]. However, at large values of DGD, the algorithm may converge to the
same output. To alleviate this problem, different techniques were investigated [Far+10;
Kik11; Liu+09].

In Figure 2.12, the impact and compensation of PMD can be seen on 4-QAM constel-
lation at an OSNR of 20 dB. The transmitted signal was twofold oversampled in order to
obtain a reasonable compensation efficiency [Kus+09b] and filtered with an RRC filter.
Then, the signal was matched filtered on the receiver side by another RRC filter. After the
matched filtering, the compensation was performed using the MIMO equalizer with filters
of 8 taps length and CMA as an adaptation algorithm. In this context, the filters’ update
was performed for every two samples. Then, the downsampling was implemented. The
PMD corresponds to a DGD τ of 30 ps and a rotation θ of π

4 . It can be seen that before
compensation, the constellation is highly impacted by PMD. After the compensation, the
transmitted data can be correctly recovered.
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(a) PMD impact (b) PMD compensation

Figure 2.12 – PMD impact and compensation using a MIMO equalizer with CMA

CMA has been designed for constant modulus modulations, but most of the modula-
tions employed for high-speed coherent optical communications are not constant-modulus
(e.g 16-QAM, 256-QAM, etc.). Nevertheless, the CMA can be adapted for higher-order
modulations using a radially directed equalizer that considers the radius of all possible
constellation rings [Lav+15; Rea+90].

Another classical algorithm used for filter adaption is Decision-Directed Least-Mean-
Square (DD-LMS) [Qur85]. In this case, the knowledge of modulation formats is exploited.
The received signal is detected, and a feedback loop is used to adapt the filter weights.
For a better understanding, in Figure 2.13, the blocks used for update in the case of
CMA and DD-LMS are depicted. This approach is generally employed after a training
symbols-based technique, or a CMA-based algorithm because using it before can lead
to poor results as the most detected symbols may be wrong initially. Another possible
solution is to use training symbols, and the LMS algorithm as in [Han+05]. Recursive LS
is another technique that can be used for filter adaption. This technique benefits from a
faster convergence but has a higher computational cost [Hay08].

In [Far+13; Ngu+15], the PMD and IQ imbalance compensation is operated using
digital filters, while in [Lag+20] using Blind Adaptive Source Separation (BASS) with
a global updating of the Equivariant Adaptive Separation via Independence (EASI). In
[Ip+07], the PMD and CD are mitigated using a FSE. In [Büt+20; Häg+20b], the fiber
nonlinearity and PMD are compensated for using model-based ML. The summary of
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Detection

CMA

DD-LMS

Adaptive
equalizer
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operations

Figure 2.13 – The blocks used for update in the case of CMA and DD-LMS

Table 2.6 – Summary of PMD compensation techniques

Reference Method Scenario Type
[Sav+07] CMA Compensation Blind
[Lav+15] CMA-based Compensation Blind
[Han+05] LMS Demultiplexing Data-aided
[Far+13] DD-LMS Compensation Hybrid
[Ngu+15] DD-LMS Demultiplexing Blind
[Lag+20] EASI Demultiplexing Blind
[Ip+07] FSE Compensation Blind

[Büt+20] ML Compensation Data-aided
[Häg+20b] ML Compensation Data-aided

PMD mitigation approaches can be found in Table 2.6. Depending on the scenario, two
different terms were used. If the DGD is neglected or has very little influence on overall
performance, the term “Demultiplexing” is used, while the term “Compensation” is used
when DGD is also present.

2.6 Carrier frequency offset

In coherent optical communications, the two lasers (transmitter and receiver) should
be operated at the same frequency. However, during the lifetime of a tunable laser, a
CFO of ± 2.5 GHz may be experienced [For15]. The frequency mismatch between the
two lasers can be corrected based on a feedback loop. Otherwise, the two lasers may
be free-running, and the CFO between them must be compensated for by using DSP
algorithms.
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2.6.1 Signal model

The impact of CFO on a transmitted signal can be expressed as follows [Mei+13]:

xout[n] = xin[n]ej2πn ∆F
fs , (2.31)

where ∆F is the frequency offset between the two lasers.
Relatively similar to the impact of laser PN, the CFO introduces a rotation of the

constellation points, as can be seen in Figure 2.14. The rotation of constellation points is
proportional to the value of ∆F and can be clockwise or counterclockwise, depending on
the sign of the parameter. As it can be seen, the transmitted symbols cannot be correctly
detected on the receiver side if no compensation is performed to mitigate CFO.

2.6.2 Compensation

The objective of the compensation is to invert the impact of ∆F in order to recover
the transmitted data. In literature, multiple techniques have been proposed for CFO
compensation [Far+17].

The data-aided techniques used for CFO compensation can mitigate a wide range of
frequency offsets and are modulation-format independent at the expense of an overhead
[Zho+11]. The training symbols may consist of a preamble block or multiple pilot symbols

ideal symbol
impaired symbol

I

Q

Figure 2.14 – CFO impact on a 4-QAM constellation
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inserted periodically into the data frame. In the following, an efficient CFO compensation
technique is presented. First, the modulation phase is removed by multiplying the complex
conjugated transmitted preamble with the received preamble as in [Zho+11]:

ϕ[n] = arg
(
x0,out[n] · x∗

0,in[n]
)

, (2.32)

where x0,out and x0,in are the received and transmitted preamble symbols. Then, the CFO
is estimated by performing a LS linear fit on the phase evolution vector, and its impact
is inverted. In Figure 2.15, the impact and compensation of CFO using the presented
approach is depicted for 4-QAM constellation. The simulated CFO has a value of 200
MHz for a signal bandwidth of 20 GHz and a sampling frequency fs of 20 GHz, too. The
OSNR value is 20 dB. Three thousand symbols were employed, and from these, 300 were
used as a preamble. The high impact of CFO can be seen in the first figure, where a correct
detection of symbols cannot be performed. On the other hand, after the compensation,
the symbols are only impacted by the noise, and the detection can be correctly done. The
CFO can also be compensated for using pilots as training data. In [Zha+15], the CFO is
estimated by using the pilots location in the spectrum.

Apart from data-aided compensation techniques, several well-known blind methods
may be used for CFO mitigation. One of the benchmark algorithms is the one based on
4th order statistics [Fat+11; Hof+08; Lev+07]. Despite their efficiency for 4-QAM, these
algorithms’ performance is limited in the case of higher-order modulations. However,

(a) CFO impact (b) CFO compensation

Figure 2.15 – CFO impact and compensation using a preamble data block
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Table 2.7 – Summary of the CFO compensation techniques

Reference Technique Domain Type
[Zho+11] Feedforward Time Data-aided
[Lev+07] Feedforward Time Blind
[Hof+08] Feedforward Time Blind
[Zha+15] Feedforward Frequency Blind
[Nak+10] Feedforward Frequency Blind
[Nak+11] Feedforward Frequency Blind
[Sel+09] Feedforward Frequency Blind

[Wan+01] Feedforward Frequency Blind
[Fat+11] Feedforward Time Blind
[Mei+13] Feedback Time Decision-Aided
[Mor+13] Feedback Time Decision-Aided
[Xie+12] Feedback Time Blind

by performing some statistical processings, the extension to higher order QAM modula-
tion is possible [Sel+09; Wan+01]. Alternatively, spectrum-based compensation methods
are used for CFO compensation [Nak+10; Nak+11]. Generally, these techniques per-
form better than those based on 4th power operation, but their complexity increases for
higher-order modulations. Apart from these feedforward techniques, feedback compensa-
tion techniques were also highly investigated [Mei+13; Mor+13; Xie+12]. The feedback
techniques are independent of the modulation format, but they may be problematic be-
cause of the feedback delay. A summary of the CFO compensation techniques can be
found in Table 2.7.

2.7 Coherent optical transmission under the impact
of multiple imperfections

The previous sections investigated the impact of certain linear imperfections in coher-
ent optical communications. Nevertheless, the transmitted data is usually impaired by
multiple linear imperfections simultaneously. The following details the signal model of
such a system and a common compensation approach.
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2.7.1 Objective

A coherent optical communication system impaired by multiple linear imperfections
can be generically described by the following equation:

ỹ = M(α)x̃ + b̃, (2.33)

where the tilde denotes the augmented real-valued data corresponding to the original
complex vectors 1, the ideal transmitted signal is denoted by x, the impaired received
signal by y, M(α) is a real-valued transfer matrix of the whole system depending on
the unknown vector parameter α corresponding to the impairments, and b describes the
noise contribution. On the receiver side, the objective is to detect the transmitted data
from the received one and to minimize the BER.

2.7.1.1 General approach

Using as a basis (2.33) and assuming Gaussian noise and independent and identically
distributed symbols, the detection problem can be obtained by minimizing the LS cost
function as follows:

{α̂, xdet} = arg min
α,x∈SN

∥ỹ − M(α)x̃∥2
2. (2.34)

This minimization problem can be difficult to address in its original form. To simplify
this problem, the detection can be divided into two main steps as follows:

— Estimation of system parameters α̂ using a data-aided technique;
— MIMO detection of transmitted data:

xdet = arg min
x∈SN

∥ỹ − M(α̂)x̃∥2
2. (2.35)

The MIMO detection can be performed by using the Maximum-Likelihood Detector
(MLD) [Zhu+02] that achieves optimal performance. However, its complexity is NP-
hard. To reduce the computational complexity, suboptimal linear detectors such as the
Minimum Mean Squared Error (MMSE) and Zero-Forcing (ZF) detectors are often used
[Tri+12]. MMSE has a better accuracy than ZF, especially at low-medium values of
OSNR, while ZF requires less computational effort. For simplicity reasons, this thesis

1. For example: x̃ =
[
ℜe{x}T ℑm{x}T

]T
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focuses on the ZF detector. The ZF detection consists of the following operations:
— Compensation of imperfections:

ˆ̃x = M−1(α̂)ỹ; (2.36)

— Hard detection of symbols:

xdet[n] = arg min
s∈S

∥x̂[n] − s∥2
2, (2.37)

where xdet[n] denotes the detected symbol.

2.7.1.2 Cascaded local compensation

In literature, a commonly used technique to implement (2.36) is to cascade multiple
individual DSP algorithms that compensate for the imperfections without explicitly esti-
mating α, then a hard projection is operated. Each of the algorithms compensates for a
particular imperfection, and by cascading them, the aim is to mitigate all imperfections’
impact. Starting from now, this approach will be denoted local compensation. Using a
local compensation approach, a strategy to cascade the DSP algorithms should be devel-
oped to achieve good performances, as there are many possible options. Imperfections
may be compensated for both on the transmitter and receiver sides, or the compensa-
tion may be split between the transmitter and receiver. In coherent optical systems, the
compensation of most imperfections is typically performed on the receiver side because
the transmitter side compensation requires a feedback channel for most of the imperfec-
tions, which is not typical in optical systems, as it introduces a delay. Even in the case
of receiver-side compensation, there are many possible strategies that may be used. A
common approach is to apply the compensation scheme from Figure 2.16 [Far+17]. The
functionality of the DSP blocks can be summarized as follows:

— the amplitude and phase mismatch between the I and Q components of the signal
is compensated for;

— the CD impact is compensated for using a static filter;

IQ imbalance
compensation

CD
compensation

PMD
compensation

CFO
compensation

Laser PN
compensation

Detection
xout x̂in

Figure 2.16 – DSP sequence of compensation operations in a coherent optical receiver
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2.7. Coherent optical transmission under the impact of multiple imperfections

— the PMD impact is compensated for using an adaptive filter;
— the CFO between the two lasers is corrected;
— the laser PN is mitigated;
— the transmitted symbols are detected;

It is essential to notice that, depending on the scenario, more adapted compensation
schemes may exist.

2.7.2 Simulation results

In this subsection, the effectiveness of the local compensation approach is investigated
using simulations in two simplified scenarios. An SP coherent optical communication with
multiple impairments is considered. The communication link is assumed to be dispersion
compensated. As a consequence, the impairments that impact the considered communi-
cation chain are IQ imbalance, CFO, and laser PN. Moreover, the impact of laser PN is
accumulated on the receiver side.

To be able to compensate for these imperfections, a classical hybrid strategy regarding
data allocation is considered. This strategy consists of using a preamble and multiple
pilots that are known on the receiver side. The preamble data is used for the mitigation
of static imperfections, while the pilot symbols are employed in the tracking of time-
variant imperfections. The frame structure is depicted in Figure 2.17. It can be observed
that it contains a preamble of N0 symbols and multiple data blocks with Nb symbols.
Each data block contains P pilots inserted periodically. The preamble and each block
contain 300 symbols (N0 = Nb = 300).

The system and imperfections parameters are detailed in Table 2.8.
Two scenarios detailed in the following are considered to investigate the effectiveness

of the local compensation approach.

...

Data sequence

...

Preamble

...

Figure 2.17 – The frame structure consisting of a preamble and multiple data blocks
containing pilots inserted periodically
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Table 2.8 – System and imperfections parameters

BW [GHz] fs [GHz] g [dB] ϑ [deg.] ∆F [MHz] δf [kHz]
20 20 1 10 200 100

2.7.2.1 Multiple impairments without transmitter IQ imbalance

First, it can be seen that in Figure 2.18 that the transmitted signal is impaired by
AWGN on the channel, and by CFO, IQ imbalance, and laser PN on the receiver side.
For multiple impairment compensation, the following scheme is used:

— First, the IQ imbalance is compensated in a blind manner using GSOP [Fat+08];
— Secondly, using the preamble data, the CFO is estimated and compensated for. The

modulation phase is removed by multiplying the complex conjugated transmitted
preamble with the received preamble as in [Zho+11], then the CFO is estimated
using a LS linear fit;

— Finally, the impact of laser PN is mitigated using the pilot symbols. First, a
correlation between the transmitted and received pilots is performed [Mag+12].
An averaging filter of length 4 is applied to reduce the AWGN [Zha+12]. After
that, a second estimation stage is operated by using maximum likelihood phase
estimation in a decision-directed manner [Mor+11]. Finally, the averaging filter is
applied once again.

In Figure 2.19, the simulation results obtained by using the considered compensation
scheme and a single realization of a 16-QAM transmission at OSNR value of 20 dB can
be seen. The BER simulated performance for a channel impacted only by Gaussian noise
is denoted as “AWGN Ch.” and is used as a performance bound, while the BER perfor-
mance of the employed compensation scheme is denoted as “DSP v1”. The simulations
were performed for 4-QAM and 16-QAM cases. It can be seen in Figure 2.19a that the
compensation approach employed is effective as its performance is relatively close to the
one over an AWGN channel. After the OSNR values of 9 dB and 16.2 dB, the perfor-

Modulation
M +

b

Carrier
frequency

offset
∆F

IQ imbalance
µRX , νRX

Phase noise
δfrx

Compensation Demodulation
M

x y x̂

Figure 2.18 – Communication system impaired by CFO, receiver IQ imbalance, and laser
PN
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2.7. Coherent optical transmission under the impact of multiple imperfections

mance of the DSP compensation technique is below the imposed threshold (see 1.2.3.3)
for 4-QAM, and 16-QAM, respectively. Based on that, it can be stated that the discussed
compensation scheme introduces penalties of 0.6 dB for 4-QAM and 1.2 dB for 16-QAM
compared to the performance bounds imposed. In Figure 2.19b, the signal constellation
before any compensation can be observed. The constellation consists of multiple ellipses,
as CFO and laser PN rotate the constellation, while IQ imbalance make the constellation
non-orthogonal. After the GSOP, the constellation has the form of multiple concentric
circles, as its orthogonality is recovered. Then, after CFO compensation, the constellation
is only impacted by laser PN and noise. Finally, in the last figure, the transmitted data
can be correctly detected, being impacted only by the noise.

4-QAM

16-QAM

0 5 10 15 20 25 30

10−4

10−3

10−2

10−1

100

OSNR [dB]

B
E
R

, AWGN Ch.

, DSP v1

(a) BER performance for multiple values of OSNR

(b) Before any
compensation

(c) After IQ imbal-
ance compensation

(d) After CFO
compensation

(e) After laser PN
compensation

Figure 2.19 – Performance of the first compensation scheme in the presence of IQ imbal-
ance on the receiver side
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2.7.2.2 Multiple impairments with transmitter IQ imbalance

In the second scenario, an IQ imbalance is also present on the transmitter side, as
shown in Figure 2.20. For compensation, the same compensation scheme is considered.
The results obtained for this case can be found in Figure 2.21. It can be observed that the
DSP compensation technique gives poor results, especially for 16-QAM case, where the
performance does not reach the imposed QoS. Concerning the constellations for a single
realization, it can be seen that the impact of the transmitter IQ imbalance is not correctly
compensated for. Moreover, the performance of the laser PN compensation algorithm is
impaired by the presence of IQ imbalance.

For performance improvement, another DSP approach is now considered to mitigate
transmitter IQ imbalance. In [Flu+16], the transmitter IQ imbalance is compensated
for using FIR filters with a single tap in a MIMO configuration. The paper’s authors
place the filters after the carrier phase estimation and suggest performing another phase
estimation after it to achieve better results. In Figure 2.22a, the results obtained for
this compensation technique (“DSP v2”) are depicted. It can be seen that there is an
improvement compared to the first compensation scheme (“DSP v1”), but the results
are still far from the performance bounds, and the “flooring” effect for 16-QAM still
persists. On the constellations, it can be observed that the transmitter IQ imbalance
is compensated for, but the laser PN compensation method is highly impacted by its
presence. This reduced the final performance of the “DSP v2” technique.

Finally, to improve the method’s performance, another compensation scheme, denoted
“DSP v3” is proposed. Unlike the “DSP v2”, before the transmitter IQ imbalance com-
pensation, only a constant constellation rotation is applied using the pilot symbols. The
rest of the compensation scheme remains unchanged. In Figure 2.23 it can be seen that
this compensation approach achieves better performance for both 4-QAM and 16-QAM.
Moreover, the performance of 16-QAM is better than the imposed threshold above 20 dB
OSNR. Seeing the constellations for a single realization, it can be seen that the constant
rotation introduced manages to perform a coarse laser PN compensation, sufficient enough

Modulation
M

IQ imbalance
µTX , νTX

+

b

Carrier
frequency

offset
∆F

IQ imbalance
µRX , νRX

Phase noise
δfrx

Estimation &
Compensation

Demodulation
M

x y x̂

Figure 2.20 – Communication system impaired by transmitter IQ imbalance, CFO, re-
ceiver IQ imbalance, and laser PN
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(e) After laser PN
compensation

Figure 2.21 – Performance of the first compensation technique in the presence of IQ
imbalance on the transmitter and receiver sides

for the FIR filters to not converge to the same output. Finally, after the transmitter IQ
imbalance compensation, the more complex strategy for laser PN compensation operates
correctly.

The simulation results proved that choosing the optimal strategy using the local com-
pensation approach becomes far from trivial as the number of imperfections increases.
Multiple attempts should be performed in order to achieve an acceptable performance.
Moreover, this ad-hoc strategy is dependent on the imperfections of the optical chain and
the compensation algorithms used for a particular impairment compensation.
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Figure 2.22 – Performance of the second compensation scheme in the presence of IQ
imbalance on the transmitter and receiver sides
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Figure 2.23 – Performance of the third compensation scheme in the presence of IQ imbal-
ance on the transmitter and receiver sides
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2.8 Conclusion and discussion

In this chapter, the linear imperfections of the physical layer in coherent optical com-
munications were investigated. The origin of these imperfections can be multiple like
manufacturing faults, channel effects, environmental changes, etc. The linear imperfec-
tions analyzed may negatively impact the communication performance, and compensation
is required. Consequently, multiple local DSP algorithms have been investigated to com-
pensate for one or a few imperfections. These algorithms are well-studied and have proven
their effectiveness in compensating for particular effects. However, coherent optical com-
munications are typically affected by multiple impairments. In this context, the conven-
tional strategy consists in cascading multiple local DSP algorithms to compensate for all
chain’s imperfections. In this chapter, the effectiveness of this ad-hoc approach has been
investigated in a simplified scenario where transmission over a dispersion-compensated
link was impaired only by IQ imbalance, CFO, and accumulated laser PN on the receiver
side. First, the impact of IQ imbalance was simulated only on the receiver side. In this
case, the approach consisting of using local DSP algorithms proved to perform well as
low penalties were observed at the BER threshold compared to the case where only the
AWGN impaired the transmitted signal. On the contrary, the approach seemed to be
problematic in the second case, where the IQ imbalance was also present on the transmit-
ter side. First, while the GSOP was efficient in compensating for receiver IQ imbalance,
its performance is penalized by the presence of transmitter IQ imbalance. Secondly, the
presence of the transmitter IQ imbalance seems to degrade the laser PN compensation
performance. Finally, a considerable improvement was obtained after multiple attempts
regarding the cascading of compensation algorithms. Nevertheless, the algorithms’ choice
and arrangement in the DSP block is a difficult task. Many algorithms work in particular
simplified scenarios and/or for particular modulation formats. However, general scenar-
ios corresponding to coherent optical communications tend to become more complex. In
addition, the increasing demand for flexible optical communications requires adapting the
system to different modulation formats. Furthermore, the interaction between multiple
local DSP algorithms may be complicated and difficult to interpret. For all the above-
mentioned reasons, this thesis investigates a different compensation strategy. Instead of
cascading multiple local compensation algorithms, the next chapters consider the devel-
opment of global compensation schemes. The joint compensation of linear imperfections
was already considered in the literature, but it was applied only to a limited number
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of imperfections. In the table from Appendix A, it can be seen that just a few refer-
ences from the one discussed earlier consider joint compensation. In addition, this joint
compensation generally considers 1 or 2 impairments. It is important to notice that the
classification from Appendix A takes into consideration only the results presented in the
mentioned references. Many other references exist, and some implement a joint compen-
sation of more imperfections, but it can be deduced that a global compensation of the
linear impairments was not achieved until now.
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Chapter 3

GLOBAL DSP-BASED COMPENSATION

OF LINEAR IMPERFECTIONS

The previous chapter investigated the impact of linear effects and some benchmark
compensation techniques. Even if the impact of a single impairment may be severe,
the conventional DSP algorithms are usually efficient in compensating for it. However,
coherent optical systems are typically impaired by multiple imperfections. In this scenario,
the standard technique for compensation is to cascade multiple DSP algorithms. Each
one compensates for a particular effect, with the final aim of recovering the transmitted
data. Unfortunately, the cascading of the DSP compensation algorithms is often far from
trivial. It was shown that the compensation performance of this cascaded approach might
be drastically reduced in the presence of multiple impairments, as some of the techniques
designed to compensate for one specific impairment may have poor performance in the
presence of others. Moreover, most of the algorithms operate in a specific context or for
particular modulation formats, limiting their flexibility. Finally, the interpretability of
this approach is a complicated task, as it is unclear how the imperfections and/or the
compensation algorithms interact.

To overcome these challenges, a global DSP compensation technique is proposed and
discussed in this chapter. This approach aims to estimate and compensate for multiple
imperfections globally. Furthermore, the proposed algorithm is modulation-format inde-
pendent, being suitable for future flexible optical systems. The chapter is organized as
follows. First, the global estimation and compensation technique is detailed. Then, this
approach is applied in the case of a coherent optical system. Finally, the results obtained
by simulations and experimental investigation are analyzed.
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3.1 Global estimation and compensation

As seen in Chapter 2, the relation between the transmitted and received data can be
mathematically expressed using a linear transformation as follows:

ỹ =M(α)x̃ + b̃, (3.1)

where M(α) is a real-valued augmented transfer matrix depending on the unknown vector
parameter α.

The objective on the receiver side is to detect the transmitted data. Assuming a
Gaussian noise and independent and identically distributed symbols, this can be done
using a parametric approach as follows:

{α̂, xdet} = arg min
α,x∈SN

∥ỹ − M(α)x̃∥2
2. (3.2)

However, this minimization problem is hard to solve. To address this problem, one solution
is to decouple the estimation problem into multiple parts.

— Estimation of the channel parameters. The unknown parameter α is estimated
using a data-aided approach. Specifically, we assume that some data xDA are
known on the receiver side. These data experience the same impairments as useful
data. Based on that, a simple approach to estimate the unknown parameter α is
to use a Nonlinear Least-Squares (NLS) estimator:

α̂ = arg min
α

∥ỹDA − H(α)x̃DA∥2
2, (3.3)

where yDA represents the received signal corresponding to the known transmitted
signal xDA.

— Detection step. By replacing the unknown parameters α by their estimates, the
detection step reduces to a classical MIMO detection problem:

xdet = arg min
x∈SN

∥ỹ − M(α̂)x̃∥2
2. (3.4)

In this work, for simplicity and computational complexity reasons, we propose to
use a simple ZF detector. This detector performs two operations. First, the ZF is
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employed for compensation:

ˆ̃x = M−1(α̂)ỹ. (3.5)

Then, a hard detection of the transmitted symbols is done as follows:

xdet[n] = arg min
s∈S

∥x̂[n] − s∥2
2. (3.6)

Equations (3.3), (3.5), and (3.6) are the backbone of our proposed global estimation
and compensation algorithms. The global estimation and compensation technique differs
from the conventional approach where the compensation is performed using cascaded
DSP algorithms. The proposed approach aims to avoid the difficulties arising from the
choice of DSP compensation algorithms and their order in the compensation sequence. In
addition, this approach is not limited to particular scenarios or modulation formats. The
following sections investigate the proposed technique for the case of SP coherent optical
systems.

3.2 Global estimation and compensation in coherent
optical systems

An SP coherent optical systems impaired by transmitter and receiver laser PN and IQ
imbalance, CD, and CFO is considered. The diagram of the considered system is depicted
in Figure 3.1, where marked in red are the parameters related to the imperfections.

3.2.1 Signal model

For a clearer understanding of the order of imperfections impacting the transmitted
signal, in Figure 3.2, the block diagram of the communication chain can be seen. First,
the transmitted signal x is impaired by laser PN and IQ imbalance. Then, the signal is
sent to the optical channel, where the CD occurs, and the AWGN impact is accumulated
at the end of the optical channel. Next, the signal is impaired by CFO, IQ imbalance,
and laser PN on the receiver side. Then, the impaired received signal y goes through a
DSP estimation and compensation of impairments to detect the transmitted data.

The impact of imperfections can be modeled as a cascaded Single-Input Single-Output
(SISO) signal model, where the transmitted signal encounters multiple imperfections be-
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Figure 3.2 – Block diagram of the SP coherent optical system under the impact of multiple
linear imperfections

fore being detected on the receiver side. First, the signal is impaired by transmitter laser
PN. The impact of transmitter laser PN can be expressed as:

z1 = Φ(ϕtx)x, (3.7)

where

Φ = diag(ejϕ0 , ejϕ1 , · · · , ejϕN−1). (3.8)

The diag(.) represents the diagonal matrix that contains on the main diagonal its argu-
ment elements, and N corresponds to the total number of samples. Then, the signal is
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impaired by transmitter IQ imbalance, and can be expressed as follows:

z2 = µT Xz1 + νT Xz∗
1. (3.9)

Next, the resulting signal is transmitted over the fiber channel, where it is impaired by
CD. The CD impact is modeled in the frequency domain. As a consequence, the impaired
signal is expressed by:

z3 = WHD1(Dz)Wz2, (3.10)

where:
— W is an N ×N Vandermonde matrix corresponding to the Discrete Fourier Trans-

form (DFT) and is defined as:

W = 1√
N



1 1 . . . 1
1 z zN−1

1 z2 z2(N−1)

... ... ...
1 zN−1 . . . z(N−1)2

,


(3.11)

with z = e−2jπ/N . This matrix computes the DFT in the angular frequency range[
0, 2π (N−1)fs

N

]
in rad/s, where fs is the sampling frequency.

— D1(Dz) is an N × N diagonal matrix that contains the effect of the CD. The n-th
diagonal element of D1(Dz) can be expressed by:

[D1(Dz)]nn =

HCD(2πnfs/N, Dz) if n < N
2

HCD(2π(n − N)fs/N, Dz) if n ≥ N
2

. (3.12)

After the fiber channel, the signal arrives on the receiver side, where it is first impaired
by CFO:

z4 = D2(∆F )z3, (3.13)

where D2(∆F ) is an N × N diagonal matrix whose n − th diagonal element is given by:

[D2(∆F )]nn = ej 2πn∆f
fs . (3.14)
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After the CFO impact, the signal undergoes receiver IQ imbalance:

z5 = µRXz4 + νRXz∗
4, (3.15)

and laser PN:

z6 = Φ(ϕrx)z5. (3.16)

Combining all the above models involved during the communication and adding the noise
contribution, we arrive at the following global expression:

y = µRXµT XΦ(ϕrx)G(κ)Φ(ϕtx)x

+ µRXνT XΦ(ϕrx)G(κ)Φ∗(ϕtx)x∗

+ νRXµ∗
T XΦ(ϕrx)G∗(κ)Φ∗(ϕtx)x∗

+ νRXν∗
T XΦ(ϕrx)G∗(κ)Φ(ϕtx)x + b (3.17)

where G(κ) = D2(∆F )WHD1(Dz)W is a N × N matrix that describes the combined
effects of CD and CFO, and κ =

[
Dz ∆F

]T
.

3.2.2 Parametric estimation and compensation

3.2.2.1 Assumptions

As discussed previously, the proposed algorithm is composed of two steps: estima-
tion of the channel parameters using a data-aided approach, and ZF compensation and
detection.

Regarding the estimation of the channel parameters, as some imperfections can be con-
sidered quasi-static (IQ imbalance, CD, CFO) while others are time-variant (the transmit-

...

Data sequence

...

Preamble

...

Figure 3.3 – The data frame structure, which consists of a preamble and multiple pilot
symbols inserted periodically into the data blocks
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Allocation strategy Data frame Allocation matrix

Preamble-based
Data sequencePreamble

... P0 =
[
IN0 0N0×(N−N0)

]

Pilot-based ...

Data sequence

... ... P1 = IP ⊗
[
1 0 · · · 0

]

Hybrid ...

Data sequence

...

Preamble

... P

Table 3.1 – Different allocation strategies and their corresponding extraction matrices

ter and receiver laser PN), we propose to use both preamble and pilot data. Specifically,
the proposed algorithm relies on the frame structure presented in Figure 3.3. This struc-
ture consists of a preamble of N0 length and multiple pilot symbols P inserted periodically
into the data blocks of size Nb. The preamble is used to perform a global estimation of
the system’s parameters, while the pilot symbols are used to perform phase tracking over
the data blocks. This allocation scheme requires the employment of an extraction matrix
on the receiver side. This matrix extracts the training data and contains 0s on all of
its entries, except the ones corresponding to the training symbols’ positions in the data
blocks, which contain 1s. For a better understanding, in Table 3.1 multiple allocation
strategies and the corresponding extraction matrices are shown.

In the following, to address the data-aided estimation problem, we express the signal
model in a more convenient form as follows:

y = A(x, κ, ϕ)χ + b, (3.18)

where:

— A(x, κ, ϕ) is an N × 4 matrix describing the combined effects of the CD, CFO,
and PN:

A(x, κ, ϕ) =


Φ(ϕrx)G(κ)Φ(ϕtx)x

Φ(ϕrx)G(κ)Φ∗(ϕtx)x∗

Φ(ϕrx)G∗(κ)Φ∗(ϕtx)x∗

Φ(ϕrx)G∗(κ)Φ(ϕtx)x



T

, (3.19)
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with ϕ =
[
ϕT

tx ϕT
rx

]T
denoting the transmitter and receiver lasers’ phases.

— χ is a column vector describing the IQ imbalance parameters:

χ =


µRXµT X

µRXνT X

νRXµ∗
T X

νRXν∗
T X

 . (3.20)

— b is a column vector containing the AWGN.
Equation (3.18) serves as the basis for the estimation algorithm. In (3.18), some param-
eters are nonlinear (κ, ϕ), while others are linear (χ) with respect to the received signal
y.

In (3.18), the laser phase is usually modeled as a Wiener noise. Using this model
requires estimating N parameters for a single laser phase. As N is greater than the
number of preamble and pilot samples, the unique identification of the model parameter
is impossible. In practice, it is important to note that the laser phase has a slower
evolution compared to the signal phase [Kik15]. Based on these, we have considered two
different low-dimensional models for the laser phase.

— Common phase model: The common phase model assumes that the laser phase is
constant for several K consecutive symbols [Hua+13]. Using this assumption, the
matrix containing the laser phase samples can be redefined as follows:

ΦCP (ϕ) = diag(ejϕ0 , ejϕ1 , · · · , ejϕN/K−1) ⊗ IK , (3.21)

where ΦCP (ϕ) is the common phase representation of the laser phase, IK an iden-
tity matrix of size K, and ⊗ denotes the Kronecker product. It can be stated that
this model does not follow the exact evolution of the laser phase.

— Polynomial model: The polynomial model assumes that the laser phase can be
modeled as a polynomial of order A. Using this model, the laser phase is expressed
as follows:

ΦP N(ϕ) =


1 x0 x2

0 · · · xA
0

1 x1 x2
1 · · · xA

1
...

1 xN−1 x2
N−1 · · · xA

N−1




a0

a1
...

aA

 , (3.22)
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Figure 3.4 – Laser phase tracking using common phase and polynomial models

where ΦP N(ϕ) is the polynomial representation of the laser phase. This model
may be more adapted than the common phase one, as it can better reproduce the
dynamics of the laser phase.

Both discussed laser phase models provide a good compromise as it reduces the computa-
tional complexity by diminishing the number of parameters to be estimated. An example
of laser phase tracking using these two models is depicted in Figure 3.4.

3.2.2.2 Preamble-based estimation

The preamble sequence is generally of short length (from a few tens to a few hundreds
of symbols). In this case, the laser phase can be assumed to be constant during the
whole preamble length. Hence, the common phase model of the laser phase can be readily
employed, and the matrices Φ(ϕtx) and Φ(ϕrx) reduce to scalar matrices as follows:

Φ(ϕtx) = ejϕtx,0IN0 , (3.23a)

Φ(ϕrx) = ejϕrx,0IN0 . (3.23b)

In this context, the impact of laser PN can be transferred to the IQ phase imbalance.
Using this, the signal equation (3.18) can be rewritten as:

y = A(x, κ)χϕ + b, (3.24)

where:
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— A(x, κ) = A(x, κ, 0) is an N0 × 4 matrix describing the impact of the CD and
CFO, and is defined as:

A(x, κ) =
[
G(κ)x G(κ)x∗ G∗(κ)x∗ G∗(κ)x

]
. (3.25)

— χϕ is a column vector consisting of the IQ imbalance parameters and the lasers’
PNs, and is obtained as follows:

χϕ = Dϕχ, (3.26)

with Dϕ the diagonal matrix represented as:

Dϕ = ejϕrx,0diag(ejϕtx,0 , e−jϕtx,0 , e−jϕtx,0 , ejϕtx,0). (3.27)

The assumption of a constant laser phase over the whole preamble reduces the number
of nonlinear parameters. It can be observed that only 2 nonlinear parameters have to be
estimated. By this, the computational complexity is limited.

The estimation can be naturally performed by using NLS, which minimizes the squared
error between the received signal and the model output:

{κ̂, χ̂ϕ} = arg min
κ,χϕ

∥y − A(x, κ)χϕ∥2. (3.28)

Assuming circular Gaussian noise, the NLS estimator corresponds to the Maximum Like-
lihood Estimator (MLE), which is asymptotically optimal. For this particular signal
model, it was demonstrated that the global estimation could be split into two steps. This
technique is named Separable NLS [Gol+73; Kay93] and is performed as follows:

1. Estimation of the nonlinear parameters κ:

κ̂ = arg min
κ

∥fκ∥2, (3.29)

where fκ computes the vector of residuals:

fκ = ΠA(x, κ)y, (3.30)

with ΠA(x, κ) = IN0 − PA(x, κ), IN0 is an N0 × N0 identity matrix, and PA(x, κ)
the projection matrix onto the column space of A(x, κ). PA(x, κ) is obtained as
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PA(x, κ) = A(x, κ)A†(x, κ̂), where A†(x, κ̂) is the pseudoinverse of A(x, κ) and
is defined as A†(x, κ̂) = (AH(x, κ)A(x, κ))−1AH(x, κ),

2. Estimation of the linear parameters χϕ using the estimate κ̂ as:

χ̂ϕ = A†(x, κ̂)y. (3.31)

In the proposed estimation algorithm, the most complicated task is the minimization
problem in (3.29). Indeed, the cost function may have multiple local minima as illustrated
in Figure 3.5. To overcome this problem, a global optimization algorithm should be used.
However, these kinds of algorithms are very computationally demanding and require many
iterations to obtain acceptable results. As a consequence, in this work, a hybrid technique
is exploited. This technique switches from a global optimization approach that performs a
coarse estimation of the parameters to local optimization. The local optimization performs
a finer estimation of the parameters and is less computationally demanding. Specifically,
we propose the following methodology.
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Figure 3.5 – A graphical representation of the cost function corresponding to the nonlinear
parameters Dz ∈ [0, 35000] ps/nm and ∆F ∈ [1.5, 2.5] GHz
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— Coarse estimation: A grid search is first performed in a two-dimensional space to
obtain an initial estimate of κ. The grid search computes the values of the cost
function for each point of a 2D grid K as follows:

κ̂0 = arg min
κ∈K

∥fκ∥2, (3.32)

where K = {(Dz0, ∆F0), · · · , (DzL1−1, ∆FL2−1)} contains combinations of candi-
date values, with L1 and L2 being their total number for Dz and ∆F , respectively.

— Finer estimation: The local optimization is initialized with the output of the coarse
estimation κ̂0. For local optimization, we propose to use the Levenberg-Marquardt
(LM) algorithm [Mor78]. LM algorithm is an iterative approach that relies on
interpolation between the gradient descent and Gauss-Newton algorithms. It is
robust in avoiding local minima and has an adaptive convergence rate that can
approach one of the Gauss-Newton algorithm. The update is performed as follows:

κT
k+1 = κT

k − [JT
κJκ + λκI2]−1JT

κ fκ

∣∣∣
κ=κk

, (3.33)

where Jκ is an N0 × 2 Jacobian matrix of fκ, I2 is a 2 × 2 identity matrix, and λκ

is a damping parameter controlling the update step. The Jacobian matrix related
to fκ can be obtained as follows:

Jκ =
[

∂fκ

∂κ0
∂fκ

∂κ1

]
=
[

∂P⊥
A(κ)

∂κ0
y ∂P⊥

A(κ)
∂κ1

y
]

, (3.34)

where the derivative of the orthogonal projector is computed as in [Vib+91]:

∂ΠA(κ)
∂κi

= −P⊥
A(κ)∂A(κ)

∂κi

A†(κ) −
(

P⊥
A(κ)∂A(κ)

∂βi

A†(κ)
)H

, (3.35)

and κ is the i-th element of κ.

3.2.2.3 Pilot-based tracking and compensation

Static and time-variant imperfections impair the considered setup. During the preamble-
based estimation, the system’s parameters were globally estimated. However, the lasers’
phases change in time and must be re-estimated during communication. In this work,
this is achieved by using pilot symbols that are inserted periodically into the data block
Nb.
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3.2. Global estimation and compensation in coherent optical systems

Using the same mathematical development as in [Fru+21a], the real-valued augmented
model of the system can be rewritten as:

ỹ = Φ̃(φrx)MΦ̃(φtx)x̃ + b̃, (3.36)

where

— M is an 2Nb × 2Nb augmented matrix which is defined as:

M =
ℜe(M1) −ℑm(M2)
ℑm(M1) ℜe(M2)

 , (3.37)

with:

M1 = (χT
ϕ (e0 + e1))G(κ) + (χT

ϕ (e2 + e3))G∗(κ), (3.38a)

M2 = (χT
ϕ (e0 − e1))G(κ) + (χT

ϕ (e3 − e2))G∗(κ), (3.38b)

while ek is a unit column vector containing a single 1 value at the k − th row and
0s elsewhere,

— Φ̃(φtx) and Φ̃(φrx) are 2Nb × 2Nb augmented matrices defined similarly to Φ̃(φ)
as follows:

Φ̃(φ) =
ℜe(Φ(φ)) −ℑm(Φ(φ))
ℑm(Φ(φ)) ℜe(Φ(φ))

 . (3.39)

Using this re-parametrization of the model, the laser phase can be estimated using the P

pilot symbols by minimizing the following function:

{φ̂} = arg min
φ

∥fφ∥2. (3.40)

where φ =
[
φT

tx φT
rx

]T
, and fφ is a function that computes the vector of residuals. By

using the fact that Φ̃−1(φ) = Φ̃T (φ), the function can defined as:

fφ = x̃1 − P̃1Φ̃
T (φtx)M−1Φ̃T (φrx)ỹ, (3.41)

where x1 are the transmitted pilot symbols. It is essential to notice that by using the
before-mentioned relation, the algorithm directly estimates the matrices that compensate
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for the laser PN. This way, the matrix inversion is avoided, and a transpose is computed
instead, reducing computational complexity. Moreover, the inversion of M is performed
only once, as it does not depend on the time-variant parameters.

The minimization of the function from (3.40) can also be performed in multiple man-
ners. In this case, the cost function is assumed to be convex and can be minimized using
a local optimization algorithm. By establishing this, the optimization is also performed
using the LM algorithm. First, the laser phase is initialized with 0s values, and then
the update is performed similarly to the one in (3.33). The 2P × P Jacobian matrix
corresponding to the function fφ is expressed as:

Jφ =
[

∂fφ

∂φtx,0
. . . ∂fφ

∂φtx,P/2−1

∂fφ

∂φrx,P/2
. . . ∂fφ

∂φrx,P −1

]
, (3.42)

where:

∂fφ

∂φtx,i

= −P̃1
∂Φ̃T (φtx)

∂φtx,i

M−1Φ̃T (φrx)ỹ, (3.43a)

∂fφ

∂φrx,i

= −P̃1Φ̃
T (φtx)M−1 ∂Φ̃T (φrx)

∂φrx,i

ỹ. (3.43b)

As both lasers’ phases used for compensation are jointly estimated, the estimation in
(3.40) introduces a phase indetermination. Consequently, a constant difference between
real and estimated phase values is generally visible. Figure 3.6 shows a single realization of
the global estimation of both lasers’ phases related to 100 kHz laser linewidth in a noiseless
16-QAM transmission. In this figure, the constant difference is removed artificially for ease
of comparison. In contrast to the conventional DSP algorithms, which cannot discriminate
between the two lasers’ phases, it can be seen that the proposed technique can track both
transmitter and receiver lasers’ phases jointly.

After the global estimation of parameters using the preamble data and tracking the
time-variant lasers’ phases, the impact of imperfections can be mitigated, and the trans-
mitted data can be recovered. The ZF equalizer compensates for the imperfections’ im-
pact. It consists of an inversion of the channel transfer matrix to recover the transmitted
symbols:

x̂[n] = (en + jen+Nb
)T Φ̃T (φ̂tx)M−1Φ̃T (φ̂rx)ỹ. (3.44)
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A detection is finally performed using a hard projector:

xdet[n] = arg min
s∈S

∥x̂[n] − s∥2
2. (3.45)

where xdet[n] represents the n − th estimated constellation symbol.

3.3 Results

In this section, the performance of the proposed approach is evaluated. The section
is divided into three subsections. First, the performance is assessed by using numerical
simulations in a complex scenario where all considered imperfections impact the trans-
mitted signal. The second subsection presents a comparative study by considering a few
conventional DSP algorithms. Finally, the last subsection is dedicated to an experimental
demonstration of the approach using a simplified scenario.

The implementation of the transmission systems impaired by multiple imperfections is
done using Python scientific libraries such as NumPy [Har+20], and SciPy [Vir+20]. The
LM algorithm is implemented by calling a wrapper over the LS algorithm from MINPACK
[Mor+80].
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Figure 3.6 – Laser phase estimation for an ideal 16-QAM transmission
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3.3.1 Simulation results

This chapter considers an M-QAM coherent optical system impacted by multiple
impairments. The system’s parameters can be seen in Table 3.2. The communication is
achieved at the wavelength of 1550 nm with bandwidth and a sampling frequency fs of
30 GHz. The preamble consists of 100 symbols belonging to the payload constellation set
S. The data blocks have a length of 300 symbols, of which some are pilot symbols. The
considered imperfections’ parameters are reported in Table 3.3. The transmitted signal
is impaired by an IQ imbalance of (1 dB, 10◦), both on the transmitter and receiver
sides. The lasers’ PNs are related to laser linewidth between 100 kHz and 500 kHz, the
accumulated CD is of 17000 ps/nm, corresponding to a fiber length of z = 1000 km with
a dispersion coefficient of D = 17 ps/nm-km, and the CFO is of 2 GHz.

Considering this scenario, the estimation and compensation results are analyzed in
the following.

3.3.1.1 Preamble-based estimation performance

This subsection presents the performance of the preamble-based estimation technique.
This estimation is conducted using the preamble data and is divided into two parts: the
estimation of the nonlinear parameters κ and the estimation of the linear parameters χ.
In the following, the estimation performance is only reported for the nonlinear param-
eters κ because the estimation of linear parameters directly depends on the estimation
performance of the nonlinear parameters (see eq. (3.31)).

As previously discussed in 3.2.2.2, the nonlinear parameters are estimated using a
hybrid strategy. First, a global optimization using grid search is carried out. In this case,
a search interval for grid search should be introduced. This interval is tuned according to
the following rules:

— In the case of accumulated CD, prior knowledge about the corresponding parameter
Dz can be assumed. In the following, an interval of fiber length between 950 km
and 1050 km is considered. In this way, the computational demands are also

Table 3.2 – System parameters

BW [GHz] fs [GHz] λ [nm] N0 Nb
30 30 1550 100 300
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Table 3.3 – Imperfections parameters

gT X/RX [dB] ϑT X/RX [deg.] Dz [ps/nm] ∆F [GHz] δftx/rx [kHz]
1 10 17000 2 [100;500]

reduced as a lower number of iterations may provide a good initialization value;
— In the case of the CFO parameter ∆F , there is no prior knowledge, so a search

interval ± 3 GHz is considered, as over the lifetime of a typical tunable laser, the
CFO can be as large as ± 2.5 GHz [For15].

Secondly, the optimization switch to the LM algorithm, which uses the grid search’s
estimated values as initialization values.

Initially, an ideal case where the communication is not impacted by laser PN (ϕtx =
ϕrx = 0) over the whole preamble is considered. In this scenario, we have also derived
the expression of the Cramér Rao Lower Bound (CRLB) to compare the performance of
the NLS estimator technique with the optimal one. The CRLB is the variance’s lower
bound of any unbiased estimator [Kay93]. The CRLB is determined by inverting the
Fisher information matrix. Its computation can be found in Appendix B.

As in this work, the AWGN contribution is considered before the receiver IQ imbalance,
the noise statistics are modified, and the circularity property does not hold (see eq. (3.28)).
In Figure 3.7, the evolution of the MSE by varying N0 for a single OSNR value of 20 dB
is shown. The N0 variation is done with a step size of 1, while the curves’ markers are
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Figure 3.7 – MSE evolution of the NLS estimator and CRLB for an OSNR of 20 dB for
multiple values of N0
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Figure 3.8 – MSE evolution of the NLS estimator for multiple values of OSNR

displayed every 10 samples. It should be noted that the NLS estimator has a similar
evolution to the CRLB, but it is not optimal, as a performance gap can be observed.

In practice, the impact of the laser PN cannot be neglected. In the following, the
influence of laser PN on the estimation performance of the nonlinear parameters κ is
analyzed. A scenario where the laser PN occurs over the preamble data is considered to
evaluate the estimation performance. “NLSE PN” denotes the estimator used in this case.
In Figure 3.8, the evolution of the MSE for different values of OSNR using a fixed-length
preamble of 100 symbols is depicted. The performance is compared to the one obtained
in the scenario where the transmission is not impaired by laser PN. It can be seen that
the estimation in the presence of laser PN reaches a floor for both parameters. This is
due to the approximate model of the laser phase employed. However, at this point, the
MSE values are reduced.

3.3.1.2 Compensation performance

This subsection analyses the performance of the proposed technique using the BER
metric. In each simulation, the impairments parameters are replaced by their estimates.

First, the performance of the compensation method is assessed with respect to the
number of pilots P . In the following simulations, the BER performance of the approach
is computed for 16-QAM communications with laser linewidths of δftx = δfrx = 100.
Multiple pilot symbols are used (0, 2, 4, 6, 12, and 30 pilot symbols). Regarding the
common phase model, the number of constant phase levels assumed is equal to K = Nb/P .
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Figure 3.9 – BER evolution for multiple values of OSNR with δftx = δfrx = 100 kHz, and
different values for the number of pilots P

When no pilot symbol is used, the algorithm does not perform any tracking of the lasers’
phases and is denoted as “ZE”. On the other hand, the equalizer performing phase tracking
is denoted as “TE”. In Figure 3.9, it can be seen that the performance of the “TE”
approach increases with the number of pilot symbols. For the case where no pilot symbol
is used, the performance does not even reach the required QoS. On the contrary, when
30 pilot symbols are used, the BER decreases to values of approximately 10−5. It can
also be observed that better performance is obtained for a low number of pilots at low to
medium OSNRs. On the other hand, better performances are obtained when more pilot
symbols are employed after medium OSNR values. On low-medium values of OSNR, the
pilot-based estimation is highly impacted by noise, and overfitting occurs. When the noise
contribution is reduced, the model with multiple pilots describes the laser phase dynamics
more accurately, and better performance is obtained. To maintain a good compromise
between performance and computational complexity, all the following simulations consider
12 pilot symbols and 12 constant levels of the phase (K = 25).

Next, the robustness of the proposed approach to the laser PN is measured. To do
that, in Figure 3.10, the performance of the approach for 16-QAM communication with
different values for the lasers’ linewidths is evaluated at different OSNR values. It can
be observed that the algorithm can meet the required QoS even for values of 500 kHz for
the two lasers’ linewidths at high OSNRs. As the values of lasers linewidths decrease, the
approach performance is improved, reaching values of BER below 10−5 for the case where
δftx = δfrx = 50 kHz.
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Figure 3.10 – BER evolution for multiple values of OSNR for N0 = 100 with different
values of δftx = δfrx, and P = 12 pilot symbols
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Figure 3.11 – BER evolution for different M-QAM for multiple values of OSNR

Finally, in Figure 3.11, the compensation performance is computed for different M-
QAMs and compared to a modified Clairvoyant equalizer [Kay93] that has perfect knowl-
edge about the quasi-static parameters (Dz, ∆F , µT X/RX , νT X/RX), and is denoted by
“CL”. At low OSNR values, the proposed method has similar performance values to the
modified Clairvoyant equalizer, but as the OSNR increases, its performance is more de-
graded. For a 4-QAM, the BER values are below the imposed threshold for OSNRs
higher than 15 dB and a 0.5 dB OSNR penalty with respect to the modified Clairvoyant
equalizer is observed. In the 16-QAM case, the BER reach the imposed threshold at
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approximately 21.8 dB OSNR, by introducing a 0.8 dB OSNR penalty compared to the
modified Clairvoyant equalizer. Even for the 64-QAM case, for OSNRs higher than 30.4
dB, the proposed algorithm reaches the imposed threshold while inserting a 2.7 dB OSNR
penalty compared to the modified Clairvoyant equalizer.

3.3.1.3 Complexity analysis

After evaluating the proposed algorithm’s performance, its computational complexity
is analyzed, taking into consideration the number of operations.

The computational complexity is discussed separately for the preamble-based estima-
tion and the tracking and compensation, as the preamble-based estimation is performed
only once, while the pilot-based tracking is performed for each data block. Furthermore,
for the preamble-based estimation, the analysis can be divided into two parts: the nonlin-
ear and linear parameters estimation. The nonlinear parameters estimation is the most
computationally demanding, requiring a grid search over a two-dimensional space and a
LM optimization. On the other hand, the linear parameters are estimated by performing
a pseudoinverse operation. In Table 3.4, the approximate number of operations for a
single iteration can be seen. The computational complexity of the estimation algorithm
approaches O(N2

0 ) for N0 → ∞, with the Jacobian matrix computation being the most
demanding step. The convergence of the algorithm was approximated as in [Sto+13].
Initially, the LM algorithm converges linearly, then the order of convergence increases to
values between 1 and 2, and at the solution, the convergence returns to a linear evolu-
tion. However, all these operations are iteratively performed except for the pseudoinverse
computation. For the grid search, 10 candidate values for Dz and 15 for ∆F were used,
leading to 150 computations of the cost function. The residual function and the Jacobian
matrix require fewer iterations (typically between 5 and 30).

Similarly, the complexity analysis can be divided into two steps: phase tracking and

Table 3.4 – Approximative number of operations needed for the preamble-based estimation
algorithm

Computation Number of operations
Grid search 48N2

0 + 2N0 log N0 + 70N0
Residual function 80N2

0 + 2N0 log N0 + 36N0
Jacobian matrix 178N2

0 + 6N0 log N0 + 35N0
Pseudoinverse matrix 48N2

0 + 4N0 log N0 + 50N0
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Table 3.5 – Approximative number of operations needed for the phase tracking and com-
pensation algorithm

Computation Number of operations
Residual function 4N2

b + 12Nb + 2P
Jacobian matrix 16N2

b P + 48NbP
ZF Equalizer 12N3

b + 37N2
b + 13Nb

compensation. The lasers’ phase estimation is operated using the LM algorithm. The
compensation consists of a matrix inversion, while the constellation enforcement is based
on the arg min operation. In table 3.5, the approximate number of operations required
for a single iteration of each step is shown. It can be seen that the computational com-
plexity of the phase tracking step approaches O(N2

b ) for Nb → ∞, while the compen-
sation approaches O(N3

b ) for Nb → ∞, being the most demanding step. Similar to the
preamble-based estimation, the LM algorithm starts converging linearly, then the order of
convergence increases to values between 1 and 2. At the solution, the convergence returns
to a linear evolution. As previously mentioned, the number of iterations has an important
impact on the total complexity of the approach. The residual function and the Jacobian
matrix are computed iteratively (typically between 5 and 30 iterations), while the inverse
of the matrix M is computed only once.

3.3.2 Comparison to the conventional DSP compensation algo-
rithms

This subsection presents a comparison to the conventional DSP compensation algo-
rithms to further validate the proposed approach. To compare the two techniques, exactly
the same local DSP compensation techniques as in 2.7 are considered. The system dia-
gram can be seen in Figure 3.12, while the system parameters are provided in Table 3.6.
It is important to notice that, in this case, the number of constant phases is decoupled
from the number of pilot symbols. Even if there are 10 pilot symbols used for tracking,

Modulation
M

IQ imbalance
µTX , νTX

+

b

Carrier
frequency

offset
∆F

IQ imbalance
µRX , νRX

Phase noise
δfrx

Estimation &
Compensation

Demodulation
M

x y x̂

Figure 3.12 – Diagram of the system used for comparison
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Table 3.6 – System and imperfections parameters

BW [GHz] fs [GHz] gtx/rx [dB] ϑtx/rx [deg.] ∆F [MHz] δfrx [kHz] P [symb.] K[symb.]
20 20 1 10 200 100 10 100

the laser phase has only 3 constant levels (K = 100). This is done to enforce an averaging
over the pilot symbols, similar to the one operated by the averaging filter in the case of
conventional DSP algorithms.

First, the BER performance comparison is carried out, then a complexity analysis
regarding the number of operations is conducted. In Figure 3.13, the BER evolution of
the two techniques with respect to OSNR for 4-QAM and 16-QAM is depicted. It can
be seen that for 4-QAM, only the “DSP v3” has better performance than the proposed
approach at medium to high OSNR values. On the other hand, for the 16-QAM, the
global approach proposed has better performance than all local compensation techniques
considered for any OSNR value. Moreover, the global approach has better performance
at low OSNR values even in the case of 4-QAM. This can be due to the fact that K = 100
for the proposed global approach. This reduces the noise impact at low OSNR levels.
On the other hand, at high values, it does not reproduce the dynamic of the laser phase
very well. Moreover, it is important to notice that the global approach does not use any
decision-directed step.

In Table 3.7, the approximate number of operations for the global approach can be

Figure 3.13 – BER evolution of the competing approaches with respect to OSNR for M-
QAM communications (M = 4 and M = 16)
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Table 3.7 – The approximate number of operations for the global approach for the
preamble-based estimation, phase tracking, and compensation

Operation Residual Jacobian Others
Preamble Est. 36N2

0 +25N0 16N2
0 +41N0+N0/K(40N2

0 +24N0) 16N2
0 +40N0

Track. & Comp. 4N2
b +4Nb Nb/K(4N2

b + 4Nb) 8N3
b +4N2

b +20Nb

Table 3.8 – The approximate number of operations for the local approach in the case
“DSP v3” scenario

Impairment Estimation and compensation
RX IQ imbalance 7Nb

CFO 7Nb + 5N0
Laser PN 24Nb + 4P (2 + P ∗ Navg + Nb ∗ Navg)

TX IQ imbalance 4Nb + 4Ntaps ∗ Nb

seen. This is divided into two parts corresponding to the preamble-based estimation and
phase tracking and compensation. It can be seen that for the preamble-based estimation,
the complexity approaches O(N2

0 ), while for the compensation, the complexity approaches
O(N3

b ).
In Table 3.8, the number of operations performed by the local DSP approach after

the training of the filter used for transmitter IQ imbalance can be seen. The terms
Navg and Ntaps denote the length of the averaging filter and the number of filter taps,
respectively. It can be noted that its complexity approaches O(Nb). Based on that, it can
be concluded that the computational complexity of the global DSP approach is higher
than that of the local DSP technique. However, the global approach does not perform
any decision-directed step, which is an advantage from the computational time point of
view.

3.3.3 Experimental demonstration

In this subsection, an experimental demonstration in a simplified back-to-back setup
is performed to further validate the approach’s effectiveness. The system is impaired
only by the transmitter IQ imbalance and laser PN. In this case, a polynomial model of
the laser phase is employed for the phase tracking. The parameters estimation can be
expressed as follows:

{ϕ̂, χ̂T X} = arg min
ϕ,χT X

∥Py − PA(ϕ)χT X∥2, (3.46)
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Figure 3.14 – Laser phase estimation using different polynomial orders

where χT X =
[
µT X νT X

]T
. When using the polynomial phase model, the polynomial

order should be set carefully. A low order may lead to a poor estimation of the laser
phase because the dynamics of the phase cannot be accurately described. On the con-
trary, a high order may be more impacted by the additive noise and can also produce
undesirable results, as overfitting is more prone to occur. An exemplification of these two
situations can be seen in Figure 3.14. To overcome this difficulty, an L0-Norm Penalized
LS estimation is proposed to correctly select the polynomial order [Sto+04] as follows:

{ϕ̂, χ̂T X} = arg min
ϕ,χT X

∥Py − PA(ϕ)χT X∥2 + λ∥ϕ∥0, (3.47)

where λ is the shrinkage controlling factor. The system model depends only on the IQ
imbalance linear parameters and the laser phase nonlinear parameters. Considering this,
during the preamble-based estimation, only a computation of a pseudoinverse matrix
is required to estimate the transmitter IQ imbalance parameters. During the tracking
stage, the laser phase estimation is also operated using the LM optimization algorithm
by initializing the laser phase instances with 0s.

Figure 3.15 depicts the experimental setup used for this validation. The user’s binary
sequence is modulated into a 4-QAM configuration having a bandwidth of 8 GHz. The
symbols are sent into the Keysight M8195A Arbitrary Waveform Generator (AWG). The
signal is upsampled at a rate of 32 GSa/s using DACs with 8 bits resolution. Then, it
is converted to the optical domain by an MXIQER-LN-30 optical modulator with a Vπ

of 5.4 V and a Keysight N4391A Optical Modulation Analyzer (OMA) local oscillator
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Figure 3.15 – QAM coherent optical experimental setup. AWG: Arbitrary Waveform
Generator, OMA: Optical Modulation Analyzer

operating at 1540 nm with a laser linewidth of 100 kHz. The IQ modulator’s operating
point is stabilized via the MBC-IQ-LAB-A1 bias controller. On the receiver side, the OMA
converts the signal back into the electrical domain using the 40 GSa/s ADC with 8 bits
resolution. Finally, the signal goes through synchronization, impairments compensation,
and demodulation.

Four thousand 4-QAM symbols were used to evaluate the technique’s performance.
Among these, 100 are used as a preamble, and the rest is divided into data blocks of a
length of 300. Each data block contains 12 4-QAM pilot symbols. The preamble and the
pilot symbols are known on the receiver side. The laser PN is related to a single laser
having a linewidth of 100 kHz, while for IQ imbalance, 1 dB amplitude gain difference and
multiple phase deviations between 5◦ and 20◦ were inserted using software operations.

In Figure 3.16, the constellations obtained after synchronization, then after the com-
pensation, and the estimated laser phase for the case where the ϑ = 10◦ is depicted. It
can be observed that the constellation after the synchronization is highly impaired by the
transmitter IQ imbalance, laser PN, and noise. Then, after the compensation, the IQ

(a) Constellation after the
synchronization

(b) Constellation after the
compensation

P
ha

se
 [
ra

d.
]

(c) Estimated
laser phase

Figure 3.16 – Signal constellations after synchronization and compensation, and the esti-
mated laser phase for the case where ϑ = 10◦
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Figure 3.17 – EVM penalty for g = 1 dB against phase imbalance (ϑ) with respect to the
case where no IQ imbalance occurs

imbalance and laser PN is mitigated, the corresponding EVM value being 21.7%. The
estimated laser phase is depicted in 3.16c. In this case, the polynomial order selected by
the algorithm is 5.

Finally, in Figure 3.17, the EVM penalty for different values of ϑ between [5◦, 20◦]
with respect to the case where no IQ imbalance is present is depicted. It can be seen that
the maximum EVM penalty is 5.2%, denoting good robustness of the algorithm.

3.4 Conclusion and discussion

This chapter proposed a global DSP approach based on statistical signal processing.
The proposed method globally estimates and compensates for multiple imperfections like
laser PN, IQ imbalance, CD, and CFO in a SP coherent optical system. The estimation
is split into two parts: a static impairments estimation using a preamble and a laser
phase tracking over the data blocks using pilot symbols. Both techniques are based on
NLS estimation. The compensation is performed using ZF equalizer. By performing a
global estimation, the proposed technique avoids the difficulties associated with the use
of cascaded local DSP approaches.

The technique’s performance was evaluated using numerical simulation and an ex-
perimental demonstration. Moreover, a comparison to some local DSP compensation
techniques was operated. The proposed method proved to have good estimation perfor-
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mance as a reduced performance gap is introduced compared to the CRLB. In addition,
the proposed method reaches a good QoS, and its compensation penalty is relatively re-
duced compared to a modified Clairvoyant equalizer. Furthermore, the method proved to
work efficiently in a simplified experimental setup. Compared to the conventional local
DSP approaches, the proposed method has better performance at low OSNR values for
4-QAM and outperforms it in the case of 16-QAM.

Despite the clear advantages of the proposed global approach, there are some draw-
backs. First, the computational complexity is increased compared to the conventional
compensation approach. This could be a problem in implementing the method in real-
time communications. Another drawback is a typical one for the model-based approaches.
The approach is sensitive to model mismatches and is difficult to adapt to new scenarios
or in the presence of additional impairments.
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Chapter 4

GLOBAL COMPENSATION OF THE LINEAR

IMPERFECTIONS USING A PARAMETRIC

NETWORK

In the previous chapters, the compensation of linear impairments in coherent optical
systems was investigated using two distinct DSP approaches: a conventional approach
that consists in cascading multiple DSP compensation algorithms, and an original DSP
approach that estimates and compensates for all the considered impairments globally. It
was illustrated that the global approach outperforms the conventional DSP approach for
the considered scenario. However, the proposed parametric DSP approach has limited
flexibility since its application to a new channel model implies new specific mathemat-
ical developments. To overcome this limitation of the DSP approach, several authors
investigated the use of ML/DL for the compensation of communication chains. Unlike
DSP techniques, ML/DL networks have the distinct advantage of being universal approx-
imators since they can approximate a large class of functions. The use of conventional
networks to compensate optical communication chains has been investigated in [Fre+20;
Gai+20; Sha+22; Zib+15]. However, despite their flexibility, conventional networks gen-
erally require a large dataset for training, and their computational complexity may be
prohibitive [Fre+21]. Furthermore, conventional networks are not well adapted to the
dynamic nature of communication channels since the tracking of time-varying channel
parameters may require periodic retraining [Rav+22].

To overcome the limitations of ML/DL techniques in communications applications,
several authors have proposed to use model-based ML/DL networks [Osh+17]. In optical
communications, most studies focus on using a particular model-based ML/DL approach,
called Learned Digital Back-propagation (LDBP), for the compensation of fiber non-
linearity [Bit+20a; Bit+20b; Fan+21; Häg+20a; Lin+22; Lin+21]. In the presence of
time-varying impairments, the LDBP approach is usually associated with cascaded lo-
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cal DSP algorithms [Bit+20a; Bit+20b; Fan+21; Oli+20]. Unfortunately, this strategy
usually requires complicated training strategies and is also inherently impacted by the
suboptimality of the cascaded DSP approach.

In this chapter, we propose a new model-based ML/DL network for the global com-
pensation of static and time-varying impairments. As opposed to other model-based
techniques, the proposed network is composed of multiple parametric layers, where each
layer allows the compensation of a specific impairment. As opposed to the conventional
ML/DL technique, the proposed model-based multi-layer parametric networks can track
the time-variant impairments with a small number of training samples. Furthermore, as
opposed to the global DSP approach presented in Chapter 3, the proposed compensation
network is more general since it inherits the extreme flexibility of multi-layer networks
allowing the compensation in a wide range of communication chains.

This chapter is organized as follows. A generic parametric multi-layer system model
is introduced in section 4.1. Then, in section 4.2, a particular DP coherent optical system
model is analyzed. Finally, in section 4.3, the results obtained by numerical simulations
and experimental investigation are discussed.

4.1 A Parametric Multi-Layer Compensation Net-
work

4.1.1 Multi-Layer Linear SISO Signal Model

For the sake of presentation, let us consider first a SISO signal model where multiple
imperfections occur and introduce x the input data vector defined by:

x = [x[0], . . . , x[N − 1]]T , (4.1)

where N is the length of the data vector. The input signal contains symbols from a
discrete alphabet S composed of |S| complex elements (e.g. Phase Shift Keying (PSK),
QAM). During transmission, the signal is impaired by multiple hardware and channel
imperfections. In Figure 4.1, a generic communication chain impaired by L impairments
is depicted, where y is the received signal. In this figure, the communication chain is
modeled as a multi-layer network. Regarding the noise component, its contribution is
usually distributed along the communication chain. However, in this chapter, we neglect
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Figure 4.1 – Communication chain with multiple impairments

the impact of the impairment layers on the noise distribution for ease of simplicity. Using
this approximation, the noise is modeled as an additive component which is placed after
the last considered impairment.

4.1.1.1 Parametric Linear Layers

In the following, we assume that each layer can be described by a parametric lin-
ear transformation. Under this assumption, the layer input-output relationship can be
modeled by:

x̃l+1 = Fl(αl)x̃l, (4.2)

where the tilde denotes the real-valued augmented version of the original signals, xl and
xl+1 are the signals before and after the l−th impairment layer, respectively. The forward
matrix Fl(αl) is called the transfer matrix of the layer. This matrix depends on a vector
parameter αl.

Let us denote by αl[m] the vector parameter for the m − th transmitted block of the
signal. Regarding this vector, we can distinguish two cases:

— Static vector parameter: αl[m] = αl for all block index m,
— Time-varying parameter: αl[m] can vary with the block index m.

4.1.1.2 Multi-Layer Model

At the receiver side, the resulting signal impaired by all the imperfections can be
expressed as follows:

ỹ = F(α)x̃ + b̃, (4.3)
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with y the received signal, and

F(α) = FL(αL) × . . . × F1(α1), (4.4)

where α =
[
αT

1 , . . . , αT
L

]T
is a column vector containing the real-valued system’s param-

eters, and b̃ corresponds to the AWGN contribution.

4.1.2 Compensation Network Architecture

On the receiver side, the objective is to recover the transmitted data x from the
received one y. Mathematically, under Gaussian additive noise and assuming independent
and identically distributed symbols, the detection problem can be solved by minimizing
the following LS cost function as follows:

{α̂, xdet} = arg min
α,x∈SN

∥ỹ − F(α)x̃∥2
2. (4.5)

To address this detection problem, we propose using a ZF MIMO detector for sim-
plicity. This subsection shows that the ZF MIMO detector can be implemented using a
simple compensation network.

4.1.2.1 Zero-Forcing Detection

As detailed in chapters 2 and 3, the ZF detection is split in two steps: compensation
and hard detection. For the proposed multi-layer model, the implementation of the ZF
detector also exhibits a multi-layer structure. Indeed, under the assumption that the
matrix F(α) is invertible, F−1(α) can be decomposed as follows:

F−1(α) = F−1
1 (α1) × . . . × F−1

L (αL). (4.6)

Note that the decomposition of the inverse matrix leads to L matrix inversion instead of
one inversion, thus increasing the computation complexity. Nevertheless, many transfer
matrices encountered in communication systems exhibit a particular property that allows
for avoiding any direct matrix inversion.

94



4.1. A Parametric Multi-Layer Compensation Network

4.1.2.2 Isomorphic Layers

Many transfer matrices encountered in communication systems exhibit a particular
property presented in this subsection: the isomorphic property. An isomorphic transfer
matrix respects the following equality:

F−1
l (αl) = Fl(βl). (4.7)

In other terms, compensating an isomorphic parametric layer can be achieved by applying
the same parametric layer with a new set of parameters βl. For example, compensating a
CFO impairment with parameter α = ω0 can be obtained by applying a CFO impairment
with parameter β = −ω0. By assuming L isomorphic layers in (4.8), the matrix F−1(α)
can be expressed as:

F−1(α) = B(β) = F1(β1) × . . . × FL(βL), (4.8)

where β is a vector containing all the compensation parameters. As observed, the iso-
morphic property avoids any direct matrix inversion.

4.1.2.3 Network Architecture

Assuming L isomorphic layers, the decomposition of F−1(α) in (4.8) shows that the
ZF impairment compensation can be implemented using a parametric multi-layer net-
work. This proposed parametric network is presented in Figure 4.2. In this compensation
network, each layer reverses the effect of one particular impairment. Mathematically, the

Figure 4.2 – Proposed multi-layer parametric network depending on the parameter β =
{β1, · · · , βL})
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output of the l − th compensation layer is given by:

ỹl+1 = Fl(βl)ỹl, (4.9)

where yl and yl+1 are the signals before and after the compensation, respectively, Fl(βl) is
the real-valued transfer matrix of the layer, and βl is the compensation vector parameter.

4.1.2.4 Extension to MIMO Communications

The MIMO systems increase the capacity of a communication system by transmitting
and receiving simultaneously multiple signals over the same channel. The proposed ap-
proach is not limited to SISO scenarios and can be relatively easily extended to a MIMO
setup when the number of inputs is equal to the number of outputs.

First, the signals are stacked as follows:

x =
[
xT

0 xT
1 · · · xT

M−1

]T
, (4.10)

where M denotes the number of signals composing the MIMO frame. Secondly, the
transfer matrix may be obtained in different ways, according to the imperfections charac-
teristics. For example, the impairments in a MIMO system may have a similar, different,
or coupled effect on each composing signal. Based on that, the compensation matrix of
each layer can be constructed as detailed in Table 4.1, where the first index of β refers to
the l − th compensation layer and the second to the particular i − th signal composing
the MIMO frame.

4.1.3 Network training

The compensation network in Figure 4.2 depends on the vector parameter β. In
practice, this vector is unknown and must be estimated during the training stage. Mathe-
matically, the objective of the training stage is to minimize a cost function (metric), such
as the network outputs being close to some target symbols. Motivated by the application
of the ZF technique, we propose to use the following cost function:

β̂ = arg min
β

∥x̃target − B(β)ỹ∥2
2, (4.11)
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Table 4.1 – The compensation transfer matrix of l−th layer depending on the impairments
effect in MIMO systems

Effect Compensation Parameters to
classification matrix be estimated

Similar F(βl) =


F(βl,0) 0 . . . 0

0 F(βl,0) . . . 0
... . . . ...
0 0 . . . F(βl,0)

 βl,0

Different F(βl) =


F(βl,0) 0 . . . 0

0 F(βl,1) . . . 0
... . . . ...
0 0 . . . F(βl,M−1)


[
βl,0, · · · , βl,M−1

]T

Coupled F(βl) βl

where x̃target and B(β)ỹ are the target (desired output of the network) and the actual
output of the network.

As static and time-variant effects impair the signals, the same data frame structure
used in chapters 2 and 3 is employed. The data frame consists of a preamble and multiple
pilot symbols inserted periodically into the data frame, as shown in Figure 4.3. The
preamble and pilots are known on the receiver side, and consist of random symbols from
the constellation set S. The preamble, made of N0 symbols, is denoted by x0 and is used
for the global estimation of all systems parameters, while the P pilot symbols are denoted

...

Data sequence

...

Preamble

...

Figure 4.3 – Data frame structure consisting of a preamble and multiple pilot symbols
inserted periodically
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by x1 and are used for time-variant imperfections tracking.

Based on the frame structure, the training is split into three parts:

— Preamble-based training: First, a preamble-based training that aims to estimate
all compensation parameters β is operated. The following equation describes this
training step:

β̂ = arg min
β

∥x̃0 − P0B(β)ỹ∥2
2, (4.12)

where x0 represent the transmitted block, and P0 is set up as a preamble extraction
matrix;

— Pilot-based training: Secondly, pilot-based training is operated to re-estimate the
time-variant parameters. It is also supervised training. The following equation
describes this training step:

β̂ = arg min
β

∥x̃1 − P1B(β)ỹ∥2
2, (4.13)

where x1 represents the transmitted pilots, and P1 is set up as a pilot extraction
matrix. During this step, overfitting may occur because the numbers of parameters
to be estimated and the training symbols have relatively close values.
An original technique is proposed to reduce the overfitting probability and establish
the number of required iterations during this step. The data at the output of the
network is periodically detected. Then the cost function from (4.11) is computed
using as target x̃target = x̃det and B(β)ỹ as output, where xdet is the detected signal.
If the value of the cost function (denoted in the following “detection error”) stops
decreasing with the number of iterations, the training is stopped, as overfitting
probably occurs;

— Self-labeling training: This step exploits the constellation knowledge to avoid over-
fitting and perform a better estimation of the time-variant parameters. The com-
pensated signal after the pilot-based training is detected and used as a target. It
can be seen as a DD-LMS [Wid+77], where the main difference is that the up-
date is performed by block, not by sample. The following equation describes this
training step:

β̂ = arg min
β

∥x̃det − B(β)ỹ∥2
2; (4.14)
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Generalization error

Figure 4.4 – Evolution of MSE with the number of iterations during the pilot-based and
self-labeling training and testing

To better illustrate the benefit of using a self-labeling step, in Figure 4.4 the MSE
with the number of iterations during the pilot-based and self-labeling training and testing
for a 16-QAM setup with an OSNR of 30 dB is depicted. Each data block contains 300
symbols, of which 10 are pilot symbols. It can be seen that the generalization error for the
pilot-based step is relatively high. In contrast, for the self-labeling step, the generalization
error is largely reduced, the training and testing curves being almost identical. This can
be because the noise may impact the pilot symbols differently than the testing symbols.
On the other hand, during the self-labeling training, the noise contribution is averaged on
multiple training symbols, so a more accurate estimation of the parameters is generally
obtained.

4.1.4 Comparison with conventional Neural Networks

As a state of comparison, Figure 4.5 presents the architecture of a Multi-layer Percep-
tron (MLP) network and proposed network parametric network. It can be seen that the
MLP network is parametrized by the matrices Hl denoting a linear transformation and
the bias vectors bl, while the proposed parametric network only by the vector β.

Both network architectures have multiple layers and can be implemented using DL
frameworks (e.g., PyTorch, TensorFlow, etc.). In addition, the training is relatively sim-
ilar, being based on the backpropagation with the Gradient Descent-based optimization.
Furthermore, both architectures can be easily modified and updated based on the scenario
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(a) MLP network (learned parameters: β =
{H1, · · · , HL, b1, · · · , bL}), σ(.) : activation
function

(b) Proposed multi-layer parametric network
(learned parameters: β = {β1, · · · , βL})

Figure 4.5 – Comparison between an MLP network and the proposed multi-layer para-
metric network

considered.

The MLP uses nonlinear activation functions allowing the modeling of nonlinear trans-
formations. On the contrary, the proposed parametric contains only linear layers and can-
not model nonlinear transformations. Compared to conventional networks, the layers of
the proposed parametric network benefit from the knowledge of the imperfections model.
It follows that the training stage can be performed using a smaller dataset consisting of
only a few symbols. The MLP networks use dataset segmentation, as generally, inde-
pendent parts of the dataset are used for training, validation, and testing. On the other
hand, as the parametric network has to periodically perform the training, the validation
dataset may be excluded. Moreover, by having just a few parameters to estimate, the
computational complexity of the training stage is drastically reduced compared to the
MLP. Furthermore, different from the MLP, most of the layers of the parametric net-
work can be implemented using scalar operations which substantially reduces the overall
computational complexity of the parametric network.
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4.2 A Parametric Network for DP Coherent Optical
System with Multiple Impairments

4.2.1 System Architecture

A DP coherent optical system can been as a particular 2 × 2 MIMO communication,
where p ∈ {X, Y } denotes the two polarizations. Such a system impaired by laser PN and
IQ imbalance, both on transmitter and receiver sides, CD, PMD, and CFO is depicted in
Figure 4.6.

The signal model and classifications regarding the time evolution and the impact on
each polarization are provided in Chapter 2 for each impairment.
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Figure 4.6 – DP coherent optical system under the impact of laser PN, IQ imbalance, CD,
PMD, and CFO
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4.2.2 Compensation Network

The block diagram of the multi-layer system of interest is depicted in Figure 4.7.
The data is modulated, then the signal is upsampled and filtered by an RRC. Then the
resulting signal undergoes multiple hardware and channel imperfections described by the
vector parameter α, whose elements are marked in red. On the receiver side, the impact
of the impairments is compensated for by the parametric network, and the transmitted
data is recovered after demodulation.

4.2.3 Network Layers

In the following, the proposed network’s compensation layers are detailed, and it will
be demonstrated that all of them are isomorphic. Similarly to the implementation, a
scalar model will be provided for all the layers, except the one compensating for PMD.
It is important to notice that the compensation layers should be reversely ordered with
respect to the impairments layers.

4.2.3.1 Laser PN compensation layer

For the laser phase, we consider a common phase model where the laser phase is
assumed to be constant over K consecutive symbols. The evolution of the laser phase is
then described by the parameter α1 = ϕ that contains Nb/K constant levels.

The output of a laser phase PN impairment layer can be expressed as follows:

yp,l[n] = xp,l+1[n] = xp,l[n]ejα1[⌊n/K⌋], (4.15)
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Figure 4.7 – Block diagram of the multi-layer system of interest
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where xp,l and xp,l+1 are the signals corresponding to a single polarization before and after
being impaired, respectively, α1 is the vector of laser phase and ⌊.⌋ represents the integer
part.

Proposition 1. The common phase layer is isomorphic.

Proof. It can be checked that a common laser phase layer depending on the parameter
α1[m] can be compensated by applying a laser phase layer with the parameter β1[m] =
−α1[m]. Indeed, the compensated signal can be obtained as:

yp,l+1 = yp,l[n]ejβ1[⌊n/K⌋] = xp,l[n]ejα1[⌊n/K⌋]e−jα1[⌊n/K⌋] = xp,l[n]. (4.16)

4.2.3.2 IQ imbalance compensation layer

The IQ imbalance impairment layer is modeled using the complex parameters α2 = µ

and α3 = ν. The impaired complex signal at the output of the layer can be expressed as:

yp,l = xp,l+1[n] = α2,pxp,l[n] + α3,px∗
p,l[n]. (4.17)

Proposition 2. The IQ imbalance layer is isomorphic.

Proof. It can be checked that by setting:

β2,p =
α∗

2,p

|α2,p|2 − |α3,p|2
, (4.18a)

β3,p = −α3,p

|α2,p|2 − |α3,p|2
, (4.18b)

the IQ imbalance can be perfectly compensated for. Indeed, the resulting compensated
signal is expressed as:

yp,l+1 = β2,pyp,l + β3,py∗
p,l = β2,p(α2,pxp,l[n] + α3,px∗

p,l[n]) + β3,p(α∗
2,px∗

p,l[n] + α∗
3,pxp,l[n])

= xp,l[n]. (4.19)
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4.2.3.3 CFO compensation layer

The CFO impact can be parametrized by a parameter α7 = ∆F . The impaired
complex signal at the output of the CFO layer is obtained as:

yp,l = xp,l+1[n] = xp,l[n]ej2πnα7Tsymb . (4.20)

Proposition 3. The CFO layer is isomorphic.

Proof. It can be checked that by setting β4 = −α7, the CFO can be perfectly compensated
for. By this, the signal at the output of the compensation layer is obtained as follows:

yp,l+1 = yp,l[n]ej2πnβ4Tsymb = xp,l[n]ej2πnα7Tsymbe−j2πnα7Tsymb = xp,l[n]. (4.21)

4.2.3.4 PMD compensation layer

PMD impact is described by two parameters: α5 = θ and α6 = τ . The impaired
complex signal at the output of the layer is obtained as follows:yX,l[n]

xY,l[n]

 =
xX,l+1[n]

xY,l+1[n]

 = F−1

cos(α5) − sin(α5)
sin(α5) cos(α5)

ejωα6/2 0
0 e−jωα6/2


 cos(α5) sin(α5)
− sin(α5) cos(α5)

F

xX,l[n]
xY,l[n]

 . (4.22)

Proposition 4. The PMD layer is isomorphic.

Proof. It can be verified that by setting β5 = α5 and β6 = −α6, the network can per-
fectly compensate for the PMD. In this way, the resulting signal at the output of the
compensation layer can be obtained as follows:yX,l+1[n]

xY,l+1[n]

 = F−1

cos(β5) − sin(β5)
sin(β5) cos(β5)

ejωβ6/2 0
0 e−jωβ6/2

 cos(β5) sin(β5)
− sin(β5) cos(β5)


F

yX,l[n]
yY,l[n]

 =
xX,l[n]

yY,l[n]

 .

(4.23)
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4.2.3.5 CD compensation layer

CD impact is described in this work by the parameter α4 = Dz, representing the
accumulated chromatic dispersion. The impaired complex signal at the output of the
layer is obtained as:

yp,l[n] = xp,l+1[n] = F−1
(

e−j
α4λ2
4πc

ω2F (xp,l[n])
)

. (4.24)

Proposition 5. The CD layer is isomorphic.

Proof. It can be verified that by setting β7 = −α4, the layer perfectly compensates for the
CD impact. The signal at the output of the compensation layer is expressed as follows:

yp,l+1[n] = F−1
(

e−j
β7λ2
4πc

ω2F (yp,l[n])
)

= F−1
(

e−j
−α4λ2

4πc
ω2

e−j
α4λ2
4πc

ω2F (xp,l[n])
)

= xp,l[n]. (4.25)

4.2.4 Network architecture and training

As all the compensation layers considered in the chain are isomorphic, the parametric
compensation network has the architecture depicted in Figure 4.8. The layers are reversely
ordered compared to the impairments and depend on the compensation parameter β. The
network contains multiple trainable layers related to the impairments compensation and
two static layers that perform the RRC matched filtering and the downsampling.
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Figure 4.8 – The architecture of the parametric compensation network
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The gray-colored blocks from Figure 4.8 update their parameters during the preamble-
based training. In addition, the red contour blocks re-update their parameters during
pilot-based and self-labeling training. The training operations are detailed in Algorithm
1.
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4.3 Results

This section presents the results obtained using the proposed parametric network.
First, in 4.3.1, the simulation results obtained in the case of a DP coherent optical com-
munications are analyzed with respect to the statistical performance and computational
complexity. Then, in 4.3.2, a comparison with two conventional approaches, a classical
static MLP and a DSP approach, is made. Finally, in 4.3.3, an experimental demon-
stration of the proposed scheme is performed in a simplified scenario consisting of an SP
coherent optical system.

The signals employed in this section are generated using Python’s scientific libraries
NumPy [Har+20], and SciPy [Vir+20]. The compensation network on the receiver side is
implemented using the PyTorch framework [Pas+19], and the training is performed using
ADAM optimizer [Kin+14] with learning rates of 10−4 for the preamble-training and 10−2

for pilot-based and self-labeling training.

4.3.1 Simulation results

The simulations used 600600 M-QAM symbols for each scenario. From these, 600 are
used as a preamble, 20000 as pilot symbols inserted periodically (each 30th symbol is a
pilot) into data blocks of length 600. The rest of the 580000 symbols is used as payload,
resulting in an overhead of 3.4%. The system parameters are detailed in Table 4.2, where
NRRC refers to the number of RRC filter taps.

The transmitted signals are impaired by lasers’ PNs related to 100 kHz laser linewidth,
both on the transmitter and receiver side. If not stated otherwise, the IQ imbalance is
related to 1 dB amplitude variation and 10◦ phase difference, both on the transmitter and
receiver. The CD corresponds to an accumulated CD Dz of 17000 ps/nm, which comes
from a fiber dispersion coefficient of D = 17 ps/nm-km and a fiber length of z = 1000
km. PMD is considered constant during a block of Nb symbols and its parameters are
randomly chosen from the following intervals: θ ∈ [−π/2, π/2), and τ ∈ [5 ps, 20 ps].
Finally, the CFO between the two lasers is 200 MHz.

Table 4.2 – System parameters

BDR [GBaud] fs [GHz] NRRC αrf N0 Nb Pilot int.
20 40 61 0.15 600 600 30
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ADAM optimizer performs a local optimization. Consequently, the network parame-
ters need to be initialized so that local minimum problems are avoided. This problem can
be solved in practice using another global optimization algorithm before network train-
ing or by initializing the parameters with values obtained from a coarse estimation using
different approaches like the conventional DSP algorithms. However, for simplicity, in
this work, the initialization is done in a way that avoids these problems. Concretely, the
parameters are initialized as follows:

— IQ imbalance compensation parameters are set up as β2X/Y,T X/RX
= 1, β3X/Y,T X/RX

=
0 - the case where the signal is not impaired by IQ imbalance;

— CFO compensation parameter β4 is randomly chosen from an interval correspond-
ing to a CFO value in ∆F ∈ [187.5 MHz, 212.5 MHz];

— CD compensation parameter β7 is randomly chosen from an interval related to
a fiber length between 995 km and 1005 km, as prior knowledge about the fiber
length and dispersion coefficient generally exist;

— PMD compensation parameters are set up as β5 = 0, β6 = 0 - the case where the
signal is not impaired by PMD;

— Laser PN compensation parameter β1T X/RX
is initialized with 0 during the preamble-

based estimation. Then, during the pilot-based and self-labeling training, it is re-
initialized with the last estimated phase compensation parameter of the previous
block.

The detection error of the proposed technique is computed for each 20th iteration. This
leads to a good compromise between statistical performance and computational complex-

Table 4.3 – Network and optimizer parameters

Stage Network parameters Optimizer parameters
Static Adaptive Learning rate Maximum iterations

β1T X/RX

Preamble RRC β2X/Y,T X/RX
10−4 50000

Downsampling β3X/Y,T X/RX

β4, β5, β6, β7
RRC

Downsampling β1T X/RX

Pilots β2X/Y,T X/RX
β5, β6 10−2 500

β3X/Y,T X/RX

β4, β7
RRC

Downsampling β1T X/RX

Self-labeling β2X/Y,T X/RX
β5, β6 10−2 100

β3X/Y,T X/RX

β4, β7
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ity. In Table 4.3 the network and optimizer parameters are summarized.

4.3.1.1 Influence of the number of constant phases

The number of constant phases considered for a data block may be a critical aspect
that needs to be set up. The number of constant phases is related to the parameter K.
There are multiple implications related to it:

— A reduced value of K better describes the laser phase evolution and, by this, good
statistical performance may be achieved;

— A large value of K reduces the number of parameters to be estimated and dimin-
ishes the computational demands;

— During the pilot-based training, a reduced value of K may lead to overfitting as
the number of parameters and training symbols have similar values.

In the case of the preamble-based training, the number of parameters to estimate is
low compared to the number of training symbols, and the risk of overfitting is reduced.
Moreover, the preamble processing is performed only once and does not impose stringent
requirements regarding computational complexity. As a consequence, in this work, for
the preamble-based training, the value of K was fixed at 25. On the contrary, pilot-based
training is prone to overfitting, and a reduced computational complexity is a crucial
requirement for it, as it is performed for each data block.

To focus only on the impact of the number of constant phase values, first, a commu-
nication not impaired by PMD is assumed. In Figure 4.9, the evolution of MSE with
respect to the number of training iterations for 16-QAM transmission at an OSNR of 20
dB for different values of K during pilot-based training is depicted. For K = 25, the
training error has the lowest value, but the detection and testing errors are the highest
compared to the other cases where K = 50 and K = 100, respectively. Moreover, even if
the training error decreases, the detection and testing errors increase with the iterations
for K = 25, suggesting overfitting. In the other cases, the training, detection, and testing
errors have a similar evolution, and no overfitting seems to occur. As a consequence, these
two values are used in future simulations.

4.3.1.2 EVM performance

In the following simulations, the EVM metric will be used to assess the communication
performance. According to 3GPP specifications [36118], EVM should be maximum 17.5%
for 4-QAM, 12.5% for 16-QAM, 8% for 64-QAM, and 3.5% for 256-QAM. In Figure 4.10,
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Det.

Figure 4.9 – MSE evolution with respect to the number of iterations during the supervised
pilot-based tracking for different values of K

the EVM evolution with respect to OSNR is depicted for multiple M-QAMs, where
K = 100 for 4-QAM and 16-QAM, and K = 50 for 64-QAM and 256-QAM. The choice of
K is based on the fact that 4-QAM and 16-QAM are generally used in noisier scenarios,
where a value of K = 100 leads to better robustness to noise. On the contrary, 64-QAM
and 256-QAM can only be employed in case of low noise levels, and a value of K = 50
better reproduces the phase evolution, typically leading to improved performance. With
red are denoted the simulated EVM performances obtained for a channel impaired only
by AWGN. In Figure 4.10, it can be seen that EVM have an identical evolution that does
not depend on modulation format. The EVM values for a AWGN channels are below the
imposed threshold after OSNRs of approximately 15 dB for 4-QAM, 18 dB for 16-QAM,
22 dB for 64-QAM, and 29 dB for 256-QAM. In Figure 4.10a the EVM evolution for
testing data after the supervised pilot-based training is depicted. It can be seen that the
proposed parametric network in the considered setup can reach the desired performance
after OSNRs of approximately 18 dB for 4-QAM, 22 dB for 16-QAM, and 28 dB for
64-QAM. In Figure 4.10b the EVM evolution for the testing data after the self-labeling
training is depicted. It can be seen that the proposed parametric network reaches the
desired performance after OSNR values of approximately 17 dB for 4-QAM, 20 dB for
16-QAM, and 26 dB for 64-QAM. In both scenarios, for 256-QAM, even if the EVM
performance increases with OSNR, the imposed performance bound cannot be reached.
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Figure 4.10 – EVM performance of the proposed parametric network

4.3.1.3 BER performance

The BER performance is analyzed in the following. Based on that, in Figure 4.11, the
BER evolution with respect to OSNR for K = 50 and K = 100 is depicted for multiple
M-QAM transmissions. In Figure 4.11a, the BER evolution is presented for the testing
data after the supervised pilot-based, while in Figure 4.11b for the testing data after the
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Figure 4.11 – BER performance of the proposed parametric network
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self-labeling training. It can be seen that the curves have a similar evolution in both
cases, with the self-labeling step improving the general performance of the network. In
the case of the pilot-based training, it can be seen that the value of K = 100 obtains
better performance until an OSNR value of 25 dB for all modulations considered, while
the value of K = 50 performs better after it. A similar evolution is obtained for the self-
labeling step, but in this case, the value of OSNR where K = 50 starts performing better
is 20 dB. Finally, it should be noticed that for all modulations, except the 256-QAM, the
proposed method can achieve BER values under the imposed threshold of 4 × 10−3.

4.3.1.4 Influence of IQ imbalance

The influence of different configurations of IQ imbalance on the BER performance is
shown in Figure 4.12. It is important to notice that when an IQ imbalance configuration
is changed (TX/RX), the other one (RX/TX) is fixed with the following values: g = 1
dB and ϑ = 10◦. Additionally, the impairments impact the two polarization signals
identically. It can be observed that transmitter IQ imbalance introduces a bigger penalty
on system performance compared to the receiver IQ imbalance in this scenario. The
proposed network can reach the desired performance for values of receiver IQ imbalance
as high as 1.5 dB and 20◦, while for transmitter IQ imbalance at these values and above,
its performance is above the imposed BER threshold.
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Figure 4.12 – Network performance for different values of IQ imbalance (TX & RX) for
16-QAM at an OSNR of 20 dB
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4.3.1.5 Computational complexity

A critical aspect of DP coherent optical communications is the computational com-
plexity, as these systems benefit from very large communications bandwidths. In this
chapter, the computational cost is measured using the number of Floating-point Oper-
ations (FLOPs) [Hun05]. The number of FLOPs required during each step of training
and testing can be seen in Table 4.4. It is worth mentioning that the training requires
multiple iterations, while the testing is performed only once. As expected, the most com-
putationally demanding operation is the preamble-based training. The pilot-based and
self-labeling training requires a relatively similar number of FLOPs, fewer than preamble-
based training. Finally, it can be seen that the testing is a less computationally demanding
operation.

In addition, a complexity versus performance analysis is operated. The number of
iterations required during the training depends a lot on the optimization algorithm em-
ployed. Different from the preamble-based training, which is performed only once, the
pilot-based and self-labeling training are operated for each data block, so they are crit-
ical from a computational point of view. A performance versus complexity analysis for
these two training steps can be seen in Table 4.5, where the BER values obtained after
a particular number of iterations for a 16-QAM at an OSNR of 20 dB are shown. In
the scenario considered, the best performance-complexity compromise could be obtained

Table 4.4 – Number of FLOPs required by the parametric network

Metric Training Testing
Preamble Pilots Self-labeling

FLOPs 2.8 × 105 2.4 × 105 2.4 × 105 7.9 × 104

Table 4.5 – Complexity versus performance regarding the BER and the number of training
iterations

Iterations After pilot-based training After self-labeling training
BER FLOPs BER FLOPs

25 2 × 10−2 6.1 × 106 1.6 × 10−2 1.2 × 107

50 4.9 × 10−3 1.2 × 107 2.3 × 10−3 2.4 × 107

75 2.2 × 10−3 1.8 × 107 8.4 × 10−4 3.6 × 107

100 1.9 × 10−3 2.4 × 107 7.8 × 10−4 4.8 × 107
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using only the pilot-based training with 75 iterations. With this number of iterations, a
BER of 2.2 × 10−3 is achieved requiring a total number of FLOPs approximately equal
to 1.8 × 107. However, better compromises may be obtained by using a more advanced
optimization algorithm.

4.3.2 Comparison to the conventional DL and DSP compensa-
tion techniques

In the following, a comparison to conventional approaches used for impairments com-
pensation is introduced. The comparison considers two conventional approaches: a DL
technique and the local DSP algorithms. It takes into consideration the BER performance
and the computational complexity.

4.3.2.1 DL approach

A typical approach used for compensation and detection is the one that uses a static
MLP network [Fre+21; Sid+18]. The block diagram of the system of interest used for this
particular comparison is shown in Figure 4.13. A SP coherent optical system impaired
only by static imperfections including IQ imbalance (both on transmitter and receiver
sides), residual CD and CFO is assumed. For this setup, a 4-QAM is used at 20 Gbaud
with a sampling frequency of 20 GHz. The length of the blocks (preamble and data
blocks) is of N0,b = 30 symbols with no pilot symbols. Both transmitter and receiver IQ
imbalance are related to 1 dB amplitude variation and 10◦ phase difference. The residual
values are 17 ps/nm for CD, and 12.5 MHz for CFO.

The MLP architecture consists of 6 layers (4 hidden, 1 input, 1 output). The hidden
layers are composed of 20Nb neurons. Rectified Linear Unit (ReLU) is used as activation
function. The network is trained using 1000000 iterations with a batch size of 1000
samples, while the test dataset contains 1500000 samples. The proposed parametric
network is composed of 4 layers corresponding to each impairment. Only a preamble of
30 samples is used for training, while 10000 samples compose the testing dataset. The
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Figure 4.13 – Block diagram of the system of interest
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MLP network has to optimize 1551120 parameters, while in the case of the parametric
network, the number of parameters is limited to 10.

The results obtained for this setup can be seen in Figure 4.14, where the performance
obtained by a Clairvoyant equalizer is also considered. It can be seen that the Clairvoyant
equalizer and MLP network have slightly better performance than the proposed paramet-
ric network, which introduces an approximate penalty of 0.5 dB at BER threshold.

Next, in addition to the previously mentioned imperfections, a laser PN related to 100
kHz is considered on the receiver side. The MLP network does not change its architecture,
as the system knowledge is difficult to be added to such architectures. On the contrary,
in the parametric network, a new layer related to laser PN compensation is added, and a
pilot is inserted into each data block. A single constant level of phase is assumed for each
data block, increasing the number of parameters to be estimated by the proposed network
to 11. The results obtained in this scenario can be seen in Figure 4.15. It can be noted
that the proposed parametric network still manages to compensate for the impairments,
and its BER results are below the imposed threshold, while the MLP network cannot
reach the desired QoS. This is because the MLP have difficulties tracking time-variant
channels.

Considering the computational complexity, the MLP network requires 15.4 × 1012

FLOPs, while the proposed parametric network requires 8.2 × 102 FLOPs during the
testing in the case of a static channel. In the case of the time-variant channel, the testing
operation requires 103 FLOPs, and, in addition, 5.1×103 FLOPs are required for a single
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Figure 4.14 – BER evolution with respect to OSNR for a static channel
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Figure 4.15 – BER evolution with respect to OSNR for a time-variant channel

iteration of pilot-based and self-labeling training.

4.3.2.2 Conventional DSP approach

The second competing technique considered is the one that compensates for impair-
ments using the conventional DSP algorithms studied in Chapter 2. The block diagram
of the SP coherent optical system of interest for this comparison is depicted in 4.16. The
system is impacted by IQ imbalance (both on transmitter and receiver sides), CFO, and
laser PN. The symbol rate for this scenario is of 20 Gbaud, and the sampling frequency
is 20 GHz. A number of 300300 symbols were used for this comparison. From these,
300 symbols represent the preamble, while the rest are split into data blocks of length
300, with pilot symbols at an interval of 30 symbols, resulting an overhead of 3.4%. The
imperfections correspond to 1 dB and 10◦ IQ imbalance on transmitter and receiver sides,
200 MHz CFO and a laser PN related to a laser linewidth of 100 kHz.

In the case of local DSP compensation, the algorithms identified in Chapter 2 are
used in the three configurations considered. On the other hand, the parametric network
compensates for the impairments in the reversed order using the compensation parameters
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Figure 4.16 – Block diagram of the system of interest
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(β1, β2, β3, and β4). In Figure 4.17, the BER evolution with respect to OSNR for the
two competing approaches is shown. The performance of the “DSP v1” approach is
poor, especially in the case of 16-QAM. This is due to transmitter IQ imbalance, which
cannot be correctly compensated for by GSOP. Next, in the second configuration, “DSP
v2”, an improvement can be seen. However, the performance is still limited for 16-
QAM. This arises because the performance of the laser PN compensation algorithm is
highly degraded in the presence of transmitter IQ imbalance. Finally, in the “DSP v3”
configuration, an important improvement is displayed. Still, the performance does not
match the performance of the proposed parametric network. At the BER threshold, the
“DSP v3” technique introduces a penalty of approximately 0.2 dB for 4-QAM and 1.7 dB
for 16-QAM, respectively.

Next, the computational complexity of the two approaches is reported in the following
using the number of FLOPs required by each technique. The number of FLOPs required
in the “DSP v3” scenario is approximate 8.9×103. In the case of the parametric network,
a single iteration for pilot-based and self-labeling training requires 4 × 104 FLOPs, while
the testing operation needs 7.8 × 103 FLOPs.

4.3.3 Experimental demonstration

To further validate the effectiveness of the proposed parametric network, experimental
validation is conducted. The validation is performed in a simplified back-to-back coherent
optical communication chain impaired by transmitter IQ imbalance, CFO and laser PN.
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Figure 4.17 – BER evolution with respect to OSNR
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Figure 4.18 – Block diagram of the experimental system of interest

The block diagram of the setup is depicted in Figure 4.18. In the considered system, the
transmitted signal is first upsampled with a factor 4 and RRC filtered. Then the signal
undergoes multiple linear impairments. On the receiver side, the signal is once again RRC
filtered, then downsampled. Finally, the impact of the impairments is compensated for
by the parametric network, and the transmitted data is recovered after demodulation.

The network architecture that performs the compensation can be seen in Figure 4.19.
As previously, the network compensates for the impairments in reversed order by using
some compensation parameters (β1, β2, β3, β4). The experimental setup used for this
work is similar to the one in Figure 3.15.

For this experimental demonstration, 3900 4-QAM symbols were used. From these,
300 are employed for the preamble, and the rest consists of data blocks of 300 symbols
with pilots inserted periodically (each 30th symbol is a pilot). The impairments are as
follows:

— a laser PN corresponding to 100 kHz laser linewidth;
— an IQ imbalance related to 1 dB amplitude variation and 20◦ phase deviation;
— a CFO of 200 MHz between the two lasers.

The parameters initialization is performed as is 4.3.1. An approximate number of 3000
iterations were used for preamble-based training, 400 iterations for pilot-based training,
and 100 for self-labeling training.

In this experimental demonstration, the influence of K during the self-labeling training

PN
compensation

β1

CFO
compensation

β4

IQ imbalance
compensation

β2, β3

y x̂

Figure 4.19 – Block diagram of the compensation network
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4.3. Results

was investigated using as metric the EVM, because no errors were detected on the receiver
side. In Figure 4.20, the values of EVM for different K during the self-labeling training
can be seen. It can be seen that for K = 300, EVM has a value of 20.34% that decreases
to 17.5% for K = 2, reaching the imposed threshold of 3GPP.

In Figure 4.21, different constellations of the received signal in particular scenarios are
depicted. It can be seen that the constellation after synchronization is highly impacted by
impairments. Then, after the pilot-based training, most of the impact of the impairments
is compensated for, and an EVM of 21.98% is obtained. Finally, a finer compensation is
achieved after the self-labeling training, improving the system performance.
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M
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Figure 4.20 – EVM for different values of K during the self-labeling training

(a) Constellation
after synchronization

(b) Constellation af-
ter pilot-based train-
ing

(c) Constellation af-
ter self-labeling train-
ing with K = 300

(d) Constellation af-
ter self-labeling train-
ing with K = 2

Figure 4.21 – Received signal constellations after different processing steps
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4.4 Conclusion and discussion

In this chapter, a new multi-layer parametric network has been presented for global
compensation of multiple linear imperfections in DP coherent optical systems. The pro-
posed parametric network benefits from the imperfections parametrization and compen-
sates for their impact using some compensation parameters. Moreover, the parametric
network has a multi-layer architecture that is composed of multiple parametric layers that
are reversely ordered compared to imperfections. This type of architecture is flexible, as
new impairments can be easily included, their order in the network may be changed, and
new models may be relatively easily added. Furthermore, an original training scheme
that allows the tracking of time-variant impairments and requires reduced datasets was
identified in this work.

The simulation results proved the effectiveness of the approach in terms of EVM
and BER in complex scenarios where laser PN, IQ imbalance, CD, PMD, and CFO
occur. The proposed technique was compared to a conventional MLP network and the
local DSP algorithms investigated in Chapter 2. Our network outperforms these two
approaches in all scenarios considered for a time-variant channel. Different from the MLP,
the parametric network can alleviate time-variant imperfections. Compared to local DSP
algorithms, the network avoids the complications related to the cascading of multiple
compensation techniques. In addition, an experimental demonstration in a simplified
scenario was operated and proved the effectiveness of the proposed parametric network.

The main drawback of the approach is the computational complexity. Even if its
computational complexity is much more reduced compared to a classical DL network,
the proposed network has a higher computational cost than the DSP approaches. Still,
at first glance, it can be reduced by using more advanced optimization algorithms as
in [Cho+22a], which represents one of the future directions for this work. Other inves-
tigations will be performed regarding the order of compensation layers in the network
architecture. Finally, another future objective is to include nonlinearity compensation in
the proposed network architecture. In this way, an almost complete global compensation
of all impairments of the coherent optical systems may be achieved.
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CONCLUSION AND PERSPECTIVES

The recent developments in coherent optical communications have been driven, among
others, by the advances in digital compensation techniques. This thesis was centered on
the compensation of linear imperfections using DSP-based and ML/DL-based approaches.
In the following, the main contributions and some prospects are emphasized.

Chapter 2 has presented the most critical linear impairments that occur in an optical
communication chain such as PN, IQ imbalance, CD, and CFO. These imperfections
must be compensated for to recover the transmitted data. Thus, an extensive analysis of
the compensation performance of conventional DSP algorithms in different scenarios was
conducted. This study demonstrated that, despite its effectiveness in particular scenarios
where only a few imperfections occur, cascaded DSP algorithms might have issues when
multiple imperfections occur. In particular, we have also illustrated that the best optical
combination of DSP algorithms is often challenging to identify and is usually statistically
suboptimal.

In Chapter 3, a parametric DSP-based estimation and compensation technique was
proposed. Departing from the cascaded approach, this new technique focuses on the global
compensation of all the system imperfections, a strategy that has been relatively little ex-
plored in the literature. This technique can globally estimate the linear impairments such
as laser PN, IQ imbalance, CD, and CFO that appear in single-polarization systems. The
simulations proved that the algorithm has good statistical performance. Considering the
estimation accuracy, the technique is relatively close to the CRLB in some scenarios, while
the penalty introduced compared to a modified Clairvoyant technique is rather reduced.
Compared to the conventional DSP algorithms, some simulations have shown that the
proposed global approach performs better for high-order modulations. As opposed to the
conventional cascaded DSP approach, the proposed parametric approach can differentiate
between receiver and transmitter impairments such as lasers’ phases and IQ imbalance,
making it well suited for monitoring optical communication chains. To validate the ef-
fectiveness of the proposed approach, early experimental tests have also been conducted
in our laboratory with a simple optical communication chain. While the proposed para-
metric approach usually outperforms the conventional cascaded DSP technique, its main
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drawback is its flexibility. Indeed, extending the proposed approach to other communi-
cation chains, such as dual-polarization systems, usually requires additional non-trivial
mathematical development.

Chapter 4 has described a new model-based parametric network that overcomes the
limitation of the previous technique. The network has an original architecture composed
of multiple parametric compensation layers. Each layer is parametrized by some param-
eters related to the imperfections model. In the compensation network, these layers are
reversely ordered compared to imperfections. Unlike conventional DL networks, this para-
metric network benefits from the model knowledge and is very flexible since it allows the
integration of new impairments in the network structure. An innovative training tech-
nique based on symbol constellation knowledge is also introduced. This technique limits
the presence of overfitting and allows the tracking of time-variant parameters. The sim-
ulation results have proved that the approach is effective for the global compensation of
multiple impairments in PDM optical communication systems. The parametric network
outperforms the conventional DL approach in the case of a time-variant channel and the
local DSP approach in all the considered scenarios. Finally, the experimental investiga-
tion proved that the network could operate on experimental data.

Even if the algorithms proposed in this thesis show promising results, several areas for
improvement are detailed in the following.

— First, the computational complexity of the proposed techniques, even if signifi-
cantly reduced compared to the standard DL approaches, is still higher than the
one of the conventional DSP approach. The computational complexity is critical
in practice, especially during the tracking stage. To reduce it, future work will con-
sider more advanced optimization algorithms such as the LM algorithm or Deep
Unfolded techniques.

— Secondly, while the multi-layer structure of the channel is perfectly controlled in
simulations, the channel model is usually uncertain in practice. In particular,
choosing a priori general multi-layer parametric structure that performs well with
different experimental signals is far from trivial. Therefore, similarly to the hy-
perparameter optimization step in DL algorithms, future works will focus on iden-
tifying the optimal multi-layer arrangement. This research direction could also
provide new algorithms for physical layer monitoring.

— Thirdly, while the proposed techniques focus on the compensation of (widely) linear
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impairments, additional works should also consider the compensation of nonlinear
impairments and channel effects (such as modulator nonlinearity, Kerr effects, etc.).
In particular, several research teams work on compensating fiber nonlinearity with
low-complexity DL networks like LDBP. While it is challenging to integrate the
conventional cascaded DSP algorithms with LDBP approach, we believe that the
joint combination of our multi-layer parametric network with LDBP is quite nat-
ural. Specifically, both approaches rely on parametric layers which can be jointly
optimized.

— Finally, early experimental investigations were conducted during the thesis. In the
future, we propose extending them to more complex scenarios to further validate
our approaches’ effectiveness.
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Appendix A

THE COMPENSATION STRATEGY IN

CONVENTIONAL COHERENT OPTICAL

COMMUNICATIONS

Reference PN IQ imb. PMD CD CFO Others Tech.
[Fat+08] X RX X X X X -
[Cha+09] X RX X X X X -
[Far+13] X RX X X X IQ skew Joint
[Flu+16] X TX X X X IQ skew Joint

Offset control
[Sil+16] X RX X X X IQ skew Joint
[Ngu+17] X X X X X -
[Zha+19a] X X X X X -
[Lag+20] X Tx Demux. X X X Joint
[Xie+12] RX X X X X Cascaded
[Sat+10] RX X X X X X -
[Pev+09] RX X X X X X -
[Vit+83] RX X X X X X -
[Sei08] RX X X X X X -
[Fat+10] RX X X X X X -
[Pfa+09] RX X X X X X -
[Mag+12] RX X X X X X -
[Mil+16] RX X Demux. X X X Cascaded
[Zha+12] RX X X X X X -
[Paj+15] RX X X X X X -
[Paj+15] RX X X X X X -
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[Mor+11] RX X X X X X -
[Col+11] X X X X X -
[Sav08] X X X X X -
[Egh+14] X X X X X -
[Xu+10] X X X X X -
[Gol+07] X X X X X -
[Gey+10] X X X X X -
[Kud+09] X X X X X -
[Xu+11] X X X X X -
[Kus+09a] X X X X X -
[Ip+07] X X X X Joint
[Lav+15] X X X X X -
[Han+05] Rx X Demux. X X Cascaded
[Ngu+15] X Demux. X X X Joint
[Büt+20] X X X X Nonlinearity Joint
[Häg+20b] X X X X Nonlinearity Joint
[Zho+11] X X X X X -
[Lev+07] X X X X X -
[Hof+08] RX X X X X Cascaded
[Zha+15] X X X X X -
[Nak+10] X X X X X -
[Wan+01] X X X X X -
[Sel+09] X X X X X -
[Fat+11] X X X X X -
[Mei+13] RX X X X X Joint
[Mor+13] RX X X X X Joint
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Appendix B

CRLB COMPUTATION FOR THE

NONLINEAR PARAMETERS

The computation of the CRLB is performed in this appendix in order to obtain the
performance bounds of the nonlinear parameters estimation, as the MSE is lower bounded
by the CRLB [Kay93].

In (3.24), all the parameters of χϕ are unknown. In this case, the signal model contains
parameters indetermination. As a consequence, first, it is considered that ϕtx = ϕrx = 0.
By setting this, the following transformation can be used: χϕ → χ. Secondly, without
modifying the noise statistics and maintaining the generality, it can be assumed that
µRX = 1. Furthermore, the unrealistic scenario whithin |νRX | ≥ 1 is excluded from the
estimation problem.

Assuming these, the received signal can be rewritten as follows:

y = x(Ω) + b, (B.1)

where Ω is a real-valued vector corresponding to the parameters that need to be estimated,
x(Ω) is a vector that contains the part of the signal which is deterministic:

x(Ω) = F(κ)χT X + νRXF∗(κ)χ∗
T X , (B.2)

with

F(κ) = G(κ)x, (B.3)

χT X =
µT X

νT X

 , (B.4)

X =
[
x x∗

]
, (B.5)
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and b is the noise vector.

The real-valued augmented signal model is used in order to compute the CRLB:

ỹ = x̃(Ω) + b̃, (B.6)

where x̃(Ω) is expressed as:

x̃(Ω) =
ℜe((1 + νRX)F(κ)χT X)
ℑm((1 − νRX)F(κ)χT X)

 . (B.7)

The parameters to be estimated are in a number of 9, and are given by:

Ω =
[
κ ΩRX ΩT X σ2

]T
, (B.8)

where

— Ωr =
[
ℜe(νRX) ℑm(νRX)

]
is a row vector describing the impact of receiver IQ

imbalance,
— Ωt =

[
ℜe(χT

T X) ℑm(χT
T X)

]
is a row vector describing the impact of the transmit-

ter IQ imbalance parameters,
— σ2 is the noise variance.

With Ωk is denoted the k − th element of Ω. The CRLBs of Ωk is given by the k-th
diagonal element of the inverse of the Fisher Information Matrix i.e.:

CRLB[Ωk] = [I−1(Ω)]kk. (B.9)

where I(Ω) is the Fisher Information Matrix, and [.]kl corresponds to the (k, l)-th element
of a matrix. As the augmented received vector is distributed as ỹ ∼ N (x̃(Ω), C(Ω)),
where C(Ω) is the covariance matrix, the (k, l)-th element of the Fisher Information
Matrix is given by [Kay93]:

[I(Ω)]kl =
[

∂x̃(Ω)
∂[Ω]k

]T

C−1(Ω)
[

∂x̃(Ω)
∂[Ω]l

]
+ 1

2tr
[
C−1(Ω)∂C(Ω)

∂[Ω]k
C−1(Ω)∂C(Ω)

∂[Ω]l

]
. (B.10)
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Regarding the partial derivatives of x̃(Ω), ∂x̃(Ω)
∂σ2 = 0, and:

∂x̃(Ω)
∂[κ]k

=
ℜe((1 + ν∗

RX)LkχT X)
ℑm((1 − ν∗

RX)LkχT X)

 , (B.11)

∂x̃(Ω)
∂[ΩRX ]k

=
 ℜe(F(κ)χT X) ℑm(F(κ)χT X)
−ℑm(F(κ)χT X) ℜe(F(κ)χT X)

 ek, (B.12)

∂x̃(Ω)
∂[ΩT X ]k

=
ℜe((1 + ν∗

RX)F(κ)) −ℑm((1 + ν∗
RX)F(κ))

ℑm((1 − ν∗
RX)F(κ)) ℜe((1 − ν∗

RX)F(κ))

 ek. (B.13)

where:

Lk = ∂F(κ)
∂[κ]k

= ∂G(κ)
∂[κ]k

X. (B.14)

As the noise is placed before receiver IQ imbalance, the AWGN loses the circularity
property, and b̃ is defined as:

b̃ = (M̃(νRX) ⊗ IN0)w̃, (B.15)

with:

M̃(νRX) = I2 +
ℜe(νRX) ℑm(νRX)
ℑm(νRX) −ℜe(νRX)

 , (B.16)

and w the noise before being impacted by the receiver IQ imbalance. The covariance
matrix is expressed as C(Ω) = σ2

2 M̃(νRX)M̃T (νRX) ⊗ IN0 , and the derivatives ∂C(Ω)
∂[Ω]k

are
non-zero only for the receiver’s IQ imbalance parameter ΩRX , and for the noise variance
σ2. These non-zero derivatives are given by:

∂C(Ω)
∂[ΩRX ]0

= σ2

ℜe(νRX) + 1 0
0 ℜe(νRX) − 1

⊗ INp , (B.17)

∂C(Ω)
∂[ΩRX ]1

= σ2

ℑm(νRX) 1
1 ℑm(νRX)

⊗ INp , (B.18)

∂C(Ω)
∂σ2 = 1

2M̃(νRX)M̃T (νRX) ⊗ IN0 . (B.19)
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Titre : Compensation globale des imperfections linéaires du système pour les communications
optiques cohérentes à haut débit

Mot clés : communications optiques cohérentes, imperfections linéaires, compensation glo-

bale, traitement statistique du signal, réseau paramétrique à base de modèles

Résumé : Les communications optiques co-
hérentes représentent une technique clé qui
pourrait répondre à l’augmentation de la de-
mande de débit de données. Cependant, avec
l’augmentation de la capacité du canal, l’im-
pact des imperfections devient plus sévère et
doit être compensé. Cette thèse se concentre
sur la compensation des imperfections li-
néaires en ayant comme perspective d’ave-
nir les imperfections non linéaires. L’approche
conventionnelle de compensation met en cas-
cade plusieurs blocs de traitement de signal
numérique, chacun compensant une imper-
fection particulière. Cette méthode est problé-
matique dans les scénarios complexes, et ses

performances peuvent être drastiquement li-
mitées. Deux approches visant à estimer et
à compenser globalement les diverses défi-
ciences linéaires ont été proposées pour sur-
monter ces limitations. Premièrement, une ap-
proche de traitement statistique du signal qui
estime et compense globalement les imper-
fections linéaires est présentée. Ensuite, un
réseau paramétrique à base de modèles est
conçu pour réaliser une compensation globale
d’une manière facilement adaptable. Les ap-
proches sont validées par des simulations nu-
mériques et des démonstrations expérimen-
tales dans des scénarios simplifiés.

Title: Global compensation of system linear impairments for high-speed coherent optical com-
munications

Keywords: coherent optical communications, linear imperfections, global compensation, sta-

tistical signal processing, model-based parametric network

Abstract: Coherent optical communications
represent a key technology that could answer
the increase of high data rate demands. How-
ever, with the increase in the channel capac-
ity, the impact of imperfections becomes more
severe and should be mitigated. This the-
sis focuses on the compensation of linear im-
perfections having as a future perspective the
nonlinear ones. The conventional compensa-
tion approach cascades multiple digital signal
processing blocks, each compensating for a
particular impairment. This method is prob-
lematic in complex scenarios, and its perfor-

mance may be drastically limited. Two tech-
niques that aim to estimate and compensate
for various linear impairments globally were
proposed to overcome this limitation. First,
a statistical signal processing approach that
globally estimates and compensates for lin-
ear imperfections is introduced. Secondly, a
model-based parametric network is designed
to achieve global compensation in an easily
adaptable manner. The approaches are vali-
dated through numerical simulations and ex-
perimental demonstrations in simplified sce-
narios.
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