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Ñ N -factor envelope [−]
p Static pressure Pa
q State vector of conservative variables [−]
q̄ Laminar base-flow quantities [−]
q′ Fluctuating flow quantities [−]
q̃ Complex state eigenvector [−]
R Resolvent operator [−]
Re Reynolds number [−]
R =

√
Rex Root of the Reynolds number based on the plate abscissa [−]

T Static temperature K
t Time s
τwall Wall shear stress Pa
u Streamwise velocity m/s
w, u Exogenous disturbance and actuator signals Pa
y, zi Estimation and performance signals Pa or m/s
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ỹ used in the synthesis. Black, blue, green, red, orange

and magenta colors correspond to quantities associated with a spanwise mode
k = 0, k = 1, k = 2, k = 3, k = 4 and k = 5, respectively. Figures (c,d)
are plotted for the wall-pressure performance sensors z3,p while figures (g,h) are
plotted for the velocity sensors z3,u. For the ROMs of T̂ k

z3,pỹ
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Ŵ k
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Introduction

Overall positioning
Because of its ability to limit the undesirable effects of fluids that restrict the efficiency of

many industrial applications, flow control has attracted increasing interest in recent years in
research areas such as noise suppression, increased lift, improved mixing, postponed flow sepa-
ration, or drag reduction [22]. In the latter case, reducing drag would reduce fuel consumption,
which is a laudable objective from an ecological point of view, but also from a financial one,
as fuel consumption represents one of the main areas of expenditure in the aeronautical and
maritime transport sectors [86]. Drag is generated in part by parietal friction due to the bound-
ary layer, a concept formalised by Prandtl [143], who breaks down the flow into two distinct
regions: one very thin and close to the wall, called the boundary layer, in which viscosity plays
an important role, and another, far away, where viscosity can be neglected. As long as viscosity
effects dominate convection effects, the boundary layer has a stationary behaviour and is said
to be laminar. However, small perturbations can cause a transition to a chaotic/unsteady state
which is called turbulent. A turbulent boundary layer leads to higher wall friction compared
to a laminar boundary layer; this wall friction represents for example around 50% of the total
drag in the case of subsonic flights [165]. Moreover, by leading to a turbulent boundary layer,
the instabilities will also generate an increase in heat transfer (see figure 1) which becomes a
major constraint for the design of supersonic/hypersonic vehicles [47, 82]. Hence, we will seek
to control the instabilities in a supersonic boundary layer to limit their magnitude and thus
delay transition to turbulence.

Figure 1: Comparison of heat fluxes on a generic hypersonic fore-body in a quiet environment on the
left and a noisy one on the right at M = 6 from [47].
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2 Introduction

State of the art

Numerous studies addressed the problem of transition delay in the supersonic boundary
layer flow: Gaponov and Smorodsky [64] injected heavy gas through porous wall to reduce
surface friction and heat transfer, Sharma et al. [173] resorted to the generation of streaks
to counter transient instabilities, Yao and Hussain [204] investigated the impact of spanwise
wall oscillation on the drag of a supersonic turbulent boundary layer and Jahanbakhshi and
Zaki [78] took advantage of the sensitivity of the Mack modes [111] to temperature to delay
transition to turbulence. More recently, Celep et al. [29] combined both streak generation and
wall heating/cooling effects to control oblique-breakdown in a supersonic boundary layer; Tian
et al. [185, 186] managed to drastically decrease the linear growth rates of Mack modes thanks
to ultrasonic absorptive coatings or to acoustic metasurfaces, which would potentially lead to
delay transition. However, all the aforementioned studies employed passive or predetermined
active strategies which do not exploit any real-time measurement and may therefore be less cost
effective and robust to changes in operating conditions than a reactive control strategy [62].
Indeed, reactive control, due to its control action depending on measurements, is particularly
well-suited to counteract hydrodynamic instabilities and therefore delay transition to turbu-
lence. Nevertheless, to the best of our knowledge, reactive control of convective instabilities in
a supersonic boundary layer has not yet been considered.

Noise-amplifier flows [38, 126, 153], like the supersonic boundary layer, are extremely sen-
sitive to external disturbances, which are amplified downstream as they are convected by the
flow. In this context, the purpose of reactive control is to cancel out noise-induced perturba-
tions [10, 13] by producing destructive interferences with an actuator. This task is difficult
for mainly two reasons: a) out of phase control actions respect to the incoming perturbations
can be generated when variations of time-delay associated with the convection of perturbations
occur, b) the wide spatially evolving range of amplified frequencies along the plate, from higher
frequencies upstream to lower ones downstream.

The literature on noise-amplifier reactive control is dominated by the linear-quadratic-
Gaussian (LQG) synthesis [13, 81, 153, 168, 188, and many others], a synthesis method dating
back to the 1960s [83]. Despite being theoretically optimal with respect to a performance cri-
terion (including a penalization of the control cost), this method comes with no guarantees
on stability margins [43]. In other words, tiny errors in the model may end up in an unsta-
ble feedback loop when the estimation sensor is placed downstream of the actuator (feedback
setup), which represents a major drawback for practical applications. Contrary to the feed-
back structure, the feedforward design (i.e. where the estimation sensor is placed sufficiently
upstream of the actuator) is unconditionally stable and its implementation via LQG is not a
problem. Therefore, feedforward configurations combined with LQG syntheses dominate the
noise-amplifier flow control literature, particularly in the incompressible boundary layer control
studies [10, 37, 38, 61, 126, 153, 156, 168–170].

However, the use of a feedforward setup raises the problem of performance robustness, which
can be defined as the control law’s ability to remain efficient in terms of perturbation amplitude
reduction despite modelling errors or free-stream condition variations around the reference case.
This problem has received little attention in the boundary layer control literature, with a few
notable exceptions. To improve performance robustness compared to a simple fixed-structure
LQG feedforward controller, Erdmann et al. [52] and Fabbiane et al. [54, 55] used an adaptive
feedforward method for boundary layer control, based on the filtered-X least-mean-squares
(FXLMS) algorithm, where the controller structure is adjusted according to the variations of
the flow conditions through real-time measurements. However, this method is not robust to
abrupt changes in inflow conditions because the controller coefficients are adjusted in a quasi-



3

static fashion. Due to its natural ability to be robust to unknown disturbances or uncertainties
on the model [180], feedback design appears to be a promising alternative for performance
robustness on short time scales. Barbagallo et al. [13] employed a feedback structure combined
with an LQG synthesis to control instabilities over a backward-facing step. However, some
of their feedback controllers turned out to be unstable on the real plant (the full linearized
Navier–Stokes equations), because of the poor stability robustness of LQG to tiny errors in
the model. Tol et al. [188] also obtained some unstable controllers when trying to control
Tollmien–Schlichting (TS) waves in an incompressible two-dimensional boundary layer using
LQG on a feedback setup. Belson et al. [14] are among the first to demonstrate the feasibility
of a feedback setup with stability and performance robustness for the same flow, using a simple
proportional-integral (PI) controller that was tuned by hand. A similar approach was used by
Vemuri et al. [195], in order to cancel out TS waves in an experimental setup. The authors
tuned a proportional controller by hand to optimise the controller gain in closed-loop while
ensuring robust stability of their feedback configuration. Such loop-shaping approaches provide
guarantees on stability robustness but are far from optimal from a performance viewpoint. And
perhaps more importantly, they are very limited in the sense that they cannot be applied to more
complex controller structures in a systematic way. In contrast, modern robust synthesis tools
to optimize complex control laws, although available since the 1980s [45], are rarely employed
in the case of noise-amplifier flows.



4 Introduction

Motivations
To summarize, past studies were successful at delaying transition to turbulence in the su-

personic boundary layer but they used passive or predetermined active strategies, potentially
less effective and robust to changes in operating conditions than a reactive control strategy.
Studies in incompressible flow with a reactive setup exist and succeed in delaying transition to
turbulence of a boundary layer thanks to a feedforward configuration, which raises the problem
of performance robustness (defined as the control law’s ability to remain efficient in terms of
perturbation amplitude reduction despite modelling errors or free-stream condition variations
around the reference case). This fundamental issue has received little attention in the literature.

Objectives:

This is what justifies this study. It aims at creating a robust reactive control law to delay
transition to turbulence of a supersonic boundary layer. Practically, the main objectives
are to:

▷ Use a reactive setup to control instabilities in a supersonic boundary layer;

▷ Compare feedforward and feedback setups to mitigate the development of instabil-
ities in noise-amplifier flows using modern robust synthesis methods;

▷ Present a generic methodology for the control of noise-amplifier flows to obtain a
controller guaranteeing simultaneously nominal performance, stability robustness
and performance robustness;

▷ Delay transition to turbulence in a 3D supersonic boundary layer based on the
above-mentioned methodology.
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Organisation of the manuscript
Chapters 1 and 2 are dedicated to a review of the literature concerning the stability/tran-

sition and control of boundary layer flows, respectively. The transition paths and the main
results of linear stability and non-linear mechanisms as well as the control tools to mitigate the
development of instabilities in noise-amplifier flows are detailed.

The aim of chapter 3 is to present the flow and control methods employed in the present
work. The flow solvers and spatial/temporal schemes used are presented in this chapter. The
local/global stability codes and the boundary-layer code used are also introduced along with
validation elements. The algorithms of system identification and controller synthesis are also
presented in this chapter, as well as the algorithm for the implementation of controllers in the
fluid dynamics solvers.

Chapter 4 is dedicated to the construction of linear time-invariant (LTI) feedforward/feed-
back controllers to control two-dimensional, i.e spanwise invariant, and linear perturbations
using modern robust synthesis tools. The 2D configuration simplifies the control problem and
this chapter is a first step in learning how to design robust control laws to control convective
instabilities. Firstly, the flow configuration and its noise-amplifier nature are introduced. Then,
the control set-up and settings are presented, as well as the identified input-output models and
constrained minimization problem for control. Finally, after some preliminary results about the
position of the sensors, the results obtained on and off-design for the feedforward and feedback
configurations are compared. Some of the results of this chapter have been presented at the
55th 3AF International Conference [127] and a paper has been published in Journal of Fluid
Mechanics [131].

In order to maintain performance in terms of perturbation amplitude reduction over a
wide range of free-stream velocity variations, advanced synthesis methodologies are investi-
gated in chapter 5: LTI combinations of feedforward and feedback controllers, LTI controllers
obtained by multi-model synthesis and gain scheduling controllers are considered, still for two-
dimensional instabilities. Some of the results of this chapter have been presented at the GDR
2502 congress [128] and a paper has been submitted in AIAA Journal [129].

The aim of chapter 6 is to build a robust reactive law to control 3D instabilities. The
purpose of this last chapter is to test the methodology developed in chapters 4 and 5 (resulting
in a controller robust in stability and performance) first on a linear 3D configuration, but then
also on a transitional configuration (i.e with non-linear mechanisms) to verify that transition to
turbulence can indeed be delayed. Firstly, the 3D configuration and the control setup/settings
are presented. Then, the reduced-order models and the constrained minimization problem
solved are explained. Finally, an analysis of the controlled flow in the linear and non-linear
regimes (still laminar flow) is realized, before considering the results on a transitional case.
Some of the results of this chapter have been presented at the 14th European Fluid Mechanics
Conference [130] and a paper is in progress.

Conclusions and outlook are discussed in the last part of the manuscript, and additional
results are left in appendices to facilitate the reading of the different chapters.
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Chapter foreword:

In this chapter, a review of the literature concerning the stability and transition of bound-
ary layer flows is carried out. The Navier–Stokes equations are recalled in order to fa-
cilitate further reading. Then, the paths from receptivity to transition as well as the
approaches that established the foundations of linear stability theory and the results de-
rived from them are reviewed. As linear mechanisms do not lead directly to turbulence,
we will briefly recall some results on the non-linear mechanisms that are necessary to
initiate the transition process.
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1.1 Navier–Stokes equations
The flow governing equations and the main dimensionless parameters used in this thesis are

introduced at the beginning of the first chapter in order to facilitate the subsequent reading of
the manuscript.

A three-dimensional compressible ideal gas is considered. The flow is governed by the
Navier–Stokes equations:

∂ρ

∂t
+∇ · (ρu) = 0, (1.1a)

∂ρu

∂t
+∇ · (ρu⊗ u) = −∇p+∇ · τ , (1.1b)

∂ρE

∂t
+∇ · (ρEu) = ∇ · (−pu+ τ · u− θ), (1.1c)

where ρ is the fluid density, u the velocity vector, p the static pressure, E = p
ρ(γ−1)

+ u·u
2

the
total energy, τ the viscous stress tensor and θ the heat flux vector. Air being considered as a
Newtonian fluid and Fourier’s law for heat flux being considered applicable, the viscous stress
tensor and the heat flux vector are given by:

τ = µ(∇ ⊗ u+ (∇ ⊗ u)T − 2

3
(∇ · u)I), (1.2)

θ = −k∇T, (1.3)

with I the identity tensor, k the thermal conductivity and µ the dynamic viscosity which is
deduced from the local static temperature T via Sutherland’s law,

µ = µref

(
T

Tref

) 3
2 Tref + S

T + S
. (1.4)

The parameters of Sutherland’s law are taken as: µref = 1.716×10−5 Pa.s, Tref = 273.15 K and
S = 110.4 K. The gas considered being air, γ = 1.4, r = 287 J.K−1.kg−1 and Pr = µγr

k(γ−1)
=

0.725.
The Reynolds and Mach numbers, representing respectively the ratio of inertial forces to

viscous forces and the ratio of flow velocity to the local speed of sound, are defined as:

ReL =
ρ∞U∞L

µ∞
, (1.5)

M =
U√
γrT

, (1.6)

with .∞ denoting free-stream flow conditions and L a characteristic dimension.

1.2 Paths from receptivity to transition
The first observations of transition to turbulence in a flow are due to Reynolds [146] thanks

to the injection of a dye in a circular pipe. For low velocities, the dye stream remains straight
and stable: it is a laminar state. At higher velocities, the stream begins to diffuse and mix in the
flow, which is considered characteristic of a turbulent state. In the case of the incompressible
boundary layer on a smooth flat-plate with low amplitude external perturbations, the first
experimental observations have shown a systematic evolution from an initially laminar to a
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Figure 1.1: Description of the boundary layer transition process for an idealized flat plate flow from
[201].

turbulent state. This natural transition process for a flow above an idealized flat plate is
summarised in figure 1.1. The flow is initially laminar. From a certain plate abscissa x from
the leading edge, the Reynolds number reaches a critical value (denoted Recrit) for which
the transition process starts: 2D propagating waves (i.e. spanwise invariant waves), called
Tollmien–Schlichting (TS) waves, will form via a linear amplification process before giving rise
to 3D waves and hairpin vortices. Subsequently, vortex breakdown appears in high shear regions
and turbulent spots are formed and merge to form a fully turbulent flow.

Morkovin [125] has gathered the different mechanisms of transition to turbulence and the
different processes are summarised in figure 1.2. The transition process starts with a receptivity
phase which determines the characteristics (amplitude, nature, frequency, phase shift, etc.) of
the disturbance which will be amplified along the boundary layer. Path A is the classical
path of transition to turbulence when the external disturbances are of low amplitude. An
infinitesimal perturbation leads to the exponential growth of unstable eigenmodes (Primary
modes). The growth of each mode is considered independent. The amplitude of the modes
increases until a threshold for which the linearity hypothesis (implying the non-interaction
of the modes) is no longer valid, and three-dimensional non-linear mechanisms (Secondary
mechanisms) appear before vortex breakdown (Breakdown) and a subsequent fully turbulent
flow. However, it is possible that the superposition of stable but non-orthogonal eigenmodes
(section 1.3.3) yields transient growth. It can then either be supported by modal growth if
some modes are then unstable and if the amplitude of disturbances remains low at the end of
the transient growth phase (path B), or be taken over by non-linear mechanisms for an initial
disturbance of higher amplitude (path C), or bypass these two stages (path D) if the amplitude
of the perturbation is strong enough to arrive directly at the vortex breakdown stage. The only
difference between path D and E lies in the fact that the amplitude of the initial perturbation
in the receptivity process is strong enough that the transient growth does not have time to take
place and turbulent spots directly appear.
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Figure 1.2: Representation from [150] of the different paths from receptivity to transition established
by Morkovin [125].

1.3 Linear stability theory
As four of the five paths from receptivity to transition start with a linear growth phase

(paths A to D in figure 1.2), it is important to review the different approaches that established
the foundations of linear stability theory.

1.3.1 Local linear stability theory

The results of the modal growth phase (in path A of the figure 1.2) come from local linear
stability theory (LLST). LLST studies the stability of a profile and cares about the development
in time and/or space of an infinitesimal perturbation around the base state (also called fixed
point), denoted q̄ = [ρ̄, ρu, ρE]T , which is a stationary solution of the Navier–Stokes equations
(equation 1.1). The boundary-layer flow, which is homogeneous in the z-direction (spanwise
direction), is assumed parallel and homogeneous in the x-direction (streamwise direction) in
the LLST. The parallelism assumption in the case of a boundary layer flow, which is not a
strictly parallel flow, implies that the characteristic dimension of the base flow evolution along
the streamwise direction is sufficiently small compared to the wavenumber of the perturbation
and that the characteristics of this perturbation are evolving very rapidly in the x-direction
compared to the base flow [32]. At each streamwise position of the boundary layer, the base
flow is assumed to be frozen in the x-direction for the stability analysis, therefore perturbations
q′ = q− q̄ can be sought in the form

q′ = q̃(y)ei(αx+βz−ωt), (1.7)

where in general the wavenumbers α/β and the angular frequency ω are complex numbers in the
spatio-temporal framework. The quantity q̃(y) represents the eigenvector giving the structure
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of the disturbance in the flow. Plugging this ansatz in the linearized Navier–Stokes equations
with frozen base flow profile leads to a different dispersion relation D(α, ω, β, x) = 0 for each
value of x.

In the case of the boundary-layer flow and with a spatial stability framework, real angular
frequencies ω = 2πf and real wavenumbers β are considered; the dispersion relation is solved for
the complex wavenumber α = αr + iαi, where αr is the streamwise wavenumber and −αi is the
spatial growth rate along x. When −αi > 0, the flow is locally spatially unstable. In the case
of a temporal stability framework, real wavenumbers α/β and complex frequency ω = ωr + iωi

are considered; the flow is locally temporally unstable when ωi > 0.
A classical approach for relating instability to transition in boundary layer flows is based

on the spatial framework of the LLST and is called the N -factor method [181]. A N -factor is
defined as:

N(ω, β, x) =

∫ x

xc

−αi(ω, β, x
′) dx′ = ln

( |ϕ′|
|ϕ′|c

)
, (1.8)

with xc representing the position where the perturbation at the considered frequency ω and
spanwise wavenumber β starts to be locally unstable and |ϕ′|c the amplitude of one of the
components of the vector q′ at this location. Transition is often assumed to occur when the
quantity Ñ(x) = max

ω,β
N(ω, β, x) reaches at the position xt a threshold value Nt. This criterion

means that the transition process begins when a perturbation has been amplified by a factor
of eNt , which defines an energy threshold depending on the disturbance environment and the
receptivity process.

1.3.2 Global linear stability theory

The global approach consists in solving the spatial structure of the perturbations in all
non-homogeneous directions [184], contrary to the local approach which was limited to the
direction normal to the wall (y-direction). The global approach thus allows the capture of richer
physics, but at a much higher numerical cost. The constraining assumptions of parallelism and
homogeneity in the x-direction imposed by LLST are no longer necessary and the perturbation
for boundary-layer flow is now written as q′:

q′(x, y, z, t) = q̃(x, y)ei(βz−ωt). (1.9)

In the global approach, the Navier–Stokes equations (equation 1.1) can be written in con-
densed form:

∂q

∂t
= N (q), (1.10)

with N (q) the compressible Navier–Stokes operator. By injecting the ansatz q = q̄ + q′ into
(1.10) and assuming q′ to be infinitesimal, we obtain:

∂q′

∂t
= A(q̄)q′, (1.11)

where A is the Jacobian matrix defined as A = dN
dq

∣∣
q̄
. Thus, the stability problem reduces to

the following eigenvalue problem:
− iωq̃ = Aq̃. (1.12)

An eigenvalue decomposition of the Jacobian matrix can be performed to obtain information
on the stability of the flow such as:

A = VΛV−1, (1.13)
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with Λ and V matrices containing respectively the eigenvalues −iω and the spatial structure
of the eigenvectors q̃. As in the temporal framework of the LLST, the imaginary part ωi of an
eigenvalue corresponds to an amplification or attenuation in the time domain of the disturbance
amplitude. If ωi > 0 for some eigenvalue, a global instability exists and the flow is referred
to globally unstable or oscillator. Conversely, if ωi < 0 for all eigenvalues, the flow is globally
stable. Although all eigenmodes are stable in this case, convective instabilities may exist (see
section 1.3.3); the flow will be described in this case as convectively unstable or noise-amplifier
and a disturbance will be convected and amplified downstream from its original source.

1.3.3 Non-modal growth theory

The modal analysis via local or global approach, although it has made it possible to obtain
many stability results (see section 1.4), proves to be insufficient because being limited to the
study of the eigenvalues amounts to being interested only in the behaviour of a disturbance
when t → ∞ and the behaviour of the disturbance at short time scale which could influence
the dynamics of the flow is neglected [162]. Instead of studying the growth of each eigenmode
independently, the matrix A must be studied because information is contained in the eigenvec-
tors of the matrix V : when the eigenvectors are not orthogonal, their superposition can give a
transient growth that is not detectable at long time scale (therefore not captured by a simple
spectral analysis). The impact of the non-normality of the Jacobian matrix on the transient
growth is illustrated in figure 1.3: the vectors Φ1 and Φ2 represent a basis of non-orthogonal
eigenvectors associated to stable eigenvalues and f a vector that decomposes in this eigenbasis
such that f = Φ1 −Φ2. Over the full time period considered, both ||Φ1|| and ||Φ2|| decrease.
Although there is an attenuation of the norm of the eigenvectors due to the stability of the
eigenvalues, ||f || grows at short time scale before decreasing at long time scale. This illustration

Figure 1.3: Geometric representation of non-modal growth from [162].

shows that the non-orthogonality of the eigenvectors and thus by extension the non-normality
of the Navier–Stokes operator allows a transient growth which corresponds to the first stage
from receptivity to transition of the paths B, C and D (see figure 1.2).

1.3.4 Resolvent analysis

Boundary-layer flow falls into the category of noise-amplifiers: all the eigenvalues of A
have a negative real part and the flow is therefore globally stable. As a result, all the global
modes are stable and provide few information. An input/output analysis to reason in terms
of amplification gain to characterize the convectively unstable behaviour of the flow from a
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global point of view must be realized. By adding small-amplitude forcing f to equation 1.11,
we obtain:

∂q′

∂t
= Aq′ + Pf . (1.14)

The momentum forcing f may either represent a noise source (naturally present in any real
flow due to roughness, sound waves, free-stream turbulence, etc.) or the effect of an actuator.
The matrix P is a prolongation operator that transforms the momentum forcing into a full
state-vector forcing by adding zero components. Switching to the frequency domain, a direct
relation between the spatial structure of a harmonic forcing f(x, y, z, t) = f̃(x, y)ei(βz−ωt) and
its flow response q′(x, y, z, t) = q̃(x, y)ei(βz−ωt) is established:

q̃ = Rf̃ , (1.15)

where R = (−iωI − A(β))−1P is the resolvent operator. For a given real frequency ω and
among all the possible forcings, the one which maximizes the gain

g̃2(ω) = sup
f̃ ̸=0

||q̃||2E
||̃f ||2F

(1.16)

is examined, with ||.||2E and ||.||2F representing energetic norms. For a given frequency, the fields
f̃ and q̃ corresponding to the optimal gain g̃ are respectively called optimal forcing and response
modes. In the spatially discretized framework, an inner product matrix can be defined such
that:

||q̃||2E = q̃∗Qeq̃, (1.17a)
||̃f ||2F = f̃∗Qf f̃ , (1.17b)

with q̃∗ denoting the conjugate transpose of q̃. The Hermitian matrices Qe and Qf are respec-
tively semi-definite-positive and positive-definite [151, 177]. Equation 1.16 becomes:

g̃2(ω) = sup
f̃ ̸=0

(Rf̃)∗QeRf̃

f̃∗Qf f̃
= sup

f̃ ̸=0

f̃∗Q′
ef̃

f̃∗Qf f̃
, (1.18)

which amounts to a generalized Rayleigh quotient with Q′
e = R∗QeR and where g̃2 represents

the largest eigenvalue of the following generalized eigen problem:

Q′
ef̃ = g̃2Qf f̃ . (1.19)

The optimal gain g̃ provides information on the most amplified frequencies following a harmonic
forcing and takes into account non-modal mechanisms and transient growth.

1.4 Linear mechanisms

The main linear growth results (first stage of paths A to D towards the transition) of
boundary layer flows are presented in this section, first those related to modal growth (mostly
from the LLST) in incompressible and compressible flows, then those related to transient/non-
normal growth.
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1.4.1 Modal growth in incompressible flow

For the hydrodynamic stability of parallel, incompressible and inviscid (Re → ∞) shear
flows, Rayleigh [145] demonstrated with the LLST that the existence of an inflection point
(∂2u
∂y2

= 0 with u the streamwise velocity) is a necessary condition for instability. In the case of
zero pressure gradient flat plate, this inflection point does not exist for incompressible flows and
there can be no neutral (ωi = 0) or unstable waves. However, this inviscid approach and the
Rayleigh’s equation do not capture certain instabilities. Indeed, although viscous effects are
traditionally associated with a stabilising effect, they are responsible for a viscous instability
giving rise to Tollmien–Schlichting (TS) waves (see figure 1.4). These waves were demonstrated
by the theoretical work of Tollmien [189] and Schlichting [161] during the inter-war period and
were first observed experimentally in a low-speed wind tunnel by Schubauer and Skramstad
[166].

Figure 1.4: Visualisation of a Tollmien-Schlichting wave in a boundary layer from [199].

The equation used to describe the evolution of infinitesimal perturbations in the viscous
framework is the Orr-Somerfeld equation [163] and the existence of an inflection point is no
longer a necessary condition for these viscous instabilities. Schubauer and Skramstad [166]
neutral curve measurements are shown in figure 1.5. It is characterized by two distinct re-
gions: one where a wave is amplified and one where a wave is damped. The instability domain
for a given frequency is located between the lower branch, called branch I (convectively sta-
ble/unstable boundary) and the upper branch, called branch II (convectively unstable/stable
boundary). Each frequency is therefore amplified only on a certain portion of the domain (the
abscissa of figure 1.5 represents the square of Rex): high-frequencies are amplified upstream
of the plate while low-frequencies are found further downstream. In addition to these results,
Squire’s theorem [163] indicates that for any unstable oblique (3D) mode at a given Reynolds
number, there is a 2D mode (i.e. spanwise invariant) which will be unstable further upstream.
Furthermore, at any Reynolds number, the maximum amplification rate is found for 2D waves,
so the N -factor instability threshold leading to transition will be related to 2D perturbations
only [111].
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Figure 1.5: Neutral curves obtained from experiments [166] (dashed) compared to theoretical curve
according to [161, 189] (solid).

1.4.2 Modal growth in compressible flow

As with the incompressible stability results, the general principles of compressible stability
were obtained by LLST. After an initial classification of disturbances based on their phase
velocities proposed by Lees and Lin [98], Mack [111] completed it by introducing a relative
Mach number M̂ , defined as follows [163]:

|M̂ | = |ū− cϕ|√
γrT̄

, (1.20)

with cϕ = ωr/
√
α2 + β2 (in the temporal framework of the LLST) the phase velocity of the

wave.
In the case where |M̂ | < 1 in the entire flow field, a sufficient condition for the existence of a

neutral/unstable wave in inviscid theory is that there exists a point yg > y0 where ∂
∂y
( ρ̄∂ū

∂y
)
∣∣
yg

=

0, called the generalized inflection point, with y0 the point at which ū = U∞(1− 1/M∞). The
phase velocity cϕ of the neutral wave (i.e. ωi = 0 with a temporal framework) is equal to
the mean velocity at the generalized inflection point. This difference with the incompressible
inflection point plays a predominant role in the case of a boundary-layer flow: contrary to
the incompressible case where this inflection point does not exist, the generalized inflection
point is present in the compressible adiabatic boundary layer, which may therefore be inviscidly
unstable. When |M̂ | < 1 in the entire flow field, there is only one unstable mode, called the first
Mack mode. At low Mach number, this first mode is the compressible equivalent of TS waves
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(a) (b)

Figure 1.6: Transition to turbulence at M∞ = 6 due to the (a) first Mack mode and (b) second Mack
mode. Figures from [90] and [91] respectively.

and has a viscous nature. As the Mach number increases, the generalized inflection point moves
out of the boundary layer and will exceed the point where ū = U∞(1−1/M∞): the condition of
inviscid instability yg > y0 is verified, the flow is unstable to inviscid perturbations (for M∞ >
2.2 for 2D waves) and the nature of the first mode progressively changes from viscous instability
to inviscid one [113]. For high Mach numbers (M∞ > 3), the viscosity plays a stabilising role:
the maximum amplification rates become lower in the viscous calculation than in the inviscid
one. Conversely, as long as the viscous instability dominates the inviscid instability (i.e. for
low Mach numbers) the viscosity helps to destabilise the system and the amplification rates
are greater than in the inviscid case [111]. For incompressible flows, Squire’s theorem [182]
mentioned in section 1.4.1 indicates that the study of 2D perturbations is sufficient to establish
a stability criterion. This criterion is no longer valid for compressible flows as the study of
oblique disturbances (see figure 1.6a) is fundamental in the case of the first mode. Indeed,
the amplification rates are maximal for 3D perturbations: for example, the most unstable first
Mack mode is oblique and making an angle of 45◦ with the streamwise direction for M∞ = 1.3
and up to 65◦ at M∞ = 3 (see figure 1.7a).

Contrary to the case |M̂ | < 1 where there is a unique wavenumber associated with the
phase velocity of the neutral wave (ωi = 0) [98, 111], as soon as a portion of the fluid satisfies
the condition |M̂ | > 1, an infinite sequence of discrete wavenumbers corresponds to the phase
velocity of the neutral wave [111, 116]. These additional modes appear in the inviscid theory
when M∞ > 2.2 in the case of a boundary-layer over an adiabatic flat plate. These additional
modes are called higher modes. Mack [111] has shown that the first of these additional modes,
called second Mack mode, is the most unstable of these higher modes in 2D (see figure 1.7b).
Contrary to the first Mack mode which is the compressible equivalent of TS waves for low Mach
values and whose inviscid instability mechanism at high Mach values is due to the presence of
a generalized inflection point, the inviscid mechanism of the second Mack mode is only due the
existence of a region where the streamwise base flow velocity relative to the disturbance phase
velocity is supersonic (i.e. |M̂ | > 1). Like the first mode for high Mach values, viscosity plays
a stabilising role for the second Mack mode. Mack [111] has shown that the second mode has
maximum amplification rates for 2D waves whatever the Mach number (see figure 1.7a) which
is visually reflected in the simulation of Krishnan [91] by the upstream structures elongated
in the spanwise direction (see figure 1.6b). Beyond the instability mechanism, several other
distinctions exist between the first and second Mack modes: the unstable frequencies of the
second Mack mode are higher and are associated with higher growth rates than those of the
first Mack mode [109, 111] (see figure 1.7); it is said that the first mode is a vorticity mode in
contrast to the second mode which is described as an acoustic mode [112]. Finally, with the
N -factor method, the first Mack mode is responsible for transition to turbulence until M∞ = 7
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(a) (b)

Figure 1.7: Effect of Mach number M∞ on the maximum temporal amplification rate by LLST (a)
in 3D viscous flow for the first two modes at R =

√
Rex = 1500 and (b) in 2D inviscid flow for the

first four modes. Figures from [111].

Figure 1.8: Effect of the Mach number on the transition Reynolds number for the first two modes.
Transition is supposed to occur when a perturbation has been amplified by e9. Figure from [116].
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(see figure 1.8), despite that the second Mack mode having higher growth rates than the first
one as soon as M∞ > 4.5 (see figure 1.7a); indeed, the energy of a disturbance depends on the
local growth rate of the instability but also on the length over which it grows (i.e. the length
of the instability domain, from the branch I to the branch II in LLST) [113, 116].

1.4.3 Transient growth

The phenomenon of transient growth exists when an energy growth is observed due to the
stable mode superposition. This transient growth is associated with the non-normality of the
Navier–Stokes operator and the non-orthogonality of the eigenvectors (see section 1.3.3). This
phenomenon received a lot of attention in the 1990s, particularly in incompressible flows with
the work of Trefethen et al. [190]. Hence, the consideration of linear transient growth explains
that transition to turbulence in plane channel flow occurs well before the Recrit found from the
LLST [25]. Similarly, Couette flow is globally stable for all values of Re, whereas in reality,
a transition appears due to transient growth [108]. For a boundary-layer flow, the flow being
globally stable, the growth of disturbances is in reality only due to non-modal phenomena
which are a consequence of the non-normality of A [162]. The non-normal effects can be cast
into two categories for open-flows: the component-type non-normality and the convective-type
non-normality [177].

Component-type non-normality is characterized by a component-wise transfer of energy be-
tween the forcing and response fields and by the transport of the base flow by the disturbances
[122] like in the lift-up or Orr mechanisms [24]. The lift-up effect results from the conservation
of streamwise momentum when the particles are displaced vertically [137]. The lift-up effect
was originally discovered in the 1970s by Ellingsen and Palm [51] in incompressible cases, and
research on this phenomenon was then extended to compressible cases [71, 137, 191]. The
appearance of streaks (see figure 1.9a), which is a purely 3D non-modal phenomenon as it can-
not be predicted by classical spectral analysis, is explained by this lift-up mechanism. If the
linear transient growth associated to the streaks is sufficiently important to create non-linear
mechanisms, the local linear modal growth, which occurs further downstream of the flat plate,
will be ignored (path C in figure 1.2) [122, 168]. These streaks have also been highlighted by
Bugeat et al. [24] in a supersonic boundary layer at M = 4.5 through a resolvent analysis (see
section 1.3.4). Starting with the LLST, Hanifi et al. [71] have also shown with an optimisa-
tion of a gain that the strongest linear transient growth is observed for very low longitudinal
wavenumbers associated to streaks. Beyond this, they also showed that the superposition of the
modes grew faster in the short term than the unstable mode (see figure 1.9b), thus justifying
the importance of taking into account the non-orthogonality of the eigenvectors. Even without
taking into account the unstable mode, the energy increases strongly over a certain period of
time, which can lead to non-linear phenomena and then transition to turbulence. For the Orr
mechanism [25, 134], Bugeat et al. [24] have shown that this mechanism impacts directly the
Mack modes as the forcing and response fields are tilted in opposite direction (see figure 1.10),
synonymous of the extraction of energy from the base flow.

Convective-type non-normality is governed by the transport of disturbances by the base
flow and is caused by modal amplification on the local scale. It is characterized by a separation
of the spatial supports of the forcing and response fields; for the boundary layer flows, the
forcing field is localized upstream while the response field is localized further downstream (see
figure 1.10). As this effect can be seen as the equivalent of a local modal instability but in a
non-modal global framework, the principal results are the same as those developed in sections
1.4.1 and 1.4.2 and are not further detailed here.
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(a) (b)

Figure 1.9: (a) Visualisation of streaks in an incompressible boundary layer flow from [117]. (b)
Comparison of the linear transient growth (with and without the unstable mode) and of the growth of
the unstable mode only at M = 2.5 from [71].

Figure 1.10: Optimal forcing (left) and response (right) of the first oblique Mack mode at M = 4.5
from [24] by resolvent analysis.
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1.5 Non-linear mechanisms
The different mechanisms of linear growth (modal and non-modal) will not lead directly to

turbulence, which will necessarily pass through a vortex breakdown stage, potentially due to
secondary mechanisms leading to a growth by non-linear interactions (paths A to C in figure
1.2).

1.5.1 Non-linear mechanisms in incompressible flow

After the TS waves have reached a certain amplitude (∼ 1/2% of the free-stream velocity)
and their growth saturate, secondary 3D instabilities start to develop in the flow. Klebanoff
et al. [87] pointed out that a pair of oblique waves with the same angular frequency as the
2D fundamental TS waves can interact by non-linear mechanisms to create Λ-shaped vortices
which will evolve in hairpin-shaped loops just before the onset of turbulence. In this scenario
of fundamental transition (called K-type), the Λ structures are aligned (see figure 1.11a). In
the case where the oblique waves have angular frequencies that are sub-harmonics of the funda-
mental 2D TS waves, the non-linear interactions will give the formation of staggered Λ vortices
(see figure 1.11b); due to the work of Herbert [72] on this sub-harmonic breakdown scenario, it
is referred as H-type.

(a) (b)

Figure 1.11: Q-criterion isosurface colored by streamwise velocity for (a) fundamental (K-type) and
(b) sub-harmonic (H-type) resonance mechanisms from [158].

1.5.2 First Mack mode oblique breakdown

For supersonic boundary layer flows, as soon as the first Mack mode dominates, the first
Mack mode oblique breakdown is considered to be a likely path from laminar to turbulent flow
[60, 93, 118, 192, 206]. The non-linear interaction of two oblique Mack waves (with opposite
wave angles) will form a wave-vortex triad with a steady streamwise structure [30, 118] showing
that streaks play a fundamental role in the breakdown [93]. Franko and Lele [60] studied the
laminar to transition process of a M = 6 flat-plate boundary layer and found that the first mode
oblique breakdown leads to the shortest transition length compared to the second Mack mode
fundamental/sub-harmonic breakdown (see section 1.5.3); figure 1.12 represents the growth and
the breakdown of steady streaks with twice the spanwise wavenumber than the pairs of obliques
waves that generated them.
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Figure 1.12: Streamwise velocity fluctuations for the first Mack mode oblique breakdown from [60].
The arrows refer to the beginning and the end of the transition process.

1.5.3 Second Mack mode fundamental and sub-harmonic breakdowns

Contrary to the first oblique breakdown which is highly documented, fewer studies exist
about second Mack mode breakdown as both the amplification rates and unstable regions of
the second mode oblique waves are small compared to the first Mack mode [206]. As in the
incompressible case, two scenarios have been investigated for the second Mack mode breakdown:
a fundamental one [70, 75, 179, 193] and a sub-harmonic one [1, 60, 193]. Both scenarios
occur once the 2D wave grows sufficiently and saturates, leading to the growth of secondary
oblique instabilities at either the same frequency (fundamental breakdown) or a sub-harmonic
frequency (sub-harmonic breakdown) of the frequency of the 2D fundamental second Mack mode
[60]. These secondary oblique instabilities lead to stationary streaks and then breakdown (see
figure 1.13). Although the sub-harmonic resonance appears less strong than the fundamental
resonance [60, 70, 75], this mechanism can play a role in the transition process [193, 206].

(a)

(b)

Figure 1.13: Streamwise velocity fluctuations for the second mode (a) fundamental and (b) sub-
harmonic breakdown from [60]. The arrows refer to the beginning of transition, the saturation of the
second Mack mode disturbances and the end of the transition, respectively.
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Chapter outcome summary:

We saw in this chapter that transition to turbulence in boundary layers is initiated by
amplification of external disturbances of various kinds (roughness, sound waves, free-
stream turbulence, etc.) and several paths to transition are possible depending on the
nature and intensity of incoming disturbances. For low levels of disturbances, which
are at the beginning of four of the five paths from receptivity to transition, the distur-
bance growth is described by linear stability theory. For sufficiently high Mach number,
a supersonic boundary layer is characterised by the presence of two convectively and
inviscidly unstable modes: the first and the second Mack modes. The first Mack mode
has a maximum amplification rate for 3D oblique perturbations while the second Mack
mode has a maximum amplification rate for spanwise invariant perturbations. After this
linear growth phase, first Mack mode or second Mack mode breakdowns are considered
as likely path from laminar to turbulent flow, depending on which mode prevails. In this
thesis, we will target transition to turbulence due to the linear growth of either the first
or the second Mack modes, which we will try to reduce. For supersonic boundary layers,
delaying transition will delay the increase in wall friction and the generated heat which
are major concerns for the design of supersonic/hypersonic vehicles.
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Chapter foreword:

In this chapter, a review of the literature concerning the control of boundary layer flows is
carried out. Firstly, a classification of the different control strategies is presented. Then,
the purpose of control, reminders of control notions as well as the control formalism are
detailed. Finally, various identification and synthesis methods necessary for the design
of a control law are presented in order to choose the most suitable ones.
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2.1 Control strategies

The terminology used in this thesis to classify the types of control is based on the work of
Gad-el Hak [63]. His classification of control strategies is displayed in figure 2.1.

Figure 2.1: Classification of flow control strategies from [63].

The first main distinction is between a passive and an active strategy. Passive control
does not require any auxiliary energy source. This category includes, for example, the use of
chevrons in turbulent jets to limit large vortex structures in order to reduce acoustic noise
[21, 94] or the use of riblets to limit turbulence and reduce drag [34]. More recently, Tian et al.
[186] managed to drastically decrease the linear growth rate of the second Mack mode over a
relatively wide frequency range thanks to an acoustic metasurface consisting of two layers of
perforated plates, which would potentially delay transition (see figure 2.2). Some applications
require the opposite effect, such as air intakes where a turbulent boundary layer is required to
avoid separation, and roughness can be used to trigger transition to turbulence [99, 200].

An active strategy requires the use of an energy source and can be broken down into pre-
determined or reactive action. In the case of predetermined active action, the control acts in a
predefined way regardless of the state of the flow; therefore, this method does not necessitate
an estimation sensor which would inform in real time the actuator of the characteristics of the
incoming disturbances (phase, bandwidth, etc.). The use of an isothermal flat plate to control
transition to turbulence falls into this category and many studies exist for supersonic/hyper-
sonic boundary layer flows. The purely modal numerical studies [111, 113, 116] have shown that
cooling the plate leads to the stabilisation of the first Mack mode but destabilises the second
one (see figure 2.3a). Conversely, heating the plate stabilises the second mode and destabilises
the first one. This latter technique is rarely used because one of the main goals of delaying
transition is to reduce heat flux as high temperatures may lead to material degradation. More
recent numerical studies have also investigated the impact of wall temperature on transient
growth. It was found that there is a particular plate temperature (lower than the adiabatic
one) which optimally limits transient growth [20]. This optimal temperature effect has also been
demonstrated experimentally by Potter [142]: cooling the plate allows the transition process
to be delayed up to a certain wall temperature (see figure 2.3b); further cooling may have the
opposite effect. Nevertheless, the effect on transition at high Mach number remains marginal
(see figure 2.3b), which is in agreement with experimental results by Deem and Murphy [41]
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Figure 2.2: Pressure fluctuation amplitudes above the wall from [186]. The authors employed an
acoustic metasurface, which falls into the passive control category.

(a) (b)

Figure 2.3: Effect of wall cooling (a) on the maximum amplification rates of the first two Mack modes
at R = 1500 (numerical results from [113]) and (b) on the transition Reynolds number (experimental
results from [142]).
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Figure 2.4: Flow structures colored by streamwise velocity fluctuations for (a) an adiabatic case and
(b) a controlled case by optimal wall heat flux calculation from [78].

and Sanator et al. [149]. More recently and still using predetermined active control methods,
Gaponov and Smorodsky [64] injected heavy gas through porous wall to reduce surface friction
and heat transfer. Sharma et al. [173] resorted to the generation of streaks to counter transient
instabilities while Yao and Hussain [204] investigated the impact of spanwise wall oscillation on
the drag of a supersonic turbulent boundary layer. Jahanbakhshi and Zaki [78] took advantage
of the sensitivity of the Mack modes to temperature to delay transition to turbulence (see figure
2.4).

However, all the aforementioned studies employed passive or predetermined active strate-
gies which do not exploit any real-time measurement and may therefore be less cost effective
and robust to changes in operating conditions than a reactive control strategy. The reactive
strategy distinguishes two main categories: feedforward and feedback controls. The distinction
between these two methods and the formalism of reactive control will be the subject of a whole
section (see section 2.4), because of their importance in this thesis. The classical tools of control
theory (identification, synthesis, etc.) generally only concern reactive control. These tools are
well-established in a linear framework; despite the fact that the Navier–Stokes equations are
strongly non-linear due to the convective term, they can be described in the linear approxi-
mation around the laminar base field (called the fixed point or equilibrium point), which is
the stationary solution of equations 1.1 [177]. Seeking to control the perturbations around this
equilibrium point amounts, from a physical point of view, to concentrating on perturbations of
small amplitudes, being at the origin of the paths A to D from receptivity to transition (see
figure 1.2). Therefore, one can seek to mitigate the modal and non-modal linear growths of the
first and second Mack modes in order to delay transition in a supersonic boundary layer, using
the classical tools of reactive control.

2.2 Purpose of reactive control depending on the flow na-
ture

As explained in section 1.3.2, weakly non-parallel open shear flows can be classified into two
categories: oscillator flows (by definition linearly globally unstable) and noise-amplifier flows
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(by definition linearly convectively unstable). From a control point of view, these two flows are
treated in a different way.

An oscillator flow has an intrinsic dynamic and the nature of the incoming disturbance
has little influence from a control perspective. As the sensitivity to noise is low, the flow is
dominated by a limited number of structures of well-defined frequencies [13]. For this type of
flow, a necessary condition (but not sufficient if the flow is not in the vicinity of the fixed point)
for the flow to be attracted to the fixed point is to suppress the global instability [164]. The
control of a flow around a cylinder at Re = 47 [177] or a flow above a cavity at Re = 7500
[12] are the most common examples of oscillator flows where one seeks at least to stabilize the
unstable pole(s). In the case where the flow is well beyond the critical equilibrium point, it is
much more difficult to construct a control law based on linear tools because of the non-linearities
that drive the system [164] but it is not impossible using an iterative approach [96].

Contrary to oscillator flows, noise-amplifier flows, in the absence of a dominant spatial
structure, are extremely sensitive to external disturbances which are amplified downstream as
they are convected by the flow. The backward-facing step [13] or the boundary-layer flow [10]
fall into this category which constitutes the framework of our study. For this type of flow, the
purpose of reactive control is to cancel out noise-induced perturbations [10, 13] by producing
destructive interferences with actuators. This task is difficult for mainly two reasons: (a) out of
phase control actions respect to the incoming perturbations can be generated when variations
of time-delay associated with the convection of perturbations occur, (b) the spatially-evolving
range of amplified frequencies along the domain, from higher frequencies upstream to lower
ones downstream.

2.3 Description of linear time-invariant systems
To act on a system, it is necessary to know its behaviour, which is described by the link

between the different inputs and outputs of the system. In the case of linear time-invariant
(LTI) systems, the mathematical input/output model is:

y(t) = G(t) ∗ u(t) =
∫ +∞

−∞
G(t− τ)u(τ) dτ, (2.1)

with y ∈ Rny and u ∈ Rnu representing arbitrary input and output signals, respectively. The
matrix G(t) ∈ Rny×nu contains the impulse responses of the system (so the output signals
for each of the inputs ui(t) = δ(t) with δ the dirac delta function). An LTI system implies
that relation between inputs and outputs are linear (linearity) and outputs do not depend
on the particular time when inputs are applied (time invariance); outputs are not explicitly
time-dependent but are input-dependent.

The Laplace transform of arbitrary causal signals (such as ∀t < 0 u(t) = 0) is defined by:

u(s) =

∫ +∞

0

u(t)e−st dt, (2.2)

with s ∈ C. By taking the Laplace transform of (2.1), the mathematical relationship becomes:

y(s) = G(s)u(s), (2.3)

where G(s) is called the transfer function of the system. A transfer function is called SISO (Sin-
gle Input Single Output) if the input/output are scalars and MIMO (Multiple Input Multiple
Output) if the input/output are vectors. The numerator (respectively denominator) polyno-
mial roots of the rational functions composing G are called zeros (respectively poles). The H2
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and H∞ norms associated to stable, causal and strictly-proper (proper is enough for H∞ norm)
transfer functions are defined as:

||G(s)||2 =
(

1

2π

∫ +∞

−∞
Tr(G∗(iω)G(iω)) dω

)1/2
SISO
=

(
1

2π

∫ +∞

−∞
|G(iω)|2 dω

)1/2

, (2.4a)

||G(s)||∞ = sup
ω∈R

σmax(G(iω))
SISO
= sup

ω∈R
|G(iω)|. (2.4b)

For a stable system, the square of the H2 norm represents the sum of the variance output
responses when excited by uncorrelated zero mean value unitary white noise inputs. For a
SISO system, the H2 norm is an integrated gain over all frequencies and the square of this
norm directly corresponds to the signal energy of the impulse response of the system. The H∞
norm is the maximum singular value over all frequencies (the maximum gain over all frequencies
for a SISO system). This norm has also several time domain performance interpretations; one of
them is that it represents the worst case steady state gain to sinusoids at any frequency [180].
The mathematical model describing the dynamics of the system can be written in a state-
space representation where the inputs, outputs and state variables are related by first-order
differential equations:

ẋ(t) = Ax(t) +Bu(t) , (2.5a)
y(t) = Cx(t) +Du(t) , (2.5b)

where x ∈ Rnx is the state vector, y ∈ Rny is the output vector, u ∈ Rnu is the input vector,
A ∈ Rnx×nx is the state matrix, B ∈ Rnx×nu is the input matrix, C ∈ Rny×nx is the output
matrix and D ∈ Rny×nu is the feedthrough matrix. The link between a transfer function G(s)
and a state-space representation is given by the relation:

G(s) = C(sI −A)−1B+D. (2.6)

2.4 Control formalism

The formalism of reactive control as well as the main distinctions between feedforward and
feedback are introduced in this section, based mainly on results from noise-amplifier flow control.

As the boundary layer flow is convectively unstable, disturbances generated by exogenous
noise will be amplified along the domain. The aim of control is to generate small-amplitude
perturbations with the actuators that take advantage of the instability mechanisms to grow
and eventually cancel the noise-induced perturbations to keep the flow as close as possible
to its equilibrium position. This technique, where additional waves (from the actuators) of
appropriate amplitude and phase oppose the waves generated by the noise, has been studied
for decades [121].

The previous forcing field f used in (1.14) is now decomposed into a volume forcing Bw(x, y, z)w(t)
modelling the impact of external noise sources (acoustic noises, roughness, free-stream turbu-
lence, etc.) naturally present in realistic configurations and a volume forcing Bu(x, y, z)u(t)
modelling the actuators. Real-time measurements y(t) are necessary to estimate the phase and
amplitude of the incoming disturbances. Performance measurements z(t) are also introduced to
evaluate the control performance. To model these estimation and performance measurements,
the fields Cy(x, y, z) and Cz(x, y, z) are introduced to extract from the state vector q′ the de-
sired physical measurements. The semi-discretized state-space representation of the boundary
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Figure 2.5: Schematic 2D views of the (a) feedforward and (b) feedback configurations.

layer system is thus written as follows:

dq′

dt
= Aq′ + P(Bww(t) +Buu(t)), (2.7a)

y(t) = Cyq
′, (2.7b)

z(t) = Czq
′. (2.7c)

Although we use a discretized formalism in space in this equation, we keep the same notations
as for the continuous formalism for simplicity. By using the Laplace transform and the relation
s = iω, we obtain:

q′(s) = R(Buu(s) +Bww(s)), (2.8a)
y(s) = CyR(Buu(s) +Bww(s)), (2.8b)
z(s) = CzR(Buu(s) +Bww(s)). (2.8c)

The quantity R is still the resolvent operator (see equation 1.15). Thus, Tyw = CyRBw

and Tzw = CzRBw are the transfer function matrices from the set of inputs w to the set of
estimation outputs y and performance outputs z, respectively. These MIMO transfer functions
represent, in the absence of control, the impact of the exogenous disturbances w on the sensors
y and z, respectively. The impact of the actuators on the sensors, in the absence of disturbances,
is represented by the MIMO transfers Tyu = CyRBu and Tzu = CzRBu. The last transfer
function of the system is the one which transforms the estimation measurements y into the
actuation signals u, denoted K = Tuy, and which represents the controller.

In noise-amplifier flows, there is no synchronization of the dynamics at the global scale,
perturbations from actuators u are rapidly damped in the upstream direction, hence the control
setup changes fundamentally depending on the position of the estimation sensors y relative to
u. When y are placed upstream, actuator-induced perturbations are not observable and the
configuration is termed feedforward (see figure 2.5a) [10, 73, 81, 126, 168]. On the other hand,
when y are placed downstream, the sensors measure the superposition of noise-induced and
actuator-induced perturbations, hence the term feedback (see figure 2.5b) [13, 14, 170, 188, 195].
In this case though, there may be a significant time-delay before the effect of actuation may
be seen by the sensors, because perturbations travel at the speed of the underlying base flow
(plus or minus the speed of sound if the perturbation is acoustic): the farther downstream y
are, the longer the delay. In the context of fluidic control, the term feedback sometimes refers
directly to reactive control, regardless of the relative position of estimation sensors/actuators
[168]. To avoid this confusion, the notion feedforward/feedback will be used in the rest of this
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Figure 2.6: Block diagram of noise-amplifier flows for feedforward and feedback configurations with
an inverse multiplicative input uncertainty ∆. In a feedforward setup, Tyu = ∆ = 0. The quantity n
represents an additional noise source.

thesis according to the relative position of y/u in accordance with the terminology defined by
Gad-el Hak [62].

The fluidic specifications for noise-amplifier flow control can be described as follows: deter-
mine the control law K that reduces as much as possible the root-mean-square (r.m.s.) value
of the disturbances propagating along the domain, while keeping the control law efficient and
stable despite modelling errors, new noise sources or inflow condition variations. The closed-
loop transfer functions that are usually tuned to meet these specifications are briefly detailed
below.

2.4.1 Nominal performance

It is straightforward to show from the block diagram in figure 2.6 that the controlled transfer
function from the set of exogenous inputs w to the set of performance outputs z is:

T c
zw = Tzw + TzuK(I − TyuK)−1Tyw. (2.9)

In a feedforward setup, Tyu ≈ 0. From a control point of view, the reduction of the r.m.s. output
responses following their excitations by white noise inputs translates into the minimization of
the H2 norm ||T c

zw||2. The lower the ratio ||T c
zw||2/||Tzw||2, the better the nominal performance.

2.4.2 Stability robustness

Maintaining closed-loop performance in spite of modelling errors or inflow condition vari-
ations around the nominal case requires first and foremost stability robustness of the control
law.

In order to ease the understanding of the stability robustness problem, this concept is in-
troduced from the classical stability margins, which are defined for the SISO systems [167].
Therefore, the vectors u/y are now scalars u/y. For noise-amplifier flows, the transfer −T real

yu ,
which represents the true/real transfer function and not the modelled one (Tyu may not corre-
spond to reality because of inflow condition variations or uncertainties and modelling errors), is
stable as noise-amplifier flows are globally stable by nature. By considering a stable controller
K, the quantity−T real

yu K has therefore no unstable pole for noise-amplifier flows. For this kind
of configuration, the closed-loop system is stable if and only if the Nyquist plot of −T real

yu K does
not encircle the critical point (-1, 0) (see figure 2.7). The gain and phase margins respectively
represent the minimum amount of gain and phase variations required on Tyu to lose stability.
For noise-amplifier flows, the gain and phase margins respectively allow for an estimation error
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Figure 2.7: Classical stability margins for SISO closed-loop system.

in the instability’s growth rate and convection speed which can lead to an instability of the
feedback loop [176]. By directly measuring the minimal distance between the Nyquist plot and
the critical point (-1, 0) after which the closed-loop becomes unstable for a negative feedback
loop, the modulus margin appears to be the most generic measure for quantifying the available
stability margin [180]. This modulus margin is linked to the SISO sensitivity function:

S = (1− TyuK)−1. (2.10)

It is straightforward to show that the quantity ||S||−1
∞ corresponds to the modulus margin.

Unlike the gain and phase margins, which are easily interpreted for noise-amplifier flows in
terms of errors in disturbance amplitude or phase velocity, the interpretation of the modulus
margin requires the use of inverse multiplicative uncertainty ∆ on Tyu. Indeed, for the block
∆ represented in figure 2.6, if no upstream noise (n or w) is considered, we have for a SISO
configuration y = Tyu

1−∆
u, with ∆ =

T real
yu −Tyu

T real
yu

. Requiring that the Nyquist plot −T real
yu K does not

encircle the critical point (-1, 0) is equivalent [180] to:

|1− TyuK| > |∆|
⇔

|S| < |∆|−1.

(2.11)

Therefore, from a control point of view, imposing the constraint ||S||∞ < |∆|−1 guarantees the
internal stability of the closed-loop up to a value |∆| of relative model error on Tyu. Hence, the
lower ||S||∞, the better the stability robustness.

Contrary to the SISO case where stability robustness can be assessed graphically from the
Nyquist diagram, it is not possible to do so directly in the MIMO case. For MIMO systems,
the stability robustness is studied via the small-gain theorem [167, 180]:

Theorem. Given two stable and invertible frequency weighting matrices Wi and Wo and a stable
system M , the inter-connected system (M,∆) (see figure 2.8) is stable for all stable transfer
functions ∆(s) as ∆ = Wi∆̃Wo with ||∆̃||∞ < 1 if and only if ||WoMWi||∞ < 1.
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Figure 2.8: Inter-connected M and ∆ systems from [167].

For an inverse multiplicative output (respectively input) uncertainty which can represent
uncertainties on sensors (respectively actuators), M = S = (I − TyuK)−1 (respectively M =
(I − KTyu)

−1). In the SISO case, both these inverse multiplicative uncertainties are equal
as it is possible to swap the product of two transfer functions without changing the final
result; applying this theorem to SISO systems is equivalent to the Nyquist graphical criterion.
As it is no longer the case for MIMO systems, the impact of uncertainties at the input or
output of the system may have a different impact on the stability of the system. Other types
of uncertainty may be considered depending on the flow configuration. For example, when
additive uncertainties ∆ = T real

yu − Tyu are considered, the small-gain theorem is applied on
M = KS; when direct multiplicative input uncertainties ∆ = T−1

yu (T
real
yu − Tyu) are considered,

the small-gain theorem is applied on M = (I − KTyu)
−1KTyu; when direct multiplicative

output uncertainties ∆ = (T real
yu −Tyu)T

−1
yu are considered, the small-gain theorem is applied on

M = (I − TyuK)−1TyuK. The small-gain theorem guarantees stability only when one form of
uncertainty is considered at a time. To study the stability robustness in the case of different
types of uncertainties occurring simultaneously, the uncertainties can be grouped into a single
uncertainty matrix with an imposed form, called structured uncertainty ; this generalization of
the small-gain theorem is called the µ-analysis [6, 167, 180] but this tool is outside the scope
of this thesis.

2.4.3 Performance robustness

In contrast to Tyu, model flaws and variations of the other transfer functions of noise-
amplifier flows cannot destabilize the system and these modelling errors/uncertainties are only
related to the concept of performance robustness. The concept of performance robustness
consists in maintaining performance in terms of amplitude reduction despite differences between
on-design and off-design operating conditions. For noise-amplifier flows, the lower the ratio
||T c

zw||2/||Tzw||2 despite for example free-stream variations or new noise sources, the better the
performance robustness.

For the new noise source n displayed in figure 2.6, the matrix transfer function from n to y
corresponds to the sensitivity function S = (I −TyuK)−1 which may desensitize or amplify the
looped system to new external disturbances over a certain bandwidth. It is straightforward to
see that for a SISO system, if |S(s)| > 1 (respectively |S(s)| < 1), the new disturbance will be
amplified (respectively damped) by the closed-loop system.

To limit the actuator activity on certain bandwidth, a common practice is to constrain KS.
This quantity represents the transfer function from n to u. Desensitizing the control outputs u
on certain frequency ranges allows for example to be robust to new noise sources such as noisy
estimation sensors y. As a matter of fact, measurement noise n is strongly amplified in the
case of high gain KS on their bandwidths, resulting in control signals u of high amplitudes on
these bandwidths. Even if these frequencies may be attenuated far downstream of actuators
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(if they are convectively stable), strong injection of energy may occur in the direct vicinity of
actuators, which may in turn provoke transition to turbulence.

2.4.4 Feedforward vs Feedback

The control of noise-amplifier flows has been fairly widely studied, either in feedforward
[10, 73, 81, 126, 168] or in feedback [13, 14, 170, 188, 195].

The feedforward configuration has the advantage of being unconditionally stable. Indeed,
a system composed of stable transfers (which is the case in noise-amplifier flows) with series
topology (as in a feedforward setup) is stable; with a SISO point of view, it is straightforward to
see that the critical point (-1,0) is never encircle as Tyu = 0. Moreover, the feedforward design
possesses excellent nominal performance in terms of disturbance rejection when the impact of
disturbances on the system is perfectly modelled [10, 73, 153, 168]. For boundary-layer flows,
although the control strategies were based on a linear approach, it has been possible to delay
transition to turbulence in fully non-linear 3D incompressible boundary layer configurations
[126, 156, 169] as small amplitude perturbations are at the origin of some paths from receptiv-
ity to transition. In addition to being robust to non-linearities not accounted for in the models,
Sasaki et al. [153] have shown that a feedforward configuration could be robust to noisy esti-
mation sensors. Nevertheless, Fabbiane [53] demonstrated that a feedforward controller may
lose all its performance due to free-stream velocity variations.

In order to have equivalent nominal performance in terms of amplitude reduction as a
feedforward configuration, a feedback setup needs the estimation sensors y to be close enough
to the actuators to avoid sending outdated information. The delay impacts the maximum
achievable performance indeed [13, 14, 81]. For a transfer function Tyu with a time delay τyu,
it is not possible to cancel out disturbances in a time scale shorter than τyu as a control at a
time t has no effect until t+τyu [66]. Therefore, for non-minimum phase systems, characterized
by zeros in the right half-plane (which necessarily appear with dead times such as convective-
delays), the controllable bandwidth fc is limited by fc ≲ 1/τyu [66, 180]. The feedback loop has
the advantage to be inherently more robust in performance than a feedforward configuration
thanks to the sensitivity function S [14, 180]. Indeed, for a feedforward setup, Tyu = 0 so for
a SISO system ∀s |S(s)| = 1 and additional noise sources or free-stream condition variations
not taken into account by the initial models will thus never be amplified (which explains the
unconditional stability of the feedforward configuration contrary to a feedback design) nor
damped (which explains its lower performance robustness compared to a feedback design).
Hence, the sensitivity function S may limit the achievable nominal performance for noise-
amplifier flows due to τyu and may destabilise the system but it also ensures a natural ability
to be robust to unknown disturbances or uncertainties of the model. Note that for an oscillator
flow, a feedback setup is automatically mandatory to cancel the unstable pole as Tyu ̸= 0
regardless of the relative position of the actuators/estimation sensors due to the synchronisation
of the dynamics at a global scale.

2.5 Reduced-order models
The synthesis step, which consists in designing the control law K, is only feasible for models

of small dimensions (a few hundred state variables) due to the computational complexities and
storage requirement of synthesis methods [144]. Fluidic problems have a typical range of 105
to 108 degrees of freedom (each conservative variable on a node of the mesh represents a degree
of freedom); thus, most fluidic control problems go through the use of reduced-order models
(ROMs) before the synthesis step. The control law is designed off-line on the ROMs and tested
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a posteriori on the complete system. The main requirement in this reduce-then-design strategy
is that the ROMs correctly capture the input/output dynamics; the entire state does not need
to be approximated and only a fraction of the dynamics is needed, the one to establish the
relationships between the input and output signals [5, 86].

The primordial states for the synthesis are the controllable and observable states. A dynami-
cal system (see equation 2.5) is said to be state controllable if, for any initial state x(t = 0) = x0,
any time t1 > 0 and any final state x1, there exists an input u(t) such that x(t1) = x1 [180]. A
system is state controllable if and only if the controllability matrix

(
B AB A2B . . . Anx−1B

)
(2.12)

has rank nx (with nx the number of states). Roughly summarized, the controllable modes in
noise-amplifier flows are those the most excited by the input parameters (w, u) [10, 14, 19]. In
the same way, a dynamical system (see equation 2.5) is said to be state observable if, for any
time t1 > 0, the initial state x(t = 0) = x0 can be determined from the time history of the
input u(t) and the output y(t) in the interval [0, t1] [180]. A system is state observable if and
only if the observability matrix 



C
CA
CA2

...
CAnx−1




(2.13)

has rank nx. Roughly summarized, the observable modes in noise-amplifier flows are those
which, taken as input conditions, will lead to the largest responses on the output parameters
(y, z) [10, 14, 19].

In the case of oscillator flows, a small number of modes is required to reconstruct the whole
dynamics of the system, unlike noise-amplifier flows where a larger number of modes is required
due to the strongly convective nature of the system [54]. Indeed, the strong temporal delay
in the detection of input-induced perturbations by the outputs results in the observable and
controllable modes having quite distinct spatial supports: the observable modes are located
upstream of the domain whereas the controllable modes are located further downstream, due
to the convective-type non-normality effect (see section 1.4.3). As a result, oscillator flows can
be described by models of order O(10) [12, 175, 177] whereas noise-amplifier flows need up
to a hundred degrees of freedom to be correctly approximated [13, 126, 168]. To obtain the
ROMs, two main techniques stand out: model-based approaches via Galerkin projections and
data-based approaches.

2.5.1 Galerkin projections

The Galerkin projection of the Navier–Stokes equations on a set of modes which correctly
represents the input/output behaviour of the system is a possibility to obtain the ROMs. The
ROMs are thus derived from physical principles and the choice of the projection basis is crucial.

One basis can be the set of global modes and consists in projecting the equations onto the
least stable eigenvectors of equation 1.12. This method is frequently used in the case of globally
unstable flows, whether for flow above a cavity [3, 12, 177] or for globally unstable separation
bubble induced by a bump geometry [50]. Yet, Barbagallo et al. [12] have shown that the use of
ROMs based on global modes only cannot be generalized to every oscillator flows as the global
modes are inadequate to represent the input/output behaviour.

The POD (Proper Orthogonal Decomposition) basis, first introduced by Lumley [107], con-
sists in projecting the equations onto a basis which is optimal with respect to an energy norm.
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Indeed, the POD modes represent the most controllable structures of the system and allow
to approximate with the least number of modes the energetic response of the system to the
inputs. However, by taking into account only the most controllable modes and setting aside the
observable modes, the POD basis may not correctly represent the input/output behaviour [73].
Most of the successful applications of ROMs based on the POD basis are thus found in the case
of globally unstable flows, such as the flow around a cylinder [65, 174], where the exogenous
inputs have little influence on the system, making the observable modes of little impact in a
control perspective. Nevertheless, approaches for noise-amplifier flows such as the flow over a
rounded backward-facing step have also been successfully implemented [13]. In addition to be-
ing taken as a basis of projection for the construction of the ROMs, the coefficients of the POD
modes are sometimes used as performance sensors z, which provides a global energy metric for
the whole domain (output projection [10, 14, 168]).

One of the last and most commonly used basis is the BPOD (Balanced Proper Orthogonal
Decomposition) basis. This basis, introduced by Moore [123], has the advantage of perfectly
representing the input/output dynamics because its modes are equally controllable and observ-
able, and it is therefore perfectly suited to a control perspective. It thus fills in one of the
gaps of the POD basis which is only concerned with the most energetic structures without tak-
ing into account the inputs which led to these flow responses. To deal with large-dimensional
fluidic systems, the method of snapshots, introduced by Sirovich [178], is required to obtain
the BPOD basis and allows to considerably reduce the size of the eigenvalue problem. The
BPOD modes as projection basis were used in some incompressible boundary-layer flow control
problems [10, 168].

The advantage of these different projection bases lies in the fact that they are linked to
the relevant structures of the flow and are based on physical considerations. However, these
projections require the knowledge of the governing equations (forcing field of the exogenous
inputs and actuators, adjoint simulations, Jacobian matrix, etc.) to construct the basis which
makes them difficult to use in a realistic setup.

2.5.2 Data-based approaches

Data-based identification techniques solve this problem by building the ROMs only from
input-output time/frequency data sets coming from simulations/experiments. The transfer
functions of the system are identified purely from input–output data and these data-based
approaches are sometimes called black-box, in contrast to the methods based on Galerkin pro-
jections and governing equations which derive from the interpretation of the structures of the
system and which are said to be grey-box [22].

The vector-fitting method is one of these data-based techniques. Vector-fitting is based
on a least-square fit to the response measurements by rational functions using an iterative
reallocation of the poles of the approximant [68]. The model obtained appears in a transfer
function form (not a state-space representation). Most of the vector-fitting algorithms use
frequency data (the frequency response at each input frequency) instead of temporal one and
some algorithms connect the least-square objective with a H2 error measure to increase fidelity
according to this norm [46].

The ARMAX (Auto-Regressive Moving-Average eXogenous) identification method is based
only on temporal data. The output at a given time is given as a function of: its own previous
values (Auto-Regressive part), a moving average term modelling the impact of a stochastic
(imperfectly predictable) term (Moving-Average part) and a term representing the impact of
the exogenous inputs of the system (eXogenous part). Both Hervé et al. [73] and Schmid and
Sipp [164] have successfully used this identification technique for a flow over a backward facing
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step by using only the temporal data of z/y/u that could all be obtained in an experimental
configuration. Methods which do not take into account the moving average term can also be
employed, either in a linear framework (called ARX) [74] or in a non-linear framework (NARX)
to model non-linear dynamics [40].

Subspace identification techniques are another wide-spread data-based method for identi-
fication [81]. With a subspace identification method, the ROMs are searched in a state-space
representation form (see equations 2.5) and the unknown coefficients of the matrices A/B/C/D
are identified from the sets of frequency or temporal data (depending on the subspace algorithm
chosen). Subspace identification techniques are particularly well-suited for MIMO systems due
to their state-space representation [69]. Indeed, in this framework, it is only necessary to add
rows and columns to the matrices according to the number of inputs/outputs. The subspace
algorithms are based on the use of Hankel matrices [69] and the main difference is the type
of projection used on these matrices. The most commonly used algorithms for the subspace
method are CVA [95], MOESP [196], N4SID [135] and ERA [80]. As regards the CVA, MOESP
and N4SID algorithms in the context of noise-amplifier flows, Juillet et al. [81] verified that
these three algorithms gave comparable ROMs during their study of flow over a backward fac-
ing step. The ERA (eigensystem realization algorithm), based on impulse response data, has
also been used in many control studies for noise-amplifier flows [14, 37, 156, and many others].
One of the advantages of the ERA lies in the fact that the ROMs obtained are theoretically
equivalent to those obtained using Galerkin projection on a reduced set of BPOD modes, which
makes the ERA optimal to capture the input/output dynamics without the knowledge of the
governing equations. One of the drawbacks of the ERA lies in the fact that the state variables
of the ROMs represent fictitious variables which implies that one can no longer evaluate the
physical state of the flow once the ROMs are obtained [154].

2.6 Synthesis methods

The synthesis step consists in designing a control law K which gives to the controlled system
the specified performance. Several synthesis methods exist and their main principles will be
briefly summarised in this section.

2.6.1 LQR

The linear-quadratic regulator (LQR) synthesis minimizes the quadratic cost function:

J =

∫ ∞

0

(z∗(t)QLQRz(t) + u∗(t)RLQRu(t)) dt, (2.14)

with QLQR and RLQR respectively semi-definite-positive and positive-definite penalizing matri-
ces for the state and actuation. This synthesis method presents many advantages: this method
has a cheap cost as only one Riccati equation is solved resulting in an optimal LQR gain matrix
K; there is no need for estimation sensors y as the control signals u(t) are computed from the
full-state, i.e. u(t) = Kq′(t) because Cy = I (hence, the name full-state controller commonly
used in the literature [2, 203]) which avoids potential stability problems for feedback designs
[61, 170]. Therefore, this synthesis method has been used in many fluid control problems
[2, 61, 170, 176, 203] and gives an indication of the optimal performance that could be achieved
in an ideal case where the full information is available.
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2.6.2 LQG/LTR

As measuring the entire flow field (i.e. the full-state q′(t)) to determine the actuator signals
u(t) is impossible in realistic configurations, the LQR gain is associated with a Kalman filter
which contains the dynamic part. This method dates from back to the 1960s [83] and is
called LQG (linear-quadratic-Gaussian) synthesis. The Kalman filter is also obtained from
the solution of a Riccati equation and estimates the state q′(t) from the measurements y, so
this LQG controller can be used in practice. Both LQR controller and Kalman filter are built
independently thanks to the separation theorem which makes it a very simple to implement
and inexpensive method of resolution. Despite being theoretically optimal with respect to the
quadratic criterion based on performance and control cost (see equation 2.14), this method
comes with no guarantees on stability margins [43]. In other words, tiny errors in the state
estimation may end up with an unstable feedback loop when y are placed downstream of u
(feedback setup), which represents a major drawback for practical applications.

Using the loop-transfer-recovery (LTR) method, it is in some cases possible to overcome this
lack of stability robustness by overwhelming the control signal entering the estimator [44, 92].
This procedure has for example been successfully used by Sipp and Schmid [176] to improve the
stability robustness of their controller in the case of a flow over an open square cavity (oscillator
flow). The recovery procedure works by inverting the plant dynamics in order to obtain ultra-
fast estimators: the Kalman filter dynamics becomes less prominent and the estimated state
is closer to the real actual state. This procedure leads to an unstable closed-loop in the case
of systems with time-delays, because they possess right half-plane zeros in the bandwidth to
be controlled which are converted into right half-plane poles [176, 180, 205]. As a result, this
method is not suitable for noise-amplifier flows in general, and in particular, the supersonic
boundary layer flow.

Contrary to the feedback structure, the feedforward design is unconditionally stable and
its implementation via LQG is not a problem. Therefore, feedforward configurations combined
with LQG syntheses dominate the noise-amplifier flow control literature, particularly in the
incompressible boundary layer control studies [10, 37, 38, 61, 126, 153, 156, 168–170]. As the
feedback configuration is naturally more robust in performance than the feedforward design
(see section 2.4.4), feedback configurations associated with LQG synthesis can be found in
the literature. Barbagallo et al. [13] employed this combination to control instabilities over a
backward-facing step. However, some of their feedback controllers turned out to be unstable
on the real plant (the full linearized Navier–Stokes equations), because of the poor stability
robustness of LQG to tiny errors in the ROM of Tyu. Tol et al. [188] also obtained some unstable
controllers when trying to control TS waves in an incompressible two-dimensional boundary
layer using LQG on a feedback setup.

2.6.3 Inverse feedforward/Wiener–Hopf framework

A very direct and simple way to obtain a controller K to reduce perturbation amplitude
and to create perfect destructive interferences on the whole frequency spectrum is to use an
inverse method. Indeed, with a SISO view, the ideal case would be to have for the controlled
system z(s) = 0. From equation 2.9, a perfect wave cancellation for each frequency is obtained
for:

0 = (Tzw + TzuK(1− TyuK)−1Tyw)w

⇔

K = − Tzw

TywTzu − TyuTzw

.

(2.15)
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This inverse method can also be employed in 3D configurations for periodic/homogeneous flows
in the spanwise direction (as boundary-layer flows) by realizing a second Fourier transform in
the spanwise direction [153, 156]; thus a multitude of controllers K(s, β) are obtained (instead
of one controller K(s) in 2D configurations corresponding to the particular case β = 0). As no
Riccati equations are solved, this method has the advantage of not requiring the identification
of the transfer functions; the raw frequency data are directly exploited and the controller K(iω)
is constructed "frequency-by-frequency". This inversion may fail or lead to undesirable large
control gain for small values of the denominator part for certain frequencies. Moreover, the
inverses are generally non-causal for noise-amplifier flows and unstable due to the right half-
plane zeros transforming in right half-plane poles [154] leading to controllers that are potentially
unstable and unusable/infeasible in practice. Hence, penalizing weighting functions must be
used to limit the controller activity, as in the LQR/LQG procedure [42]. Sasaki et al. [153, 154]
employed this inverse method with a feedforward design to control Kelvin–Helmholtz and TS
waves and have obtained equivalent results in terms of disturbance amplitude reduction to those
obtained by a LQG feedforward controller. This inverse feedforward technique has also enabled
to delay transition to turbulence in the case of a 3D incompressible boundary layer [126].
Nevertheless, this synthesis method is only employed in feedforward designs because feedback
setups may be unstable as no consideration is given to stability robustness (the controller
synthesis is just based on the objective z = 0) and performance robustness of these inverse
feedforward controllers is therefore unclear.

It is also worth mentioning that strategies based on the Wiener–Hopf framework exist
[114, 115] where both the flow state (possibly estimated from limited and noisy sensors) and
control method are obtained on the full-rank system. As for the inverse feedforward, these
methods do not require the use of ROMs and they permit an extension of LQG-like control
strategies to systems of large dimension. The strategies based on the Wiener–Hopf framework
can be used for example to avoid potential performance losses of ROM-derived controllers when
applied to the full system or to improve the inverse feedforward strategy by minimizing the
effect of kernel truncation when searching to obtain a causal controller. However, once again,
the issue of robustness in terms of stability/performance with the Wiener—Hopf framework is
not addressed.

2.6.4 Classical loop-shaping

Loop-shaping takes into account stability margins necessary for the construction of a robust
feedback design contrary to the previous inverse/LQG procedures. The classical loop-shaping
approach refers to a design procedure for SISO systems that shapes the magnitude of the open-
loop transfer TyuK to achieve closed-loop specifications from frequency considerations [66, 180]
(large loop gain in the frequency range to be controlled, small loop gain on certain bandwidths to
ensure stability and robustness to unmodelled dynamics, etc.). Belson et al. [14] are among the
first to demonstrate the feasibility of a feedback setup with stability and performance robustness
for the incompressible boundary layer flow, using the loop-shaping method to manually tune the
parameters of a simple proportional-integral (PI) controller: they chose parameters providing
large phase margin and large loop gain at the low-frequencies of the TS waves. However, this
tuning by hand did not allow to obtain a satisfactory performance for the chosen actuator/sensor
pair, forcing the authors to change it to obtain large disturbance amplitude reduction with the
loop-shaping approach, despite the good performance obtained with LQG on the ROMs with
the same actuator/sensor pair. This phenomenon may have occurred because in their loop-
shaping approach, there is no explicit H2 norm minimization objective of the transfer T c

zw in
order to reduce the amplitude of the perturbations. A similar hand-tuning approach was used
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by Vemuri et al. [195] to cancel out TS waves in an experimental setup. The authors tuned
a proportional feedback controller thanks to the Nyquist plot to optimise the controller gain
in closed-loop while ensuring robust stability of their feedback configuration. Such classical
loop-shaping approaches provide guarantees on stability robustness but are far from optimal
from a performance viewpoint. And perhaps more importantly, they are very limited in the
sense that they cannot be easily applied to multi-criteria specifications and to more complex
controller structures in a systematic way.

2.6.5 Modern optimal synthesis

In contrast, modern tools for multi-criteria/multi-objective synthesis allow to optimize com-
plex control laws. These complex syntheses, introduced by Doyle et al. [45], satisfy several
specifications by constraining several transfer functions simultaneously.

The H2 optimal synthesis [45, 180] is one of these multi-objective syntheses. This synthesis
computes, by solving Riccati equations, a stabilizing optimal controller in terms of H2 mini-
mization of a transfer function GH2 . The LQG synthesis is a special case of the H2 optimal
synthesis. Indeed, minimizing the H2 norm of

GH2 =

(
QLQR

1/2T c
zw 0

0 RLQR
1/2KSTyw

)
(2.16)

strictly amounts to minimize the quadratic cost function J (see equation 2.14) by using the
Parseval’s identity [61, 180, 187]. Another example of the H2 optimal synthesis is the mixed-
sensitivity H2 loop shaping which consists in finding a stabilizing controller K that minimizes
the H2 norm of:

GH2 =




W1S
W2KS

W3STyuK


 , (2.17)

with W1, W2, W3 weighting functions. Therefore, with the H2 optimal synthesis, it is no longer
necessary to use a criterion based solely on the performance and cost of control as in LQG
synthesis because every transfer functions can be constrained. However, the SISO stability via
the Nyquist plot or the small gain theorem for MIMO systems corresponding to a H∞ norm
constraint, the H2 optimal control synthesis is not appropriate to ensure stability robustness.

The H∞ optimal synthesis [45, 167] solves this problem by computing a stabilizing optimal
controller in terms of H∞ minimization of a transfer function GH∞ . The H∞ optimal synthesis
employs Riccati equations (as in LQG/H2 optimal syntheses) or LMIs (Linear Matrix Inequal-
ities) convex solvers [159]. This H∞ optimal synthesis is also called robust H∞ synthesis as it
minimizes H∞ norms to ensure stability robustness of a feedback design. This robust synthesis
has been mainly used in the case of oscillator flows to have some stability guarantees, because
using a feedback setup is mandatory to stabilize a globally unstable flow. Dahan et al. [39] and
Flinois and Morgans [58] employed the H∞ loop-shaping technique, introduced by McFarlane
and Glover [119], to control the flow over a bluff body with a blunt trailing edge and around
a D-shaped body, respectively. The H∞ loop-shaping technique generalizes and automates ac-
cording to the minimization of a H∞ criterion the classical SISO loop-shaping method based
on Bode diagram of the open-loop gain TyuK. The H∞ loop-shaping technique first shapes the
open-loop gain before optimizing the robustness of the controller by minimizing a H∞ norm.
Shaqarin et al. [172] and Kerstens et al. [85] exploited the mixed-sensitivity loop-shaping tech-
nique which consists in finding a stabilizing controller that minimizes the H∞ norm of equation
2.17 to reduce the drag of a D-shaped bluff-body and to maintain a constant lift force on a
low-aspect-ratio semicircular wing in a longitudinally gusting flow, respectively. Some studies
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employing H∞ techniques exist also for the control of linearly stable channel flows where the
amplification of disturbances is due to transient growth [19, 79]. Nevertheless, the absence of
an H2 criterion in the H∞ optimal synthesis can be restrictive for the control of noise-amplifier
flows where one seeks to minimize the r.m.s. values of disturbances (thus passing through the
minimisation of an H2 norm, see section 2.4.1).

The mixed H2/H∞ synthesis [159, 160] solves this limitation by minimizing a trade-off
criterion of the form ||GH2||22 + ||GH∞ ||2∞ by employing LMI techniques. The possibility of
working with both H2 and H∞ criteria for noise-amplifier flows ensures nominal performance,
stability robustness and performance robustness (see section 2.4). Indeed, the use of H∞
criteria on some transfer functions allows to satisfy stability margins on the feedback design
(which was missing in the H2 optimal framework) despite modelling errors and to desensitize the
controller on certain frequency ranges, allowing optimal performance to be maintained despite
the presence of, for example, noise on the estimation sensor. The use of H2 criteria makes it
possible to have a performance objective of r.m.s. value mitigation during the synthesis (which
was sometimes lacking in previous feedback studies associated with loop-shaping or H∞ optimal
syntheses).

2.6.6 Structured synthesis

The optimal mixed H2/H∞ synthesis seems at first sight very suitable for the control of
noise-amplifier flows. However, by solving Riccati equations or LMI, the modern optimal syn-
theses lead to high-order controllers (of the same order as the plant augmented by weighting
functions). These are often too expensive to use in real-time applications and require reduc-
ing the controller order in a post-processing step. Performing this reduction optimally while
maintaining stability and performance guarantees on the closed-loop remains an open problem
[33, 67]. This important limitation has led the control community to develop the structured
synthesis [7, 8]. A structured synthesis has the ability to limit the controller order and to impose
its structure beforehand (e.g. state-space model of order 10, PID controller, etc.). These struc-
tured syntheses are solved via non-smooth/non-convex optimization techniques; non-smooth
optimizations are computationally intensive (compared to an optimal synthesis) and several
random controller initializations are required to deal with the non-convex nature of the op-
timization problem. Leclercq et al. [96] employed the structured H∞ synthesis [7] to control
a flow over a cavity (oscillator flow). For noise-amplifier flows, the structured mixed H2/H∞
synthesis [8] seems to be the most suitable synthesis as it has all the advantages of the previous
methods: it constraints/minimizes both H2 and H∞ norms while imposing the structure of the
controller which makes it a particularly powerful and flexible synthesis method.

2.7 Maintaining performance over several operating points
Controlling instabilities over several operating points can be seen as an extended perfor-

mance robustness problem. Even if a simple feedback structure designed at one operating point
has a natural ability to maintain performance in the presence of model uncertainty or external
perturbations, it is not meant to be used in off-design conditions. Specific techniques may be
used to extend performance robustness to additional operating points.

Erdmann et al. [52], Fabbiane et al. [54, 55] used an adaptive feedforward method for
boundary layer control, based on the filtered-X least-mean-squares (FXLMS) algorithm, where
the controller coefficients gradually adapt to free-stream variations to improve performance
robustness compared to a simple LTI LQG feedforward controller. This method is only robust
over long time-scales as the controller coefficients are adjusted in a quasi-static fashion.
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Figure 2.9: (a) Multi-model and (b) gain scheduling methods by multi-criteria structured mixed
H2/H∞ synthesis.

Some methods, contrary to those which only used the ROMs of the nominal case and
looked at the performance robustness in off-design conditions a posteriori [14, 54, 55, 188, and
many others], directly exploit the ROMs at different operating points in the synthesis step.
In multi-model synthesis [9, 88, 89], the use of the ROMs at different operating points allows
to shape adequately the transfer functions to achieve specific design goals at each operating
point simultaneously. The multi-model method may be combined with the structured mixed
H2/H∞ synthesis (see figure 2.9a). The multi-model synthesis results in a LTI controller K
with increased performance robustness (at the cost of a lower nominal performance) compared
to a LTI controller built on a single operating point [104] and may therefore potentially allow
to maintain performance in terms of perturbation amplitude reduction over a wide range of
operating points, even with a feedforward structure. Gain scheduling is also a common approach
for controlling systems whose dynamics change with operating conditions when a single set
of controller parameters does not provide desired performance throughout the entire range
of operating conditions [147]. The principle of the gain scheduling is to vary the controller
parameters according to the value of a scheduling variable η, e.g. the free-stream velocity,
which is assumed to be measured on-line (see figure 2.9b). The gain scheduled control law
can be built from a family of LTI controllers designed at different operating points (i.e. at
frozen values of the scheduling variable) [36, 76, 132] or from Linear Parameter-Varying (LPV)
models where the analytical expression of the ROMs as a function of η is known (therefore, an
explicit formulation of the controller can be obtained and it is no longer built from a family
of LTI controllers) [11, 197]. The gain scheduling approach should not be confused with the
FXLMS adaptive controllers where the controller parameters are updated on-line based on
the information from performance sensors [54, 55]; in these adaptive methods, the controller
parameters vary with the operating conditions, but are not known a priori and therefore remain
subject to the convergence of the optimization method from one operating point to another.
With the gain scheduling method, the parametrisation of the control law according to the
scheduled variable is known in advance. Moreover, gain scheduling responds faster to changing
operating conditions than adaptive methods because the law is automatically adapted as soon
as η is modified [18, 147]. Finally, gain scheduling has the advantage of being based on powerful
linear design tools as the structured mixed H2/H∞ synthesis ensuring stability and performance
robustness, provided the scheduling parameter varies slowly enough in comparison with the
control bandwidth (as the robustness properties are guaranteed in a local sense) [23, 147].
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Chapter outcome summary:

Numerous studies addressed the problem of transition delay in the supersonic boundary
layer flow but they used passive or predetermined active strategies making them less
effective in terms of disturbance amplitude reduction and robust to modelling errors or
inflow variations than a reactive control strategy. As four of the five paths from receptivity
to transition involve small-amplitude perturbations, a reactive control strategy based on
the classical linear tools of control theory (identification, synthesis, etc.), is perfectly
suited to mitigate the linear growth of disturbances for transition delay. Such reactive
control strategy has been employed many times in incompressible boundary layer flows
to control disturbances and delay transition to turbulence.
For the identification step, necessary for most of the synthesis methods, data-based ap-
proaches such as ERA or vector-fitting methods have the advantage of building models
only from input/output time or frequency data sets and can be used in a realistic setup
unlike Galerkin projection methods. For the synthesis step, the limitations of a simple
LQG LTI feedforward controller designed at one operating point in terms of performance
robustness have been highlighted. For boundary-layer flow control, some feedback con-
trollers, which are naturally more robust than the feedforward ones, have been successfully
designed by a loop-shaping approach to handle the problem of stability robustness of a
feedback configuration. However, modern robust synthesis tools such as the structured
mixed H2/H∞ synthesis (which can be coupled with multi-model or gain scheduling meth-
ods) is a promising alternative to meet multi-criteria specifications and design complex
controller structures in a systematic way in order to handle simultaneously the problems
of nominal performance, stability and performance robustness for noise-amplifier flow
control.
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Chapter foreword:

This chapter introduces the numerical methods used in this thesis and also provides
elements of validation. Firstly, the solvers and spatial schemes employed to resolve the
fully compressible Navier–Stokes equations are introduced. The validation of the spatial
schemes in order to obtain the base flow is done by comparing with the results of Ma
and Zhong [109]. Then, the in-house local and global stability codes are presented and
validated from the results of Ma and Zhong [109] and Bugeat et al. [24]; the use of the
global stability code allows also to validate the spatial numerical schemes for the 2D
perturbation field. Next, the temporal schemes for the unsteady simulations and the
in-house boundary-layer code are also introduced and validated. Finally, the ERA and
the vector-fitting method for the identification of the useful transfer functions as well
as the structured mixed H2/H∞ synthesis and the controller implementation in the flow
solvers are presented in more detail.
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3.1 Flow methods

3.1.1 Solvers and spatial schemes

The direct numerical simulations (DNS) of the fully compressible Navier–Stokes equations
(see equations 1.1) are performed using the finite-volume codes elsA [27] and FastS [139]. The
elsA solver is a powerful and flexible solver which is able to deal with both external flows
around aircrafts or helicopters and with internal flows in turbomachinery. This reliable tool is
employed for industrial applications by Airbus, Safran and MBDA. The 2D DNS, which are
the first step to develop a methodology to delay transition to turbulence, are performed with
this CFD software because of the ease of use as elsA is commonly employed at ONERA. The
3D DNS are performed with the in-house research solver FastS ; FastS has less flexibility than
elsA to handle complex cases but is much more efficient thanks to memory optimisation using
cache blocking. As an example, FastS is 10 times faster than elsA for our 3D DNS. An upwind
AUSM + scheme [102, 103] associated with a third-order MUSCL extrapolation method [97] is
used for the spatial discretization of the convective fluxes both in elsA and FastS. The viscous
fluxes are obtained by a second-order centered scheme.

3.1.2 Base flow

The laminar base-flow q̄, stationary solution of the Navier–Stokes equations 1.1 and defined
as

N (q̄) = 0, (3.1)

is obtained by time-stepping the unsteady equations 1.10 with an implicit time-stepping method
based on a local time step, up to convergence of the residuals. The ability of the AUSM scheme
associated with a second-order centered scheme for viscous fluxes to accurately compute a base
flow is evaluated by comparing with the results of Ma and Zhong [109]. This 2D test case is
defined in figure 3.1 and consists of a uniform flow at M∞ = 4.5 on an adiabatic flat plate. The
numerical domain extends from 0 < Rex ≲ 4.1× 106 in the streamwise direction and the wall-
normal extent of the domain is taken to be ∼ 24% of the streamwise length. A similar grid than
the one of Ma and Zhong [109] is used: 3200 points uniformly spaced in the streamwise direction
and 140 grid points in the boundary layer at the end of the domain (geometric distribution).
A supersonic inlet condition is imposed at the upstream boundary with the same free-stream
conditions as [109] (i.e. T∞ = 65.15 K, U∞ = 728.2 m.s−1 and p∞ = 728.4 Pa); a far-field
[141] and a supersonic exit conditions are respectively applied at the top and at the outlet
of the computational domain. Figure 3.2a presents the wall-pressure distribution along the

Adiabatic flat-plate

M∞ = 4.5
Shock

Boundary layer

y

x

Figure 3.1: Simplified diagram of the validation case from [109].

domain. The second wall-normal derivative of the streamwise velocity ∂2
yyu at Rex = 1 × 106

is also plotted in figure 3.2b; it is critical to describe correctly this quantity as it is related
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to the inflection point which is the cause of the inviscid instabilities. Despite the fact that
Ma and Zhong [109] use much higher order schemes (5th order upstream scheme for convective
fluxes and 6th order centred scheme for viscous fluxes), a good agreement is achieved for both
wall-pressure distribution and ∂2

yyu profile, which validates the spatial schemes used to compute
a supersonic base flow.

3.1.3 Local stability resolution

The local stability analysis in this thesis is performed with an in-house python LLST code
developed by Chanteux et al. [31]. This code is used in this thesis for the 2D analysis, and the
dispersion relation D(α, ω, β = 0, x) = 0 for a frozen base flow profile is solved with a spatial
stability framework (real angular frequencies ω = 2πf and complex wavenumber α = αr + iαi,
see section 1.3.1). All perturbations are assumed to vanish at the free-stream boundary y → ∞
while on the bottom boundary y = 0, ũ = ṽ = 0 and dρ̃/dy = dT̃ /dy = 0 (respectively
T̃ = 0) for an adiabatic (respectively isothermal) condition. The equations are discretized
along the wall-normal direction y using a Chebyshev collocation method. The in-house LLST
code follows the procedure resolution developed in Saint-James [148]: for a frequency ω that
is known to be locally unstable at a position x, a generalized eigenvalue problem is solved,
using the LAPACK library, in order to obtain the set of eigenvalues α and eigenvectors q̃(y);
then, the unstable physical eigenvalue (which is independent of the wall-normal grid, contrary
to the spurious numerical eigenvalues) is used as initialization eigenvalue for a pseudo-temporal
shooting method [148] to determine for any x and ω the physical eigenvalue α. The spacing dx
between two base flow profiles and dω between two frequencies must be low enough to converge
step by step the shooting method to the correct physical value α. The code is validated here
by comparing with the 2D linear local growth rates of the supersonic boundary layer from
[109] (see figure 3.1). The adiabatic base flow profiles, validated in section 3.1.2, are used
and the LLST code is performed with an isothermal or adiabatic boundary condition as in
[109]. According to [111], the use of an isothermal wall-boundary condition for the infinitesimal
perturbations whereas the steady base flow is subject to an adiabatic condition may be justified
as the high-frequency temperature disturbances will not penetrate deep into the solid boundary
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Figure 3.3: Comparison of the growth rates −αi from the in-house LLST python code used in this
thesis (solid lines) and from the LLST results of Ma and Zhong [109] (circles) for two dimensionless
frequencies FMZ = 2πfµ∞
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(and β = 0).

due to its thermal inertia. For two dimensionless frequencies FMZ = 2πfµ∞
ρ∞U2

∞
(and β = 0), a good

agreement is achieved between the evolution along x of the growth rates −αi from our in-house
LLST python code and those from [109] for both isothermal and adiabatic conditions (see figure
3.3), which validates our in-house LLST code.

3.1.4 Global stability resolution

The resolvent analysis in this thesis is performed using a python tool developed by Beneddine
et al. [17]. This code is used in this thesis for 2D analysis. To solve the optimal gain problem
(see equation 1.18), the Jacobian matrix A = dN

dq

∣∣
q̄

has to be obtained. It is calculated using a
second-order finite-difference method:

A(q̄)v ≃ N (q̄+ ϵv)−N (q̄− ϵv)

2ϵ
, (3.2)

with v = [0, ..., 0, 1, 0, ..., 0]T a canonical basis vector and ϵ a scalar. The unitary vector v
determines one of the columns of A. Hence, the combination of every unitary vectors yields the
full operator. In practice, v is a combination of unitary vector to limit the number of calls of
the equation 3.2 and speed up the determination of A. Indeed, particular linear combinations
of canonical basis vectors lead to independent responses in the flow as the stencil of the solver
is limited in space; a disturbed cell can only impact a limited number of neighbouring cells (see
figure 3.4). For the parameter ϵ, a compromise must be found between the numerical error for
ϵ too small and the linearisation error for ϵ too large. The choice of the matrices Qf and Qe

featured in equation 1.19 depends on the quantity one seeks to optimise. In this manuscript,
the positive-definite matrix Qf is defined such that ||̃f ||2F = f̃∗Qf f̃ corresponds to the energy
of the momentum forcing. For the semi-definite-positive matrix Qe, it is defined such that
||q̃||2E = q̃∗Qeq̃ corresponds to the total kinetic perturbation energy 1

2

∫
V ρ̄(|u′|2 + |v′|2) dV
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Figure 3.4: 2D optimal combination of canonical basis vectors for the 5-cell-stencil spatial scheme
used in this thesis. Figure from [16].

[140, 152] or the total Chu’s energy [35]. The Chu energy norm is defined as

EChu =
1

2

∫

V
(

eChu︷ ︸︸ ︷
ρ̄(|u′|2 + |v′|2︸ ︷︷ ︸

eu′

) + r
T̄

ρ̄
|ρ′|2

︸ ︷︷ ︸
eρ′

+
r

γ − 1

ρ̄

T̄
|T ′|2

︸ ︷︷ ︸
eT ′

) dV. (3.3)

It is commonly used for compressible flows as it contains terms relative to thermodynamic
perturbations in addition to the kinetic one [24, 71]. The explicit expressions of Qf and Qe for
these energetic norms are provided in appendix A. Determining the optimal gain g̃ amounts
to computing the largest eigenvalue of the generalised eigenvalue problem 1.19; this problem is
solved with the Arnoldi algorithm [ARPACK library, 100] using a sparse LU solver [MUMPS
library, 4] for linear system solution.

This global analysis tool is validated on the 2D supersonic boundary layer results from
Bugeat et al. [24]. This validation configuration is similar to that described in section 3.1.2
(see figure 3.1); contrary to the simulations of [109] for the base flow validation, the domain
only extends to Rex = 2 × 106. The spatial schemes validated in section 3.1.2 are kept for
this validation case. Following Bugeat et al. [24], the Chu energy norm for the response is
employed for the gain optimisation; the optimisation domain (for both forcing and response)
for the calculation of g̃ is restricted to Rex ∈ [0; 1.75 × 106] in the streamwise direction and
to y ∈ [0; 9δ∗Bugeat] (with δ∗Bugeat the compressible displacement thickness at Rex = 1.75 × 106,
defined as δ∗ =

∫∞
0
(1 − ρu

ρ∞u∞
) dy) in the wall-normal direction, for computational savings.

For the same mesh grid as Bugeat et al. [24] in the streamwise direction (2400 points), good
agreement is obtained between the optimal gains g̃ from our in-house global code and those
obtained by [24] (see figure 3.5a). The comparison of the gains only gives a global indication
(the gains result from volume integration over the domain), and it may be interesting to have
a more local validation. Hence, the profiles of the optimal forcing at Rex = 9.9 × 105 (see
figure 3.5b) and response at Rex = 1.62× 106 (see figure 3.5c) are compared for the peak gain
(at FMZ = 2.26 × 10−4). Our results coincide with those of [24] for both the optimal forcing
and response profiles, which validates the optimal gain algorithm and the resolvent operator R
obtained by our in-house global code.

In addition to the validation of the global stability tool, the ability of spatial schemes to
correctly capture the perturbation field q′ is evaluated. It is assessed by comparing the spatial
growth rate −α̃i = 1

|p̃(x,y=0)|∂x|p̃(x, y = 0)| from the response field of the resolvent analysis
(solid line) and from Fourier transform results of Ma and Zhong [109] on linearized DNS (blue
circles) (see figure 3.6). The quantity −α̃i represents the slope of ln |p̃| with respect to x and
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Figure 3.5: Comparison of the 2D (a) optimal gains and profiles at FMz = 2.26 × 10−4 of the (b)
optimal forcing at Rex = 9.9×105 and (c) response at Rex = 1.62×106 with results from [24] (circles).

can therefore be interpreted as a local spatial growth rate. Indeed, in regions where transient
growth is dominated by the convective-type non-normality effects (between branch I and branch
II of the LLST), the quantity −α̃i is nearly independent of the choice of y and primitive variable
and −α̃i is very close to the quantity −αi computed with LLST [48, 49, 109]. The validation
case corresponds to the one described in section 3.1.2, with the adiabatic condition for the
perturbation field. For their linearized DNS, Ma and Zhong [109] force waves from the inlet
boundary condition by specifying the flow as the superposition of the steady base flow and a
temporal fluctuation of flow variables at frequency FMZ = 1.6× 10−4. Hence, to compare their
results to the global stability approach, the forcing field f̃ for the resolvent optimisation problem
is constrained to a thin strip

√
Rex ∈ [476.67, 483.3] localized (via a prolongation operator,

see appendix A) far upstream of the locally unstable region. This streamwise restriction is
sufficiently far upstream to ensure that the component-type non-normality effects no longer
dominate in the modal instability domain to compare with Ma and Zhong [109]. The domain
involved in the streamwise direction for the Chu energy optimisation of the response field is√
Rex ∈ [476.67, 1998.1]. In the wall-normal direction, no restriction is applied for the domains

involved in the definition of ||.||2E and ||.||2F . Good agreement is achieved between the evolution
along x of the quantity −α̃i from our resolvent analysis and the one from linearized DNS of
[109]. The growth rates −αi from LLST are also plotted and exhibit similar values to −α̃i in
the LLST instability region. As the configuration of [109] is very similar to the one that will
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transform of [109] on linearized DNS (blue circles) at FMZ = 1.6× 10−4.

be used in chapters 4, 5 and 6, it validates the spatial schemes used in this thesis (see section
3.1.1) to describe the 2D perturbation field of our configuration.

3.1.5 Unsteady simulations

The 2D unsteady simulations performed with elsA for the development of instabilities are
performed with an implicit second-order Gear scheme with 4 sub-iterations and a time-step
dt ensuring a Courant-Friedrichs-Lewy (CFL) number lower than 1.4 in the whole domain.
The time step and the number of sub-iterations of the temporal method have been validated by
comparing transfer functions from the linearized DNS and those determined from the frequency-
domain resolvent approach (see section 2.4). As this validation requires the introduction of the
transfers used in chapter 4, it is left to appendix B in order to facilitate the reading of the
manuscript.

The 3D unsteady simulations performed with FastS use an explicit third-order 3-steps low-
storage Runge–Kutta scheme [202] (to have accurate solutions when simulating transition to
turbulence) with a time-step ensuring a CFL number lower than 0.7 (respectively 0.4) in the
whole domain for the linearized DNS (respectively the non-linear DNS that lead to transition
to turbulence). The time-step of the fully non-linear DNS that lead to transition is lower
compared to the one of the linearized DNS for stability reasons. Contrary to the 2D case, a
global stability analysis has not been carried out on the 3D configuration; hence, the validation
of the schemes for unsteady 3D simulations is performed by temporal and grid convergences
(see appendix B).

For the linearized 2D/3D unsteady simulations, the amplitude of the forcing f is chosen
sufficiently small to ensure that the induced perturbation q′ remains in the linear regime until
the end of the computational domain.
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3.1.6 Boundary-layer code

In the 2D/3D simulations of chapters 4, 5 and 6, the inlet condition matches a zero-pressure
gradient laminar boundary layer profile computed with the in-house ONERA boundary layer
code CLICET (see for instance Olazabal-Loumé et al. [133]). This code solves the boundary-
layer equations with a finite-volume method. The system of equations is integrated using a
forward-marching method; the knowledge of the boundary layer profiles at an initial position
and wall/free-stream boundary conditions is sufficient to calculate the profiles at downstream
positions. The initial profile corresponds to a local self-similar solution near the stagnation
point. The validation is carried out in comparison with the self-similar results of Ozgen and
Kiricali [136] for a laminar boundary layer at M∞ = 4 above an adiabatic flat-plate (see figure
3.7); the velocity and temperature profiles match, which validates the calculations.
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Figure 3.7: Comparison of self-similar profiles at M∞ = 4 of streamwise velocity (blue) and temper-
ature (red) computed with CLICET (solid lines) and from [136] (circles).

3.2 Control methods

3.2.1 Identification

The identification methods employed in this manuscript in order to obtain models of small
dimensions are briefly detailed in this section. Both the ERA and the vector-fitting method
are data-based approaches and do not require the knowledge of the governing equations. They
need only the input-output time/frequency data sets to build the ROMs and can therefore be
used in realistic setups (see section 2.5.2).

3.2.1.1 ERA

The ERA is a popular tool, introduced by Juang and Pappa [80], used many times in
noise-amplifier flow control studies [14, 126, 153, and many others]. This subspace identifica-
tion technique is based on a discrete framework; in this framework, a state-space model (see
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equations 2.5) is written as:

xk+1 = Axk +Buk, (3.4a)
yk = Cxk +Duk. (3.4b)

The ERA exploits the set of impulse responses of all the outputs for each of the inputs. Thus,
an input matrix Uk = Iuk ∈ Rnu×nu is introduced with u0 = 1 and uk = 0 for k ≥ 1:

Xk+1 = AXk +BUk , (3.5a)
Yk = CXk +DUk , (3.5b)

with Xk ∈ Rnx×nu and Yk ∈ Rny×nu . The ith column of these matrices corresponds to the
state vector and output vector at time k following the impulse of the ith input of vector u. By
assuming zero initial conditions x0 = 0 and a feedthrough matrix D = 0 (as the direct influence
of the actuations signals on the measurements is negligible because the speed of sound and the
speed of convection have finite values), we obtain:

X1 = B

Y0 = 0

X2 = AX1 = AB

Y1 = CX1 = CB

X3 = AX2 = A2B

Y2 = CX2 = CAB

...
Xn+1 = AXn = AnB

Yn = CXn = CAn−1B

Therefore, the impulse response of a discrete state-space model can be summarized as:

Yn =

{
0, n = 0

CAn−1B, n > 0
(3.6)

The impulse response terms Yn = CAn−1B are called the Markov parameters. These Markov
parameters are used to assemble two Hankel matrices H and H′, defined by:

H =




CB CAB . . . CAnB
CAB CA2B . . . CAn+1B

...
... . . . ...

CAnB CAn+1B . . . CA2nB


 , (3.7)

and

H′ =




CAB CA2B . . . CAn+1B
CA2B CA3B . . . CAn+2B

...
... . . . ...

CAn+1B CAn+2B . . . CA2n+1B


 . (3.8)
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Not all time steps of the DNS are required to obtain a good representation of the impulse
response and the Markov parameters can be separated by several time steps (as long as the
Nyquist-Shannon sampling theorem is satisfied) to reduce the size of the matrices for com-
putational saving (and enhance the conditioning of the matrices). Then, a singular value
decomposition H = UΣV∗, where U and V are unitary and Σ diagonal, is performed. Only a
limited number of singular values is required to correctly describe the input-output dynamics.
Hence, to compress the state and select the order r of the reduced-order model, the matrices
are truncated and the first r columns of U and V and the first r rows and columns of Σ are
only conserved. Finally, the matrices A/B/C of the reduced-order state-space representation
are obtained by the following relations:

A = Σ−1/2
r U∗

rH
′VrΣ

−1/2
r , (3.9)

B = the first nu columns of Σ1/2
r V∗

r , (3.10)

C = the first ny rows of UrΣ
1/2
r . (3.11)

This algorithm has been implemented in a python format. The discrete-time models obtained
by the ERA are then converted to continuous-time models by first-order hold method [Matlab
function d2c, 59] to be usable in the synthesis step.

3.2.1.2 Vector-fitting method

The vector-fitting method employed in this thesis uses the tfest function of the software
Matlab. This method estimates continuous-time transfer functions to fit frequency data. For
a SISO system G, the algorithm performs S-K iterations [46] to solve a nonlinear least-square
problem:

minimize
nf∑

k=1

|G(iwk)− G̃(iwk)|2, (3.12)

with G̃ the estimate model designed to fit the data of G. For a given number of poles, the
estimate model is searched in a rational form G̃ = Ñ

D̃
with Ñ and D̃ the numerator and denom-

inator of the transfer function model. Models using frequency-data may be unstable (contrary
to models using time-data). To avoid unstable models that are unusable for synthesis of noise-
amplifier flows, an iterative reallocation step of the poles of the approximant is performed: the
unstable poles of G̃ are reflected with respect to the imaginary axis inside the stability region
(by reversing the sign of the real part of the unstable poles to place them in the left half-plane).
This last step changes the phase of the approximant, which is not a problem when trying to fit
real frequency data (as G(iwk) = |G(iwk)|).

3.2.2 Structured mixed H2/H∞ synthesis

The structured mixed H2/H∞ synthesis is used in this thesis as it appears as the most
flexible and powerful synthesis tool (see section 2.6.6). The syntheses of the chapters 4, 5 and 6
are performed using the Matlab function systune. The algorithm of systune solves the general
problem:

minimize f(x)

subject to g(x) < 1,
(3.13)

with x ∈ Rn is the decision vector consisting of tunable parameters of the structured controllers.
The functions f and g may capture several requirements fi and gi at the same time and are
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written as f = max
i=1,...,nf

fi(x) and g = max
i=1,...,ng

gi(x). Each positive function fi or gi may correspond

to an H2/H∞ norm of a closed-loop transfer function weighted by an appropriate frequency
template [180]. Weighting functions act as frequency domain constraints in order to shape
adequately the transfer functions to achieve specific design goals. Furthermore, weighting
functions allow to normalize the different requirements fi and gi to be able to balance them
during the constrained minimization problem (CMP) in equation 3.13. Mathematically, a
weighting function needs to be at least stable. In practice, it is easier to use a minimum-phase
weighting function where the system (the weighting function) and its inverse (the constraint) are
causal and stable (all the poles and zeroes are in the left half-plane of the s-plane representation)
to be able to work independently on the weighting function or on its inverse (the constraint).

The CMP in equation 3.13 is non-smooth by nature because of the max aggregates of the
functions f and g; moreover, some of the individual requirements fi/gi may themselves be
maxima of non-smooth functions (e.g. an H∞ requirement). Without the structural constraint
on the controller, this multi-criteria problem could be solved using convex optimization with
LMI constraints. As soon as structurally constrained controllers are required, the CMP becomes
a non-convex problem and a new algorithmic strategy is necessary. The systune algorithm
approaches the CMP in equation 3.13 by solving a sequence of unconstrained subproblems of
the form:

minimize max(f(x), αgg(x)), (3.14)

in order to converge to the solution of the original CMP [9]. More precisely, αg is adjusted
by a bisection scheme based on constraint feasibility: αg is increased (respectively decreased)
when the constraint g is violated (respectively satisfied). For a given αg, the subproblem in
equation 3.14 is solved by a descent method: the descent directions are computed by solving
quadratic programs and a line search is then employed [7]. The CMP in equation 3.13 is
a non-smooth and non-convex problem and its resolution may be computationally intensive:
non-smooth algorithms are more complex and have higher computational costs than smooth
algorithms (which presume certain differentiability and strong regularity assumptions) and
several initializations of the controller parameters are needed to deal with the non-convex
nature of the problem.

3.2.3 Controller implementation

The controllers obtained from the structured mixed H2/H∞ synthesis are in a continuous
state-space representation. Therefore, their implementation in the DNS solvers (elsA or FastS )
consists in solving the first-order differential equations 2.5 at different time steps of the sim-
ulations to update the control vector signal u(t) (seen as the output vector of the state-space
representation of the controller) from the estimation measurements y(t) (seen as the input vec-
tor of the state-space representation of the controller). At a time ti, the controller state x(ti)
is obtained with a backward differentiation method of the second order:

ẋ(ti) = Ax(ti) +By(ti)

x(ti) ≃ (1.5I − dtA)−1(2x(ti−1)− 0.5x(ti−2) + dtBy(ti)).
(3.15)

Finally, since the controllers obtained are strictly-propers i.e. D = 0 (see chapters 4, 5 and 6),
the control vector signal u(t) is obtained:

u(ti) = Cx(ti). (3.16)
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Chapter outcome summary:

The main numerical methods used in this thesis have been presented in this chapter.
The ability of the spatial schemes to obtain a supersonic base flow have been verified
in comparison with the results of [109]; the in-house python local and global stability
algorithms have been validated from the results of [109] and [24], respectively. Moreover,
thanks to the global stability code, the spatial schemes used in this thesis are validated to
describe the 2D perturbation field. The procedure employed for the unsteady simulations
have been also introduced, as well as the boundary layer code used to generate the inlet
profiles of the simulations. Finally, the main algorithms used for the creation of control
laws, i.e. the ERA and the vector-fitting method for the identification step and the
structured mixed H2/H∞ method for the synthesis step, are presented, as well as the
controller implementation algorithm in the flow solvers.
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Chapter foreword:

In the present chapter, we will consider a supersonic boundary layer at M∞ = 4.5 and
focus on the control of two-dimensional, i.e. spanwise invariant, and linear perturbations.
We will not be dealing with oblique modes or finite-amplitude perturbations, even if they
often do play a significant role in the transition process in practice. Hence this chapter is
only a first step in learning how to design robust control laws for the problem of transition
in the supersonic boundary layer and more generally on the control of instabilities for
noise-amplifier flows. One key question we wish to address before introducing more
physical complexity is how do the feedforward and feedback setups compare on this
noise-amplifier flow, using modern robust synthesis tools? With the help of multi-criteria
structured H2/H∞ controller synthesis, can we design a feedback setup which outperforms
the often-used feedforward one with regards to performance robustness to realistic changes
in operating conditions, e.g. velocity and density variations? Answering these questions
is a first step in developing a control methodology that results in a robust control.
The chapter is organized as follows. Firstly, a description of the flow configuration is
provided. Secondly, local and global linear stability tools are used to characterize the
noise-amplifier behavior of our configuration and define appropriate closed-loop specifica-
tions, i.e. determining the actuators, sensors and performance criterion to be optimized.
Then, the ROM identification (with special emphasis on the problem of time-delays in
such noise-amplifier flows) and the constrained minimization problem solved by the struc-
tured mixed H2/H∞ synthesis are presented. Finally, after some preliminary results about
the position of the sensors, the results obtained on and off-design for the feedforward and
feedback configurations are compared.
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4.1 Flow configuration
A two-dimensional compressible ideal gas flowing over a flat plate is considered. The flow

is governed by the Navier–Stokes equations 1.1. The parameters of Sutherland’s law are taken
as: µref = 1.716 × 10−5 Pa.s, Tref = 273.15 K and S = 110.4 K. The gas considered being air,
γ = 1.4, r = 287 J.K−1.kg−1 and Pr = µγr

k(γ−1)
= 0.725. The free-stream flow conditions are very

close to those used experimentally by Kendall [84] and in the simulations of Ma and Zhong
[109], i.e.: T∞ = 65.149 K, U∞ = 728.191 m.s−1 and p∞ = 728.312 Pa. Thus, the free-stream
Mach number of the simulation is M∞ = U∞√

γrT∞ = 4.5.
The computational domain is represented in figure 4.1a: it consists of a rectangular domain

where the lower boundary is an adiabatic flat plate of length Lx = 2002.1δ∗0, with δ∗0 = 3.2656×
10−4 m the compressible displacement thickness at the inlet of the domain (defined as δ∗0 =∫∞
0
(1− ρu

ρ∞u∞
) dy), which results in Reδ∗0 =

ρ∞U∞δ∗0
µ∞

≃ 2121.
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Figure 4.1: (a) Diagram of the computational domain. Inputs and outputs of the control problem are
in red and blue, respectively. (b) Boundary layer profile used for the inlet condition. (c) Mach number
field of the laminar base flow. Solid, dotted and dashed lines represent the boundary layer thickness
δ, the generalized inflection point yg and the compressible displacement thickness δ∗, respectively.

A far-field and a supersonic exit conditions are respectively applied at the top (y = 275δ∗0)
and at the outlet of the computational domain. Furthermore, a sponge zone is used downstream
and in the upper part of the domain to minimize reflections. This sponge zone has a length
of Lsponge = 91.9δ∗0 in both streamwise and wall-normal directions; it consists in adding a
source term in (1.1) on the last 10 cells closest to the boundaries to bring the flow back to
its equilibrium point. In addition, the mesh is stretched in the longitudinal direction for the
downstream boundary (30 cells in the streamwise direction). The source term of the sponge
zone and the impact of the sponge zone on the flow are discussed in appendix C. A supersonic
inlet condition is imposed at the upstream boundary where the complete state is prescribed
and matches a zero-pressure gradient laminar boundary layer profile (see figure 4.1b) computed
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with the ONERA boundary layer code CLICET (see section 3.1.6). It corresponds to a profile
taken at a distance of 19δ∗0 from the leading edge. The beginning of the numerical domain has
been chosen to be in a stable area for all frequencies according to local linear stability theory
(see section 4.2). The boundary layer thickness (denoted δ) at the end of the domain of interest
leads to Reδ ≃ 35081. Overall, the useful numerical domain (i.e. excluding the length of the
sponge zone) extends from 4× 104 < Rex = ρ∞U∞x

µ∞
< 4.1× 106.

DNS are performed using the finite volume code elsA. A resolution of 3200×220 cells for
the useful domain is chosen. The mesh is uniform in the x direction while a geometric law
is used in the y direction to resolve strong gradients near the wall. The spatial and temporal
schemes used for the base flow and 2D unsteady simulations have been given and validated on
the configuration of Ma and Zhong [109] (which is close to the one of the figure 4.1a) in section
3.1. The Mach number field for the laminar base flow is represented in figure 4.1c.

4.2 Noise-amplifier behaviour

For purposes of controlling instabilities, the noise-amplifier behaviour of our configuration
is characterized by local and global analysis, which allows to define appropriate closed-loop
specifications and help in choosing the placement of sensors/actuator.

4.2.1 Local stability results

The in-house LLST code described and validated in section 3.1.3 is employed with the
adiabatic boundary condition. The local spatial stability diagram of spanwise-invariant per-
turbations is displayed in figure 4.2a, with F = 2πfδ∗0/U∞ the dimensionless frequency. It is
characterized by two distinct instability regions (i.e. where the spatial growth rate is positive
−αi > 0): one for the first Mack mode and one for the second Mack mode. For each mode,
the instability domain (depicted by the red solid line) for a given frequency is located between
branch I (convectively stable/unstable boundary) and branch II (convectively unstable/stable
boundary). Each frequency is therefore amplified only on a certain portion of the domain:
high-frequencies are amplified upstream while low-frequencies are found further downstream.
Compared to the first mode, the unstable frequencies of the second mode are higher and are
associated with higher growth rates. Transition to turbulence is often predicted from LLST
using the N -factor (see equation 1.8). The N -factors for different frequencies are represented
in figure 4.2b. Although the instability range of the first Mack mode is larger, the N -factors of
the second mode are greater all along the domain due to their higher growth rates. Transition
is often assumed to occur when the quantity Ñ(x) = max

ω
N(ω, x) (red solid lines in figures

4.2(b,c)) reaches at the position xt a threshold value Nt (dashed lines in figures 4.2(b,c), ar-
bitrarily placed for the explanation). Thus, in order to delay transition to turbulence, when
x > xt, a control action should transform the quantity Ñ obtained without control into the
quantity Ñ c (blue line in figure 4.2c) with control, such that Ñ c < Nt as long as possible (see
figure 4.2c). The dominant frequency being different at each streamwise location of the domain,
a large frequency range needs to be controlled, which complicates the design of the control law.
The Ñ c < Nt criterion could be directly translated into a H∞ criterion, because this would
mean that the maximum amplification over the entire frequency spectrum must not exceed a
threshold over the entire domain, exactly as in the N -factor method. However, this method may
be considered conservative as it is based on the worst perturbation, which is purely harmonic
and therefore not quite realistic [110]. Fedorov and Tumin [57] recommended to use a criterion
based on both the N -factors and the entire frequency spectrum of the incoming disturbance
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Figure 4.2: (a) Stability diagram; red solid lines represent isolines αi = 0. (b) Calculation of the N -
factors (black solid lines) for transition prediction based on LLST: transition occurs at xt when Ñ > Nt

(notional diagram). (c) Performance objective for closed-loop control based on the N -factor criterion.
(d) Modification of the N -factor criterion using the H2 norm, in order to reduce conservatism. The
quantity F = 2πfδ∗0/U∞ represents the dimensionless frequency.

|ϕ′|c, which amounts to considering an H2 norm rather than an H∞ norm. We follow this rec-
ommendation and choose a performance objective based on an H2 norm and which represents
the r.m.s of the perturbations when excited by white noise. More precisely, our objective will
be to maintain the spatially-integrated amplification below a given threshold along the plate,
and this integrated amplification will be quantified using an H2 norm (see figure 4.2d).

4.2.2 Global stability results

For the purpose of controlling instabilities, the choice of the type and position of the ac-
tuator/sensors will play an essential role. This choice is guided by resolvent analysis, which
characterizes the noise-amplifier behaviour from an input-output viewpoint. In this study,
the domains involved in the definition of ||.||2E and ||.||2F is restricted to x ∈ [0; 1910.2δ∗0] and
y ∈ [0; 92δ∗0]. The optimisation is realized with an inner product matrix ||q̃||2E = q̃∗Qeq̃ corre-
sponding to the Chu’s energy (see section 3.1.4).

The optimal energy gain g̃ as a function of the forcing frequency F is represented in figure
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4.3a. This curve displays two peaks at F ≈ 0.118 and F ≈ 0.237, which correspond respectively
to the first and second Mack modes identified in LLST. Global resolvent analyses are consistent
with those of the local approach, since the optimal energy gain is closely related to N -factors
[17, 177].

For the frequency F = 0.237 leading to the highest gain, the real parts of the streamwise
optimal forcing and velocity response are shown in figures 4.3(b,c). The spatial structure of the
forcing is located upstream of the domain while that of the response is located further down-
stream. This separation of the spatial supports, related to the convective-type non-normality
of the Jacobian operator, implies a time-delay between actuation upstream and sensing down-
stream, making the design of a robust control law even more complex. Figure 4.3d shows
that the peak of the forcing density def (x) =

∫ y=92δ∗0
0

∥f̃∥2 dy (resp. Chu’s energy density
deChu

(x) =
∫ y=92δ∗0
0

eChu dy) is not very far from the position of branch I (resp. II) from LLST
[177]. The energy of the response is dominated at each abscissa by the thermodynamic quan-
tities eT ′ and eρ′ , while quantity eu′ has a smaller contribution. Note that the most amplified
frequencies depend on the extent of the domain used in the optimisation problem (not shown
here): the longer the domain, the lower the dominant frequency. The gain of the frequencies
that already reach their peak of forcing density and Chu’s energy density (linked to the posi-
tion of branch I and II, respectively) does not vary with an increase of the domain size in the
streamwise direction as these frequencies can no longer be amplified. For all the other frequen-
cies (that are lower), the phenomenon of amplification continues, leading to higher gains for a
wider area.

A comparison between the spatial amplification rates −αi from LLST (red dashed line) and
−α̃i =

1
|ũ(x,y=1.7δ∗0)|

∂x|ũ(x, y = 1.7δ∗0)| from resolvent analysis (black dashed line) is depicted in
figure 4.3e. The quantity −α̃i represents the slope of ln |ũ| with respect to x (black solid line)
and can therefore be compared to a growth rate. The growth of the resolvent mode within
x ∈ [0; 1078δ∗0] is due to the optimal forcing that is non-zero in this region (see figure 4.3d) and
that induces the response. The inclined pattern in the forcing field (see figure 4.3b) indicates
that the response also takes advantage of the Orr mechanism [134] and more generally of non-
modal local interactions. After this initial growth region induced by the forcing, both −αi

and −α̃i exhibit similar values in the region between x ∈ [1200δ∗0; 1730δ
∗
0], which indicates that

transient growth is then dominated by the convective instability associated with the second
Mack mode.

To maximize the amplification of the second Mack mode, the forcing field (see figures
4.3(b,f)) must be localised near the generalised inflection point yg (denoted in figures 4.3(b,c,f,g)
with a dashed line). A region of supersonic instabilities (below the dashed-dotted line in figures

4.3(b,c,f,g) ), where M̂ =
|ū− ω

α̃r
|√

γrT̄
> 1 with α̃r the global resolvent streamwise wavenumber

computed as α̃r = ∂x arg(ũ) where arg stands for the argument of a complex number [see 17],
is detected close to the wall (see figure 4.3c). This confirms that the optimal response mode at
F = 0.237 corresponds to a second Mack mode (see section 1.4.2). Note that the critical layer,
where ū = ω

α̃r
, is not shown here as it is similar to the generalised inflection point; indeed, the

phase velocity of an inflectional neutral wave in the LLST is equal to the mean velocity at yg
[111].

Finally, we observe in figure 4.3g that the different components of the second Mack mode
peak at different locations in the wall-normal direction y. Hydrodynamic perturbations (velocity
and pressure) peak close to the wall and seem trapped in the region M̂ > 1 whereas thermo-
dynamic quantities (density and temperature) peak near the generalised inflection point. This
observation is in complete agreement with the qualitative results of Bugeat et al. [24].

As the second Mack mode largely dominates the first one in terms of optimal energy gain,
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Figure 4.3: (a) Optimal resolvent gain as a function of the dimensionless frequency F . According
to LLST, red and green dashed areas represent the unstable frequency range of first and second Mack
modes, respectively. The region where both modes are unstable corresponds to an area where the first
mode is unstable over a tiny distance. Real part of the streamwise component of the optimal forcing
(b) and its associated streamwise velocity response (c) at F = 0.237. (d) Evolution at F = 0.237
of the forcing density and the different contributions to the Chu’s energy density normalized by their
maximum values. The position of the branch I and II from LLST are symbolized by vertical dashed
lines. (e) Comparison of −αi and −α̃i at F = 0.237. Profiles of the optimal forcing components at
x = 867.2δ∗0 (f) and response at x = 1766.7δ∗0 (g) at F = 0.237. The black dashed and dashed-dotted
lines in (b), (c), (f) and (g) represent respectively the generalised inflection point position and the limit
of the region of supersonic instabilities (M̂ > 1 below this line).
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the analysis of the frequency F = 0.118 corresponding to the peak of the first Mack mode
is let in appendix D. Briefly, for the first Mack mode, the optimal forcing is also located at
the generalized inflection point and one of the main differences compared to the second Mack
mode is that the velocity field is no more trapped in the region M̂ > 1 but takes important
values near the generalized inflection point. It is also verified in this appendix D that the
results (dominant frequencies, location of the optimal forcing, optimal response profiles, etc.)
do not vary according to the energy norm chosen in the gain optimization and the analysis is
conducted with an inner product matrix ||q̃||2E = q̃∗Qeq̃ corresponding to the kinetic energy in
the optimization problem.

4.3 Control setup
The control formalism and important transfer functions to be constrained for noise-amplifier

flows have already been described in section 2.4 for a general purpose. The control setup of our
particular 2D supersonic boundary layer configuration is detailed in this section and includes
elements mentioned earlier in the literature review chapter.

The block diagram of the supersonic boundary layer system is depicted in figure 4.4. An
exogenous disturbance w excites the boundary layer; the instabilities created will develop along
the domain and be detected by an estimation sensor y. This measurement signal is transformed
by a controller K into a control signal u which is used by the actuator to generates small-
amplitude perturbations that take again advantage of the instability mechanisms to grow and
to cancel the fluctuations at the downstream measurements zi by destructive interferences (see
figure 4.1a). The input/output dynamics are represented by the different transfer functions.
In the absence of control, the SISO transfers Tyw = y(s)/w(s) and Tziw = zi(s)/w(s) (with
s ∈ C the Laplace variable) represent the impact of the disturbances on the sensors y and
zi, respectively. The impact of the actuator on the sensors, in the absence of disturbances,
is represented by the SISO transfers Tyu = y(s)/u(s) and Tziu = zi(s)/u(s). In a realistic
setup, the transfers Tyw and Tziw cannot be determined as the exogenous noise w is unknown.
Therefore, an artificial transfer function Tziỹ is introduced; the quantity ỹ = Tyww is the new
exogenous input of the system and this leads to the modified block diagram framed by the
red dotted zone in figure 4.4, where in case of actuation, the upstream measurement is: y =
ỹ+Tyuu (+n, which is a measurement noise). The artificial transfer Tziỹ aims at predicting the
downstream measurements zi from the upstream measurement y in the absence of control [73].
This artificial transfer Tziỹ can be obtained using uncontrolled temporal y/zi data [126, 156].
In this study, for convenience, this artificial transfer function is computed from Tziỹ = TziwT

−1
yw

as in [153, 154], using the transfers Tziw and Tyw which can be obtained from impulses of w
instead of having to go through white noise simulations which require several convective times
to converge statistics. The controlled transfer function of the new system, denoted with the
superscript c, is:

T c
ziỹ

= Tziỹ + TziuK(1− TyuK)−1, (4.1)

with Tyu = 0 in a feedforward configuration (as the actuator in this configuration is placed
sufficiently downstream of the estimation sensor y so that actuator-induced perturbations are
not observable).

In the following, we will suppose that w is a white noise and we will seek to reduce the
root-mean-square (r.m.s.) of the measurements zi to white noise-input w. From a control point
of view, this objective translates to reduce the H2 norms of the controlled transfers:

||WỹT
c
ziỹ

||2 =
(

1

2π

∫ +∞

−∞
|WỹT

c
ziỹ

|2 dω
)1/2

, (4.2)
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Figure 4.4: Block diagram of the supersonic boundary layer system in a ideal case (with quantities
in black and blue) and in a realistic setup (with quantities in black and red). The quantities in black
are shared by both the ideal and realistic setups. The red dotted zone represents the system used for
the identification/synthesis step. In a feedforward configuration, Tyu = ∆ = 0.

with Wỹ a weighting function which module corresponds to
√

PSDy(ω) (where PSDy is the
power spectral density of the estimation sensor y in the absence of control); it represents the
fact that the new system input ỹ is no longer a white noise as w but a colored noise. Indeed,
the ideal and realistic control schemes shown in figure 4.4 are related through:

|| T c
ziw

||2 = || |Tyw| T c
ziỹ

||2. (4.3)

with T c
ziw

= Tziw + TziuK(1− TyuK)−1Tyw. By replacing |Tyw| with Wỹ (which can be obtained
in a realistic setup), there is no loss of generality because the linear minimization problem is
defined to within one amplitude. Therefore, the four quantities needed for the synthesis are
Tziu, Tyu, Tziỹ and Wỹ. They can all be obtained in a realistic setup as the temporal data of zi,
u and y would be available and will be the ones used for identification (see section 4.5.1) and
controller synthesis (see section 4.5.2) where we will seek to reduce ||WỹT

c
ziỹ

||2. For the sake
of clarity and to simplify notations, the quantity ||WỹT

c
ziỹ

||2 will be replaced in the rest of the
chapter by ||T c

ziw
||2.

Contrary to the feedforward setup which is unconditionally stable (as soon as K is stable),
the feedback configuration may be unstable [14, 43, 180]. From a control design point of view,
this implies considering uncertainty ∆ representing a model error on Tyu that can lead to the
instability of the feedback loop. For example, for the block ∆ represented in figure 4.4, if
no upstream noise is considered, y = Tyu

1−∆
u, so that ∆ represents an inverse multiplicative

uncertainty on Tyu such that ∆ =
T real
yu −Tyu

T real
yu

. This type of uncertainty has the advantage of
representing a relative error, which facilitates its interpretation. Since −T real

yu K does not exhibit
any unstable pole (T real

yu is stable because the supersonic boundary layer flow is globally stable
while K is stable by design), the closed-loop system is stable if and only if the Nyquist plot
of −T real

yu K does not encircle the critical point (-1, 0), which is equivalent to |1− TyuK| > |∆|
[180]. Therefore, the stability of the closed-loop can be guaranteed by working on the sensitivity
function

S = (1− TyuK)−1. (4.4)

By keeping ||S||∞ = sup
ω∈R

|S(iω)| below a threshold |∆|−1, the system will be guaranteed stable

up to a value |∆| of a relative model error on Tyu.
Finally, maintaining optimal performance despite uncertainties on a certain frequency range

of the measurement y means minimizing the H∞ norm of the transfer function
u

n
= KS. (4.5)
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This allows to limit flow perturbations triggered by erratic actuator signal fluctuations due to
the amplification of sensor noise by the controller.

In summary, with a view of a realistic fluidic specification, H2 and H∞ norms will be used to
minimize/constrain certain transfers: WỹT

c
ziỹ

which is associated with nominal performance in
terms of amplitude reduction as its H2 norm corresponds to that of T c

ziw
, S which is associated

with stability robustness and KS which is associated with performance robustness despite noisy
estimation sensors. The constrained minimization problem (CMP) for our specific study will
be formulated in section 4.5.2.

4.4 Control settings

The choice of the input/output of the system will be made in order to facilitate the ob-
servability and the controllability of the second Mack mode as it is the dominant mode in the
noise-amplifier behaviour (see section 4.2).

4.4.1 Estimation and performance sensors

For the sensors, in order to have strong observability of the disturbances, we choose y and
z(x) to be wall-pressure fluctuation sensors. This choice is supported by the fact that second
Mack modes exhibit strong pressure fluctuations close to the wall, as shown by the optimal
response profiles in figure 4.3g. Also, that kind of sensors is commonly used in supersonic
experimental studies [106]. The evolution of performance as a function of the position and
the number of performance sensors zi used in the identification/synthesis step (as well as the
position of the estimation sensor y) will be assessed in section 4.6.

4.4.2 Input disturbance

The input perturbation, representing an external disturbance (acoustic noise, roughness,
free-stream turbulence, etc.) is modelled by a volume forcing w(t)Bw(x, y) in the right-hand-
side of the momentum equations (1.1b), where the noise w(t) is chosen Gaussian white (with a
variance sufficiently small for the perturbation to remain in the linear regime) and Bw(x, y) is
divergence-free and compact in space [10, 14, 168]:

Bw = h

(
10.66

δ∗
2

0

, 4.1δ∗0, δ
∗
0, 1.5δ

∗
0, 0.15δ

∗
0

)
, (4.6)

with

h(Ah, x0, y0, σx, σy) = Ah

(
(y − y0)σx/σy

−(x− x0)σy/σx

)
exp

−(x−x0
σx

)
2−

(
y−y0
σy

)2

. (4.7)

It is centred near the generalised inflection point in the wall-normal direction in order to max-
imize the receptivity process by exciting the optimal mechanisms of the second Mack mode
(and also those of the first one), as shown by the resolvent analysis results in section 4.2.2. The
position of Bw in the streamwise direction is upstream of branch I (locally stable regions) for
all frequencies according to the LLST. As shown in figure 4.5, the lines of force of such a noise
source form a vortex. The evolution of the velocity wavepacket generated by an impulse of the
exogenous noise w is depicted in figure 4.6. This velocity wavepacket is convected downstream
and takes its most important value near the wall and below the generalized inflection point
(black dashed line), which means a predominance of the second Mack mode over the first Mack
mode (see section 4.2.2). As the disturbance propagates downstream at a group velocity of
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(a) (b)

Figure 4.5: Contour plot of (a) the streamwise and (b) wall-normal components of Bw with stream-
lines in black.

Figure 4.6: Velocity wavepacket generated by an impulse triggered at t = 0 of the exogenous input
w at times tU∞/δ∗0 = 55.7, 557.5, 1114.9, 1672.4. The black dashed line represents the generalized
inflection point position yg.
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Figure 4.7: (a) Evolution of F |Tz(x)w|2. (b) Variation of the frequency magnitude as a function of
the plate abscissa. For each frequency, the green (resp. blue) dots represent branch I and branch II
of the first (resp. second) Mack modes according to LLST. The vertical dotted line in (b) shows the
streamwise location of the actuator Bu (see section 4.4.3), denoted xu.

approximately 0.92U∞, the wave grows in amplitude and spreads in the streamwise direction,
the boundary layer being a dispersive system.

In figure 4.7a, the quantity F |Tz(x)w|2 is represented as a function of lnF , where F is the
frequency, such that the integral of this quantity is proportional to the square of ||Tz(x)w||2
(quantity that we seek to minimize). The module of |Tz(x)w| is obtained by Fourier transform of
the signals from an impulse response. At each abscissa x of the plate, the energy contribution
to the sensor z(x) is only due to a certain frequency range. Indeed, after reaching a peak,
the magnitude associated with a frequency rapidly decreases, as can be seen in figure 4.7b.
Therefore, for control, several performance sensors zi are needed in the synthesis to obtain
a suitable frequential representation at different streamwise positions and capture the entire
amplified bandwidth. As the spectrum of F |Tz(x)w|2 is narrow (especially downstream of the
domain), reducing ||T c

ziw
||2 should also lead to a significant reduction in ||T c

ziw
||∞. Sufficiently

far downstream from Bw, the most amplified frequency at each abscissa of the domain (red
line in figure 4.7b) is similar to the one that could be found with the N -factors (see figure
4.2b). As the magnitude of the perturbations increases for all frequencies in spatially stable
regions upstream of branch I (see first dot symbols in figure 4.7b), the perturbations seem to
be subject first to a growth due to the non-modal Orr mechanism, before being dominated by
the "modal" growth of the unstable Mack mode. The highest value of |Tz(x)w| is found at the
end of the domain of interest, at a frequency of F = 0.223, close to the frequency leading to
the highest gain in the global resolvent analysis (F = 0.237). Therefore, the optimal response
mechanisms already observed in section 4.2 are well triggered by the chosen disturbance Bw,
which is therefore representative of a more general transition scenario due to the second Mack
mode.

4.4.3 Actuator

The control goal is to create a destructive interference by generating a second wave of
appropriate amplitude and phase, which will oppose the one generated by the upstream noise
w(t) [73, 153]. Thus, in order to maximize the impact of control, the perturbations generated by
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Figure 4.8: (a) Spatio-temporal response of wall-pressure fluctuation sensors after an impulse of u.
The vertical dotted line shows the streamwise location of the actuator Bu, denoted xu. (b) Evolution
of the ratio |Tz(x)u|/|Tz(x)w| as a function of frequency F for several plate abscissa.

the actuator must match those induced by the upstream noise source. The incoming disturbance
being mainly due to second Mack mode instabilities, an efficient actuator can be obtained with
a volume forcing around the generalised inflection point in the wall-normal direction. This
wall-normal actuator location is potentially far from a real experiment implementation but the
modelling of a realistic actuator is beyond the scope of the study. We just select this wall-
normal position to ease the control of the instabilities by maximizing the receptivity process.
We therefore consider Buu(t) in the right-hand-side of equations (1.1b) to model the actuator,
with the same divergence free spatial support as for the disturbance Bw:

Bu = h

(
10.66

δ∗
2

0

, 867.2δ∗0, 7.79δ
∗
0, 1.5δ

∗
0, 0.5δ

∗
0

)
. (4.8)

The actuator is placed sufficiently far downstream of Bw (xu = 867.2δ∗0) for two reasons. The
first one is to allow disturbances to strengthen sufficiently to be easily detected by the estimation
sensor y (which is close to the actuator), which in an experimental configuration would mean
placing the actuator a little upstream of the beginning of the transition process. The second
reason is to limit the bandwidth of the frequencies to be controlled (see figure 4.7b) in order
to keep the complexity of the control problem reasonable. Hence, for the chosen streamwise
position of the actuator, the frequency range to be controlled is around F ∈ [0.225, 0.324]; a
more upstream actuator should have controlled a wider bandwidth. The streamwise position of
the actuator remains sufficiently upstream so that incoming perturbations are controlled over a
sufficiently long domain (∼ 0.34 m) representative of an experimental configuration (the plate
of the experimental tests of Kendall [84] measured 0.35 m).

The evolution of the wall-pressure wavepacket generated by an impulse of u is depicted
in figure 4.8a. A comparison of |Tz(x)w| and |Tz(x)u| is shown in figure 4.8b. It can be noted
that in the vicinity of the actuator, the ratio |Tz(x)u|/|Tz(x)w| evolves with the x abscissa. As
this phenomenon no longer appears for abscissas further away from the actuator and the ratio
becomes constant, it could be attributed to a non-modal transient behaviour. Indeed, we have:

|Tz(x)u|
|Tz(x)w|

∝ e
∫ x
xu

−(α̃i)u dx

e
∫ x
xu

−(α̃i)w dx
, (4.9)

where −(α̃i)u and −(α̃i)w represent the slope of ln |Tz(x)u| and ln |Tz(x)w| with respect to x,
respectively. Therefore, a constant ratio implies having the same slope from a certain distance
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x. This distance x represents the non-modal distance due to the receptivity of multiple modes
to the volume forcing of the actuator on the flow. This non-modal distance is associated with a
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Figure 4.9: Comparison of (a,b) −αi and −α̃i and (c,d) cφ and c̃φ at (a,c) F = 0.236 and (b,d)
F = 0.277. The vertical dotted line shows the position of the initial disturbance Bu in the streamwise
direction. The horizontal dashed line u(x, yg)/U∞ represents the velocity at the generalised inflection
point along the flat plate.

transient growth (in the local sense), as seen on the non-modal growth rate −α̃i = ∂x ln |Tz(x).|
(see figures 4.9a, 4.9b). Regarding the growth rates −α̃i induced by an impulse of the actuator
(red lines), the values of −α̃i from w (blue lines) are only found far from the streamwise
actuator position xu (vertical dotted lines); the vicinity of the actuator appears to be subject
to an important transient spatial growth, attributed to the Orr mechanism. The convective-
type non normality effects dominate only in the region where the behaviour of −α̃i is similar
to the one we could obtain by LLST for a dominant unstable mode (green lines). For the
frequency F = 0.277, shortly after crossing the branch II, −α̃i starts to oscillate and causes
the wave packet to grow again at certain locations. This behavior is similar to that noted
by [109] and is attributed to the fact that the second Mack mode no longer dominates, there
is a modulation between this Mack mode and other modes. Regarding the non-modal phase
velocity c̃φ = ω

α̃r
(with α̃r = ∂x arg(Tz(x).)) (see figures 4.9c, 4.9d), a transient behaviour is also

observed: the phase velocities of the waves generated by w and u are only equal far from the
actuator position. In the modal growth region, c̃φ fluctuates around a value equal to the base
flow velocity at the generalised inflection point (horizontal dashed line), recalling the fact that
the phase velocity of an inflectional neutral wave in the LLST is equal to the mean velocity
at yg [111]. In this region, the behaviour of cφ computed with LLST is similar to that of the
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non-modal c̃φ; the difference in the value of the phase velocity between LLST and DNS in this
zone is about 2%. For the frequency F = 0.277, after crossing the branch II, c̃φ generated by
w and u oscillates, following the example of non-modal −α̃i.

4.5 Identification and synthesis methods
As explained in section 4.4.1, it was found by numerical simulations that performance

depends of the position and number of y/zi sensors. Nevertheless, for the sake of clarity and
to ease the understanding of the identification and synthesis section, the streamwise positions
of the estimation and performance sensors to achieve the best results in terms of perturbation
amplitude reduction along all the domain are given in table 4.1; six probes zi are required to
achieve nearly uniform performance along the domain. The streamwise positions of the input
perturbation and the actuator are also summarized in this table.

Bw Bu y zi

Streamwise position xw = 4.1δ∗0 xu = 867.2δ∗0
xff = 801.2δ∗0
xfb = 885.7δ∗0

x1 = 933.2δ∗0
x2 = 1029.4δ∗0
x3 = 1125.6δ∗0
x4 = 1317.9δ∗0
x5 = 1510.2δ∗0
x6 = 1766.7δ∗0

Table 4.1: Streamwise positions of the input perturbation, the actuator and the sensors used for the
identification and synthesis steps. The position of the estimation sensor for feedforward and feedback
configurations are denoted xff and xfb, respectively, and are the ones allowing the best results in terms
of perturbation amplitude reduction.

4.5.1 ROMs

Most synthesis methods require the use of state-space ROMs corresponding to the transfers
involved in the controller synthesis. For the model reduction step, some of the input/output
delays linked to the convective nature of the flow may be discarded due to the fact that the
H2 norm is not modified by delays. In a feedback configuration (u, y, zi), the delays verify
τziu = τziỹ + τyu, so that

||T c
ziw

||2 = || e−τziỹsWỹ(T
′
ziỹ

+ e−τyusT ′
ziu

KS) ||2
= || Wỹ(T

′
ziỹ

+ e−τyusT ′
ziu

KS) ||2,
(4.10)

where T ′(s) designates the "dead-time-free" transfer function associated with T (s). The same
idea can be applied also to a feedforward design (y, u, zi) with the result below:

||T c
ziw

||2 = || Wỹ(e
−τuysT ′

ziỹ
+ T ′

ziu
K) ||2. (4.11)

Thus, the only remaining delay is the one between the actuator and the estimation sensor, τyu
or τuy, which is reasonably small (compared to the delays involving zi.) Removing unnecessary
delays (for example τziỹ in the feedback case) leads to a significant reduction in the size of
the ROMs when the dead-time scale is important compared to the time scale of the physical
phenomenon to be captured (the period of the second Mack mode). This reduction in the order
of the ROMs is beneficial both for the identification and the synthesis step: the higher the
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order, the more difficult the identification and the larger the cost of the controller synthesis.
Moreover, in case of syntheses which solve Riccati equations which lead to controller of the
same order as the plant (although this is not the case here thanks to the structured synthesis
used), having a low-order model will avoid the need for a post-processing step to reduce the
number of states of the controller to make it usable; it is therefore always beneficial to do
without useless dynamics for the synthesis.

The quantities required for the synthesis are obtained by impulse responses of w and u;
impulse responses are employed for convenience instead of having to go through simulations
which require several convective times to converge statistics (e.g. white noise simulations). The
state-space ROMs associated with the transfer functions Tziu, Tyu and Tziỹ are obtained by the
subspace identification method ERA, which requires impulse responses for each of the inputs
(see section 3.2.1.1). The ERA is applied after removing (just by shifting the time axis) either
τziỹ (in the feedback case) or τziu (in the feedforward case) within the impulses from y and u to
zi. The impulse responses from y to zi are obtained by inverse Fourier transform of TziwT

−1
yw ,

each individual transfer function being obtained by Fourier transform of an impulse from w.
The sampling time for ERA is 5 × dt. As shown in figures 4.10(a,b,c) for the performance
sensor z6 and for the feedback estimation sensor yfb, the constructed ROMs capture most of
the dynamics. Note that even if the impulse responses of the flow are not easily available in an
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Figure 4.10: (a,b,c) Comparison between impulse responses (blue lines) and the ROMs (red circles)
for the performance sensor z6 and for the feedback estimation sensor yfb. Note that for the ROMs
of Tz6u and Tz6ỹfb , the time axis of the impulse responses are shifted by τziỹU∞

δ∗0
≃ 897 (black dashed

lines) which corresponds to the suppression of unnecessary dead times. (d) Comparison between the
quantity Wỹfb from the linear simulation (blue line) and the ROM (red circles).

experiment, it is always possible to get them as soon as the frequency data (gain and phase)
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of the quantities to be identified are available: it is sufficient to perform an inverse Fourier
transform to build the impulse response in order to use the ERA for identification (as realized
for Tziỹ) [126].

The identification of the quantity Wỹ is obtained by a vector-fitting method designed to fit
frequency response measurements (see section 3.2.1.2). For this quantity, there is no uniqueness
of the identified model as the phase can vary from one model to another without impacting the
results of the synthesis (see equation 4.3); the ROM just needs to be stable and causal. Hence,
we simply choose to define Wỹ such as its module fits with

√
PSDy(ω) where y is the response

from an impulse in w. A good agreement is achieved between Wỹfb and the ROM in the case
of the feedback estimation sensor yfb (see figure 4.10d).

For the current application and with the six performance sensors zi, the sum of the orders
of each ROM is 130 for the case of the feedback configuration and 115 for the feedforward
one. By comparison, identifying the single transfer function Tz6u (corresponding to the farthest
performance sensor downstream) without suppressing the dead time leads to a ROM of order
220, which is already greater than the sum of the orders of each ROM without their unnecessary
dead-times.

In the control result sections 4.6.2 and 4.7, because the models are of excellent quality (see
figure 4.10), the distinction between ROMs and real transfer functions is not deemed necessary
and the depicted results are those on the complete system after implementation of the controllers
in the CFD solver elsA.

4.5.2 General constrained minimization problem

Control laws are designed following a structured mixed H2/H∞ synthesis (see section 3.2.2).
The structure of the controller K is imposed beforehand in the following way: (1) the controller
K is searched in a state-space representation form; (2) the controller K must be stable; (3) we
impose a tridiagonal state matrix which has significantly fewer parameters to determine than
the full matrix given that any real square matrix is similar to a real tridiagonal form [120];
(4) we impose a strictly-proper controller involving a natural roll-off of the high-frequencies
of −20 dB per decade in order to neglect dynamics in high-frequencies and to be robust to
high-frequency noise on the estimation sensor y naturally present in every experimental setup;
(5) we limit the controller order to 5. The choice of the order will be justified in section 4.6.1.

For the controller structure imposed above, the algorithm then solves the following con-
strained minimization problem:

minimize max
zi∈zused

(||T c
ziw

||2)

subject to ||WSS||∞ < 1 and ||WKSKS||∞ < 1.
(4.12)

This CMP is the transcription of the fluidic specifications established throughout the section
4.2.

Firstly, the minimization of H2 norms of T c
ziw

directly allows the reduction of the expected
power for the performance sensors zi used in the synthesis (denoted zused) when they are ex-
cited by white-noise perturbation w and sensed by the estimation sensor y. A multi-objective
synthesis approach is necessary for our problem by minimizing the expected power of sen-
sors at different abscissa of the flat plate instead of minimizing an overall energy. Indeed,
the disturbance energy growing as it is convected downstream, an overall energy would then
essentially account for the fluctuating energy downstream of the domain, leaving aside the
structures further upstream in the case of a very large computational domain. Transition to
turbulence appearing locally above a certain perturbation energy threshold (see section 4.2.1),
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we advocate the need for minimizing the largest H2 norm of the controlled system over the set
of performance sensors zi used to assess the local character of transition to turbulence.

Secondly, the H∞ constraint on WSS maintains adequate stability margins. To prevent
the closed-loop from being unstable in a feedback design, a frequent choice is to ensure that
||S||∞ < 2 [14, 180]. Thus, the weighting function WS has a constant frequency template such
as WS(s) = 0.5 because the H∞ constraint on WSS is equivalent to |S| < 1/|WS| ∀ ω ∈ R.
This means that the system will be guaranteed stable up to 50% of relative model errors ∆ on
Tyu (see section 4.3). In the case of a feedforward design, S(s) = 1 (because Tyu = 0) and this
H∞ constraint is always satisfied, which explains the unconditional stability of the feedforward
configuration.

Finally, the H∞ constraint on WKSKS is here to desensitize the controller to new noise
sources on a certain frequency range. Our controller being already robust to high-frequency
uncertainties due to the strictly-proper structure imposed, WKS is just designed to limit low-
frequency actuator activity in case, for example, of low-frequency noise on the estimation sensor
y.

By minimizing the maximum value between several transfer functions and using H∞ norm
constraints, a non-smooth optimization is performed. As non-smooth optimization is compu-
tationally intensive (compared to LQG), it is all the more important to obtain ROMs with the
least possible states (see section 4.5.1). Indeed, a hundred random controller initializations are
required when six zi are used to deal with the non-convex nature of the optimization problem,
giving in this case computations of several tens of minutes with a parallel computation on 12
CPU cores (Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30GHz).

4.6 Preliminary results
The performance of the controllers depends on the position of the estimation sensor y as

well as the number of performance sensors zi used in the synthesis. In order to obtain the best
performance in terms of amplitude reduction along the domain, preliminary tests are performed.

4.6.1 Position of the estimation sensor

The impact of the position of the estimation sensor y has been already extensively studied
in the noise-amplifier flow control literature [13, 14, 61, 81] because it plays an important role
in the performance, particularly in a feedback design. For a feedback design, the estimation
sensor y has to be close enough to the actuator to avoid sending outdated information and limit
the effective delay impacting the maximum achievable performance (see section 2.4.4). For a
feedforward design where the impact of the actuator on the estimation sensor y is assumed to
be negligible in the synthesis step (Tyu = 0), the estimation sensor has to be located sufficiently
upstream of the actuator for the hypothesis to be valid.

To obtain the quantitative position of the sensor y in our supersonic boundary layer study
for both feedforward and feedback configurations, a quick analysis is carried out; it consists in
looking at the impact of the actuator/measurement sensor distance on the maximum achievable
performance in terms of H2 norm reduction on the performance sensor z6 regardless of the
desensitization to low-frequency disturbances. We only consider the performance sensor z6
because it is the furthest downstream of the domain; the further downstream we are, the
more we have to reduce the local H2 norm in order not to exceed a given threshold (see the
principle diagram in figure 4.2d). This performance sensor therefore plays a central role and
the position of the estimation sensor y must allow a consequent reduction of the energy of the
sensor z6. Since this analysis is only done off-line on the ROMs and the resulting controller
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is not implemented on the real complete system, the ||WKSKS||∞ constraint which was only
useful in case of new noise sources (as noisy estimation sensor) is disabled.
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Figure 4.11: (a) Evolution of the maximum performance achievable of the ROM of the sensor z6
as a function of the position of the measurement sensor y. The dotted line represents the actuator
position; feedforward and feedback designs are respectively to the left and right of this dotted line.
Comparison of the gains of the controllers from the structured synthesis and those from ideal destructive
interference case (denoted ‘DI’) for (b) feedforward and (c) feedback configurations. The grey shaded
area represents the range of the dominant frequencies of the sensor z6.

For the controller structure developed in section 4.5.2, the general CMP (4.12) is therefore
written as

minimize ||T c
z6w

||2
subject to ||WSS||∞ < 1.

(4.13)

Figure 4.11a shows the evolution of the maximum performance achievable of the ROM of
the performance sensor z6 as a function of the actuator/measurement sensor distance. The
H2 norm reduction represents the quantity (||T c

z6w
||2 − ||Tz6w||2)/||Tz6w||2. On the one hand,

the actuator/measurement sensor distance influences very strongly the maximum performance
achievable for feedback designs (to the right of the dotted line). On the other hand, feedforward
designs (to the left of the dotted line) are relatively unaffected by this distance over a certain
range and they perform better than feedback ones, which is consistent with the results of the
incompressible literature [14, 61, 81]. Controllers from the structured synthesis are compared
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with those which would have created perfect destructive interferences (denoted ‘DI’) on the
whole frequency spectrum at x6 (see figures 4.11(b,c)); indeed, a perfect wave cancellation at
x6 for each frequency is obtained for

zc6 = 0 = (Tz6ỹ + Tz6uKS)ỹ

KS = −Tz6ỹ/Tz6u.
(4.14)

To get rid of the problems of stability and causality that occur when Tz6u is directly inverted,
the ratio −Tz6ỹ/Tz6u is constructed frequency-by-frequency. Hence, this ideal DI quantity just
allows to evaluate how close the controllers obtained by structured synthesis are to the perfect
cancellation (without taking into account feasibility, stability and robustness principles). The
gain of K computed with the structured synthesis for a feedforward estimation sensor y placed
at xff = 801.2δ∗0 (red solid line) overlaps the ideal DI one (black solid line) in the range of the
dominant frequencies of the sensor z6 (grey shaded area); for a feedforward estimation sensor y
placed at xff = 669.2δ∗0 (red dashed line), the gain is also very similar in the area of interest to the
ideal DI gain. For a feedback configuration, the closer an estimation sensor is to the actuator,
the more similar the controller resulting from the structured synthesis is to the DI case in the
range of the dominant frequencies of the sensor z6, which allows for large reduction of the H2

norm. For a feedback sensor placed at xfb = 997.3δ∗0 (blue dashed line), the resulting controller
does not allow to create perfect destructive interferences, which explains the low performance
obtained for this position. The rapid drop in performance in the feedback cases is largely due
to the delay in Tyu [14], which is the time it takes for the wave generated by the actuator to
reach the estimation sensor. Intuitively, to counteract efficiently disturbances of a wavelength
2π/α̃r, the actuator/measurement sensor distance must be less than 2π/α̃r. As a result, the
frequency spectrum of the performance sensor z6 containing a significant amount of energy up to
F ≈ 0.282 and by approximating a wavelength by 2π/α̃r ∼ U∞/f , this requires actuator/sensor
distance of less than 2πδ∗0/F ∼ 20δ∗0 in this case. Then, to obtain significant performance in
terms of amplitude reduction, it is decided to place the sensor yfb for the feedback configuration
at a distance of 18.5δ∗0 from the streamwise position of the actuator (xfb = 885.7δ∗0). For the
feedforward design, the sensor yff is placed at a distance of 66δ∗0 from the streamwise position
of the actuator (xff = 801.2δ∗0) in such a way as to ensure that it is possible to disregard Tyu in
the synthesis while having an optimal performance. These feedback and feedforward positions
will not be modified anymore in the rest of the manuscript for the 2D configuration.

To validate the choice of a controller order of 5, the CMP equation 4.13 is solved with
different controller orders. As the controllers are searched in a state-space representation form
with a strictly-proper structure and a tridiagonal state matrix, the number of decision variables
to be optimized for each controller is equal to 5n − 2 (with n the order of the controller).
As long as the controller order is at least 5, the H2 norm reduction is nearly constant (see
figure 4.12); some low order controllers have even slightly better performance than higher
order controllers. This is due to the non-convex nature of the synthesis method (even if a
hundred random controller initialization is performed); the higher the order of the controller,
the higher the number of decision variables to optimize, which can greatly complicate the
possibility of determining the optimal controller for the algorithm. For example, the number
of decision variables increases from 23 (order 5 controller) to 198 (order 40 controller). Hence,
the structured mixed H2/H∞ is adapted when a few decision variables need to be optimized.
Note that for an order 1 controller, feedback configuration is more efficient than a feedforward
configuration. To summary, as increasing the controller order to more than 5 does not bring
any improvement for both feedforward and feedback designs, the structure of order 5 will be
kept until the end of this chapter.
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Figure 4.12: Evolution of the maximum performance achievable of the ROM of the sensor z6 as
a function of the controller order. The feedback and feedforward estimation sensors are placed at
xfb = 885.7δ∗0 and xff = 801.2δ∗0 , respectively.

4.6.2 Evolution of performance as a function of the number of sensors
zi used in the synthesis

For the two sensor positions xfb and xff determined previously, the CMP in equation 4.12 is
solved. Not all the six performance sensors are necessarily used for the minimisation problem
and the evolution of performance as a function of the number of sensors zi (and by extension
their positions) employed in the synthesis is assessed. The set of sensors zi used in the synthesis
is denoted zused. In table 4.2, the different configurations tested are listed: the cases labelled
‘Fbkz’ (respectively ‘Ffkz’) stand for feedback designs (respectively feedforward designs) with
k performance sensors used in the synthesis; the performance sensors used for each case are
also given. Assuming that transition to turbulence process begins shortly after the streamwise
position of the actuator, it is chosen to scale the results by the local H2 norm of the uncontrolled
system at the performance sensor z1, which is the closest performance sensor to the actuator.
The maximum local H2 norm between the position of the sensors z1 and z6 (respectively the
most upstream and the most downstream performance sensors used in some syntheses) for the
controlled system is denoted max

x1<x<x6

||T c
z(x)w||2.

The resulting controllers are then implemented in elsA and we focus on the evolution of
the local H2 norm of the transfers Tz(x)w at each abscissa of the plate. The evolution of the
local H2 norm of the transfers Tz(x)w for the case without control and the different feedback
cases is depicted in figure 4.13a (for feedforward cases, these results are summarised in table
4.2). For the Fb1z and Ff1z cases, where the controller is designed to minimize the energy
of the performance sensor z6, this results in a strong reduction of the local H2 norm at the
end of the domain; in the feedback (respectively feedforward) configuration, ||T c

z6w
||2 is even

about 4.78 (respectively 14.) times lower than ||Tz6w||2. However, this significant decrease in
energy downstream of the domain was accompanied by a strong increase in the local H2 norm
upstream in the domain (blue dashed line in figure 4.13a for the feedback case). The quantity
max

x1<x<x6

||T c
z(x)w||2 for both feedforward and feedback configurations appears greater than the

uncontrolled case; this increase of the local H2 norm may then lead to a faster transition to
turbulence in a 3D setup, which is the opposite of the desired objective.
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Case Sensors z
used for synthesis max

zi∈zused

( ||T c
ziw

||2
||Tz1w||2

)
max

x1<x<x6

( ||T c
z(x)w

||2
||Tz1w||2

)

Without control - 1.96 1.96
Fb1z zused = {z6} 0.41 9.03
Fb3z zused = {z1, z4, z6} 0.67 1.98
Fb4z zused = {z1, z2, z3, z6} 0.90 1.06
Fb6z zused = {z1, z2, z3, z4, z5, z6} 0.92 0.92
Ff1z zused = {z6} 0.14 2.48
Ff6z zused = {z1, z2, z3, z4, z5, z6} 0.67 0.73

Table 4.2: Evolution of the performance after the controllers are implemented in elsA as a function
of the number of sensors zi used in the synthesis step. Cases labelled ‘Fbkz’ (respectively ‘Ffkz’)
stand for feedback designs (respectively feedforward designs) with k performance sensors used in the
synthesis. The results are normalized by the local H2 norm of the uncontrolled system at the position
x1.

0 250 500 750 1000 1250 1500 1750

x/δ∗
0

0

2

4

6

8

10

||T
z
(x

)w
|| 2

/||
T

z 1
w
|| 2

Without Control

Fb1z

Fb3z

Fb4z

Fb6z

(a)

10−1

F

−10

0

10

20

30

40

50

60

20
lo

g 1
0
(|T

z i
w
|)

(d
B
)

Tz6w

T c
z6w: Fb1z

T c
z6w

: Ff1z

Tz1w

T c
z1w: Fb1z

T c
z1w

: Ff1z

(b)

10−1

F

−60

−40

−20

0

20

40

20
lo

g 1
0
(|S

z 6
w
|)

(d
B
)

Fb1z

Ff1z

Fb6z

Ff6z

(c)

Figure 4.13: (a) Evolution of the local H2 norm of the transfer Tz(x)w from upstream noise w to wall-
pressure fluctuation probes z(x). The vertical magenta and black dotted lines represent, respectively,
the position of the actuator (with the sensors yfb and yff nearby) and the performance sensors zi that
can be used for synthesis. The values are normalized by ||Tz1w||2. (b) Comparison of Tz6w (solid lines)
and Tz1w (dashed lines) for the uncontrolled (black lines), Fb1z (blue lines) and Ff1z (red lines) cases.
(c) Comparison of Sz6w for different control cases. Disturbance rejection is improved (respectively
degraded) below (respectively above) the dotted line. Grey shaded area represents the frequency range
to be controlled from the actuator to the end of the domain.
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This increase of the local H2 norm can be explained from figure 4.13b, which represents
the module of Tz6w (dashed lines) and Tz1w (dotted lines) for the uncontrolled (black lines),
Fb1z (blue lines) and Ff1z (red lines) cases. On the one hand, the amplitudes of the dominant
frequencies of the uncontrolled system for the sensor z6 (which is the only one used in the
synthesis for these cases) are significantly reduced both in feedback and feedforward cases,
which partly explains the significant reduction in the H2 norm for this transfer. On the other
hand, the amplitudes of the dominant frequencies for the sensor z1 are amplified by both
feedback and feedforward designs, leading to an increase of the H2 norm for this transfer and
thus an amplification upstream of the domain.

Indeed, reducing the amplitude of disturbances in one part of the frequency spectrum can
lead to increasing it in the other part, which could predominate in other abscissas of the
domain. Figure 4.13c shows the frequency spectrum of Sziw =

T c
ziw

Tziw
. For a sensor zi, disturbance

rejection is achieved at frequencies where |Sziw| < 1. An effect similar to the waterbed effect
[180] appears: for the Fb1z and Ff1z cases, the significant disturbance rejection at frequencies
around F = 0.225 is accompanied by an amplification for higher and lower frequencies. The
frequency range to be controlled being around F ∈ [0.225, 0.324] (see figure 4.7b), amplifying
lower frequencies is not a problem in our case as these will be found further downstream of z6 and
therefore not taken into account in the computational domain. However, amplifying frequencies
around F = 0.324 will directly impact performance on the sensor z1 which is dominated by these
frequencies. This translates into the need to use several sensors zi in the synthesis to obtain
a suitable frequency representation in different abscissas of the domain to avoid an unwanted
waterbed effect. Both Fb6z and Ff6z cases have lower disturbance rejection at frequencies
around F = 0.225 but the waterbed effect on high-frequencies is mitigated compared to Fb1z
and Ff1z cases (see figure 4.13c). By taking more and more performance sensors along the plate
for the synthesis, a wider spectrum of amplified frequencies is covered. The larger the frequency
range to be rejected, the more complicated obtaining very high attenuation on the spectrum.
This is why the quantity max

zi∈zused
||T c

ziw
||2 increases with the number of performance sensors used

in the synthesis (see table 4.2). Nevertheless, due to the better coverage of amplified frequencies
by increasing the number of zi used in the synthesis, a more uniform performance along the
plate is obtained (see table 4.2 and figure 4.13a).

By taking three performance sensors (one near the actuator, one near the end of the domain
and an other in between) and thus covering a wider frequency spectrum, the Fb3z case (dash-
dot line in figure 4.13a) significantly reduces the local H2 norm increase near the actuator
compared to the Fb1z. However, immediately after the position of the sensor z1 (first vertical
black dotted line), yet taken into account in this synthesis, the local H2 norm increases and
a slight bump appears at x ≈ 1020δ∗0. It is associated with strong non-modal effects in the
vicinity of the actuator (see section 4.4.3). For frequencies around F = 0.296, those dominant
in the vicinity of the actuator, the modal behaviour is only found for x ⪆ 1136.4δ∗0 (see figure
4.8b). Therefore, the area from the actuator to the end of the transient non-modal region has
to be discretised with several performance sensors as in the Fb4z and Fb6z cases. Because
max

x1<x<x6

||T c
z(x)w||2 is lower in the Fb6z case than in the Fb4z one due to a better coverage of the

amplified frequency spectrum along the plate, the controllers resulting from the syntheses with
six performance sensors are kept to evaluate the results in more detail in section 4.7.

4.7 Feedforward versus feedback control
For the two controllers derived from the Fb6z and Ff6z synthesis, which provide the most

uniform performance along the plate for wall-pressure fluctuation sensors for feedback and
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feedforward designs, the results are evaluated in more detail. To lighten the notations, the
Fb6z and Ff6z cases are now denoted Fb and Ff, respectively.

4.7.1 Performance on the nominal case
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Figure 4.14: Blue, red and dashed lines represent the feedback case, the feedforward case and
the constraints (inverse of the weighting functions) imposed for the control design, respectively. (a)
Magnitude of S. (b) Magnitude of KS. (c) Evolution of the local H2 norm of the transfer Tz(x)w as
obtained from the DNS simulation (those obtained with the ROMs are actually identical at x = xi since
the ROMs are very accurate). The vertical magenta and black dotted lines represent, respectively, the
position of the actuator (with the sensors yfb and yff nearby) and the six performance sensors zi used for
synthesis. The values are normalized by ||Tz1w||2. The horizontal black dotted line depicts the energy
threshold ||Tz1w||2 satisfied until x6 following the minimization of the cost functional max

i=1,...,6
(||T c

ziw||2).

Figure 4.14a shows the sensitivity function S for the feedback design which respects the H∞
constraint on the sensitivity function (i.e. |S| < 1/|WS| = 6 dB) imposed in the CMP (4.12)
(represented by the black dashed line). As previously explained, for the feedforward design,
|S| = 1 (red line) and the constraint is automatically satisfied. Figure 4.14b represents |KS| for
both the feedforward and feedback cases. The weighting function WKS, which limits actuator
activity in case of low-frequency disturbances, is also shown and we verify that |KS| < 1/|WKS|
∀ ω ∈ R. For the feedback design, |KS| is close to 1/|WKS| at low-frequencies, meaning that
there is a trade-off between minimizing H2 norms and desensitizing the controller in the low-
frequency range. We notice the natural roll-off of the controllers of −20 dB per decade at
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high-frequencies related to the strictly-proper structure imposed in the synthesis.

0 250 500 750 1000 1250 1500 1750

x/δ∗
0

−4

−3

−2

−1

0

1

ln
|T

z(
x
)w

|/|
T

z 1
w
|

F
≈ 0.

32
8

F ≈ 0.2
69

F ≈ 0.219

||Tz(x)w||∞
||T c

z(x)w||∞: Fb

|T c
z(x)w(F )|: Fb

(a)

0 250 500 750 1000 1250 1500 1750

x/δ∗
0

−4

−3

−2

−1

0

1

ln
|T

z(
x
)w

|/|
T

z 1
w
|

F
≈ 0.

32
8

F ≈ 0.2
69

F ≈ 0.219

||Tz(x)w||∞
||T c

z(x)w||∞: Ff

|T c
z(x)w(F )|: Ff

(b)

Figure 4.15: Evolution of the local H∞ norm of the transfer Tz(x)w as a function of the plate abscissa
for the uncontrolled (black dashed lines), feedback (a) and feedforward (b) cases. The evolution of
|T c

z(x)w(F )| for some frequencies is also shown for the controlled cases. For vertical lines, it is the same
caption as in figure 4.14c.

The control results in a significant reduction in the local H2 norm of the transfers Tz(x)w

at each abscissa of the plate (see figure 4.14c) for both the feedforward and feedback configu-
rations. As expected from the literature [14, 81, 170, 188], the feedforward design minimizes
even more the local H2 norm than the feedback one. Nevertheless, for both configurations, the
minimization of the cost functional max

i=1,...,6
(||T c

ziw
||2) allowed the local H2 norm of Tz(x)w not to

exceed, before x = x6, a threshold given by the H2 norm at x = x1. Thus both configurations
successfully achieve the control strategy set forth in figure 4.2. The use of an H2 performance
criterion alongside the H∞ criterion on stability margin allows to address both performance in
terms of disturbance rejection and stability robustness in the design of the feedback loop.

In addition to the reduction of the local H2 norm along the plate, the local H∞ norm
||Tz(x)w||∞ has also decreased for both the feedforward and feedback designs (see figure 4.15);
this variation may related to the N -factor envelope Ñ by:

max
x1<x<x6

ln ||Tz(x)w||∞ − max
x1<x<x6

ln ||T c
z(x)w||∞ = max

x1<x<x6

Ñ − max
x1<x<x6

Ñ c. (4.15)

More precisely, feedforward and feedback designs respectively “save" 1.13 and 0.89 points of
N -factor. One might ask which is the most effective setup for delaying transition, between
minimizing max

i
(||T c

ziw
||2) or minimizing max

i
(||T c

ziw
||∞), but answering the question is beyond

the scope of this study.
Beyond these results on wall-pressure fluctuation sensors computed with impulse responses,

results when the boundary layer is excited by a continuous white-noise signal w are considered.
A temporal sequence of the inputs (w and u) and outputs (y and zi) of the system is repre-
sented in figure 4.16. The global root-mean-square (r.m.s.) temperature field (denoted T ′

rms)
and streamwise velocity field (denoted u′

rms) are represented in figures 4.17 and 4.18, respec-
tively. For T ′

rms, whose high values are located around the generalised inflection point (white
dashed line) in the uncontrolled case (see figure 4.17a), the control reduces the amplitude of
the perturbations (see figures 4.17b and 4.17c). For the field u′

rms in the uncontrolled case
(see figure 4.18a), high level regions are localized close to the wall. These levels are drastically
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Figure 4.16: Temporal sequence of the inputs (w and u) and outputs (y and zi) of the system when
excited by a continuous white-noise signal w.

decreased when control is present (see figures 4.18b and 4.18c). The feedforward design further
reduces the amplitude of disturbances. Nevertheless, by drastically reducing the amplitude of
velocity disturbances in both feedforward and feedback configurations, while the controllers
were built from wall pressure fluctuation performance sensors only, one may hope to strongly
delay transition to turbulence due to the second Mack mode in a 3D setup.

The control efficiency is also assessed by looking at the coefficient:

Φ =

∫
∂Ω

1
2
< eChu − ecChu >t ū.n ds∫

Ω
< u(t)Bu.u′c >t dΩ

. (4.16)

As mean kinetic perturbation energy flux difference between the uncontrolled and controlled
simulations is sometimes used in incompressible case [13], a mean Chu’s energy flux difference∫
∂Ω

1
2
< eChu−ecChu >t ū.n ds is chosen for our compressible boundary layer to compute the gain.

The term
∫
Ω
< u(t)Bu.u

′c >t dΩ represents the mean power spent by the user during the control
effort [13, 56]. For Ω, the right boundary stops at x6 while the left boundary is taken sufficiently
upstream of the actuator position so that the uncontrolled and controlled flux at this boundary
are identical. Moreover, the line integrals along the wall and the upstream boundary yield zero
contributions, so the gain just represents the mean Chu’s energy flux difference at x6. For the
feedforward and feedback designs, Φff = 555.5 and Φfb = 109.1, respectively. The feedforward
design has a better energy-efficiency than the feedback one as one would expect because the
feedforward controller reduces more the perturbation amplitude (see figures 4.18(b,c)) and has
lower control signal amplitude (see figure 4.16) than the feedback one. Both configurations have
a largely positive efficiency, which is due to the fact the control takes advantage of the instability
mechanism to cancel perturbations, leading to a low control effort [13]. This coefficient Φ based
on mean Chu’s energy flux would be underestimated compared to realistic 3D configurations
where non-linearities and transition start to occur at the end of Ω: delaying transition in Ω
would lead to large gain while keeping low control effort as the actuator would be placed in
a weakly non-linear area at its streamwise position to stay close to the linear on-design point.
Nevertheless, the coefficient Φ may also be considered as overestimated because the forcing of



4.7 Feedforward versus feedback control 83

(a)

(b) (c)

Figure 4.17: Contours of T ′
rms for the (a) uncontrolled, (b) feedback and (c) feedforward cases.

The white solid lines and dashed lines respectively represent the boundary layer thickness δ and the
generalised inflection point position yg.

the actuator would not necessarily be optimal in a realistic configuration (i.e. not centered
around the generalized inflection point) and there would be also electro-mechanical conversion
losses. Indeed, the control cost between an ideal actuator (modelled by a volume forcing) and
a realistic one (e.g. plasma actuator) may be very different [56]. Lastly, in 3D configurations
where transition occurs, the gain would no longer be related to a mean Chu’s energy flux but
would be computed in terms of saved drag [56, 183], which makes the conclusions of a 2D ideal
numerical study difficult to exploit in terms of control efficiency.
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(a)

(b) (c)

Figure 4.18: Contours of u′rms for the (a) uncontrolled, (b) feedback and (c) feedforward cases.
The white solid lines and dashed lines respectively represent the boundary layer thickness δ and the
generalised inflection point position yg.

4.7.2 Stability robustness

In the case of the feedback design, the configuration can be unstable and it is necessary
to quantify the evolution of the stability margins following inflow condition variations or un-
certainties. The closed-loop system is stable if and only if the Nyquist plot of the loop gain
−T real

yu K (which is stable) does not encircle the critical point (-1, 0). As already discussed
in sections 2.4.2 and 4.3, the Nyquist plot of −TyuK therefore allows to quantify the avail-
able stability margins. The modulus margin corresponds to the minimal distance between the
Nyquist plot and the critical point (-1, 0) (so the maximum amount of error |∆| admissible)
before instability sets in. The phase margin PM (respectively gain margin GM) represents
the minimal additive (respectively multiplicative) error on the phase (respectively gain) of Tyu

before instability sets in.
Inlet velocity variation is considered here to be the most problematic variation (compared to

other primitive variable variations) as it involves multiple changes: (i) variation in time delays
due to change in convection velocity; (ii) modification of the Reynolds number Rex implying
that for a given abscissa on the domain, the dominant frequencies are higher (respectively
lower) after an increase (respectively decrease) of Rex; (iii) variation of the Mach number M∞
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Figure 4.19: Evolution of the (a) module and (b) phase of Tyu after a variation of ±5% of the inlet
velocity. (c) Global view and (d) zoom near the critical point (-1,0) of the Nyquist plot of the loop
gain −TyuKfb (solid blue line) and −Tyu±5%

Kfb (dashed and dotted red lines). The black dotted line
represents the modulus margin ||S||−1

∞ (the minimal distance to instability). The black dashed line
represents the gain difference before instability and is linked to the gain margin GM .

implying a modification of the neutral curves and by extension a modification of the growth
rates.

For a variation of the upstream velocity at the entry of the domain U∞ of ±5%, which
induces M∞ ∈ [4.275, 4.725], the new transfer functions Tyu±5%

are compared with the reference
one Tyu in figures 4.19a and 4.19b. The greatest variations for the module appear to be around
F = 0.423; we notice that a 5% increase of the upstream velocity implies a greater maximum
value for the module at a slightly lower frequency whereas a 5% decrease in velocity implies a
smaller maximum value for the module at a slightly higher frequency (see figure 4.19a). The
variation of ±5% of the inlet velocity leads to the modification of the delays, represented by the
slope of the phase versus frequency plot (see figure 4.19b): for the 5% increase of the upstream
velocity, the absolute value of the slope is less and the delay is therefore shorter (with a relative
variation for the delay of 3.4% compared to the reference case), whereas the opposite is obtained
in the case −5% (with a relative variation of 3.9% for the delay).

Figures 4.19c and 4.19d show the Nyquist plot of the loop gains −TyuKfb and −Tyu±5%
Kfb.

The variations of the upstream velocity slightly alter the stability margins compared to those
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obtained in the reference case: the phase margin stays infinite, while the gain margin GM
(black dashed lines) and the modulus margin ||S||−1

∞ (black dotted lines) fluctuate respectively
by a maximum of 3.6% and 5.1%, while remaining far from the critical point. Given the small
impact of the inflow velocity variations of ±5% on all margins, the feedback design may be
stable for even greater velocity variation. Therefore, unlike previous feedback studies using
LQG [13, 188], the stability robustness for a feedback design obtained with a robust synthesis
method is not a problem. Next, performance robustness is examined, which is a different issue.

4.7.3 Performance robustness

Performance robustness is evaluated by checking that the control laws remain efficient in
terms of expected power reduction of the different performance sensors zi despite new noise
sources or differences between on-design and off-design operating conditions.

4.7.3.1 Noisy sensors

Noisy estimation sensors are modelled by adding white Gaussian noise on both yfb and yff

(see figure 4.20a). Both estimation sensors are corrupted by the same amount of noise (50%
of the r.m.s. value without control of yfb), which models an intrinsic defect of the sensor,
such as electronic noise, that does not depend on its position along the domain. Nevertheless,
the streamwise position of yff being quite close to that of yfb, the ideal signal-to-noise ratio
remains very similar for both configurations and only varies by a few percents. The PSD of
the corrupted estimation sensors remain unchanged in the frequency band of the second Mack
mode but exhibit much larger values in low and high frequencies (see figure 4.20b). This is
because the PSD of white noise being constant, the ideal signal-to-noise ratio is particularly low
for frequencies where the ideal signal energy is low. The signal y is given to the controller K,
which generates the actuator signal u; the control signal PSD for corrupted signals y becomes
stronger on the previously mentioned low and high frequency bands, compared to the PSD of
u for ideal signals y (see figure 4.20c). Nevertheless, thanks to the strictly-proper structure
and the filter WKS imposed in the synthesis step, |KS| has been constrained in these frequency
bands. Thus, the actuator activity remains limited in these regions despite the important added
noise and, if we consider the evolution of the maximum along the wall-normal direction of u′

rms

(denoted maxy u′
rms), we keep a performance close to the ideal case (see figure 4.20d). Both

feedback and feedforward configurations stay below the velocity energy threshold until x6 and
these two designs are robust to noise on the estimation sensors. If even noisier sensors were
used, it would suffice to decrease the amplitude of the constraint 1/WKS to recover performance
robustness (especially in low-frequencies for the feedback configuration).

To illustrate the impact of the weighting function WKS on the performance, the CMP (4.12)
is solved but with an higher |1/WKS| compared to the one use in figure 4.14b. The feedback
controller resulting from this synthesis (red lines) is shown in figure 4.21a and is compared to
the previous one (i.e. the one which is robust to signal to noise ratio of 2 at yfb, blue lines).
The two controllers have globally the same behaviour in the bandwidth of the second Mack
mode, but the new controller has higher gain in low-frequency range. In the case where the
estimation sensors are corrupted, it follows that the u-PSD for a corrupted signal y becomes
more important in low-frequencies for the controller resulting from the synthesis with an higher
|1/WKS| than for the previous controller (see figure 4.21b). For the noisy estimation sensor case,
the new controller leads to a strong energy injection in the vicinity of the actuator (see the red
square in figure 4.21c) which could trigger the transition to turbulence in a 3D configuration.
As these injected low-frequencies are convectively stable, they attenuate very quickly but the
maximum along the wall-normal direction of u′

rms clearly exceeds the energy threshold before
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Figure 4.20: In all subplots, feedback and feedforward designs are in blue and red lines, respectively.
Controlled systems with ideal and noisy estimation sensors are represented by solid and dashed lines,
respectively. (a) Short sequence of yfb corrupted by 50% of the r.m.s. value without control of yfb.
Comparison of the evolution of (b) PSDy, (c) PSDu and (d) maxy u′rms for the controlled systems
with ideal and noisy estimation sensors. For the vertical lines, the caption in (d) is the same as in
figure 4.14c.

the last performance sensor zi used in the synthesis, contrary to the previous controller (see
dashed lines in figure 4.21d). It should be noted that in the case of ideal estimation sensors,
the controller resulting from the synthesis with an higher |1/WKS| minimizes slightly more the
velocity fluctuations compared to the previous feedback controller used in figure 4.14b (see
solid lines in figure 4.21d) because the constraint on WKS is less important. There is therefore
a trade-off between minimizing H2 norms and desensitize the controller in the low-frequency
range during the synthesis.

4.7.3.2 Off-design operating conditions

Performance robustness to off-design operating conditions is assessed by considering the
evolution of the local H2 norm of Tz(x)w after a variation of free-stream density ρ∞ and velocity
U∞ of ±5%, for both feedback and feedforward controllers of the section 4.7.1. New boundary
layer profiles at a distance of 19δ∗0 from the leading edge are therefore used as inlet conditions
(see figures 4.22(a,b)). The density variation may correspond in practice to a change in altitude
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Figure 4.21: Solid lines and dashed lines represent the cases with ideal and noisy estimation sensors,
respectively. Blue lines and red lines represent the feedback controller used in figure 4.14b and the one
resulting from a synthesis with a larger |1/WKS |, respectively. Comparison of (a) KS and (b) PSDu.
(c) Contours of u′rms for the higher |1/WKS | case with noisy yfb. (d) Comparison of maxy u′rms. For
the vertical lines, the caption is the same as in figure 4.14c.

whereas the velocity variation may correspond to a change in cruise speed. When ρ∞ is mod-
ified, the temperature and velocity inlet values are kept constant, which means that M∞ and
hydrodynamic delays related to the convective behaviour are maintained (see green dashed line
figure 4.22c) while only Rex is modified (which implies a change in the dominant frequencies
at a given abscissa as seen in figure 4.22d). A modification of U∞ on the other hand implies
variations of hydrodynamic delays (see purple dashed line figure 4.22c). It will also impact the
values of Rex and M∞, which modify the base flow profiles. Changing the base flow impacts
the stability characteristics of the boundary layer, and, in turn, the dominant frequencies along
the plate, as seen in figure 4.22d.

With density variations of ±5% (see figure 4.23a), despite degraded off-design performance,
both feedback and feedforward controllers manage to reduce the local H2 norm compared to
the case without control over a fairly large distance on the flat plate. However, while the
feedforward design minimized the local H2 norm more than the feedback one for the nominal
case (solid lines), it seems that this is no longer necessarily the case in off-design situations
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Figure 4.22: Velocity, temperature and density profiles used for the inlet condition (solid lines for
the nominal case and dashed and dotted lines for the ±5% cases, respectively). All profiles are made
dimensionless with the nominal free-stream values. (a) Density variations. (b) Velocity variations.
Comparison of uncontrolled pressure wavepackets generated by an impulse of w (c) and their PSD (d)
at x6 after a variation of ρ∞ and U∞ of −5%.
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Figure 4.23: Evolution of the local H2 norm of Tz(x)w after a variation of (a) ρ∞ and (b) U∞ of ±5%
(dotted and dashed lines). The nominal cases are in solid lines. For vertical lines, same caption as in
figure 4.14c.

(dotted and dashed lines). The variation in performance between the nominal and off-design
cases in the feedback configuration appears less pronounced than in the feedforward setup,
which is allowed by the sensitivity function S. Although this transfer function, because of the
delay due to the actuator/estimation sensor distance, limits the achievable performance on the
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nominal case for a feedback setup (see section 4.6.1), it desensitizes the system to modelling
errors or to variations in system characteristics over a certain bandwidth (see section 2.4.4).
Even if both designs exceed the H2 norm threshold at some point, they have some performance
robustness with respect to density variations by staying below the uncontrolled system H2 norm
all along the domain.

The real strength and superiority of the feedback design over the feedforward one lies in
its ability to maintain correct performance during velocity variations (see figure 4.23b). While
the feedback setup manages to maintain some performance in off-design conditions by staying
below the local H2 norm of the uncontrolled system over a fairly long distance along the plate,
the feedforward design fails to maintain the performance requirement by amplifying the local
H2 norm. This increase in the feedforward setup may then lead to a faster transition to
turbulence, which is the opposite of the desired objective. Thus, in the case of noise-amplifier
flows, we underline the importance to assess the performance robustness with respect to velocity
variations, that appear to be the most problematic ones, as in Fabbiane et al. [55]. As soon as
variations or uncertainties on the inflow velocity are present and that controllers are built from
a single operating point, the best trade-off between performance and robustness is a feedback
configuration.



4.7 Feedforward versus feedback control 91

Chapter outcome summary:

A robust reactive control method has been developed in order to control the linear growth
of the second Mack mode in a 2D boundary layer over a flat plate at Mach 4.5.
The choice of the type and position of the actuator and sensors are based on the study of
the noise-amplifier behaviour of our flow, in order to trigger the optimal growth mecha-
nisms and ensure efficient flow control. During the identification step, some unnecessary
dead times related to the convective nature of the flow are removed, allowing a signifi-
cant reduction in the size of the ROMs, which is beneficial both for the identification and
synthesis steps. Moreover, we strive to identify only quantities that could be obtained in
an experimental setup.
After identifying these useful transfers through data-driven methods, the synthesis of the
controllers is achieved with a structured mixed H2/H∞ synthesis. This robust synthesis
method allows to limit the order of the controller, to impose its structure upfront and
to constrain simultaneously several transfer functions to obtain at the same time per-
formance and robustness. Instead of simply minimizing a global energy, the constrained
minimization problem is posed in such a way that a shaping of the spatial evolution
of different local energy measures is realized, which seems a more suitable approach to
delay transition to turbulence. Multiple performance sensors in the streamwise direction
are therefore needed in this study to cover the entire spectrum of amplified frequencies
along the domain and to counteract the non-modal transient growth in the vicinity of
the actuator.
After implementing the control laws in the elsA solver, we find that feedforward and
feedback designs both manage not to exceed a certain energy threshold on the nomi-
nal case. Moreover, the stability robustness for the feedback design is not a problem
thanks to the robust synthesis and the constraints imposed. Regarding performance
robustness, both feedforward and feedback designs manage to reduce the amplitude of
disturbances compared to the uncontrolled case despite noisy estimation sensors or in-
flow density variations. By changing the inflow velocity, it appears that the feedforward
setup is completely unable to follow inflow condition variations while the feedback setup
keeps reasonable performance over a large velocity variation of ±5%. Therefore, the best
trade-off between performance and robustness requires a feedback configuration when
LTI controllers are built from a single operating point.
Nevertheless, modern synthesis tools allow the construction of more complex synthesis
schemes (e.g. combining a feedforward and a feedback controller) or to exploit the ROMs
at different operating points in the synthesis step instead of building the controller on a
single operating point and checking robustness to performance in off-design conditions a
posteriori. Hence, an improvement in performance robustness regarding velocity varia-
tions, which appeared as the most problematic ones, can be expected and it is the subject
of the next chapter.
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Chapter foreword:

While stability robustness in a feedback setup is not an issue thanks to modern synthesis
methods, performance robustness to velocity variations has emerged as the major issue
for noise-amplifier flows. A simple feedforward controller based on a single operating
point is completely unable to follow inflow velocity variations of 5% while the feedback
setup keeps reasonable performance.
The present chapter is dedicated to optimized control law synthesis to maintain perfor-
mance in terms of perturbation amplitude reduction over a range of ±5% of free-stream
velocity variations around M∞ = 4.5 for the 2D supersonic boundary layer. Hence, it is
only a first step in order to delay transition over a wider range of operating points more
representative of changes in flight conditions. We will evaluate the ability of combining
feedforward and feedback, multi-model synthesis and gain scheduling methods to cover
several operating points and compare their performance with the previous baseline LTI
controllers designed at a single operating point. Through this objective, one key ques-
tion we wish to address is whether the feedforward setup can be made robust to velocity
variations. If so, does the benefit of using a feedback design completely vanishes? An-
swering these questions allows to know which control strategies are the most effective for
the performance robustness issue and to advance in the construction of a methodology
leading to a robust control law over a range of inflow velocities.
The chapter is organized as follows. Firstly, we come back in more detail to the impli-
cation of free-stream velocity variations on instability characteristics. Then, for each of
the new configurations tested (i.e. combination of a feedforward and feedback controller,
multi-model synthesis and gain scheduling methods), the synthesis method (ROMs used
and CMP solved) is introduced and the results in terms of disturbance amplitude re-
duction on-design and off-design are compared to those of the baseline feedforward and
feedback controllers.
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5.1 Input/output dynamics of the system after velocity
variations

This section elaborates on some of the elements briefly discussed in section 4.7.3.2 in order
to clarify the impact of free-stream velocity variations on the characteristics (phase, bandwidth,
amplitude, etc.) of both noise-induced and actuator-induced disturbances.

The configuration studied in this chapter is the one described in section 4.1 with the same
boundary conditions; the case at M∞ = 4.5 is called the nominal operating point. For the
cases after free-stream velocity variations of ±5% around M∞ = 4.5, which may correspond
in practice to a small change in cruise speed, T±5%

∞ and p±5%
∞ are equal to the values at the

nominal operating point and only U±5%
∞ varies, as U±5%

∞ = U∞±0.05U∞. The range of operating
points studied is within M∞ ∈ [4.275, 4.725]. The inputs w/u and the outputs y/zi are those
described in section 4.4 with their streamwise positions given in table 4.1. The streamwise and
wall-normal positions of the inputs/outputs are the same for the nominal and ±5% cases; the
compressible displacement thickness δ∗0 refers only to the one at the inlet of the domain for
the nominal case. The six performance sensors zi will be systematically employed for all the
syntheses of this chapter.

For the noise-induced perturbations, the evolution of the magnitude of some frequencies as
a function of the plate abscissa is displayed in figure 5.1a. The module of Tz(x)w is obtained
by Fourier transform of the temporal signals from the impulse responses. Each frequency is
amplified only on a certain portion of the domain: the further downstream, the lower the
dominant frequency. For each frequency, the evolution of its amplitude is decomposed in
three steps: first the amplitude increases due to the non-modal local Orr growth, then modal
growth in the instability zone of the second Mack mode, before finally decreasing (see section
4.4.2). For the +5% (respectively −5%) case, the most amplified frequency at each abscissa
of the domain has a higher (respectively lower) magnitude ||Tz(x)w||∞ (dashed lines) than the
one of the nominal case; moreover, the maximum amplitude along the domain for any given
dimensionless frequency F = 2πfδ∗0/U∞ is found further upstream (respectively downstream)
than in the nominal case. These differences in terms of instability amplitude and dominant
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Figure 5.1: Evolution of (a) |Tz(x)w| and (b) F |Tz(x)w|2 for the nominal M∞ = 4.5 and the ±5%
cases. The vertical dotted line in (a) represents the streamwise position of the actuator. In (b), curves
are spaced at a uniform streamwise interval of 66.8δ∗0 .

frequency position between the nominal and ±5% cases are also found in figure 5.1b. It shows
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Figure 5.2: Contour plot of the streamwise component of Bu with streamlines in black. The gener-
alized inflection point yg for the nominal, +5% and −5% cases are in black, red and blue dashed lines,
respectively.
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Figure 5.3: (a) Frequency spectrum (at x6 = 1766.7δ∗0) and (b) spatio-temporal response of wall-
pressure fluctuation sensors after an impulse of u.

F |Tz(x)w|2 as a function of lnF . As for the nominal case, the spectrum of F |Tz(x)w|2 is quite
narrow downstream of the domain for the ±5% cases, which means that the energy contribution
of a sensor z(x) for these cases is also mainly due to a restricted frequency range.

The position of the actuator u is kept constant when the free-stream velocity is varied and
the actuator forcing field is therefore no longer centered around the generalized inflection point
at ±5% as yg moves with the base flow modifications (see figure 5.2). Thus, for the ±5% cases,
the receptivity process to maximize the growth of the second Mack mode is less efficient than
in the nominal case. This observation may explain why the most amplified frequency has a
higher magnitude for the nominal case than for the ±5% cases after an impulse of u (see figure
5.3a), contrary to the case after an impulse of w (see figure 5.1a). The free-stream velocity
variations of ±5% around M∞ = 4.5 also induce a modification of the convective times, thus a
modification of the transfer-function phase; a wave packet will arrive sooner (respectively later)
with an increase (respectively a decrease) of the free-stream velocity (see figure 5.3b).

Therefore, although the range M∞ ∈ [4.275, 4.725] may seem restricted at first sight, it will
be qualified as "wide" in this chapter because variations of ±5% of the free-stream velocity
lead to important variations on the characteristics of both noise-induced and actuator-induced
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disturbances.

5.2 Combined feedforward/feedback configurations
We saw in section 4.7 that although both the feedforward and feedback configurations

were able to stay below an energy threshold (meaningful to delay transition to turbulence) in
the nominal case until x6 (position of the most downstream performance sensor used in the
synthesis), the feedforward configuration has a greater potential by further reducing the local
H2 norm. However, this advantage is completely lost when velocity variations are considered
and the feedback design appears at first sight to be the best compromise between performance
and performance robustness. A first approach is therefore to try to take advantage of both
the nominal performance of the feedforward configuration and the robust performance of the
feedback configuration by combining the two in a single synthesis scheme to achieve the best
trade-off regarding both aspects [188].

5.2.1 Synthesis method

5.2.1.1 Control setup

The block diagram of this configuration is represented in figure 5.4 with only transfer func-
tions that can be obtained from observable inputs (namely, not the noise w but a measurement
of it ỹff). The transfers Kfb and Kff respectively represent the controllers of the feedback and
feedforward parts of the combined design. These two controllers lead to a single actuator signal
u. The transfer Tỹfbỹff predicts the measurement ỹfb from the upstream measurement ỹff in the
same way as in section 4.3. It is recalled that the tilde notation refers to the signal of the
estimation sensor in the absence of the control: for the feedforward sensor yff = ỹff but for the
feedback sensor yfb = ỹfb + Tyuu. The transfer Tỹfbỹff is an artificial transfer function because
it models a relation between two outputs of the system; the estimation sensors are not inputs
of the boundary-layer system. For convenience, this transfer is computed as Tỹfbỹff = TyfbwT

−1
yffw

from impulse responses instead of Tỹfbỹff = CPSDỹfb,ỹffPSD−1
ỹff

(with CPSD the cross power
spectral density) [126, 155, 156] which requires several convective times to converge statistics.

As in equations 4.10 and 4.11, some delays may be discarded:

||T c
ziw

||2 = || Wỹff(T
′
ziỹff

e−τuyffs + T ′
ziu

S(KfbT
′
ỹfbỹff

e
−τỹfbỹffs

+Kff)) ||2. (5.1)

with T ′ the transfer associated with T (s) but without the input/output delay τ linked to the
convective nature of the flow. The required delays τuyff and τỹfbỹff = τyfbu + τuyff are the same
as in equations 4.10 and 4.11 and are linked to the actuator/estimation sensors distances. The
impulse response from ỹff to ỹfb is obtained by inverse Fourier transform of Tỹfbỹff and identified
by the ERA; the ROMs of the other quantities are those of section 4.5.1.

5.2.1.2 Constrained minimisation problem

The CMP in equation 4.12 for this two-controller structure becomes:

minimize max
i=1,...,6

(||T c
ziw

||2)

subject to ||WSS||∞ < 1, ||WKSKff||∞ < 1 and ||WKSKfbS||∞ < 1,
(5.2)

with the controller structures developed in section 4.5.2. This CMP only includes ROMs of the
nominal M∞ = 4.5 case as before. In this combined feedforward/feedback configuration, two
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Figure 5.4: Block diagram of a combined feedforward/feedback configuration.

solutions are tested. The first solution is to obtain the feedforward and feedback controllers
sequentially (denoted ‘Fb+Ff_Sequ’); this means taking the feedback controller of section 4.7
and then solving the CMP in equation 5.2 with the feedforward controller Kff as the only
unknown. The second solution is to obtain the feedforward and feedback controllers simultane-
ously (denoted ‘Fb+Ff_Simu’) and the CMP in equation 5.2 is solved with both Kff and Kfb

as unknowns.
The resulting combined configurations are implemented in the DNS solver elsA. These

controllers satisfy the same constraints in terms of stability margins (||WSS||∞ < 1) and
performance robustness to noisy estimation sensors (||WKSKS||∞ < 1) as the baseline LTI
feedforward/feedback controller designed at a single operating point which performed well with
regard to these two criteria. Therefore, we will focus on the ability of the controllers to main-
tain performance in terms of amplitude reduction over the entire range of free-stream velocity
fluctuations. The baseline feedforward and feedback controllers of section 4.7 are denoted ‘Ff’
and ‘Fb’, respectively.

5.2.2 Performance on the design point

For the on-design M∞ = 4.5 case, the quantity |KS| is plotted in figure 5.5a for both
Fb+Ff_Sequ (orange dashed lines) and Fb+Ff_Simu (green dashed lines); for these combined
configurations, the feedforward controller Kff is plotted in dot-dashed lines while the feedback
controller Kfb is represented by dashed lines. All these controllers obviously obey the template
1/|WKS| and roll-off at high-frequencies. In the frequency range of the amplification of the
second Mack mode from the actuator to the end of the domain (F ∈ [0.225, 0.324], see figure
5.1), symbolized by the grey shaded area in figure 5.5a, the dynamics of |KS| of the combined
configurations are far from those of the baseline Fb (blue solid line) and Ff (red solid line)
controllers (except for Kfb of the Fb+Ff_Sequ and Fb cases which are equal by design). Note
that the frequency spectrum of the actuator signal is |u| = |KSỹ| = |KSWỹw|; so even if the
controllers have high gains at low-frequency, the actuator activity is moderate/low in this range
as |Wỹ| is high in the second Mack mode frequency range and low elsewhere (see figure 4.20).

The evolution of the local H2 norm of Tz(x)w is represented in figure 5.5b and summarized
in table 5.1. Like the baseline Fb and Ff controllers, the Fb+Ff_Sequ and Fb+Ff_Simu
cases stay below the energy threshold ||Tz1w||2 at least up to x6 thanks to the minimization of
max
i=1,...,6

(||T c
ziw

||2) in the synthesis. The Fb+Ff_Sequ case reduces the local H2 norm more than

the baseline Fb all along the domain, but reduces slightly less than the baseline Ff configuration,
which has only one controller. The Fb+Ff_Simu configuration has the best results in terms
of reduction of local H2 norm but remains relatively close to the Ff design; indeed, compared
to the Ff case, the Fb+Ff_Simu case decreases max

x1<x<x6

( ||T c
z(x)w

||2
||Tz1w||2

)
from 0.73 to 0.70 which

represents a relative improvement of ∼ 4%. In terms of meeting the specifications of the CMP
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Case max
x1<x<x6

( ||T c
z(x)w

||2
||Tz1w||2

)

Without control 1.96
Fb+Ff_Simu 0.70

Ff 0.73
Fb+Ff_Seq 0.75

Fb 0.92

Table 5.1: Comparison of performance for the different cases. They are ranked from best to worst

according to the performance metric max
x1<x<x6

(
||T c

z(x)w
||2

||Tz1w||2

)
which is related to the minimization term

in the CMP equation 5.2.
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Figure 5.5: (a) Gain of KS and of the constraint 1/WKS for the M∞ = 4.5 case. For the combined
configurations, the quantity |KS| of the feedback (respectively feedforward) controller is represented
with dashed line (respectively dot-dashed line). The grey shaded area represents the frequency range
to control from the actuator to the end of the domain. (b) Evolution of the local H2 norm of Tz(x)w.
For vertical and horizontal dotted lines, same caption as in figure 4.14c. (c) Gain of Tz6w.
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in equation 5.2, the best configuration is the Fb+Ff_Simu (see table 5.1) because it meets all the
constraints and reduces more max

i=1,...,6
(||T c

ziw
||2) than the Fb+Ff_Sequ and baseline controllers.

For all the controlled cases, the reduction of the local H2 norm arises from the reduction of
the dominant frequencies (see figure 5.5c); indeed, an H2 norm corresponds to a integrated
gain over all frequencies. The Fb+Ff_Sequ case has the same behaviour as the baseline Fb
at low-frequencies, i.e. amplification, and it has a similar behaviour as the baseline Ff only in
the dominant frequencies of the second Mack mode. The quantity |T c

z6w
| is comparable on the

entire frequency range between the Fb+Ff_Simu and the baseline Ff cases.
In summary, the combined feedforward/feedback configurations provides similar nominal

performance as the baseline feedforward controller. It remains to check that the combined
configurations are as robust in performance as the baseline feedback controller to obtain an
optimized strategy maintaining performance in terms of disturbance amplitude reduction over
the entire range of free-stream velocities.

5.2.3 Performance robustness

For the off-design ±5% points, the evolution of the local H2 norm is plotted in figures
5.6(a,b). Both Fb+Ff_Simu and Fb+Ff_Sequ cases fail to maintain performance over this
wide free-steam velocity variations of ±5% and increase the amplitude of the instabilities com-
pared to the uncontrolled case on a wide portion of the domain. The Fb+Ff_Simu has the
same behaviour as the baseline Ff at low-frequencies but amplifies the dominant frequencies even
more (see figures 5.6(c,d)); the Fb+Ff_Sequ amplifies the low-frequencies as the baseline Fb
but amplifies more the dominant frequencies. Hence, combining a feedforward controller to the
baseline Fb (which is the case in the Fb+Ff_Sequ design) "spoils" the performance robustness
of the feedback. The Fb+Ff_Sequ has better performance robustness than the Fb+Ff_Simu,
which may be explained by the fact that the baseline Fb composing the Fb+Ff_Sequ is ro-
bust to velocity variations; the addition of a feedforward controller, although improving the
performance on the nominal case due to the CMP solved, will deteriorate the performance of
the baseline Fb on the off-design conditions as a feedforward controller has no robustness when
velocity variations are considered. For the Fb+Ff_Simu design, the feedback controller of
this configuration has potentially no nominal performance and performance robustness, which
amounts to a pure feedforward structure as the baseline Ff one. Indeed, the specifications
of the CMP in equation 5.2 only concern the nominal case; as the strongest minimization of
max
i=1,...,6

(||T c
ziw

||2) is obtained for a feedforward structure for a one controller architecture, the

systune algorithm may favor the feedforward controller over the feedback one when both are
optimized simultaneously in the Fb+Ff_Simu design.

According to Tol et al. [188], the combined feedforward/feedback configuration (where both
controllers are optimized simultaneously) gave the best trade-off between robust performance
and robust stability because their simple feedback controller (equivalent to our Fb case) could
be unstable due to LQG synthesis, contrary to their combined configuration. With modern
robust synthesis methods though, stability robustness being not an issue, the baseline feedback
controller appears as the best solution to ensure both nominal and robust performance if only
the ROMs of the nominal case are used in the synthesis as the combined configurations cannot
maintain performance over the wide range of free-stream velocity variations.
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Figure 5.6: Evolution of the local H2 norm of Tz(x)w for the (a) −5% and (b) +5% cases. For vertical
and horizontal dotted lines, same caption as in figure 4.14c. Gain of Tz6w for the (c) −5% and (d)
+5% cases.

5.3 Multi-model synthesis
Contrary to the previous syntheses which included in the CMPs only the ROMs of the

nominal case and checked performance robustness a posteriori, the multi-model synthesis (see
section 2.7) uses the ROMs at the three operating conditions (i.e. the nominal and ±5% cases)
to maintain the performance over the entire range of free-stream velocities. Hence, performance
robustness is now explicitly taken into account during the synthesis step and an improvement
can be expected for both feedforward and feedback designs.

5.3.1 ROMs and synthesis method

5.3.1.1 Identification

Before carrying out the multi-model synthesis, it is necessary to identify Tziu, Tyu, Tziỹ

and Wỹ for the ±5% cases. The identification follows the same procedure as for the nominal
case (see section 4.5.1): the transfer functions Tziu, Tyu, Tziỹ are identified by the ERA after
shifting the time axis of the impulse responses to discard the unnecessary delays whereas Wỹ

is identified by vector-fitting method. The figures 5.7(a,b) display some identifications for the
feedforward estimation sensor yff while the figures 5.7(c,d) display some identifications for the
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Figure 5.7: Comparison of the ROMs (circles) and impulse/frequency data (solid lines) for the
M∞ = 4.5 (in dark), the −5% (in blue) and +5% (in red) cases. (a) and (b) are displayed for a
feedforward estimation sensor (with a shifted time axis for the suppression of the unnecessary dead
times) while (c) and (d) stand for a feedback estimation sensor.

feedback estimation sensor yfb. Note that for the transfer Tziỹ (see figure 5.7b), the residual
delay e−τuys explains that the residual convective times between the three cases differ, contrary
to the identification of Tziu (see figure 5.7a). For the three design points, the sum of the orders
of each ROM is 305 for a feedforward setup and 390 for a feedback one (due to the identification
of the additional transfer Tyu).

5.3.1.2 Constrained minimisation problem

In order to compare the controllers resulting from the multi-model synthesis with the ones
designed at a single operating point (the baseline Fb and Ff controllers), the same controller
structure and specifications in terms of robustness to stability and robustness to performance
despite noisy sensors are conserved. To maintain the performance over the entire range of
free-stream velocities, it is sufficient to find a controller which satisfies the Constraint Problem
(CP) described in equation 5.3.
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Find K

subject to ||WSS||∞ < 1, ||WKSKS||∞ < 1,
||T c

ziw
||2

i=1,...,6

< ||Tz1w||2, and ||T c
ziw±5%

||2
i=1,...,6

< ||Tz1w±5%
||2.

︸ ︷︷ ︸
Ideal CP for multi-model synthesis

(5.3)

CMP used for the feedback design︷ ︸︸ ︷
minimize max

i=4,5,6
(||T c

ziw±5%
||2)

subject to ||WSS||∞ < 1, ||WKSKS||∞ < 1,
||T c

ziw
||2

i=1,...,6

< 1.03||Tz1w||2, and ||T c
ziw±5%

||2
i=1,2,3

< 1.03||Tz1w±5%
||2.

(5.4)

CMP used for the feedforward design︷ ︸︸ ︷
minimize max

i=1,2,3
(||T c

ziw±5%
||2)

subject to ||WKSK||∞ < 1

and ||T c
ziw

||2
i=1,...,6

< 1.03||Tz1w||2.

(5.5)

This CP is an existence problem and could be solved by reducing the different H2/H∞ norms
and stopping the algorithm when the different thresholds are satisfied. Solving this CP provides
a controller K as robust in stability and performance with respect to noisy estimation sensors
as before for the nominal case (the constraints on S and KS are applied only for the nominal
case, as in the CMP equation 4.12), while keeping the energy of the controlled system below
the uncontrolled local H2 norm at the x1 position for the nominal and also ±5% cases. Hence,
the H2 control philosophy set forth in figure 4.2d to delay transition to turbulence would be
satisfied for the three operating points. However, this CP is too demanding and we were
unable to obtain a controller. It is therefore necessary to relax some constraints to end up with
a feasible problem.

For the multi-model feedback design (labelled ‘Multi_Fb’), the CMP is shown in equation
5.4. The energy threshold is raised to a value of 1.03||Tz1w||2 for all six performance sensors in
the nominal case and only for the three most upstream sensors in the off-design cases at ±5%.
Indeed, the further downstream a sensor zi is, the more difficult it is to comply with this energy
threshold because of the convective nature of the instability. As this threshold cannot be met
for the three most downstream performance sensors for the ±5% cases (i.e. the CMP becomes
over-constrained), a simple minimization of max

i=4,5,6
(||T c

ziw±5%
||2) is required for these sensors.

The CMP for a multi-model feedforward controller (labelled ‘Multi_Ff’) is shown in equa-
tion 5.5. Note that the constraint ||WSS||∞ < 1 is absent in the feedforward case as instability
is impossible (∀ ω ∈ R Tyu = 0, so S = 1 for a feedforward setup). Contrary to the feedback
CMP, the constraint ||T c

ziw±5%
||2

i=1,2,3

< 1.03||Tz1w±5%
||2 could not be met and appeared too demand-

ing for the multi-model feedforward setup. Therefore, only the threshold for the nominal case
is set as a constraint and a simple minimization of max

i=1,2,3
(||T c

ziw±5%
||2) is performed in the ±5%

cases. In this minimization, we focus only on the first three performance sensors in order to
remain below the energy of the uncontrolled system as long as possible in the ±5% cases.

In the multi-model feedback and feedforward designs, the H2 norms ||T c
ziw±5%

||2 are nor-
malized by their respective uncontrolled value at x1 ||Tz1w±5%

||2 in order to avoid favouring the
+5% case over the −5% case, because of the larger amplification (see figure 5.1).

For the multi-model CMPs, the relatively large order of the ROMs (see section 5.3.1.1) for
a non-smooth/non-convex synthesis coupled with the numerous specifications lead to syntheses
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of about few hours for a hundred random controller initializations and a parallel computation
on 12 CPU cores (Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30GHz).

5.3.2 Performance on the design points

5.3.2.1 Multi-model feedforward and feedback

Figure 5.8a shows |KS| (for the M∞ = 4.5 case) for the two multi-model controllers and
for the two baseline ones. The condition ||WKSKS||∞ < 1 which was imposed in the CMPs
is met as 1/WKS (black dashed line) is above |KS| for all frequencies in all designs. All four
controllers have a roll-off of −20 dB per decade at high-frequencies due to the strictly-proper
structure of all controllers. The quantity |KS±5%| = |K 1

1−Tyu±5%
K
| is not shown here to lighten

the figure but it is very similar to the nominal case.
The evolution of the local H2 norm of Tz(x)w for the three design points (M∞ = 4.5 and

±5% cases) of Multi_Fb and Multi_Ff are compared to the results of the baseline Fb and Ff
controllers. These results are summarized in Table 5.2 and shown in figures 5.8(b,c,d). For
the M∞ = 4.5 case (see figure 5.8b), all multi-model syntheses are below the energy threshold
1.03||Tz1w||2 (horizontal black dotted line) for the six positions xi, which is expected because
this is required in the CMPs (see equations 5.4 and 5.5). At a few abscissas on the flat plate, the
local H2 norm is found to be very slightly above the energy threshold; therefore, this threshold
is not strictly met all along the domain. Nevertheless, the resulting controllers are deemed
sufficiently satisfactory that no additional performance sensors are identified and added to the
synthesis step.

The Multi_Ff design appears to be more robust in terms of performance compared to the
baseline feedforward because it reduces to a larger extent the local H2 norm after velocity
variations (see figures 5.8(c,d)). Nevertheless, despite this improvement, the Multi_Ff setup
amplifies the local H2 norm compared to the uncontrolled case. This amplification of the
local H2 norm arises from the amplification of the dominant frequencies (see figures 5.8(e,f)).
We notice that the low magnitude frequencies of |Tz6w±5%

| are not amplified in the Ff and
Multi_Ff designs. The fact that the Multi_Ff amplifies the dominant frequencies less than
the Ff results from the minimization of ||T c

ziw±5%
||2

i=1,2,3

. This minimization appears to mitigate the

poor performance of the feedforward structure for the ±5% cases and it even has a positive
effect downstream of the domain even though only the three most upstream zi were used in
the CMP. Hence, it is possible to robustify a little a LTI feedforward controller thanks to

Case max
x1<x<x6

( ||T c
z(x)w

||2
||Tz1w||2

)
max

x1<x<x6

(
||T c

z(x)w±5%
||2

||Tz1w±5%
||2

)

Without control 1.96 2.26
Multi_Fb 1.05 1.60

Fb 0.92 1.74
Multi_Ff 1.04 2.52

Ff 0.73 3.54

Table 5.2: Comparison of performance for the different cases. As the energy threshold imposed in
the multi-model syntheses is considered satisfied for the M∞ = 4.5 case for all control configurations

(i.e. max
x1<x<x6

(
||T c

z(x)w
||2

||Tz1w||2

)
≲ 1.03), they are ranked from best to worst according to the performance

metric max
x1<x<x6

( ||T c
z(x)w±5%

||2
||Tz1w±5%

||2

)
.
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Figure 5.8: (a) Gain of KS and of the constraint 1/WKS for the M∞ = 4.5 case. The grey shaded
area represents the frequency range to control from the actuator to the end of the domain. Evolution
of the local H2 norm of Tz(x)w for (b) the nominal M∞ = 4.5, (c) the −5% and (d) the +5% cases.
The horizontal black dotted lines show the energy thresholds 1.03||Tz1w||2 imposed in the multi-model
syntheses for some sensors zi. Same caption as figure 4.14c for vertical lines. Gain of Tz6w for (e) the
−5% and (f) the +5% cases.
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multi-model synthesis. Nevertheless, asking to maintain performance over this wide free-steam
velocity variations of ±5% appears to be too demanding for a LTI feedforward configuration,
even with multi-model synthesis. The Multi_Fb controller avoids exceeding the energy of
the uncontrolled system near the actuator for the +5% case contrary to the baseline Fb (see
figure 5.8d) thanks to the constraint ||T c

ziw±5%
||2

i=1,2,3

< 1.03||Tz1w±5%
||2. The multi-model synthesis

enables shaping precisely the evolution of the energy near the actuator. Moreover, thanks to
the minimization of max

i=4,5,6
(||T c

ziw±5%
||2), the energy at the position x6 in the −5% case is more

strongly attenuated compared to the baseline feedback (see figure 5.8c). Compared to the Fb

controller, the Multi_Fb case decreases max
x1<x<x6

(
||T c

z(x)w±5%
||2

||Tz1w±5%
||2

)
from 1.74 to 1.60 (see Table

5.2), which represents a relative improvement of 8%. The Multi_Fb configuration amplifies
less the low magnitude frequencies of |Tz6w±5%

| compared to the Fb setup; both controllers lead
to similar values of |T c

z6w±5%
| for the dominant frequencies. Even with the Multi_Fb design,

the amplitude of the perturbations at x6 is almost not reduced compared to the uncontrolled
configuration for the −5% case (see figures 5.8(c,e)).

5.3.2.2 Multi-model combined configuration

A multi-model synthesis on a configuration combining both a feedback and a feedforward
controller is also tested (see figure 5.4). The constraint ||WKSKff||∞ < 1 is added to the CMP
in equation 5.4 which is solved with the two controller structure (labelled ‘Multi_Fb+Ff’). The
Kff and Kfb controllers of the combined configuration are only optimized simultaneously and
not sequentially. This choice to focus only on the simultaneous configuration is explained by
the fact that from the strict point of view of the specifications of the CMP in equation 5.2, the
Fb+Ff_Simu case has obtained better results than the Fb+Ff_Sequ one (see section 5.2.2).

The Multi_Fb+Ff design obeys the threshold 1.03||Tz1w||2 all along the domain for the
nominal case (see figure 5.9a). The use of the ROMs at the ±5% cases in the synthesis step
allows to keep the disturbance amplitude below the uncontrolled case over a fairly long dis-
tance along the plate for these cases (see figures 5.9(b,c)); thus, a certain performance robust-
ness is obtained for this combined configuration, contrary to the combined configurations of
the section 5.2 where only the ROMs at the M∞ = 4.5 case were employed in the synthesis
step. Nevertheless, compared to the Multi_Fb setup, the Multi_Fb+Ff configuration decreases

max
x1<x<x6

(
||T c

z(x)w±5%
||2

||Tz1w±5%
||2

)
from 1.60 to 1.51, which represents a relative improvement of only 5.6%.

This small improvement confirms the low added value of Kff in the combined configuration
when velocity fluctuations are considered.

As the combined configuration requires more effort to perform (need of two estimation
sensors, more complex synthesis scheme, longer synthesis time) and brings only few gain, it is
no longer considered in the rest of the manuscript.

5.3.2.3 Effect of controller order

A controller order of 5 was selected for multi-model syntheses in order to be consistent with
the baseline cases. This choice of order 5 controller for the baseline cases came from preliminary
tests performed for a very simplified CMP (see equation 4.13); the CMPs of the multi-model
syntheses being richer, the controller order for the CMPs in equations 5.4 and 5.5 is raised up to
15 to increase the number of decision variables in order to improve the ability of the controllers
to maintain performance over the wide free-stream velocity variations.
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Figure 5.9: Evolution of the local H2 norm of Tz(x)w for the (a) M∞ = 4.5, (b) −5% and (c) +5%
cases. For vertical and horizontal dotted lines, same caption as in figure 5.8.
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Figure 5.10: Same caption as in figure 5.9. Order 5 controllers and order 15 controllers are in dashed
and dotted lines, respectively.
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For the M∞ = 4.5 case (see figure 5.10a), all the controlled cases satisfy the 1.03||Tz1w||2
threshold (because it is required in the CMPs). For the ±5% cases (see figures 5.10(b,c)),
the order 15 controller does not bring any improvement for a feedforward structure. For the

Multi_Fb configuration, the quantity max
x1<x<x6

(
||T c

z(x)w±5%
||2

||Tz1w±5%
||2

)
decreases from 1.60 for an order 5

controller to 1.53 for an order 15 controller (relative improvement of 4.3%).
As increasing the controller order marginally improves the results of the feedback struc-

ture and does not bring any improvement for the feedforward configuration, only the order 5
controller Multi_Fb and Multi_Ff are retained for further analysis.

5.3.3 Performance robustness

The previous section has shown that multi-model syntheses improve the results in terms
of maintaining performance over the three design points (M∞ = 4.5 and ±5% cases), but not
sufficiently for the feedforward and only slightly for the feedback. Performance robustness of
these order 5 Multi_Fb and Multi_Ff controllers is assessed by looking at the evolution of
performance: i) between the design points, so in off-design conditions and ii) when gain/phase
uncertainties are added to the ROMs to analyse in more detail the root cause of performance
loss.

5.3.3.1 Off-design operating points

Controllers are tested at U±2.5%
∞ = U∞ ± 0.025U∞ to check if the multi-model designs

improve/deteriorate performance in off-design conditions compared to the baseline Fb and Ff
controllers. Contrary to the ±5% cases, the Multi_Ff control is below the uncontrolled curves
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Figure 5.11: Evolution of the local H2 norm of Tz(x)w for (a) the −2.5% and (b) the +2.5% cases.
The horizontal black dotted lines show the energy threshold 1.03||Tz1w±2.5%

||2. Same caption as in
figure 4.14c for vertical lines.

for both ±2.5% cases (see figure 5.11) and improves significantly the results compared to the Ff
configuration. Therefore, the minimization in the CMP of ||T c

ziw±5%
||2

i=1,2,3

was also beneficial for the

±2.5% cases. By working directly on the ROMs of the ±2.5% cases, even better results could be
achieved. Hence, it would be possible to maintain performance over smaller free-stream velocity
variations thanks to a LTI multi-model feedforward setup, which would remain impossible with
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a simple feedforward structure designed at a single operating point. The Multi_Fb controller
does not improve the results compared to the Fb controller for the ±2.5% cases: although
both feedback control syntheses exceed the energy threshold at some abscissa of the domain,
they both manage to significantly reduce the local H2 norm along the entire domain. The
multi-model feedback design therefore improves the results slightly on the on-design cases, but
not between the design points as a simple feedback structure already has a natural ability to
maintain performance around the nominal case.

5.3.3.2 Gain versus phase uncertainties

All the previous results were obtained using linearized DNS from the elsA solver. Changing
the free-stream velocity impacts both convective time-delays and growth rates, which is reflected
respectively in phase and gain changes. The aim of this section is to disentangle these two effects
by modifying them independently. This analysis is performed only for z6, which plays a central
role as it is the most downstream performance sensor and a substantial energy reduction must
occur at its location to meet the energy threshold.

Assuming that all the nominal M∞ = 4.5 ROMs are altered by a multiplicative factor ag ∈ R
on the gain (respectively a multiplicative factor aτ ∈ R on the delay) as if all noise/actuator in-
duced perturbations are subject to the same amplitude variations (respectively convective time
variations, i.e phase variations), the transfer functions may be written as Tz6u = agT

′
z6u

e−aτ τz6us,

Tyu = agT
′
yue

−aτ τyus, Tz6ỹ =
agT ′

z6w
e−aτ τzws

agT ′
ywe−aτ τyws = T ′

z6ỹ
e−aτ τz6ỹs. For the quantity Wỹ, it is not modi-

fied as it is just a frequency template and its phase/gain variations do not impact the results
of the synthesis. For the gain and delay variations, from the equation 4.10, we obtain for a
feedback design:

||T c
z6w

||2
||Tz6w||2

=
||Wỹ(T

′
z6ỹ

+ age
−aτ τyusT ′

z6u
K(1− age

−aτ τyusT ′
yuK)−1)||2

||WỹT ′
z6ỹ

||2
. (5.6)

For a feedforward design, from the equation 4.11, the relation is:

||T c
z6w

||2
||Tz6w||2

=
||Wỹ(e

−aτ τuysT ′
z6ỹ

+ agT
′
z6u

K)||2
||WỹT ′

z6ỹ
||2

. (5.7)

Hence, for the phase variations and a feedback design, only the ROMs of Tz6u and Tyu are
modified and can impact the result of the ratio ||T c

z6w
||2

||Tz6w||2 ; for the feedforward design, only the
ROM of Tz6ỹ is modified when phase variations are considered. For the gain variations and
both feedforward and feedback designs, only the ROMs of Tz6u and Tyu are modified and can
impact the result. In the following, the gain and delay variations are applied independently
to decouple the effects: when ag (respectively aτ ) varies, aτ = 1 (respectively ag = 1). The
case ag = aτ = 1 corresponds to the ROMs of the nominal M∞ = 4.5 case. The modules of
agT

′
z6u

and agT
′
yu are displayed in figure 5.12a for some values of ag. The phase of e−aτ τyusT ′

z6u

and e−aτ τyusT ′
yu for the feedback case and the phase of e−aτ τuysT ′

z6ỹ
for the feedforward one are

displayed in figure 5.12b for some values of aτ .
Performance robustness with respect to gain variations is evaluated in figure 5.12c. The Ff

controller manages to reduce the H2 norm over a wide range of 0 ≤ ag ≤ 1.92. Therefore, the
feedforward controller is robust in performance despite gain errors/variations. The Fb controller
is also robust despite gain variations but it yields better performance than the Ff case only
far away from the nominal case (ag ≳ 1.7). For ag > 2.53, the Fb controller is unstable as
this value corresponds to the GM of this controller (see figure 4.19d). The Multi_Fb appears
slightly more robust in terms of maintaining performance than the Fb for large values of ag and
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Figure 5.12: (a) Gain of the ROMs for ag = 1 (solid lines), ag = 0.5 and ag = 1.5 (dashed lines).
(b) Phase of the ROMs for aτ = 1 (solid lines), aτ = 0.85 and aτ = 1.15 (dashed lines). Evolution of
the performance of the ROM at x6 as a function of (c) gain variations ag and (d) phase variations aτ .
Vertical dashed lines represent the performance on the nominal M∞ = 4.5 ROM. Below (respectively
above) the horizontal dashed lines, the control action reduces (respectively increases) the amplitude
of perturbations. The vertical solid line in (c) displays the stability limit of the Fb controller for gain
variations.

it is stable up to ag = 3.16. The Multi_Ff presents an optimal point in terms of disturbance
amplitude reduction for ag ∼ 2 (whereas the design point corresponds to ag = 1). For ag < 1.,
it reduces a bit less the H2 norm compared to the other controllers. Consequently, the main
point to note is that the feedforward controllers are robust in performance to gain variations
and can perform better in terms of amplitude reduction than the feedback controllers over a
wide range of ag.

The performance robustness according to the phase variations is evaluated in figure 5.12d.
The Multi_Fb configuration marginally improves performance robustness to phase variations
compared to the baseline Fb, which is consistent with the results in section 5.3.2.1. As soon as
we move away from the nominal case aτ = 1, the performance of the Ff setup deteriorates very
sharply and is outperformed by the two feedback controllers and also by the Multi_Ff controller.
Therefore, the robustness problem to maintain performance over the wide free-stream velocity
variations of ±5% around M∞ = 4.5 for the Ff case is mainly due to the variations of convective
delays. The Multi_Ff controller appears more robust in performance to phase variations than
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the Ff one, but the performance continues to deteriorate rapidly compared to feedback designs.
In summary, the feedforward controllers are robust to significant gain variations; if they are

not able to maintain performance over wide free-stream velocity variations, it is mainly due to
phase variations (thus convective delays). The feedback controller designed at one operating
point has already a natural performance robustness over wide phase variations, which explains
why multi-model feedback design only slightly improves the results.

5.4 Gain scheduling
As the single set of controller parameters provided by multi-model synthesis (i.e. one LTI

controller) only enhances slightly the results in terms of maintaining performance over the three
design points (due to the wide free-stream velocity operating range), gain scheduling is tested
for this issue. Gain scheduling is a standard method to design controllers for dynamical systems
over a wide range of operating points (see section 2.7). The gain scheduling method also uses the
ROMs at different operating points as the multi-model synthesis, but the controllers parameters
vary with the operating point considered because the gain scheduled control law is built from a
family of LTI controllers, contrary to the multi-model synthesis where a single LTI controller is
exploited for the entire operating range. One could be tempted to employ an adaptive controller
structure where the parametrisation of the control law according to the scheduled variable is not
known a priori, but this technique remains subject to the convergence of the steepest-descend
method from one operating point to another contrary to the gain scheduling method.

5.4.1 Synthesis method

The gain scheduled control law is obtained by interpolating from a set of LTI controllers syn-
thesized at various operating points. For one scheduling variable η, the polynomial interpolant
of order i− 1 is:

K(η) = K0 +K1η +K2η
2 + ...+Ki−1η

i−1, (5.8)

and the method consists in optimizing K0, K1, ..., Ki−1 for a set of i operating points (with i
not necessarily equal to the number n of available models). A subset i (such as i < n) is used
generally to simplify the synthesis and the results are checked a posteriori on the complete
design point mesh. If the results are not satisfactory, the subset i is augmented and the critical
cases are added in the synthesis.

In this study, we have three operating points; the selected subset of operating points is
composed of the two extreme points corresponding to the ±5% cases and a linear relation is
chosen:

K(η) = K−5%(1− η) +K+5%η, (5.9)

with η = Uop
∞−U−5%

∞
U+5%
∞ −U−5%

∞
∈ [0, 1] and Uop

∞ the free-stream velocity of the operating point considered.
The family of LTI controllers is composed of K−5% and K+5% which are feedforward/feedback
controllers resulting of the CMP in equation 4.12 (with the six performance sensors zi) for
the −5% and +5% cases, respectively. Thus these two controllers will minimize disturbances
while ensuring substantial stability margins and performance robustness despite noisy sensors
on their respective cases. Between the end points η = 0 and η = 1, there is no guarantee on
the behaviour of the closed-loop and the a posteriori checks will be done on the last operating
point, the nominal M∞ = 4.5 case (i.e. η = 0.5). The interpolation law is done directly from
the transfer functions K−5%(s) and K+5%(s); it is not the different matrices of their state-
space representation that are interpolated between them. The gain scheduled feedback and
feedforward control laws will be labelled ‘GS_Fb’ and ‘GS_Ff’, respectively.
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5.4.2 Performance on the design points

For the two design points (the ±5% cases) on which K(η) is based, the evolution of the local
H2 norm along the flat plate is shown in figures 5.13(a,b) (dotted lines). It is compared to the
performance of the baseline Fb and Ff controllers (solid lines, also referenced as K0% for clarity
in the following). Both GS_Fb and GS_Ff configurations remain below the ||Tz1w±5%

||2 thresh-
old until the most downstream sensor position x6 thanks to the minimization of ||T c

ziw±5%
||2

i=1,...,6

in

the gain scheduling CMPs. As a reminder, this threshold was raised to 1.03||Tz1w±5%
||2 in the
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Figure 5.13: Evolution of the local H2 norm of Tz(x)w for the two gain scheduling design points: (a)
the −5% and (b) the +5% cases. The baseline Fb/Ff controllers K0% are in solid lines for comparison.
For vertical and horizontal dotted lines, same caption as in figure 4.14c. Gain of Tz6w for (c) the −5%
and (d) the +5% cases.

multi-model feedback synthesis (to make the CMP feasible) and the 1.03||Tz1w±5%
||2 thresh-

old could not even be met for the three most downstream zi (and for none of the zi in the
multi-model feedforward design). The GS_Ff controllers are optimal in terms of amplitude
reduction for the ±5% cases as these cases correspond to the design points, contrary to the
Ff controller which worked in off-design conditions for these configurations and amplified the
disturbances. Thus, the dominant frequencies at x6 which were amplified in the Ff due to the
out-of-phase action (so a phase problem) are drastically reduced with the gain scheduling (see
figures 5.13(c,d)). This out-of-phase action is illustrated in figure 5.14 which compares the ac-
tuator signals u following an impulse of w for the −5% case. The signal of the GS_Ff controller
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Figure 5.14: Actuator signals u following an impulse of w for the −5% case. The impulse of w defines
the origin of time. (a) Feedforward controllers. (b) Feedback controllers. Ff and Fb designate baseline
controllers K0%.

(see figure 5.14a) represents the optimal actuator-signal to cancel noise-induced perturbations
as this controller is in on-design condition, whereas the Ff controller (designed at M∞ = 4.5) is
in off-design condition. The signal u of the Ff controller appears to be in phase opposition with
respect to the signal u of the GS_Ff controller and induces constructive rather than destructive
interference. In comparison, the signals u of the Fb and GS_Fb controllers are not in phase
opposition and are rather similar, which illustrates the natural performance robustness of the
baseline Fb controller with regard to phase variations.

5.4.3 Performance robustness

Both GS_Ff and GS_Fb controllers managed to meet the energetic threshold up to the
most downstream sensor position x6 for the ±5% cases. For the off-design operating conditions,
we focus on the operating point η = 0.5 which corresponds to the M∞ = 4.5 case. The gain
scheduled controllers implemented derive from the interpolation of K−5% and K+5% such that
K(0.5) = 0.5(K−5% + K+5%). The quantity |K| resulting from this interpolation is shown in
figure 5.15a in dotted lines (with in dashed lines |K±5%|). For the interpolating controllers,
we verify that we satisfy ||WSS||∞ < 1 (see figure 5.15b) and ||WKSKS||∞ < 1 (see figure
5.15c); this verification is mandatory because the gain scheduled controller at η = 0.5 does not
immediately derive from a synthesis but from an interpolation and does not necessarily respect
the constraints that we would like to enforce. The gain scheduled controllers at η = 0.5 are as
robust in stability and performance despite noisy estimation sensors as the baseline K0% Fb/Ff
controllers (solid lines). In terms of performance, the GS_Ff law at η = 0.5 is unable to reduce
the disturbance amplitude (see figure 5.15d), contrary to the GS_Fb law which performs close
to the optimal Fb case specifically designed for this operating point. The GS_Fb setup almost
satisfies the ||Tz1w||2 energy threshold until the last performance sensor z6 used in the syntheses
of K−5% and K+5%. Therefore, the gain scheduling associated to a feedback design manages to
maintain performance over the M∞ ∈ [4.275, 4.725] range whereas the GS_Ff controller is not
robust in off-design conditions.
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Figure 5.15: The baseline K0% Fb/Ff controllers and the gain scheduled laws are in solid and dotted
lines, respectively. Gain of (a) K (with in dashed lines |K±5%|), (b) |S| and (c) KS for the M∞ = 4.5
case. (d) Evolution of the local H2 norm for the M∞ = 4.5 case (i.e. η = 0.5). At this point, the
gain scheduled laws are off-design and the baseline K0% Fb/Ff controllers are on-design. For (d), same
caption as in figure 4.14c for vertical and horizontal dotted lines.

5.4.4 Piecewise gain scheduled law

As the results are not satisfactory for the GS_Ff, the operating point subset used to design
the gain scheduled law is increased. The critical case η = 0.5 is considered and the baseline Fb
and Ff controllers are employed in the interpolation, forming a piecewise gain scheduled law:

K(η) =

{
2(K0% −K−5%)η +K−5%, η ∈ [0, 0.5]

2(K+5% −K0%)η + 2K0% −K+5%, η ∈ [0.5, 1]
(5.10)

where a first sub-function uses the controller K−5% and K0% while a second one uses the
controller K0% and K+5%. For this piecewise laws, the performance on the design point M∞ =
4.5 (i.e. η = 0.5) corresponds to the on-design performance of the baseline Fb and Ff. For the
two other design points (±5% cases), the performance of the piecewise law corresponds to the
one described in section 5.4.2. So for these new GS_Fb and GS_Ff piecewise law, only the
performance robustness is assessed here.

For the off-design operating conditions, we focus on the operating points η = 0.25 and
η = 0.75 which correspond to the ±2.5% cases. For these two operating points, the controllers
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implemented in elsA are K(0.25) = 0.5(K0% + K−5%) and K(0.75) = 0.5(K0% + K+5%), re-
spectively. Both piecewise GS_Fb and GS_Ff configurations remain below the ||Tz1w±2.5%

||2
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Figure 5.16: Evolution of the local H2 norm of Tz(x)w for two off-design points of the piecewise gain
scheduled law: (a) the −2.5% and (b) the +2.5% cases. The baseline Fb/Ff controllers K0% are in
solid lines for comparison. For vertical and horizontal dotted lines, same caption as in figure 4.14c.

threshold until the most downstream sensor position x6, contrary to the previous baseline Fb
and Ff controllers (see figure 5.16). Hence both piecewise gain scheduled feedforward and
feedback laws allow to maintain performance in terms of amplitude reduction over the entire
operating range M∞ ∈ [4.275, 4.725], contrary to the previous section where only the GS_Fb
succeeded for this issue.

The performance robustness is also assessed by employing a scheduled parameter η that does
not correspond to the real free-stream velocity condition; in realistic application, this amounts
to consider an imperfect scheduling sensor that does correctly measure the free-stream velocity.
The free-stream condition is at η = 0.75 (i.e. the +2.5% case) while the controllers implemented
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Figure 5.17: Evolution of the local H2 norm of Tz(x)w for the +2.5% case (i.e. η = 0.75). The gain
scheduled cases with no error on η are in dotted lines while the cases with an imperfect scheduling
sensor are plotted by triangular symbols. For vertical and horizontal dotted lines, same caption as in
figure 4.14c.

in the elsA DNS are those corresponding to η = 0.625 (i.e. K(0.625) = 0.75K0% + 0.25K+5%)
and η = 0.875 (i.e. K(0.875) = 0.25K0% + 0.75K+5%). A relative error of ±1.22% is thus
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made on the value of the free-stream velocity. For this relatively low amount of errors, the
GS_Ff still manages to reduce the disturbance amplitude compared to the uncontrolled case
but it does not respect anymore the ||Tz1w±2.5%

||2 threshold if the scheduling variable is mea-
sured as η = 0.625 instead of η = 0.75 (see figure 5.17). Conversely, the GS_Fb cases with
imperfect scheduling sensor maintain a performance close to the one of the GS_Fb at η = 0.75
(i.e. without measuring error) and almost satisfy the energy threshold up to x6. Note that
if the scheduling variable error was higher (e.g. ±5%), we would recover similar results that
those in section 4.7.3.2 and the GS_Ff would not be robust in performance because it would
amplify the amplitude of the disturbances compared to the uncontrolled case, contrary to the
GS_Fb. Besides, one could imagine additional uncertainties such as free-stream density vari-
ations in addition of low scheduling variable errors and the feedback setup would far outweigh
the feedforward one as it is more robust also for these density variations (see section 4.7.3.2).

In summary, in the frame of gain scheduled linear laws, one way to maintain performance
over the entire operating range M∞ ∈ [4.275, 4.725] with a feedforward structure is to increase
the operating point subset. In the case of a wider Mach range, representative of flight conditions,
a feedback gain scheduled law could be built with a coarser design point mesh (and less sub-
functions) than a feedforward gain scheduled law. Moreover, the feedback structure is more
robust than the feedforward one in case of additional uncertainties/errors (e.g. free-stream
density variations or the scheduled parameter η that does not correspond to the real free-
stream velocity). Thus, the feedback gain scheduled law is the most suitable configuration to
control instabilities over a wide range of operating conditions despite uncertainties/errors.
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Chapter outcome summary:

Several synthesis methods have been investigated to obtain optimized laws to reduce the
linear growth of second Mack mode instabilities in a 2D boundary layer over free-stream
velocity variations of ±5% around M∞ = 4.5. These variations lead to important changes
on the input/output dynamics and are therefore considered wide from a control point
of view. The controllers are obtained by combination of a feedforward and a feedback
controller, by multi-model synthesis and by gain scheduling methods, that are all based on
the structured mixed H2/H∞ synthesis. To compare these controllers with those designed
at a single operating point (called baseline controllers), the same controller structure
is imposed with similar specifications in terms of stability robustness and performance
robustness despite noisy estimation sensors.
Combined feedforward/feedback does not bring satisfaction because adding a feedforward
controller to a feedback one, although improving the nominal performance, deteriorates
the natural robustness provided by the feedback when only the ROMs of the nominal
case are used in the synthesis step.
Multi-model synthesis results in a single LTI controller based on ROMs corresponding
to three distinct operating conditions. This methodology falls short in outperforming
significantly the baseline designs. The multi-model feedforward, although more robust
than the simple LTI feedforward controller designed at a single operating point, still
amplifies the disturbances compared to the uncontrolled case due to the poor ability
of a feedforward setup to be robust to phase variations. Conversely, the multi-model
feedback significantly reduces the local H2 norm along the domain and slightly improves
the results on the ±5% cases compared to the baseline feedback controller. Indeed, multi-
model synthesis makes possible to shape more precisely the evolution of the energy during
velocity variations compared to synthesis with a single operating point. Nevertheless,
meeting an energy threshold along the entire domain for all operating points remains
impossible, even by using a multi-model combination structure (which presents similar
results as the multi-model feedback) or by increasing the controller order.
Contrary to the multi-model method, gain scheduling does not result in a single con-
trol law but in a parameterized control law interpolating controllers synthesized at few
design points. Gain scheduling does not improve the results in a feedforward setup
when interpolation points are too far apart; adding interpolation points allows to main-
tain the performance over the free-stream velocity range considered but small errors on
the scheduling variable measurement lead to a significant loss of performance. Gain
scheduling yields significant enhancement in the feedback setup and makes possible to
almost respect an energy threshold all along the domain over the entire operating range
M∞ ∈ [4.275, 4.725] by using only two design points, while still being robust to additional
uncertainties/errors. This gain scheduling feedback methodology could be extended to
an even wider Mach range without any particular technical limit by simply adding more
interpolation points.
In summary, the best trade-off between nominal performance and performance robust-
ness for noise-amplifier flows necessarily requires a feedback configuration. As soon as a
simple feedback controller does not provide desired performance throughout the different
operating points, a gain scheduled feedback law is required.
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Chapter foreword:

In the present chapter, we will consider a 3D supersonic boundary layer at M∞ = 4.5
and focus on obtaining a robust law to control finite-amplitude 3D instabilities and delay
transition to turbulence. Hence, this chapter is an extension of the two previous ones
where only spanwise invariant and linear perturbations were considered. One key question
we wish to address is how to extend to the 3D case the methodology developed along the
two previous chapters leading to a robust reactive control law in the 2D configurations?
How does the control law, constructed from linear tools (ERA and structured mixed
H2/H∞ synthesis) and targeting the linear growth of both first and second Mack modes,
behave on a non-linear case of transition to turbulence? Answering these questions will
show whether a methodology based on data-driven identification and robust synthesis
on a feedback setup is relevant for the issue of delaying transition to turbulence of a
supersonic boundary layer.
The chapter is organized as follows. Firstly, the 3D flow configuration is described.
Secondly, the control setup and settings are provided, as well as the characterization of
the noise-amplifier behaviour of this 3D configuration. Then the identification of the
ROMs and the several CMPs solved are presented. The efficacy of control in the linear
regime on and off-design is then analysed. Finally, robustness to non-linearities and
transition delay are assessed.
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6.1 3D Flow configuration

A three-dimensional compressible flow of air (modelled as a perfect gas) over a flat plate
is considered. The parameters of Sutherland’s law, the thermodynamic properties of air as
well as the free-stream conditions are those of the chapters 4 and 5: µref = 1.716× 10−5 Pa.s,
Tref = 273.15 K, S = 110.4 K, γ = 1.4, r = 287 J.K−1.kg−1, Pr = 0.725, T∞ = 65.149 K,
U∞ = 728.191 m.s−1, p∞ = 728.312 Pa. The 3D computational domain used for the linearized
DNS (where perturbations remain in the linear regime) is represented in figure 6.1: it consists
of the 2D numerical domain used in the previous chapters and extruded of Lz = 116.4δ∗0 in
the spanwise direction (with δ∗0 = 3.2656× 10−4 m the compressible displacement thickness at
the inlet of the domain as in the 2D studies). The boundary conditions are periodic in the
spanwise direction. A far-field, a no-slip adiabatic, a supersonic inlet and a supersonic outlet
conditions are respectively applied at the top, at the bottom, at the inlet and at the outlet
of the computational domain. Beyond the periodic conditions, the only difference in terms of
boundary conditions compared to the 2D elsA DNS lies in the fact that the sponge zone is
no more present in the far-field boundary and that the sponge zone is only constituted by the
stretching of the mesh in the longitudinal direction for the downstream boundary (30 cells in
the streamwise direction, i.e. Lsponge = 91.9δ∗0). Indeed, for the 3D calculations, we changed
software and the option to add a source term in the sponge zone was no longer present. It was
checked that the stretching alone is sufficient to avoid reflections that would impact the results
in the useful domain.
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Figure 6.1: Diagram of the 3D computational domain used for linearized DNS. The red shaded region
represents the sponge zone. Inputs and outputs of the control problem are in red and blue, respectively.

DNS are performed using the finite volume code FastS (see https://w3.onera.fr/FAST/ and
section 3.1.1). A resolution of 3200× 220× 176 cells for the useful domain (i.e. not including
the downstream sponge zone) is chosen with a uniform mesh in the x and z directions and a
geometric law in the y direction. The resolution in the x and y directions is the one used in
the 2D configuration. Convergence tests for grid and time-step independence are reported in
appendix B. The 3D laminar base flow corresponds to the 2D simulation (see figure 4.1c) as
the free-stream conditions are the same and the flow is homogeneous in the z-direction. For
the DNS of transition to turbulence (see section 6.7), the length and the number of grid points
of the previously described 3D domain will be doubled in the longitudinal direction in order to
reach transition at the downstream end of the computational domain while remaining weakly
non-linear at the streamwise position of the estimation sensors.
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6.2 Control setup

6.2.1 MIMO transfers: centralized problem

Contrary to the 2D case, inputs and outputs are now also placed along the spanwise direc-
tion (see figure 6.1). The input/output are no longer scalars (associated with SISO transfer
functions) but are now vectors (associated with MIMO transfer functions). In the following,
we will suppose that the different elements constituting a input/output vector have the same
streamwise and wall-normal positions; only their spanwise positions differ. The MIMO trans-
fers Tyw and Tziw represent the impact of the disturbances w on the estimation sensors y and
the performance sensors zi used in the synthesis, respectively. The impact of the actuators on
the sensors is represented by the MIMO transfers Tyu and Tziu. The controlled transfer from
w to zi (see section 2.4) is:

T c
ziw

= Tziw + TziuK(I − TyuK)−1Tyw. (6.1)

For a particular streamwise position associated with the performance vector zi = [z−m
i , ...zji , ..., z

m
i ]T ,

the reduction of the r.m.s. value of each signal zji along the spanwise direction following its
excitation by the unitary zero-mean uncorrelated Gaussian white noise sources wj translates
into the reduction of:

||T c
ziw

||2 =
(

1

2π

∫ +∞

−∞
Tr(T c∗

ziw
T c
ziw

) dω

)1/2

, (6.2)

with Tr the trace operator. Indeed, for unitary uncorrelated exogenous noises, we have:

Tr(T c∗

ziw
T c
ziw

) =
m∑

j=−m

m∑

k=−m

|T c
zjiw

k |2,

=
m∑

j=−m

PSDc
zji
,

(6.3)

with T c
zjiw

k
the SISO transfer corresponding to the jth row and the kth column of T c

ziw
. Hence,

by using Parseval’s identity [61, 180], we obtain ||T c
ziw

||22 = limT→∞
1

T

∫ T

0
∥zi(t)∥2 dt.

As in the 2D configuration, both Tyw and Tziw cannot be determined in a realistic setup
as they are related to the unknown exogenous vector w. In order to use only experimentally
obtainable transfers in the identification and synthesis steps, the performance measurements are
inferred from the estimation measurements in absence of control (denoted ỹ) with the MIMO
"artificial" transfer Tziỹ, such as:

zi = Tziỹỹ + r, (6.4)

with r a residual term corresponding to the part of the information in zi which is not seen by
the measurements ỹ (e.g. non-linearities, noise on zi, spectral leakage, linear contributions from
other unmeasured inputs, etc.) [15, 126]. For this "artificial" input ỹ, the MIMO controlled
transfer function of the new system is:

T c
ziỹ

= Tziỹ + TziuK(I − TyuK)−1. (6.5)

The MIMO transfer Tziỹ is defined as:

Tziỹ = E[ẑi(ω)ˆ̃y(ω)
∗](E[ˆ̃y(ω)ˆ̃y(ω)∗])−1, (6.6)
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with E[ẑi(ω)ˆ̃y(ω)
∗] and E[ˆ̃y(ω)ˆ̃y(ω)∗] the cross-power spectral density (CPSD) matrices [66]

and ẑi/ˆ̃y the Fourier transforms of the vector of records. This way to estimate Tziỹ minimizes
the error due to noisy zi and assumes that the noise r is not correlated with the measurements ỹ
[15, 126, 155, 156]. To estimate ||T c

ziw
||2, which is the quantity one seeks to reduce, a weighting

matrix Wỹ is also introduced by taking the square root of the CPSD matrix of ỹ:

WỹW
∗
ỹ = E[ˆ̃y(ω)ˆ̃y(ω)∗]. (6.7)

Indeed, as soon as the residual term r is negligible (i.e. PSDr ∼ 0), reducing ||T c
ziw

||2 or
||T c

ziỹ
Wỹ||2 is equivalent because:

Tr((T c
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T c
ziỹ

)
kp
,

=
∑

p,k CPSDỹp,ỹk
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from 6.4 with
PSDr ∼ 0, see [15]

(6.8)

In addition to minimizing ||T c
ziỹ

Wỹ||2, the stability of the closed-loop has to be guaranteed,
which is realized by constraining H∞ norms according to the small gain theorem (see section
2.4.2). The choice of the closed-loop transfer subject to the H∞ constraint depends on the type
of uncertainty considered and that can impact the stability of the MIMO system. As for the
2D study, it is chosen to constrain the H∞ norm of the sensitivity function:

S = (I − TyuK)−1. (6.9)

Finally, one can seek to reduce the H2 norm of the MIMO transfer KS. Indeed, the quantity
KS may represent the transfer from noise n (corrupting y) to u. Minimizing ||KS||2 means
reducing the r.m.s. value of u(t) (i.e. the power spent by the control) in case of white noise n
on estimation sensors y. Minimizing ||KS||2 appears as the most general way to limit actuator
activity when the noise n is unknown; if one seeks to desensitize the controller on a particular
frequency range or if the properties of n (e.g. frequency spectrum) are known, it may be of
interest to constrain ||WKSKS||∞, with a well-chosen frequency template WKS.

In summary and as for the 2D case, H2 and H∞ norms could be used to minimize/constrain
T c
ziỹ

Wỹ, S and KS which are respectively associated with nominal performance, stability ro-
bustness and performance robustness despite noisy estimation sensors. Note that Tziỹ, Tziu,
Tyu and Wỹ which are required in these specifications can all be obtained in a realistic setup
as the temporal data of zi, u and y would be available.

6.2.2 SISO transfers: decentralized problem

The question of working with MIMO centralized configuration, where all the inputs are
connected to all the outputs, or with decentralized configuration, where only a subset of inputs
are connected to the outputs, had already been raised in the case of incompressible bound-
ary layer control [38, 168, 169]. Working with a decentralized approach allows to limit the
interconnection between inputs and outputs in order to reduce the complexity of the synthe-
sis in cases where the number of parameters becomes too large. Semeraro et al. [168, 169]
used decentralized SISO system where one sensor yj was connected to only one actuator uj.
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Their decentralized approach for the control of TS waves yielded unstable closed-loop while
their decentralized approach led to similar results than the full centralized approach for the
control of streaks. This was due to the strong cross-coupling among the input/output for TS
waves, unlike streaks which were weakly dynamical coupled in the spanwise direction. In the
same way, Dadfar et al. [38] connected only a subset of the actuators to sensors to reduce the
controller complexity without compromising the efficiency. They realized this decentralized
approach based on spanwise scale of the wavepacket but still remaining in the physical space
(i.e. without using spanwise Fourier transform). Li and Gaster [101] were among the first to
mention the need to have a spanwise spacing of each sensor/actuator smaller than half the
minimum spanwise wavelength found in the wavenumber spectrum to resolve and cancel the
three-dimensional characteristics of any growing disturbances. This way of working directly
in the wavenumber space to avoid interconnections has been employed recently for the incom-
pressible boundary layer control [126, 153, 156]. Yet, these studies synthesised controllers in
the wavenumber space with an inverse feedforward method which raises the problem of per-
formance robustness of their controllers. In our study, we will employed the modern synthesis
tools leading to robust control laws to design the different controllers for each wavenumber that
one seeks to control.

The flow is periodic in the spanwise direction and this direction is a statistically homoge-
neous one. Moreover, by considering that the objects composing an input/output vector are
equispaced in the spanwise direction and have the same type (i.e same type of sensors/actu-
ators), all the MIMO transfers appear as circulant matrix (even Wỹ as the square root of a
circulant matrix is circulant [105]). A circulant matrix C is fully specified by one vector (cor-
responding to first column or row of the circulant matrix) and the remaining columns/rows
are cyclic permutations of this vector. Consequently, by introducing the new input and output
variables Î and Ô

Î = DDFTI, (6.10a)
Ô = DDFTO, (6.10b)

with I/O the input/output vectors associated with a MIMO circulant transfer C(s) and DDFT

the unitary discrete Fourier transform (DFT) matrix

DDFTjk
=

(
e−2iπ/(2m+1)

)jk
√
2m+ 1

, 0 ≤ j, k ≤ 2m, (6.11)

we obtain:

O(s) = C(s)I(s)
D−1

DFTÔ(s) = C(s)D−1
DFTÎ(s)

Ô(s) = DDFTC(s)D−1
DFT︸ ︷︷ ︸

Ĉ(s)

Î(s).
(6.12)

The matrix Ĉ(s) is diagonal and it represents a MIMO transfer function in the frequency-
wavenumber domain. As the DFT is a unitary transform, both H2 and H∞ norms are conserved
such that ||Ĉ(s)||2,∞ = ||C(s)||2,∞. Moreover, as each dimensionless wavenumber Bk = 2πk

Lz
δ∗0 is
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Figure 6.2: Block diagram of the 3D supersonic boundary layer system for a spanwise mode k as
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independent of the others (for linear perturbations), we have:

minimize ||Ĉ(s)||2 = minimize
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(6.13)

with Ĉk(s) one of the elements of the diagonal of the MIMO transfer Ĉ(s). The element Ĉk(s)
corresponds to the SISO transfer associated with the particular spanwise mode k. In the same
way, as Ĉ(s) is diagonal, imposing an H∞ constraint turns to:

||Ĉ(s)||∞ < Constraint

⇔
sup
ω∈R

σmax(Ĉ(iω)) < Constraint

⇔
∀k, sup

ω∈R
|Ĉk(iω)| < Constraint,

(6.14)

with σ a singular value.
In summary, the centralized MIMO problem where all the inputs are connected to all the

outputs is transformed to several SISO decentralized problems in the wavenumber space where
the interconnection of the different spanwise modes is impossible. These problems are equiva-
lent but using the wavenumber space allows to solve multiple low order problems instead of only
one high order problem. Indeed, the structured mixed H2/H∞ synthesis uses non-smooth/non-
convex optimization techniques that are not suitable for large systems. Therefore, although the
centralized and decentralized problems are mathematically equivalent, their numerical resolu-
tion may differ when the number of decision variables to optimize simultaneously is important
while the decision variables can be optimized independently in the wavenumber space. More-
over, with the multiple SISO decentralized problems, different CMPs could be used depending
on the spanwise mode: one could seek to increase performance robustness only for the spanwise
modes that would imply the largest performance variations, one could seek to increase stability
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margins for the spanwise modes where the uncertainty is the greatest, etc. Working with the
several SISO CMPs is a flexible approach and makes it easier to understand the phenomena
involved as well as the results (e.g. the controller obtained for each wavenumber).

The SISO block diagram of the 3D supersonic boundary layer for a spanwise mode is depicted
in figure 6.2. It is composed of the four quantities required for the identification and the
synthesis which are now associated with a particular spanwise mode k: Ŵ k

ỹ , T̂ k
yu, T̂ k

ziu
and T̂ k

ziỹ
.

For each spanwise mode k that one seeks to control, a controller K̂k(s) has to be synthesised.
The uncertainty ∆̂k models a relative error on T̂ k

yu, which may not correspond to the real
transfer (T̂ k

yu)
real due to modelling errors or inflow condition variations. In the same way, n̂k

corresponds to noise corrupting the input ŷk in the wavenumber space. As for the MIMO
centralized problem, (T̂ k

ziỹ
)cŴ k

ỹ , Ŝk = (1− T̂ k
yuK̂

k)−1 and K̂kŜk are related in the wavenumber
space to nominal performance, stability robustness and performance robustness despite noisy
estimation sensors, respectively. The identifications and the CMPs of our specific study will be
respectively presented in sections 6.4.1 and 6.4.2.

6.3 Control settings

6.3.1 Input disturbances

To create the perturbations that will developed along the flat plate, 35 independent exoge-
nous noise sources are used (see figure 6.1). Each exogenous noise source is modelled using a
white-noise signal wj(t) that multiplies a time-independent volume force field Bwj(x, y, z) in
the right-hand-side of the momentum equations. The field Bwj(x, y, z) of each exogenous noise
source wj is divergence free and because of periodicity along z:

Bwj =

p=+∞∑

p=−∞
hwδ(z −∆zj + pLz), (6.15)

with δ the Dirac delta distribution, ∆z = 3.32δ∗0 and hw such as:

hw = Ah




(y − y0)σx/σy

−(x− x0)σy/σx

0


 exp

−(x−x0
σx

)
2−

(
y−y0
σy

)2

, (6.16)

with Ah = 10.66

δ∗
2

0

, x0 = 4.1δ∗0, y0 = δ∗0, σx = 1.5δ∗0, σy = 0.15δ∗0. The spatial support Bwj

forces only the momentum in the streamwise and wall-normal directions. This spatial support
amounts to apply the forcing used in the 2D study (see chapters 4 and 5) in 35 cell centers in the
spanwise direction in the length Lz; the lines of force of such a noise source form also a vortex.
The position of Bwj in the streamwise and wall-normal directions is nearby the inlet boundary
condition and the generalized inflection point, respectively. This type of forcing is not intended
to be realistic but is just used to excite the boundary layer and to generate perturbations;
each spatial support of an exogenous noise source being based on Dirac comb, no wavenumber
is privileged and each exogenous noise source wjBwj has equal intensity for each frequency
and wavenumber, which avoids favouring some amplification mechanisms. By forcing only the
momentum in the x and y directions and localizing Bwj around the generalized inflection point,
one can consider that the receptivity process favors the growth of the 2D second Mack mode
[24]. Indeed, maximizing the receptivity process of the oblique first Mack mode also needs a
forcing localized around the generalized inflection point but additionally requires forcing the
momentum in the spanwise direction [24], which is not realized in this study. For the linearized
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DNS necessary for the controller synthesis, the amplitude of each volume force wjBwj is chosen
sufficiently small to ensure that the induced perturbations remain in the linear regime until the
end of the computational domain. The non-linear and transition DNS will be realized only in
the sections 6.6 and 6.7; all other sections correspond only to linearized DNS.

The evolution of the velocity wavepacket at the generalized inflection point yg and the pres-
sure wavepacket near the wall, both generated by an impulse of w0 (the exogenous noise source
at the center spanwise position of the domain of length Lz, see figure 6.1) is plotted in figure 6.3.
Both wavepackets are convected downstream with the same group velocity of approximatively
0.92U∞ and grow in amplitude. Additionally, both wavepackets spread in the streamwise and
spanwise directions and each wavepacket is symmetrical with respect to the spanwise position
z = 0. The two wavepackets have different structures: the velocity wavepacket at yg has an
oblique structure while the pressure wavepacket near the wall is elongated in the spanwise di-
rection and has a more 2D structure. As the amplification rates of the first Mack mode and
second Mack mode are respectively maximal for oblique perturbations and 2D perturbations
(see section 1.4.2), the velocity wavepacket at yg and the pressure wavepacket near the wall can
be associated with the first and second Mack modes, respectively. This assumption is justified
in more detail in the following.

Linearized DNS when the 3D boundary layer is excited simultaneously by the 35 uncor-
related white-noise signals wj is also performed. The profiles at x = 1766.7δ∗0 of the root-
mean-square fluctuations averaged in the spanwise direction are plotted in figure 6.4a. The
highest fluctuations are for thermodynamic quantities (density and temperature fluctuations)
which peak near the generalized inflection point (dashed line); the velocity profile also takes its
highest value nearby yg while the pressure profile has two peaks: the highest one at the wall
and a second one at yg. These results for the position of the profile peaks at x = 1766.7δ∗0 are
verified all along the domain (see figure 6.4b) meaning that for a given primitive variable, the
dominant mechanism associated with the growth of this variable will be the same along the
domain. Note that upstream of the domain, the maxima along wall-normal direction of the
pressure is not located at the wall; the excitation by the exogenous noise sources creates an
acoustic wave exiting the boundary layer.

Although the velocity peaks near the generalized inflection point and can therefore be
associated with a predominance of the first Mack mode according to the input/output analysis
of Bugeat et al. [24], it is not possible to determine the dominant mechanism based solely
on the r.m.s. profiles for density and temperature because both the first and second Mack
modes lead to a peak around yg [24]. Hence, in order to classify more precisely the dominant
linear mechanisms involved in our 3D linearized DNS, the frequency spectra at yg and near
the wall are analysed (see figure 6.5) as the dominant values of the primitive variables are
located at these positions. The frequency spectra of the primitive variables are normalized
by their respective maximal values for comparison purposes and F = 2πfδ∗0/U∞ (with f in
Hz) represents dimensionless frequency. At the generalized inflection point (see figure 6.5a),
all the primitive variables are dominated by low-frequencies associated with the first Mack
mode according to our 2D study (see chapter 4) and [24]. Near the wall (see figure 6.5b) all the
primitive variables are dominated by higher frequencies associated with the second Mack mode.
Hence, the highest r.m.s. values of the velocity, density and temperature are mainly due to
first Mack mode while the highest r.m.s. value of the pressure is due to the second Mack mode;
concerning the second peak of the r.m.s. profile for the pressure (near yg), it is associated with
the first Mack mode. The chosen exogenous noise sources wjBwj thus trigger the amplification
mechanisms of both the first and second Mack modes that coexist in the boundary layer and
dominate successively as a function of the wall-normal location and the considered variable.

In view of synthesis where we will seek to control the linear growth of both the first and
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(a) (b)

(c) (d)

Figure 6.3: Velocity and pressure wavepackets generated by an impulse of the exogenous input w0

at times tU∞/δ∗0 = 76 (a), 455 (b), 834 (c) and 1365 (d).

the second Mack modes, performance sensors with the transverse separation of ∆z = 3.32δ∗0
are chosen as wall-pressure fluctuation sensors (denoted zp(x)) and velocity fluctuation sensors
at the generalized inflection point (denoted zu(x)) to have strong observability of both modes.
Taking into account both Mack modes in the synthesis step is important to avoid an unwanted
waterbed effect that can lead to change the breakdown scenario without delaying transition
to turbulence (see appendix E). As the frequency contents of the near-wall primitive variables
are very close (except a difference at low-frequencies for the velocity fluctuations), reducing
the r.m.s. values of zp(x) will also attenuate the near-wall velocity, density and temperature
fluctuations. In the same way, reducing the r.m.s. values of zu(x) will also attenuate the
pressure, density and temperature fluctuations at yg as the frequency contents of primitive
variables are similar (except for a less pronounced high-frequency jump for the velocity and
a more pronounced one for pressure than for density and temperature). The module of the
transfer functions T̂ k

z(x)w, obtained by Fourier transforms of the signals from impulse responses,
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Figure 6.4: (a) Profiles at x = 1766.7δ∗0 of r.m.s. variables averaged in the spanwise direction.
(b) Evolution of argy max of the r.m.s. variables averaged in the spanwise direction. Black solid,
dashed and dotted lines represent the boundary layer thickness, the generalized inflection point and
the compressible displacement thickness, respectively.
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Figure 6.5: Normalized PSD of fluctuating variables at x = 1775δ∗0 , z = 0, (a) yg and (b) y = 0.015δ∗0
when the 3D boundary layer is excited simultaneously by the 35 uncorrelated white-noise signals wj .

is plotted in figure 6.6. In the rest of the chapter, transfers related to zu are made dimensionless
by p∞/U∞; all other transfers are already dimensionless because zp, y and u are homogeneous to
a pressure. Note that |T̂ k

z(x)w| is plotted to illustrate more easily the amplification mechanisms
but that it is T̂ k

ziỹ
and Ŵ k

ỹ which will be used for identification and synthesis in sections
6.4.1 and 6.4.2 (as they can be obtained in an experimental configuration). Downstream of
the domain, the energy contribution is only due to a certain frequency-wavenumber range.
The highest values of |T̂ k

zu(x)w
| at each abscissa of the domain are for k ̸= 0 (so oblique first

Mack modes) and lower frequencies F dominate compared to |T̂ k
zp(x)w

|. For the wall-pressure
performance sensors, the highest values at each abscissa of the domain are for k = 0 (so 2D
second Mack modes). It might be possible to do without zu in the synthesis because the first
oblique Mack mode has a significant energy contribution even in the wall-pressure performance
sensors. With a suitable frequency template, we could therefore reduce the amplitude of both
the first and second Mack modes through H2 norm minimization only from the wall-pressure
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(a)

(b)

Figure 6.6: Modules of T̂ k
z(x)w for (a) velocity fluctuation performance sensors at the generalized

inflection point and (b) wall-pressure fluctuation performance sensors.

sensors. Nevertheless, for ease of analysis and synthesis, we will use both zu and zp. For both
types of performance sensors, the further downstream in the domain, the more low-frequencies
dominate. The evolution of ||T̂ k

z(x)w||∞ = sup
F∈R

|T̂ k
z(x)w(iF )| for some spanwise modes k is shown

in figures 6.7(a,b). After reaching a peak, the magnitude associated with a particular mode k
decreases for the highest modes. For the velocity sensors at yg, spanwise modes that have a
negligible energy contribution upstream of the domain are dominant downstream and the most
energetic spanwise mode varies as a function of the plate abscissa, contrary to the wall-pressure
performance sensors which are continuously dominated by k = 0. The number of modes k
necessary to capture at each abscissa of the domain 0.9||Tz(x)w||2 is depicted in figures 6.7(c,d):
only a limited portion of spanwise modes is needed to describe the perturbation energy at each
abscissa of the domain and the further downstream in the domain, the more the number of
modes k needed decreases. The streamwise position of the actuators u will be xu = 867.2δ∗0 (see
section 6.3.2) as for the 2D study (see table 4.1); thus, we will consider for the identification
and synthesis only modes up to k = 5 (symbolized by horizontal dotted line) because trying
to control higher spanwise modes would have a negligible effect on the r.m.s. values of the
performance sensors. The minimum number of independent sensors in the spanwise direction
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Figure 6.7: Evolution of ||T̂ k
z(x)w||∞ for some k (a,b) and number of spanwise modes k necessary to

contain at least 90% of ||Tz(x)w||2 (c,d) for velocity fluctuation performance sensors at the generalized
inflection point (a,c) and wall-pressure fluctuation performance sensors (b,d). The vertical dotted line
represents the streamwise position xu of the actuators. The spanwise modes equal or lower than k = 5
(below the horizontal dotted line in (c,d)) are those used in the identification and synthesis step.

is set by not aliasing the noise-induced perturbation spectrum but also by not aliasing the
actuator-induced perturbation spectrum. So even if we will only control spanwise modes up to
k = 5, the limitation on the actuator-induced perturbations will impose to have 35 independent
actuators and performance/estimation sensors (see section 6.3.3).

6.3.2 Actuators

In the same way as for the exogenous noise sources, 35 independent actuators are used.
Each actuator is modelled by a volume forcing uj(t)Buj(x, y, z) in the right-hand-side of the
momentum equations. Because of the periodic boundary conditions, the spatial support Buj

of each actuator uj is:

Buj =

p=+∞∑

p=−∞
hu(z −∆zj + pLz), (6.17)
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with ∆z = 3.32δ∗0 and hu(z) such as:

hu(z) = Ah




(y − y0)σx/σy

−(x− x0)σy/σx

0


 exp

−(x−x0
σx

)
2−

(
y−y0
σy

)2
−( z

σz
)
2

, (6.18)

with Ah = 10.66

δ∗
2

0

, x0 = 867.2δ∗0, y0 = 7.79δ∗0, σx = 1.5δ∗0, σy = 0.5δ∗0, σz = 7.04δ∗0. The pattern
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Figure 6.8: (a) Profiles of the streamwise (in blue) and wall-normal components (in red) of Bu0 at
(x,y) coordinates associated with their respective maximum values. (b) Iso-surfaces of the streamwise
component Bx

u0 at −10% (blue) and +10% (red) of the maximum absolute value. Both figures display
Bu0 only on the length Lz of the domain.

that is periodized and that composes Buj is the one used in the 2D study but adding a Gaussian
in the spanwise direction (see figure 6.8a). The forcing is thus divergence-free and the lines
of force form a vortex (see figure 6.8b). Each forcing field of the actuators is centered around
the generalized inflection point and this will maximize the receptivity process of the second
Mack mode. The receptivity process of the first Mack mode is not optimal as the momentum
quantity in the spanwise direction is not forced. The streamwise position of the actuators
xu = 867.2δ∗0 is a compromise between controlling a sufficiently long domain representative of
experimental configurations and restricting the complexity of the control problem by limiting
the frequency-wavenumber range to control; an upstream position should have controlled more
spanwise modes and higher bandwidth (see figure 6.7).

The figure 6.9 compares the modules of T̂ k
z(x)u with those of T̂ k

z(x)w at x = 1775δ∗0 for both
zp and zu. For velocity performance sensors at yg (see figures 6.9(a,b)), the actuators create
in low-frequency range similar oblique structures to those obtained by exogenous noise sources
but 2D structures of the second Mack mode are present in |T̂ k

zu(x)u
| while they are negligible

in |T̂ k
zu(x)w

|. For wall-pressure performance sensors (see figures 6.9(c,d)), only second Mack
mode is present in |T̂ k

zp(x)u
| while oblique first Mack mode contains a non negligible amount

of energy in |T̂ k
zp(x)w

|. This is mainly due to the fact that the disturbances generated by the
actuators do not take advantage of the full length of the instability domain (starting for each
wavenumber from the branch I) contrary to the disturbances generated by the noise sources
and therefore the first Mack mode appears less dominant for T̂ k

z(x)u than for T̂ k
z(x)w because part

of its amplification area is not used. The actuator-induced structures being different from the
noise-induced structures, it may limit the efficiency of the control which works by destructive
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Figure 6.9: Comparison of the modules of (a,c) T̂ k
z(x)u and (b,d) T̂ k

z(x)w at x = 1775δ∗0 for velocity
fluctuation performance sensors at the generalized inflection point (a,b) and wall-pressure fluctuation
performance sensors (c,d).

interference. One could optimize the spatial support Buj to improve the control of both the first
and the second Mack modes while minimizing the energy cost (e.g. by modifying the spreading
in the spanwise direction to target only the spanwise modes we need to control or by forcing
the momentum in the spanwise direction) but this is outside the scope of this study. One could
also seek to constrain the spatial support in the near wall region and not at yg to get closer to
a realistic implementation.

6.3.3 Sensors for the synthesis

Only a few positions in the longitudinal direction for the performance sensors z(x) should
be chosen for the synthesis to limit the model size and simplify the synthesis. The set of
performance sensors zi used in the synthesis must be representative of the dynamics to be
controlled from the actuators to the end of the numerical domain. In figure 6.10, the quantity
F × PSDz(x) is plotted for different streamwise positions for performance sensors at the center
of the spanwise position. For the velocity sensors at yg, the frequencies F contributing the
most to the energy of a sensor close to the actuators (x = 1022.6δ∗0) are also frequencies that
have a non-negligible contribution close to the end of the numerical domain used for linearized
DNS (x = 1775δ∗0). Minimizing the r.m.s. values of a single row of velocity sensors downstream
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of the domain z3,u at xz3,u = 1775δ∗0 should therefore also have a positive effect on the rows
of sensors further upstream. Choosing a row of sensors sufficiently far downstream also makes
sense because the energy of the disturbances increases as they are convected, so the control must
reduce consequently the energy downstream. This allows not to trigger non-linearities which
appear from a certain energy threshold: the further downstream the disturbances are from the
actuators, the more their energy must be reduced (see section 4.2.1). For the wall-pressure
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Figure 6.10: Evolution of F × PSDz(x) for sensors at the center of the spanwise direction.

sensors, F × PSDz(x) is more narrow at each abscissa and the frequencies contributing to the
energy near the actuators have a negligible impact downstream of the domain. To cover the
entire amplified bandwidth from the actuators to the end of the domain, it is necessary to use
several sensors zi,p. Indeed, if all the dominant frequencies from the actuators to the end of the
domain are not taken into account in the synthesis step, a harmful waterbed effect may occur:
some frequencies can be amplified by the controller whereas they could be predominate in some
abscissa of the plate (see section 4.6.2). Three rows of wall-pressure sensors z1,p, z2,p and z3,p
are used for the synthesis, respectively at xz1,p = 1022.6δ∗0, xz2,p = 1312.2δ∗0 and xz3,p = 1775δ∗0.
These positions are close to the ones that allowed to obtain an efficient control in terms of
disturbance amplitude reduction in the 2D configuration (see table 4.1).

The estimation sensors y are wall-pressure fluctuation sensors. This choice is supported
by the fact that both Mack modes are observable by this type of sensor (see figure 6.6b) and
not only the oblique first Mack mode as with the velocity sensors at yg (see figure 6.6a). In
addition, unlike performance sensors zi which are only used during synthesis and whose asso-
ciated transfer functions could be modeled (e.g. by numerical calculations), estimation sensors
y need to be physically implementable in realistic setups to compute the actuator signal u(t)
from K. Wall-pressure sensors are indeed commonly used in hypersonic experimental setups
[106]. Only a feedback setup where the estimation sensors are downstream of the actuators will
be employed in this 3D study as performance robustness requires first and foremost this kind
of configuration. Indeed, a feedforward setup where the estimation sensors are upstream of the
actuators is unable to ensure performance robustness when free-stream velocity variations are
considered (see chapter 4) even with multi-model or gain scheduling methods (see chapter 5).
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To control the high-frequencies of the second Mack mode, the convection delay τyu of the
disturbances from u to y has to be limited. Considering that frequencies up to F ∼ 0.3 must be
controlled (see figure 6.10), the actuator/estimation sensor distance U∞τyu must be less than
U∞/fc = 2πδ∗0/F ∼ 21δ∗0 with fc the controllable bandwidth [66]. Then, the estimation sensors
are placed at a distance of 20.4δ∗0 from the streamwise position of the actuators (xy = 887.6δ∗0),
which is similar to that of the 2D study. Although only spanwise modes up to k = 5 will be
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Figure 6.11: Module of T̂ k
yu.

controlled, 35 equispaced independent objects with the transverse separation of ∆z = 3.32δ∗0
are necessary to avoid aliasing. Indeed, the frequency spectrum of T̂ k

yu contains energy up
to k ∼ 9(see figure 6.11); taking 2 times less sensors would lead to detect only spanwise
modes up to kmax = 8 and the spectrum would risk to be aliased. Therefore, the minimum
number of independent actuator/sensor in the spanwise direction is actually set by not aliasing
the actuator-induced and noise-induced perturbation spectra. One could seek to optimize the
actuator forcing field to have only energy up to the mode k = 5 on the estimation sensors,
which would reduce the number of actuators and sensors to use, but this outside the scope of
this study.

The control settings of the 3D configuration (exogenous noise sources, actuators, estimation
sensors and performance sensors used in synthesis) are summarized in table 6.1.
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w u y zi

Streamwise position xw = 4.1δ∗0 xu = 867.2δ∗0 xy = 887.6δ∗0

xz3,u = 1775.0δ∗0
xz1,p = 1022.6δ∗0
xz2,p = 1312.2δ∗0
xz3,p = 1775.0δ∗0

Wall-normal position yw = δ∗0 yu = yg yy = 0
yzu = yg
yzp = 0

Number of independent objects
per streamwise position 35 35 35 35

Spanwise spacing ∆z = 3.32δ∗0 ∆z = 3.32δ∗0 ∆z = 3.32δ∗0 ∆z = 3.32δ∗0

Table 6.1: Summary of the control settings: exogenous noises w, actuators u, feedback estimation
sensors y and performance sensors zi used in identification and synthesis.

6.4 Identification and synthesis methods
Both identification and synthesis methods used in this 3D study employ state-space rep-

resentations. In such representations, the system matrices are real implying that the transfer
functions must respect the frequency Hermitian symmetry Ĉk(iω) = Ĉk∗(−iω). In the general
case, the problem with the new transfer functions Ĉk is that the frequency Hermitian symmetry
is not guaranteed for complex inputs/outputs Î(t)/Ô(t). These variables should be decomposed
to real and imaginary parts and several MIMO CMPs (instead of several SISO CMPs) of size
2× 2 should be solved to guarantee the Hermitian symmetry.

However, due to the even nature of our actuators/sensors (see equations 6.15 and 6.17 for
instance) and the type of forcing chosen, a symmetry plane for the streamwise velocity/pressure
disturbance responses exists (see figure 6.3), thus we have

∀ω Ĉk(iω) = Ĉ−k(iω), (6.19)

implying that the frequency Hermitian symmetry is respected. This enables in our specific
case to work on several independent SISO CMPs: we will identify T̂ k

ziỹ
, T̂ k

ziu
, T̂ k

yu and Ŵ k
ỹ and

synthetized K̂k only for the spanwise modes k ≥ 0. The SISO controllers K̂k for k ≥ 1 will be
duplicated to obtain K̂−k and fill properly the diagonal matrix K̂.

6.4.1 Reduced-order models

For the quantities Tziỹ and WỹW
∗
ỹ (see equations 6.6 and 6.7) from which T̂ k

ziỹ
and Ŵ k

ỹ are
derived, they are calculated by means of Welch’s method [198]. Then, an ensemble averaging
is performed on the different rows to obtain perfectly circulant matrices. The quantity Wỹ is
defined as the square root of the matrix WỹW

∗
ỹ to be also circulant [105]. For the quantity Tziỹ

built from the inverse of a CPSD matrix, a Moore-Penrose pseudoinverse [124, 138] is in fact
realized to get rid of too low singular values and ill-conditioned matrix. A Savitzky-Golay [157]
and low/high pass filters [26] are also applied on Tziỹ to smooth the frequency spectrum and
to focus only on the dominant frequencies of the Mack modes, respectively. For the quantities
Tziu and Tyu from which T̂ k

ziu
and T̂ k

yu are derived, they are calculated by Fourier transform of
the responses obtained from an impulse of one of the actuator (as the circulant matrix is fully
specified from one column).
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For each transfer function, 6 SISO systems have to be identified as we have to control
spanwise modes until k = 5. The identification of T̂ k

ziỹ
, T̂ k

ziu
, T̂ k

yu and Ŵ k
ỹ is carried out with

the ERA which requires impulse responses. These impulse responses are obtained by inverse
Fourier transform of the different quantities. Following the procedure developed in the 2D
study (see section 4.5.1), the ERA is applied after shifting the time axis of the impulses from
ˆ̃y
k

and ûk to ẑki by τziỹ (the delay of the perturbations from the row of estimation sensors to
the row of performance sensors in absence of control) to discard the unnecessary delays. This
eases the identification by reducing the size of the ROMs without impacting the results of the
synthesis. The comparison of the ROMs (circles) and frequency/impulse data (solid lines) for
the T̂ k

ziỹ
, T̂ k

ziu
, T̂ k

yu and Ŵ k
ỹ used in the synthesis step is plotted in figure 6.12. A good agreement

is obtained and the ROMs capture most of the important dynamics. For a particular spanwise
mode k, the sum of the orders of each SISO ROM is ∼ 160; as we have to control modes up to
k = 5, this would amount to working on a MIMO system potentially of order ∼ 960 (common
states could be in fact shared between the modes lowering this potential order of ∼ 960) which
illustrates the need to work on multiple decentralized SISO problems in the wavenumber space.
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Figure 6.12: Comparison of the ROMs (circles) and frequency/impulse data (solid lines) for the
T̂ k
ziỹ

, T̂ k
ziu

, T̂ k
yu and Ŵ k

ỹ used in the synthesis. Black, blue, green, red, orange and magenta colors
correspond to quantities associated with a spanwise mode k = 0, k = 1, k = 2, k = 3, k = 4 and
k = 5, respectively. Figures (c,d) are plotted for the wall-pressure performance sensors z3,p while
figures (g,h) are plotted for the velocity sensors z3,u. For the ROMs of T̂ k

z3,pỹ
and T̂ k

z3,uu, the time
axis of the impulse responses are shifted by τziỹU∞/δ∗0 ≃ 892 which corresponds to the suppression of
unnecessary dead times.
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6.4.2 Constrained minimization problems

The structure of the six controllers K̂k is imposed in the following way: each controller K̂k

is searched in a state-space form with a strictly-proper structure (inducing a roll-off of −20 dB
per decade at high-frequencies allowing to be robust to high-frequency noisy estimation sensors)
and a tridiagonal state matrix; each controller K̂k is stable with a controller order equal to 6,
which is similar to what was imposed for the controllers in the 2D study (see section 4.5.2).

For each controller K̂k with the structure imposed above, the systune algorithm solves the
following mixed H2/H∞ problem:

Step 1: minimize max(||(T̂ k
z3,uỹ

)cŴ k
ỹ ||2, ||(T̂ k

zAll
p ỹ)

cŴ k
ỹ ||2)

subject to ||WŜk Ŝ
k||∞ < 1 and ||W(K̂Ŝ)k(K̂Ŝ)k||∞ < 1,

Step 2: minimize ||(K̂Ŝ)k||2
subject to ||WŜk Ŝ

k||∞ < 1, ||(T̂ k
z3,uỹ

)cŴ k
ỹ ||2 < 1.01||(T̂ k

z3,uỹ
)cŴ k

ỹ ||Step1
2

and ||(T̂ k
zAll
p ỹ)

cŴ k
ỹ ||2 < 1.01||(T̂ k

zAll
p ỹ)

cŴ k
ỹ ||Step1

2 ,

(6.20)

with K̂kŜk denoted (K̂Ŝ)k to lighten the notation and zAll
p a vector such as zAll

p = [z1,p, z2,p, z3,p]
T .

Hence, for a spanwise mode k, (T̂ k
zAll
p ỹ

)c is a SIMO (one input and three outputs) transfer func-
tion. This two step CMP is the transcription of the fluidic specifications established in sections
6.2.1 and 6.2.2 and is explained in the following.

In the step 1 of the CMP, the minimization of ||(T̂ k
z3,uỹ

)cŴ k
ỹ ||2 and ||(T̂ k

zAll
p ỹ

)cŴ k
ỹ ||2 allows

the reduction of r.m.s. values of both velocity sensors at the generalized inflection point and
wall-pressure fluctuation sensors. To be able to compare these two types of sensors in the
"minimize max" formulation, their H2 norms are normalized by their respective uncontrolled
values ||Tzw||2 approximated by the six spanwise modes k used in the synthesis. The results are
therefore weighted by the importance that a spanwise mode has in the total energy. The H∞
constraint on WŜk Ŝk maintains adequate stability margins. Different stability margins could be
imposed for each mode depending on the uncertainty on T̂ k

yu. As no additional study has been
carried out in our case on the modelling errors or the variations of T̂ k

yu after inflow variations,
a constant frequency template WŜk = 0.5 involving ||Ŝk||∞ < 2 is chosen independently of
the spanwise mode considered. This template provided substantial margins despite variation of
±5% of the free-stream velocity in the 2D case (i.e for the case k = 0, see section 4.7.2) and one
can hope that it will be the same for the other modes. With this template, each SISO system
associated with a spanwise mode k will be guaranteed stable up to 50% of relative model errors
∆̂k on T̂ k

yu (see section 4.3). The frequency template |1/W(K̂Ŝ)k | = 80 dB linked to the H∞

constraint on W(K̂Ŝ)k(K̂Ŝ)k is just chosen as a very large constant so as not to constrain too
much the actuator activity while rejecting ill-conditioned controller K̂k with infinite norms; the
constraint of performance robustness despite noisy estimation sensors is thus very weakly active
in this step. In summary, this first algorithmic step returns controller K̂k reducing as much as
possible the H2 norms of the transfers related to the velocity and pressure performance sensors
while ensuring the stability robustness of the feedback loop.

In the step 2 of the CMP, a minimization of ||(K̂Ŝ)k||2 is realized under the constraint of
recovering similar results to step 1 in terms of pressure/velocity disturbance rejection. The
same minimal stability margins than in the step 1 are required through the frequency tem-
plate WŜk = 0.5. This two-step resolution is explained by the fact that it is difficult to find
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weighting functions to compare H2 norms related to nominal performance and H2 norms re-
lated to performance robustness despite noisy sensors in order to solve a single minimization
problem. By minimizing ||(K̂Ŝ)k||2, the controller is desensitized as much as possible to white
noise corrupting the estimation sensors. This minimization completes the strictly-proper struc-
ture of K̂k which brings natural robustness to high-frequency noise. This approach is more
straightforward than the one used in the 2D study, where the actuator activity had been pro-
gressively constrained in low-frequency range to be robust to a signal-to-noise ratio of 2 at the
estimation sensor (see section 4.7.3.1), because the actuator activity is here directly minimized.
The optimal results of the step 1 in terms of disturbance rejection (i.e. ||(T̂ k

z3,uỹ
)cŴ k

ỹ ||Step1
2 and

||(T̂ k
zAll
p ỹ

)cŴ k
ỹ ||Step1

2 ) are raised by a factor 1.01 in the step 2 in order to obtain several controllers
that respect these constraints before that the algorithm starts the minimization procedure of
||(K̂Ŝ)k||2. In summary, the second algorithmic step is a trivial way to obtain controller K̂k

reducing as much as possible both H2 norm related to velocity/pressure disturbance rejection
and H2 norm related to actuator activity in case of white noises corrupting the estimation
signals, while ensuring stability robustness.

In the step 1 and 2, a dozen and a hundred random controller initializations are respectively
performed to deal with the non-convex nature of the optimisation problem. With the non-
smooth algorithm employed and a parallel computation on 12 CPU cores (Intel(R) Xeon(R)
CPU E5-2650 v3 @ 2.30GHz), the six controllers K̂k at the end of the step 2 are obtained
in approximately 2 hours (so around twenty minutes per controller K̂k), which seems very
reasonable for the control of a 3D configuration.

6.5 Analysis of the controlled flow in the linear regime

6.5.1 Performance on the ROMs

The results of the six controllers K̂k on the ROMs are analysed in this section. The figure
6.13a shows the magnitude of (K̂Ŝ)k for the two steps of the algorithmic procedure. Note
that the frequency template 1/|W(K̂Ŝ)k | = 80 dB used in the step 1 is located well above the
maximum of (K̂Ŝ)k. Thanks to the minimization of ||(K̂Ŝ)k||2 at the step 2, the actuator
activity is considerably reduced at low and high-frequencies for most controllers compared to
those resulting of the step 1. In the bandwidth of the first Mack mode (F ∼ [0.02, 0.2]) and
second Mack mode (F ∼ [0.2, 0.3]), the actuator activities resulting from step 1 and 2 are
equivalent. All the controllers have the roll-off of -20 dB per decade at high-frequencies due to

their strictly-proper structure. The quantity

√
5∑

k=0

||(K̂Ŝ)k||22 at the end of the step 2 is about

1.89 times lower than after the step 1 which allows a stronger performance robustness to white
noise corrupting estimation sensors, and this without impacting the nominal performance and
stability robustness. The Nyquist plots of the SISO loop gains −(T̂yuK̂)k after the step 2 is
plotted in figure 6.13b. The minimal distance between the Nyquist plots and the critical point (-
1,0) (red cross) after which a closed-loop becomes unstable, representing by the modulus margin
||Ŝk||−1

∞ , is higher than 0.5 for all loop gains −(T̂yuK̂)k, which obeys logically the constraint
||WŜk Ŝk||∞ < 1 imposed in the CMPs. Some controllers are even further away from the
critical point and would be guaranteed stable for a relative error on T̂ k

yu greater than 50%: for
example ||Ŝ1||−1

∞ = 0.82 which means that the controller K̂1 associated with the spanwise mode
k = 1 will be guaranteed stable up to 82% of relative model error ∆̂1 on T̂ 1

yu. Concerning the
nominal performance evaluated on the ROMs, it is summarized in table 6.2 and plotted in figure
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(a) (b)

(c)

Figure 6.13: For colors, same caption as in figure 6.12. (a) Gain of (K̂Ŝ)k for the two minimization
steps. (b) Nyquist plot of the loop gain −(T̂yuK̂)k. (c) Comparison for controlled and uncontrolled
cases of ||T̂ k

z3,uỹ
Ŵ k

ỹ ||2 and ||T̂ k
zAll
p ỹ

Ŵ k
ỹ ||2 normalized by their respective uncontrolled values ||Tzw||2

approximated by the six spanwise modes used in the synthesis.

6.13c. The weightings lead to privilege pressure disturbance rejection over velocity disturbance
rejection for the first two modes k = 0 and k = 1 as ||(T̂ k

zAll
p ỹ

)cŴ k
ỹ ||2 > ||(T̂ k

z3,uỹ
)cŴ k

ỹ ||2; the
algorithm therefore seeks in priority to minimize the pressure perturbations and even amplifies
the velocity perturbations compared to the uncontrolled case for these first two spanwise modes.
Hence, an effect similar to the waterbed effect appears as the reduction of the amplitude of some
frequencies leads to the amplification of other ones. Both pressure and velocity disturbances
are reduced for k = 2. For the last three modes k = 3, k = 4 and k = 5, the weightings
lead to privilege velocity disturbance rejection while the pressure perturbations are amplified
until reaching a Pareto front ||(T̂ k

zAll
p ỹ

)cŴ k
ỹ ||2 ≃ ||(T̂ k

z3,uỹ
)cŴ k

ỹ ||2 where it is no longer possible to
reduce one without degrading the other.
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k = 0 k = 1 k = 2 k = 3 k = 4 k = 5

||T̂ k
zAll
p ỹ

Ŵ k
ỹ ||2 0.67 0.54 0.37 0.31 0.15 0.05

||(T̂ k
zAll
p ỹ

)cŴ k
ỹ ||2 0.37 0.35 0.30 0.36 0.26 0.09

||T̂ k
z3,uỹ

Ŵ k
ỹ ||2 0.01 0.02 0.36 0.76 0.50 0.18

||(T̂ k
z3,uỹ

)cŴ k
ỹ ||2 0.02 0.04 0.25 0.36 0.26 0.09

Table 6.2: Nominal performance on the ROMs for each spanwise mode k normalized by the weightings
used in step 1 of the algorithmic procedure: their respective uncontrolled values ||Tzw||2 approximated
by the six spanwise modes used in the synthesis.

6.5.2 Performance on the full system

The six controllers K̂k are used to form the diagonal matrix K̂(s). The controller matrix
K̂(s) is of order 6 + 5 × 6 × 2 = 66 as each K̂k is of order 6 and K̂k appears twice in the
matrix when k ≥ 1. For k ≥ 6, K̂k = 0. Then, the MIMO centralized controller used in the
physical space is obtained as K(s) = D−1

DFT K̂(s)DDFT and implemented in the CFD solver
FastS where the control signal vector u is updated from the estimation signal vector y by
solving the first-order differential equations of the controller state-space representation.

The spatio-temporal responses and frequency spectra of the spanwise modes for the perfor-
mance sensors z3,u and z3,p after an impulse of the exogenous noise w0 (at the center span-
wise position) are represented in figure 6.14. With the control action, the oblique structure
of the velocity wavepacket at the generalized inflection point is conserved but its amplitude
is lower compared to the uncontrolled case (see figures 6.14(a,c)) as the amplitude of the
dominant frequencies and spanwise modes of the first Mack mode have been reduced (see fig-
ures 6.14(b,d)). The amplitude of the wall-pressure wavepacket is also decreased (see figures
6.14(e,g)) thanks to the control which targets also the dominant frequencies and spanwise
modes of the second Mack mode (see figures 6.14(f,h)). As the dominant frequencies and
modes between the controlled and uncontrolled cases are still the same, the 2D structure of
the wall-pressure wavepacket is weakly impacted. The amplitude of the dominant spanwise
modes are reduced at each abscissa of the plate and control does not modify modes higher
than k = 5 (see figure 6.15) because we focused only on smaller modes in our synthesis. The
quantity max

x>xu, k
ln ||T̂ k

z(x)w||∞− max
x>xu, k

ln ||(T̂ k
z(x)w)

c||∞ from the streamwise position of the actu-

ators xu until the end of the domain is equal to ∼ 0.9 and ∼ 0.85 for the velocity and pressure
performance sensors, respectively. From the LLST point of view, this quantity may akin to
max
x>xu

Ñ − max
x>xu

Ñ c with Ñ and Ñ c the N -factor envelope of the uncontrolled and controlled
cases, respectively.

Beyond these results for the performance sensors, the performance is also evaluated by
considering the r.m.s. values averaged in the spanwise direction when the 3D boundary layer
is excited simultaneously by the 35 uncorrelated white-noise signals wj. For the r.m.s. velocity
field (see figure 6.16), whose high values are located around the generalized inflection point
due to the predominance of the first Mack mode, the control reduces the amplitude of the
perturbations. For the r.m.s. pressure field (see figure 6.17), the high values are located both
close to the generalized inflection point and close to the wall due to the first Mack mode and
second Mack mode, respectively. The reactive law controls simultaneously these two modes but
an acoustic wave is generated at the location of the actuators. This acoustic wave is almost
not present on the density and temperature fields (see figures 6.18(a,b)) whose perturbations
are considerably mitigated thanks to the control. The quantitative results for the quantity
maxy < u′

rms >z are depicted in figure 6.18c and only one row of velocity performance sensors
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Figure 6.14: Spatio-temporal responses and frequency spectra of the spanwise modes are in the first
and second columns, respectively. The uncontrolled case for the performance sensors z3,u (resp. z3,p)
is plotted in (a,b) (resp. (e,f)). The controlled case for the performance sensor z3,u (resp. z3,p) is
plotted in (c,d) (resp. (g,h)).
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Figure 6.15: Evolution of ||T̂ k
z(x)w||∞ for some k for (a) velocity fluctuation performance sensors at

the generalized inflection point and (b) wall-pressure fluctuation performance sensors. The vertical
dotted line represents the streamwise position of the actuators. For colors, same legend as in figures
6.7(a,b).

at yg in the synthesis step has allowed to reduce the amplitude of the disturbances all along
the numerical domain. The quantity maxy < p′rms >z bumps immediately after xu (see figure

(a)

(b)

Figure 6.16: Contours of u′rms averaged in the spanwise direction for the uncontrolled (a) and con-
trolled (b) cases. The white solid and dashed lines represent the boundary layer thickness δ and the
generalized inflection point position yg, respectively.

6.18d) before decreasing as the acoustic wave is attenuated when exiting the boundary layer.
One could seek to further reduce the actuator activity, add performance sensors capable of

detecting this acoustic wave or change the forcing field of the actuators to avoid this pressure
bump. Yet, we will see in section 6.7 that this wave does not prevent delaying the transition
to turbulence so the resulting controller is deemed sufficiently satisfactory and performance
robustness is addressed next.
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(a)

(b)

Figure 6.17: Contours of p′rms averaged in the spanwise direction for the uncontrolled (a) and con-
trolled (b) cases. The white solid and dashed lines represent the boundary layer thickness δ and the
generalized inflection point position yg, respectively.

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

m
ax

y
<
ρ
′ rm

s
>
z
/ρ
∞

×10−4

Without Control

Control

(a)

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

m
ax

y
<
T
′ rm

s
>
z
/T
∞

×10−3

Without Control

Control

(b)

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

m
ax

y
<
u
′ rm

s
>
z
/U
∞

×10−4

Without Control

Control

(c)

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

m
ax

y
<
p′ rm

s
>
z
/p
∞

×10−5

Without Control

Control

(d)

Figure 6.18: Evolution of maxy < .rms >z for (a) ρ′, (b) T ′, (c) u′ and (d) p′. The vertical magenta
and black dotted lines represent, respectively, the streamwise positions of the actuators (with the
sensors y nearby) and the performance sensors zi used for synthesis.
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6.5.3 Performance robustness

Performance robustness is evaluated by checking the performance in terms of disturbance
rejection despite noisy estimation sensors and off-design operating conditions when free-stream
velocity variations are considered, as in the 2D study (see section 4.7.3).

6.5.3.1 Noisy estimation sensors

Firstly, all the estimation sensors yj are corrupted by uncorrelated white Gaussian noises
nj and by the same amount of noise (50% of the r.m.s. value without control of yj, i.e ideal
signal-to-noise ratio of 2), which models an intrinsic defect of the wall-pressure estimation
sensors. The PSD of the noisy estimations sensors yj (red line) is very far from that of the ideal
sensors (blue line) in low and high frequencies (see figure 6.19a) because as nj is a white noise,
the gain of the ratio yj(iF )/nj(iF ) is low where the ideal signal power is low. Conversely,
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Figure 6.19: In all subplots, controlled systems with ideal and noisy estimation sensors y are repre-
sented by blue and red lines, respectively. PSD of (a) y0 and (b) u0. Evolution of (c) maxy < u′rms >z

and (d) maxy < p′rms >z . For vertical lines in (c,d), same caption as in figure 6.18.

the ratio yj(iF )/nj(iF ) is large where the ideal signal power is large (F ∼ [0.06, 0.35]) and
the PSD of the noisy sensors is similar to that of the ideal sensors. The PSD of the actuator
signals for corrupted y differs from that from ideal y also in low and high frequencies because
u(iF ) = K(iF )y(iF ) (see figure 6.19b). The maximum along the wall-normal direction of
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< u′
rms >z slightly differs between the ideal and noisy estimation sensor cases (see figure 6.19c).

Yet, except a bump near the streamwise actuator position due to the higher energy injection in
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Figure 6.20: Estimation sensors y are corrupted by different levels of colored noises. (a) Short
sequence of y0. PSD of (b) y0 and (c) u0. Evolution of (d) maxy < u′rms >z and (e) maxy < p′rms >z.
For vertical lines in (d,e), same caption as in figure 6.18.

low-frequencies, the quantity maxy < u′
rms >z stays below the uncontrolled curve all along the

domain. For the quantity maxy < p′rms >z, the noisy sensors lead to a stronger acoustic wave
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(see figure 6.19d). Downstream of this acoustic wave, the attenuation of disturbances with
noisy sensors is equal to that with ideal ones. This is because the frequencies of the second
Mack mode to be controlled (F ∼ [0.2, 0.3]) are not impacted by the white noises n as the ratio
yj(iF )/nj(iF ) is the most important in this bandwidth, unlike the frequencies of the first Mack
mode to be controlled (F ∼ [0.02, 0.2]) where this ratio is weaker involving higher variations
between the ideal and noisy cases for the quantities related to this first mode (e.g. the velocity
field at yg). The variations between the ideal and noisy cases for density and temperature
fields (not shown here) follow the same trend as for velocity field. Note that if a strictly-proper
structure for K̂k had not been imposed in the synthesis and the minimization of ||(K̂Ŝ)k||2 not
realized in the step 2 of the CMPs, the power of the actuator signals would be much higher in
high and low-frequencies and the intensities of the velocity bump and the acoustic wave would
have been even more important.

Considering white noises n is the most conservative approach when we do not know what
kind of noise corrupts the sensors y. Some sensors may be noisy only in high-frequencies in
realistic setup [106]. A high-pass filter of order 12 with a cut-off frequency F = 0.38 is applied to
the white Gaussian noises nj. Hence, the estimation sensors are now corrupted by colored noises
outside the bandwidth of the first and second Mack modes to be controlled. Different ideal
signal-to-noise ratios (SNR) for these colored noises are evaluated: SNR1 ≃ 2.08 (denoted "Low
noise"), SNR2 ≃ 1.04 (denoted "Medium noise") and SNR3 ≃ 0.52 (denoted "High noise").
A temporal sequence of the corrupted sensors for the "High noise" case is depicted in figure
6.20a. The PSD of the estimation and actuator signals is corrupted only in high-frequencies
with these colored noises (see figures 6.20(b,c)). The velocity disturbance rejection is as in the
ideal sensor case even in the high noise SNR3 ≃ 0.52 case (see figure 6.20d). The velocity bump
that was present in the case of white noises is no longer present while the SNR is lower in the
medium and high noise cases than in the previous white noise case: this velocity bump was
clearly due to the low-frequency actuator activity which took important values when estimation
sensors were corrupted by white noises. The pressure disturbance rejection is also equivalent
to the ideal sensor case except in the acoustic wave region (see figure 6.20e): the acoustic wave
intensity increases with the intensity of the colored noise but remains much lower than in the
white noise case despite lower SNRs.

In summary, performance robustness despite noisy estimation sensors of our control law
depends mostly on which frequencies are noisy. If white Gaussian noises corrupt the estimations
sensors, the velocity disturbance rejection linked to first Mack mode is deteriorated as soon as
SNR = 2 but the controlled curves stay below the uncontrolled ones over a fairly long distance
along the plate. The performance remains that of the ideal case even with much lower SNRs
when only high-frequency noisy sensors are considered. If even noisier sensors were used or if
the velocity/acoustic bumps prevented delaying transition to turbulence, it would be enough
to reduce more the actuator activity (K̂Ŝ)k in the CMPs (especially in low-frequencies) by
relaxing the constraints related to nominal performance.

6.5.3.2 Off-design operating conditions

Performance robustness to off-design operating conditions is assessed when free-stream ve-
locity variations of ±2.5% are considered. These variations appeared to be the most problematic
in the 2D study because they change the convective delays involving phase variations in the
transfer functions (see chapters 4 and 5). In addition to modifying the hydrodynamic delays,
the variations of U∞ imply variations of ±2.5% of M∞ and Rex, since ρ∞ and T∞ are kept
constant. The stability robustness analysis on these ±2.5% cases is not carried out and the
controller is directly implemented on the full 3D system because each Nyquist plot of the SISO
loop gain −(T̂yuK̂)k was far enough from the critical point (see figure 6.13b) to hope to be
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stable after small velocity variations of ±2.5%. New boundary layer profiles are used as inlet
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Figure 6.21: Start of the time sequence for (a) z03,u and (b) z03,p for the on-design case (solid lines)
and the ±2.5% (dotted and dashed lines) off-design cases.

conditions. The start of the time sequence for performance sensors when the 3D boundary
layer is excited simultaneously by the 35 uncorrelated white noise sources wj with the same
amplitudes as in the M∞ = 4.5 DNS is plotted in figure 6.21: it illustrates the variation of
convective delays. The PSD of the performance sensors z03,u and z03,p at the center spanwise
position is represented in figures 6.22a and 6.22b, respectively. For uncontrolled cases (black
lines), the dominant frequencies of the first Mack mode are relatively unaffected by the free-
stream velocity variations. For the uncontrolled high-frequencies of the second Mack mode,
their magnitudes are higher (respectively lower) in the +2.5% (respectively −2.5%) case than
in the nominal M∞ = 4.5 case. The amplitudes of the dominant frequencies of both the first
and second Mack modes are reduced in the ±2.5% controlled cases (blue lines). The maxima
along the wall-normal direction of < u′

rms >z (see figure 6.22c) and < p′rms >z (see figure 6.22d)
are still reduced in off-design conditions thanks to the feedback setup. Note that the higher
the free-stream velocity, the lower the intensity of the acoustic wave generated by the control.
For this range of free-stream variations, our simple feedback law is considered to be sufficiently
robust in performance so that it is not necessary to further robustify some K̂k by multi-model
synthesis (see chapter 5). For an even wider range of operating points, gain scheduling could be
employed where the controller parameters vary with the operating point considered following
an interpolating law from a set of LTI SISO controllers K̂k synthesized at various operating
points. The gain scheduled law could be built very easily without any technical limitation in
the 3D configuration because the interpolation law could be obtained in the wavenumber space
thanks to the decentralized approach by solving the SISO CMPs.
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Figure 6.22: Evolution of the PSD of (a) z03,u and (b) z03,p after a variation of U∞ of ±2.5%. Evolution
of (c) maxy < u′rms >z and (d) maxy < p′rms >z after a variation of U∞ of ±2.5%. The nominal cases
are in solid lines; the ±2.5% cases are in dotted and dashed lines. For vertical lines in (c,d), same
caption as in figure 6.18.

6.6 Robustness to non-linearities

All the results presented so far were for wj(t) of sufficiently low value to obtain perturbations
which remain in the linear regime until the end of the domain as the tools of control theory
(identification, synthesis) we used are based on the assumption of linearity. The robustness of
the control law to non-linearities is now assessed as the non-linear interactions of secondary
growth mechanisms may lead to the vortex breakdown which is a necessary phase to have a
turbulent boundary layer (see section 1.5).

Two variances for the exogenous noise sources leading to non-linear growth in the domain
are tested: Var[wj] = 1 and Var[wj] = 25. For comparison, the variance used in the linearized
DNS was Var[wj

linear] = 0.0016. The fluctuations of the estimation sensors are up to 0.19%
and 1% of p∞ when Var[wj] = 1 and Var[wj] = 25, respectively (see figure 6.23). At the
streamwise position of the estimation sensors, the velocity fluctuations are up to 0.38% and
2% of U∞ when Var[wj] = 1 and Var[wj] = 25, respectively. The control law still reduces
significantly both velocity and pressure disturbances when Var[wj] = 1, which is considered as
a weakly non-linear case as the results are close to the linear ones (see figures 6.24(a,b)). When
Var[wj] = 25 (see figures 6.24(c,d)), the perturbation amplitude is such that the disturbances
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Figure 6.23: Short sequence of y0 for different intensity levels of exogenous noises wj in the uncon-
trolled case.
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Figure 6.24: For exogenous noise sources with (a,b) Var[wj ] = 1 and (c,d) Var[wj ] = 25, evolution
of (a,c) maxy < u′rms >z and (b,d) maxy < p′rms >z. The linear cases (dashed lines) are rescaled by

multiplying their results by
√

Var[wj ]/Var[wj
linear] for comparison. For vertical lines, same caption as

in figure 6.18.
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are weakly non-linear at xu before being strongly non-linear at the end of the domain. For this
stronger non-linear case, the control law still manages to maintain some performance by staying
below maxy < u′

rms >z of the uncontrolled system all along the domain but the mitigation of
pressure disturbances is no longer effective.

In summary, the control law designed from linear tools appears to be robust to non-linearities
in terms of velocity perturbation rejection while the performance in terms of pressure pertur-
bation rejection drops when the non-linear effects are too large.

6.7 Transition to turbulence

Finally, the ability of the feedback law to delay transition to turbulence of a supersonic
boundary layer is assessed. The length of the previous 3D computational domain is doubled in
the streamwise direction in order to obtain transition in the new domain while remaining weakly
non-linear from the streamwise position of the actuators to the end of the previous domain used
in linearized DNS. Indeed, this allows to mitigate both the pressure and velocity disturbances
at least up to x = 1910.2δ∗0 as the reduction of pressure disturbances drops when non-linear
effects are too important. For this new computational domain used for transition to turbulence,
the boundary conditions and the wall-normal and spanwise lengths remain unchanged. The
new streamwise length is x ∈ [0., 3820.4δ∗0]; the sponge zone after this useful domain is still
present with the stretching of 30 cells in the streamwise direction and Lsponge = 91.9δ∗0. A
resolution of 6400 × 220 × 176 is adopted (not including the sponge zone) and the spacings
in the x, y, z directions are the same as in the previous DNS. This resolution ensures that
∆x+ < 4, ∆z+ < 3.5 and ∆y+wall < 1 in the entire domain (dimensionless grid size is defined as
∆x+

i =
√
τwallρwalldxi/µwall with xi corresponding to any direction of the cartesian coordinate

system).
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Figure 6.25: For exogenous noise sources with Var[wj ] = 4, evolution of (a) maxy < u′rms >z and (b)

Cf . The linear case (dashed line) in (a) is rescaled by multiplying its results by
√

Var[wj ]/Var[wj
linear]

for comparison. The magenta vertical line represents the streamwise position of the actuators. The
first and second black vertical dotted lines represent the streamwise position from which the non-linear
effects are no longer negligible and the beginning of transition to turbulence, respectively. The black
dashed curves in (b) represent the evolution of the skin friction coefficient for the fully laminar case
(lower curve) and the turbulent case (upper curve).

The DNS of transition to turbulence is performed with exogenous noise sources with Var[wj] =
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4. With this noise intensity, the non-linear effects are no longer negligible from xNl = 1284.6δ∗0
(see figure 6.25a, first vertical black dotted line); this position is defined in this study when the
relative difference between maxy < u′

rms >z of linearized DNS and non-linear DNS is higher
than 5%. At x = 1910.2δ∗0 (i.e the end of the previous domain used for linearized DNS), the
results differ by about 30%. In the uncontrolled case, the start of transition to turbulence,
defined by argxminCf (with Cf = <τwall>z,t

0.5ρ∞U2
∞

), is at xTr = 2736.0δ∗0 (see figure 6.25b, second
vertical black dotted line). The threshold curves that represent the skin friction of a laminar
and a fully turbulent flat-plate boundary layer are also presented in this figure: the laminar
and turbulent thresholds come from the DNS without exogenous noise sources and the results
of [77] with a least square fit to obtain a Re

−1/5
x correlation law, respectively.

A qualitative description of the transition to turbulence process for the uncontrolled case
is provided in figure 6.26. In the weakly non-linear region (0 < x < xNl), the flow field is

(a)

(b) (c)

Figure 6.26: Uncontrolled DNS results of transition visualized using a Q-criterion isosurface (Q =
2 × 10−7U2

∞/δ∗
2

0 ) colored by streamwise velocity for different streamwise segments: (a) 0 < x < xNl,
(b) xNl < x < xTr and (c) xTr < x < 3820.4δ∗0 .
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dominated by the 2D structures of the second Mack mode near the wall with the oblique
structures of the first Mack mode above (see figure 6.26a). Then, for xNl < x < xTr (see figure
6.26b), the 2D structures are still near the wall but the growth of the oblique waves leads to
the generation of elongated streaks giving birth to Λ-vortices. Finally, for x > xTr (see figure
6.26c), the evolution of the Λ-vortices and streaks results in the formation of hairpin vortices
and the destabilization of near-wall structures which indicates a turbulent breakdown of the
flow.

For this transition to turbulence scenario, the feedback control drastically reduces the max-
imum amplitude of disturbances all along the new numerical domain (see figure 6.27). At the
end of the domain for x = 3820.4δ∗0, the quantity maxy < .rms >z is reduced by approximately
42%, 53%, 61% and 27% for ρ′, T ′, u′ and p′, respectively. Note that the intensity of the acoustic
wave generated by the control near xu is negligible compared to the values of the pressure fluc-
tuations further downstream of the domain and this acoustic wave does not prevent mitigation
of the disturbance growth further downstream (see figure 6.27d). The reduction in disturbance
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Figure 6.27: Evolution of maxy < .rms >z for (a) ρ′, (b) T ′, (c) u′ and (d) p′ for the transition case.
For vertical lines, same caption as in figure 6.25.

amplitude is also illustrated by short timeseries in figure 6.28 for both the velocity and pressure
fluctuations. The profiles of < u′

rms >z at different streamwise locations are plotted in figure
6.29. In the weakly non-linear region (see figure 6.29a), the controlled r.m.s. profile takes lower
values than the uncontrolled r.m.s. profile on the whole wall-normal direction thanks to the
control of both the first and the second Mack modes. Even at a more downstream position
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Figure 6.28: Short sequence of u′ (a) and p′ (b) at (x, y, z) = (3281.6δ∗0 , 15.1δ
∗
0 , 0.) and (x, y, z) =

(3281.6δ∗0 , 0., 0.), respectively.
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Figure 6.29: Profiles of < u′rms >z at (a) x = xNl, (b) x = 1910.2δ∗0 , (c) x = xTr and (d) x = 3300.5δ∗0 .

where the non-linear effects are much more important (see figure 6.29b), the maxima of the
profiles are still located near the generalized inflection point as long as the boundary layer re-
mains laminar. At the beginning of transition to turbulence (see figure 6.29c), the uncontrolled
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profile < u′
rms >z starts to collapse downwards while the maximum of the controlled profile

is still near yg. Finally, at x = 3300.5δ∗0 (see figure 6.29d), the maximum of the uncontrolled
profile is located close to the wall while it remains further above in the controlled profile, with
much lower r.m.s. values. The fact that the collapse of the velocity profile is delayed in the
controlled case is due to the delay of the breakdown stage. Indeed, the non-linear interactions
of the oblique first Mack modes near yg lead to structures with wavenumbers twice as large
(see figure 6.30a). This results in structures having these wavenumbers twice larger but at
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Figure 6.30: 2D spectrum |û′(F, k)| of the (a,b) uncontrolled and (c,d) controlled cases at (a,c)
(x, y) = (1904.8δ∗0 , 11.5δ

∗
0) and (b,d) (x, y) = (1904.8δ∗0 , 0.015δ

∗
0).

zero frequency near the wall (see figure 6.30b): these steady vortices are pushed upward in the
boundary layer by the lift-up effect resulting in streaks and in the first Mack mode oblique
breakdown in the uncontrolled case. Even if the controller has only impact up to k = 5 in the
linear case, the amplitude reduction of the modes up to k = 5 in the controlled case allows to
have weaker non-linear interactions and thus to have weaker amplitudes for the structures with
twice the wavenumbers of the oblique first Mack mode (see figure 6.30c). Hence, the amplitude
of the steady vortices near the wall is decreased (see figure 6.30d) resulting in a delay of the
first Mack mode oblique breakdown in the controlled case.

The instantaneous contours of streamwise velocity and numerical Schlieren visualisation are
shown in figure 6.31. The uncontrolled flow presents wiggles and chaotic structures while the
controlled flow appears smoother and the turbulent structures are clearly delayed thanks to
the lower amplitude of the steady streak structures. The laminar region is extended in the
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(a)

(b)

Figure 6.31: Instantaneous contours of streamwise velocity (xz-plane at y = 1.99δ∗0) and numerical
Schlieren visualisation (xy-plane at z = 0) between 2939.7δ∗0 < x < 3820.4δ∗0 for the (a) uncontrolled
and (b) controlled cases.
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Figure 6.32: Evolution of the friction coefficient Cf for the transition to turbulence case. The third
black vertical dotted line represents the beginning of transition to turbulence for the controlled case.
For other vertical lines, same caption as in figure 6.25.
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controlled case and transition to turbulence is delayed by ∆xTr = 564.4δ∗0 (see figure 6.32); this
distance represents ∼ 20% of the distance from the leading edge of the flat plate to abscissa
of transition in the uncontrolled case (i.e. 19δ∗0 + 2736δ∗0). The delay in terms of Rex is
∆Rex = 1.2× 106. This result will be discussed and put in perspective in the next chapter.
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Chapter outcome summary:

A robust reactive law has been developed to control both the linear growth of first and
second Mack modes in a 3D boundary layer over a flat plate at Mach 4.5 in order to
delay transition to turbulence.
The estimation sensors are placed downstream of the actuators to have a feedback setup
and take advantage of its natural ability to be robust to free-stream variations and model
uncertainties. Performance sensors are wall-pressure fluctuation sensors and velocity
fluctuations sensors at the generalized inflection point to have strong observability of the
amplification mechanisms of the first and second Mack modes. The MIMO centralized
problem where all the inputs are connected to all the outputs is transformed to a SISO
decentralized problem in the transverse wavenumber space where only one input is con-
nected to one output. This greatly simplifies model identification and controller synthesis
by solving multiple low-order independent problems instead of a single high-order prob-
lem and to spend control effort only on the spanwise modes associated with the most
energetic structures. Indeed, the interconnection of the different modes is impossible in
the linear growth stage.
The control law is built from linear tools where perturbations remain in the linear regime.
The ERA is used for the identification procedure after shifting the time axis (removing
dead times does not impact system norms) of some impulse responses to reduce the
size of the ROMs. Then, structured mixed H2/H∞ synthesis is employed to impose the
controller structure upfront and to obtain simultaneously in an optimal way nominal
performance, stability robustness and performance robustness despite noisy estimation
sensors.
The resulting controller, implemented in the FastS solver, is firstly tested on linear
configurations. The control drastically reduces the amplitude of both first and second
Mack modes although it leads to the creation of an acoustic wave. Performance robust-
ness to noisy estimation sensors depends mostly on the noise spectrum but whether the
estimation sensors are corrupted by white noise or high-frequency colored noise, the per-
turbation amplitude is reduced over a fairly long distance along the plate thanks to the
CMPs solved. The performance robustness despite free-stream velocity variations, which
are the most problematic variations due to the variations of the convective delays pre-
venting to generate destructive interferences, is also ensured for variations of ±2.5% of
U∞ thanks to the feedback setup employed. The closed-loop is obviously stable on these
off-design conditions thanks to the large stability margins imposed in the synthesis.
The robustness to non-linearities and the ability of the control law to delay transition
to turbulence are also assessed. The perturbations have to be weakly non-linear at the
streamwise position of the actuators to avoid a drop of the performance in terms of
pressure perturbation rejection. For a transition to turbulence case, the control reduces
the non-linear interactions as the amplitude of the steady structures near the wall is
decreased, resulting in delaying the first Mack mode oblique breakdown of a distance
representing ∼ 20% increase in the laminar zone from the upstream edge of the plate.



Conclusions and outlook

Conclusions

The whole process of this thesis is dedicated to obtain a robust reactive control law to delay
transition to turbulence of a supersonic boundary layer. This thesis has been divided into three
main axes detailed below which allow to reach the objective.

Control of 2D instabilities with modern robust synthesis tools: feed-
forward vs feedback

The first step is dedicated to the control of 2D linear perturbations in a supersonic boundary
layer at Mach 4.5 and to the comparison of the feedforward and feedback setups. Starting with
a two-dimensional configuration simplifies the problem and allows probing new synthesis tools
for tackling the issues of stability and performance robustness in closed-loop.

After linear input-output reduced-order models have been identified with special empha-
sis on the problem of time-delays in such noise-amplifier flow, multi-criteria structured mixed
H2/H∞ synthesis is used to select beforehand the controller structure and to minimize appropri-
ate norms of various closed-loop transfer functions: the H2 norm is used to guarantee nominal
performance (reduction of perturbation amplification) and the H∞ norm is used to maintain
performance robustness (with respect to noisy estimation sensor) and stability robustness (with
respect to uncertain free-stream velocity/density variations).

Two control configurations are tested: one where the estimation sensor is placed upstream
of the actuator (called feedforward) and one where the estimation sensor is placed downstream
of the actuator (called feedback). Both feedforward and feedback setups maintain the local
perturbation energy below a given threshold over a significant distance downstream of the
actuator in the nominal case. Moreover, the stability robustness for the feedback design is not
a problem thanks to the robust synthesis and the constraints imposed. Regarding performance
robustness, both setups manage to reduce the amplitude of disturbances compared to the
uncontrolled case despite noisy estimation sensors or inflow density variations of ±5%. However,
the feedforward setup becomes completely ineffective when free-stream velocity variations of
±5% are considered, which highlights the strong relevance of the feedback setup for performance
robustness in convectively unstable flows when LTI controllers are built from a single operating
point.
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Maintaining low disturbances over a range of free-stream velocity vari-
ations

While stability robustness in a feedback configuration is not an issue thanks to modern syn-
thesis methods, performance robustness, through velocity variations, has emerged as the major
issue for noise-amplifier flows. In order to maintain performance in terms of perturbation
amplitude reduction over a wide range of free-stream velocity variations, different techniques
are employed (all based on the structured mixed H2/H∞ synthesis) for the control of the 2D
supersonic boundary layer to improve the performance robustness of the baseline feedback-
/feedforward controllers designed at a single operating point.

The first approach consisted in taking advantage of both the nominal performance of the
feedforward configuration and the robust performance of the feedback configuration by com-
bining the two in a single synthesis scheme to achieve optimal control over both aspects. Yet,
this combined approach has no performance robustness when it is designed at a single oper-
ating point because the feedforward controller deteriorates the natural ability of the feedback
controller to be robust to free-stream velocity variations.

Then, a multi-model synthesis was used which explicitly takes into account the performance
robustness in the synthesis problem by optimizing a single controller over multiple operating
points at once. The multi-model feedforward controller still amplifies more the disturbance
amplitude than the uncontrolled case over the range of considered operating points due to the
poor ability of a feedforward setup to be robust to phase variations which is equivalent to
convective delay variations. Keeping the local perturbation energy below a constant thresh-
old downstream of the actuator, for free-stream velocity variations of ±5%, is found to be
impossible using a unique feedback controller, even with multi-model synthesis. Multi-model
synthesis slightly improves off-design performance over single-model synthesis indeed, but the
gain is clearly insufficient for such a wide range of free-stream velocity variations and a different
approach is required.

A gain scheduling method was therefore employed which results in a parametrized control
law interpolating several controllers designed at different operating points. In the feedforward
case, significant performance loss is observed in off-design conditions if interpolation points are
too far apart. In the feedback case, gain scheduling allows to maintain low disturbances over
the entire operating range M∞ ∈ [4.275, 4.725] with only two design points in the interpolation
law.

In summary, when free-stream velocity variations are considered, the most effective control
strategy requires first and foremost a feedback configuration. If a simple feedback controller
does not provide desired performance over the entire range of operating points considered, then
a gain scheduled feedback law needs may be employed.

Robust control of 3D instabilities in a supersonic boundary layer

The last step is dedicated to the robust control of 3D instabilities in order to delay transition
to turbulence in the Mach 4.5 supersonic boundary layer. Based on the previous results, only
a feedback controller designed from the structured mixed H2/H∞ synthesis is used in this 3D
study to have the best trade-off between nominal performance and robustness to performance.

The control law is built from linear tools: data-driven identification with the ERA is per-
formed after removing the unnecessary dead times and a decentralized method (where one input
is connected to only one output) in the wavenumber space is exploited to build the controller
as the interconnection of the different wavenumbers is impossible in the linear growth stage.
This decentralized approach leads to solve with the structured mixed H2/H∞ synthesis several
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constrained minimization problems with low complexity for each spanwise mode that one seeks
to control, instead of one complex centralized problem of very high order.

The linear growth of both the first and second Mack modes is drastically reduced by the
control. The performance is robust to noisy estimation sensors or free-stream velocity variations.
In a case of transition to turbulence where the perturbations are weakly non-linear at the
streamwise position of the estimation sensors, the laminar region is extended in the controlled
case of a distance representing ∼ 20% increase in the laminar zone from the upstream edge of
the plate. Hence, a robust reactive control law delaying transition to turbulence due to the first
Mack mode oblique breakdown has been obtained.

Outlook

A robust reactive control law delaying transition to turbulence at Mach 4.5 has been ob-
tained but many research tracks remain to be investigated and some suggestions are given.

Direct continuation of this work would be:

• To check the control efficiency of the 3D configuration by comparing the mean power
spent by the control (i.e

∫
Ω

< (
∑

j u
j(t)Buj).uc >t dΩ) to the power saved by drag

reduction (i.e. U∞Lz

∫ Lx

0
< τwall − τ cwall >t,z dx) [56, 183]. If the control efficiency is less

than 1, the implementation of the control law might not be worth it and a balance should
be found between control cost and transition delay.

• To verify that transition can effectively be delayed for different uncontrolled transition
positions. Indeed, our control law delays transition to turbulence for a certain uncontrolled
transition position so different levels of exogenous noise sources should be tested. This
is in the essence the problem of robustness to non-linearity, which is unfortunately not
embedded in the LTI framework of robust control.

• To try different breakdown scenarios. Even if both the first and second Mack modes are
present in the DNS, the transition scenario in the uncontrolled case is related to the first
Mack mode oblique breakdown. Even if our law controls the linear growth of both modes,
it could be interesting to check if our control law is able to delay the second Mack mode
fundamental/sub-harmonic breakdown by exciting with the exogenous noise sources only
the high-frequencies of the second Mack mode. In case of a transition generated by linear
growth of streaks, our control law would surely be inefficient because this has not been
taken into account in the synthesis.

None of these ideas require the synthesis of a new control law based on a different perfor-
mance goal or a different control setup (actuators and sensors), but this may be beneficial for
further transition delay:

• The control law of the 3D study is based on velocity and pressure disturbance rejection;
one could investigate what is the best performance metric to minimize in terms of lin-
ear growth (e.g. POD mode coefficients based on Chu’s or kinetic energy, temperature
sensors, etc.) to delay transition as much as possible. It seems also possible to dispense
with the velocity sensors at the generalized inflection point, because the wall-pressure
fluctuation sensors are also sensitive to the first oblique Mack mode. This would allow to
have only sensors at the wall, which would facilitate the experimental implementation.
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• One might ask which is the most effective setup for delaying transition, between mini-
mizing an H2 norm (an integrated gain over all frequencies) or an H∞ norm (maximum
gain over all frequencies, somewhat to the N -factor envelope).

• One could seek to optimize the spatial support of the actuators (size of the Gaussian
supports, the weight given to the different components of the forcing, which components
to force, etc.) to target the spanwise modes to be controlled and thus improve the rejection
of disturbances or reduce the energy cost. It might be worth to make this optimization
under feasibility constraints.

• In the present study, each spanwise mode is controlled by an order 6 controller, but it is
possible that increasing the controller order may lead to improved performance.

• It would be very interesting to try an idea proposed by Barbagallo et al. [13] where several
actuators, estimation sensors, performance sensors triplets are used along the streamwise
direction. Indeed, given the very large range of unstable frequencies developing along
the plate, the impact of a single triplet is necessarily limited in the streamwise direction.
Distributing multiple triplets in the streamwise direction would potentially push transition
to turbulence even further downstream. Downstream triplets would take care of lower
and lower frequencies. As soon as the non-linearities start to become too important, a
new triplet is employed to keep perpetually disturbances in a linear regime and avoid
transition to turbulence.

Open questions remain regarding multi-model synthesis and gain scheduling for maintaining
performance robustness over a wide range of free-stream velocities:

• Multi-model synthesis has not been assessed for oblique modes developing in 3D. This
method may provide satisfactory performance robustness to free-stream velocity varia-
tions, despite the weak effect on the second Mack mode in 2D.

• Gain scheduling could be pivotal to delay transition to turbulence over a large Mach range
representative of flight conditions as soon as a simple feedback controller does not provide
satisfactory performance for the different operating points. Nevertheless, the ability of
a gain scheduled law to maintain performance has only been assessed for quasi-static
variations of the free-stream velocity and it seems essential to verify the behaviour of the
gain scheduled law (stability, overshoot, etc.) at short time scale. This may be achieved
by progressively varying the free-stream conditions while keeping the controller active and
parametrized by the scheduled variable and watch the behaviour of the controlled flow.

Finally, some orders of magnitude for the application of a control law on experimental/re-
alistic configurations at Mach 4.5 are given. In table 6.3, the free-stream conditions of the
experiments of Kendall [84] in a wind tunnel are provided, as well as the free-stream conditions
at different altitudes from U.S. Standard Atmosphere Air Properties [194]. Critical quantities
associated with our 3D study are computed for each operating point in table 6.4, leading to
the following remarks:

• Controlling instabilities from Rexu ∼ 1.9 × 106 involves frequencies of the second Mack
mode up to 50 kHz at 30 km of altitude, and it gets even worse at lower altitude (up
to 1000 kHz at 10 km of altitude). Plasma actuator appears to be the only technology
capable of reaching such high frequencies while being able to steer the input signal u(t) in
real time according to sensor measurements [28]. More specifically, nanopulsed dielectric
barrier discharge (NDBD) could be a promising lead although it is unclear whether the
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ρ∞ (kg/m3) T∞ (K) U∞ (m/s) µ∞ (Pa.s)

Wind tunnel ∼ 0.03895 ∼ 65.15 ∼ 728 ∼ 0.437× 10−5

Altitude 0 km ∼ 1.225 ∼ 288.15 ∼ 1530 ∼ 1.789× 10−5

Altitude 10 km ∼ 0.4135 ∼ 223.25 ∼ 1348 ∼ 1.458× 10−5

Altitude 20 km ∼ 0.08891 ∼ 216.65 ∼ 1328 ∼ 1.422× 10−5

Altitude 30 km ∼ 0.01841 ∼ 226.51 ∼ 1358 ∼ 1.476× 10−5

Table 6.3: Wind tunnel and typical free-stream conditions for different altitudes.

Frequencies to be
controlled up to yg at xu Transition delay Uncontrolled

xTr + 19δ∗0 position

Dimensionless F ∼ 0.3 Reyg ∼ 1.6× 104 ∆Rex ∼ 1.2× 106 Rex ∼ 5.8× 106

Wind tunnel f ∼ 1.0× 105 Hz yg ∼ 2.5× 10−3 m ∆x ∼ 0.18 m x ∼ 0.90 m
Altitude 0 km f ∼ 36× 105 Hz yg ∼ 0.16× 10−3 m ∆x ∼ 0.011 m x ∼ 0.055 m
Altitude 10 km f ∼ 12× 105 Hz yg ∼ 0.43× 10−3 m ∆x ∼ 0.030 m x ∼ 0.15 m
Altitude 20 km f ∼ 2.5× 105 Hz yg ∼ 2.0× 10−3 m ∆x ∼ 0.14 m x ∼ 0.70 m
Altitude 30 km f ∼ 0.52× 105 Hz yg ∼ 9.7× 10−3 m ∆x ∼ 0.70 m x ∼ 3.45 m

Table 6.4: Requirements and performance of the control law for a 3D supersonic boundary layer at
Mach 4.5 for different free-stream conditions.

actuator authority would be sufficient to produce destructive interference. The power
output may be too weak and it may difficult to hit the generalized inflection point to
maximize receptivity, as we shall see in a later bullet point.

• In addition to having actuators capable of controlling these frequencies, the digital data
acquisition system must have an even higher sampling frequency as well as the computa-
tional system to calculate the actuator signals.

• The forcing field of the actuators in our DNS was centered around the generalized inflec-
tion point yg to maximize the receptivity process. Even if Shahriari et al. [171] showed
that the body force of a ring-type plasma actuator in an experimental setup (obtained
from the velocity field induced) can act up to few millimeters above the wall in their in-
compressible boundary layer case, yg at the streamwise position of the actuators is almost
located at 1 cm from the wall at 30 km of altitude. This position is probably unreachable
with realistic DBD technology, but the situation is less critical at lower altitude: yg is of
the order of 0.5 mm at 10 km of altitude. Since receptivity is so critical to control au-
thority, it would be interesting to optimize the design of a plasma actuator to specifically
target the generalized inflection point for a given flight altitude.

• It is also unclear how an array of independent DBD actuators would behave if the actua-
tors are very close to each other. Indeed, controlling oblique modes with high transverse
wavenumber imposes a constraint on the minimal spacing between the various electrodes,
which may induce undesired transverse streamers. In any case, designing actuators for
closed-loop control of high-speed flows remains an immense technological challenge, which
likely is the bottleneck to real implementation.

• Delaying transition by ∼ 20% in the wind tunnel amounts to an extra 18 cm added
to an 90 cm laminar zone without control. On the other hand, at 10 km of altitude,
transition occurs very quickly over the first 15 cm without control and the benefit of
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control is only 3 cm: this is clearly not enough for a missile of a few meters long. Placing
multiple actuators/estimation sensors/performance sensors in this case probably becomes
mandatory. The gain of laminarity is much greater at 20-30 km of altitude, of the order
of 14-70 cm for an uncontrolled laminar zone of 70 cm-3.45 m. These orders of magnitude
indicate the direct relevance of the closed-loop technology to surface-to-air missiles (MIM-
104 Patriot, Aster 30, S-400 Triumf, etc.). Some air-to-air missiles also fly at M = 4.5
(R-27, Meteor, MICA, AIM-120 AMRAAM) but not as high as 20-30 km of altitude.

• The proposed H2/H∞ framework for feedback control of boundary layer instabilities is
quite generic and may be implemented at lower Mach numbers, where unstable frequencies
are lower. It is therefore likely that an experimental proof-of-concept of the present
methodology will be carried out at a lower Mach number than 4.5.
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Appendix A

Inner product matrices

The explicit expressions of Qf and Qe used for the different global stability analyses per-
formed in this thesis are given in this section. The inner product matrix ||̃f ||2F = f̃∗Qf f̃
corresponds to the energy of the momentum forcing and the positive-definite matrix Qf is a
block diagonal matrix where one block is defined as:

Qblock
f = P∗dΩ




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




P , (A.1)

with dΩ the elementary volume of a grid cell and P =




0 0 0
1 0 0
0 1 0
0 0 1
0 0 0




the prolongation operator

that transforms the momentum forcing f̃ into a full state-vector forcing by adding zero compo-
nents. The inner product matrix ||q̃||2E = q̃∗Qeq̃ corresponds to the kinetic perturbation energy
or the Chu’s energy. For the kinetic perturbation energy, the semi-definite-positive matrix Qe

is a block diagonal matrix where one block is defined as:

QKinetic, block
e =

1

2
dΩ




||ū||2
ρ̄

− ū
ρ̄

− v̄
ρ̄

− w̄
ρ̄

0

− ū
ρ̄

1
ρ̄

0 0 0

− v̄
ρ̄

0 1
ρ̄

0 0

− w̄
ρ̄

0 0 1
ρ̄

0

0 0 0 0 0




. (A.2)
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For the Chu’s energy, the semi-definite-positive matrix Qe is a block diagonal matrix where one
block is defined as:

QChu, block
e =

1

2
dΩ




||ū||2
ρ̄

+ rT̄
ρ̄
+ a1a

2
2 − ū(1+a1a2)

ρ̄
− v̄(1+a1a2)

ρ̄
− w̄(1+a1a2)

ρ̄
a1a2
ρ̄

− ū(1+a1a2)
ρ̄

1
ρ̄
+ ū2a1

ρ̄2
ūv̄a1
ρ̄2

ūw̄a1
ρ̄2

− ūa1
ρ̄2

− v̄(1+a1a2)
ρ̄

ūv̄a1
ρ̄2

1
ρ̄
+ v̄2a1

ρ̄2
v̄w̄a1
ρ̄2

− v̄a1
ρ̄2

− w̄(1+a1a2)
ρ̄

ūw̄a1
ρ̄2

v̄w̄a1
ρ̄2

1
ρ̄
+ w̄2a1

ρ̄2
− w̄a1

ρ̄2
a1a2
ρ̄

− ūa1
ρ̄2

− v̄a1
ρ̄2

− w̄a1
ρ̄2

a1
ρ̄2




, (A.3)

with

a1 =
(γ − 1)ρ̄

rT̄
, (A.4a)

a2 =
1
2
||ū||2 − ē

ρ̄
. (A.4b)

The quantity e is the internal energy of the flow, defined as:

e =
r

γ − 1
T. (A.5)



Appendix B

Validation of the temporal and spatial schemes

The validation of the temporal schemes used in the 2D/3D DNS and the spatial schemes
for 3D DNS is given in this section.

For the 2D linearized DNS (solver elsA) of the chapters 4 and 5, the ability of the spatial
schemes used to describe the 2D perturbation field has been validated in section 3.1.4 and
only the validation of the temporal scheme is presented here. The transfer functions can be
obtained from the resolvent operator as Tz(x)w = Cz(x)RBw (see section 2.4). In this formula,
the quantities are those defined in the chapters 4 and 5: the performance sensors z(x) are
wall-pressure fluctuation sensors, w is the exogenous noise, Bw is the divergence-free spatial
support associated with w and the field Cz(x) extracts from the state vector q′ the wall-pressure
measurements. The time step and the number of sub-iterations of the implicit second-order
Gear scheme are validated by comparing transfer functions from the linearized DNS (see section
4.4) and those determined from the frequency-domain resolvent approach (see figure B.1). The
frequency-domain resolvent approach is independent of the temporal scheme; this method is
only dependent on spatial schemes (validated in the 2D case in section 3.1.4) to obtain a
converged Jacobian matrix. For the two abscissa x = 866.6δ∗0 (in blue) and x = 1766δ∗0 (in
red) (which correspond to positions near than those of the actuator u and the last performance
sensor z6 used in the synthesis, respectively), the gain of the transfer Tz(x)w computed with the
linearized 2D DNS (solid lines) corresponds to the one computed with the resolvent procedure
(circles), which allows to validate the temporal scheme employed in the linearized 2D unsteady
simulations.

For the 3D case of the chapter 6, no global stability analysis has been performed which
prevents the validation of the temporal and spatial schemes by comparison with the resol-
vent analyses; hence the validation of the schemes for the linearized 3D unsteady simulations
(solver FastS ) is performed by grid and temporal convergences. The transfer function from the
exogenous noise at the center spanwise position w0 (see section 6.3) to the wall-pressure fluc-
tuation sensor at the center spanwise position z0p(x) (respectively velocity fluctuation sensor at
the generalized inflection point at the center spanwise position z0u(x)) is plotted in figure B.2a
(respectively in figure B.2b) as a function of the mesh grid. The baseline mesh grid (used in
the chapter 6) has a resolution of 3200 × 220 × 176 cells (black solid lines); the streamwise
and spanwise resolutions are refined independently. A refinement in the streamwise direction
(blue dashed lines) slightly modifies the gain of the high-frequencies of the second Mack mode
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Figure B.1: Comparison of the gain of Tz(x)w from the linearized DNS (solid lines) and from the
frequency-domain resolvent approach (circles) for x = 866.6δ∗0 (in blue) and x = 1766δ∗0 (in red). The
quantity F = 2πfδ∗0/U∞ represents the dimensionless frequency.
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Figure B.2: (a,b) Grid and (c,d) temporal convergences of the gain of Tz0(x)w0 at x = 868.5δ∗0 for (a,c)
wall-pressure performance sensor and (b,d) velocity performance sensor at the generalized inflection
point.

(which are the dominant frequencies of the pressure sensor z0p(x)) while the low-frequencies
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of the first Mack mode (which are the dominant frequencies of the velocity sensor z0u(x)) are
not impacted. A refinement in the spanwise direction (red dotted lines) does not modify the
results obtained with the baseline mesh. The temporal convergence of the linearized 3D DNS
is validated by comparing the previous transfer functions as a function of the CFL number (see
figures B.2(c,d)); the same results are obtained for the baseline CFL number lower than 0.7
(black solid lines) than for a CFL number lower than 0.35 (red dotted lines) in the whole 3D
domain. According to these results, the temporal and spatial schemes used in the chapter 6 are
validated to accurately compute the dynamics of the first and second Mack modes.



Appendix C

Sponge zone

For the 2D linearized DNS (solver elsA) of the chapters 4 and 5, a sponge zone is used to
minimize reflections. A source term is added to the Navier–Stokes equations in the last 10 cells
closest to the downstream and upper boundaries:

S = σβ

(
Lmax − x

Lmax

)γ

(q− qref ). (C.1)

In the equation C.1, Lmax represents the length of the domain where the source term is applied,
x the abscissa in this area (x = 0 at the boundary condition and x = Lmax at the beginning of
the area), σ = 2 the intensity of the source term, β = 0.1 the intensity of the Gaussian filter,
γ = 0.01 the exponent of the filter and qref the reference state as:

qref/i,j,k =qi,j,k − β

(
Lmax − x

Lmax

)γ

(
3

2
qi,j,k −

1

4
(qi+1,j,k + qi−1,j,k+

qi,j+1,k + qi,j−1,k + qi,j,k+1 + qi,j,k−1)),

(C.2)

with i, j and k, respectively the indices of a node in the longitudinal, wall-normal and spanwise
direction. In addition to this source term, the mesh is stretched in the longitudinal direction
for the downstream boundary (Lsponge = 91.9δ∗0 and 30 cells in the streamwise direction) from
the wall to the top of the domain. The combination of the source term and the stretching
allows to rapidly decrease the amplitude of disturbances entering the sponge zone; a wavepacket
generated by an impulse of exogenous noise w (defined in the chapter 4) progressively disappears
from the beginning of the sponge zone (see figure C.1), thus minimizing reflections.
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Figure C.1: Spatio-temporal response of wall-pressure fluctuation sensors after an impulse of w. The
dashed line represents the sponge zone beginning.



Appendix D

Additional 2D global stability results

The analysis of the results of the first Mack mode at F = 0.118 for the 2D supersonic
boundary layer (see section 4.2.2) as well as the comparison of the results of both Mack modes
depending of the optimisation norm chosen are realized in this appendix.

For the frequency F = 0.118 corresponding to the second peak of gain and associated to
first Mack mode, the peak of the forcing density def (x) =

∫ y=92δ∗0
0

∥f̃∥2 dy is not very far from
the position of branch I from LLST (see figure D.1a); the energy of the response is dominated at
each abscissa by the thermodynamic quantities eT ′ and eρ′ , while the quantity eu′ has a smaller
contribution, as it was the case for the second Mack mode at F = 0.237 (see section 4.2.2). The
forcing field is located around the generalized inflection point (see figures D.1(b,d)) while that
of the response depends on the quantity considered (see figures D.1(c,e)). The hydrodynamic
perturbations (velocity and pressure) are no more trapped in the region |M̂ | > 1 (contrary to the
second Mack mode) and take important values close to the generalized inflection point yg. The
thermodynamic quantities (density and temperature) still peak near yg. As the thermodynamic
quantities eT ′ and eρ′ dominate, the field eChu is located near yg (see figures D.2(a,c)) for both
F = 0.118 (first Mack mode) and F = 0.237 (second Mack mode). Yet, the field eu′ differs
between the two Mack modes (see figures D.2(b,d)) as the velocity is no more trapped in the
supersonic instability region for the first Mack mode. Note that the response field is less spread
and more localized in the streamwise direction for F = 0.237 than for F = 0.118, which is
related to the fact that the length of the instability domain (i.e. the length between the branch
I and the branch II) is smaller for F = 0.237 than for F = 0.118 (see figure 4.2).

The eigenvalue problem solved in the resolvent analysis (see equation 1.19) depends on the
quantity that one seeks to optimise. Hence, a kinetic energy norm for the response is now
employed for the gain optimisation to check that the main conclusions (dominant frequencies,
dominant quantities, eigenvector profiles, etc.) are independent of the norm choice. The optimal
energy gain g̃ as a function of the forcing frequency F is represented in figure D.3a for both Chu
(solid line) and kinetic (circles) optimisation. Both curves are normalized by their respective
g̃max for comparison purposes. The most amplified frequency according to a Chu or kinetic
optimization is similar and the gain evolution of the high-frequencies is the same. The low-
frequencies of the first Mack mode have been, in proportion of g̃max, less amplified in the kinetic
optimisation case than in the Chu optimisation one. In other words, a hydrodynamic-based
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Figure D.1: (a) Evolution at F = 0.118 of the forcing density and the different contributions to the
Chu’s energy density normalized by their maximum values. The position of the branch I from LLST
is symbolized by vertical dashed line. Real part of the streamwise component at F = 0.118 of the
(b) optimal forcing and its associated (c) streamwise velocity response. Profiles of the optimal forcing
components at x = 867.2δ∗0 (d) and response at x = 1766.7δ∗0 (e) at F = 0.118. The black dashed
and dashed-dotted lines in (b), (c), (d) and (e) represent respectively the generalised inflection point
position and the limit of the region of supersonic instabilities (|M̂ | > 1 below this line).
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Figure D.2: For F = 0.118 (a,b) and F = 0.237 (c,d), evolution of eChu (a,c) and eu′ (b,d). The
black dashed and dashed-dotted lines represent the generalised inflection point position and the limit
of the region of supersonic instabilities (|M̂ | > 1 below this line), respectively.
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Figure D.3: The results of the gain optimisation based on Chu’s energy and kinetic energy are in
solid lines and circles, respectively. (a) Optimal resolvent gain as a function of F . Evolution at (b)
F = 0.118 and (c) F = 0.237 of the forcing density and the different contributions to the Chu’s energy
density normalized by their maximum values. The positions of the branch I and II from LLST are
symbolized by vertical dashed lines.

sensor will be less sensitive to the first Mack mode than a thermodynamic-based sensor. Despite
this difference in the gain evolution, both forcing density and response density follow the same
evolution (see figures D.3(b,c)) and the energy contribution of the different quantities remains
the same; only a difference is noted in the low values of the forcing, downstream of the domain.
Both forcing and response profiles at x = 867.2δ∗0 and at x = 1766.7δ∗0, respectively, are the
same whether with an optimization of the Chu’s energy or the kinetic energy (see figure D.4).
In summary, the main conclusions (most amplified frequencies, contribution of the different
energy components, location of the optimal forcing, optimal response profiles) obtained with
a Chu’s energy optimization remain valid with a kinetic energy optimization. This may seem
logical as the convective-type non-normality effects, which depend on modal amplification on
the local scale, will not vary with the chosen optimization energy. Only non-modal behaviours
(component-type non-normality effects) may change, which is nevertheless not the case here;
the non-modal mechanisms (as Orr mechanism) maximizing the Chu’s energy are the same
than those maximizing the kinetic energy.



176 D Additional 2D global stability results

0.0 0.2 0.4 0.6 0.8 1.0
./.max

0

5

10

15

20

25

y
/δ

∗ 0

|f ′
x|/|f ′

x|max

|f ′
y|/|f ′

x|max

(a)

0.0 0.2 0.4 0.6 0.8 1.0
./.max

0

5

10

15

20

25

y
/δ

∗ 0

|u′|/|u′|max

|v′|/|u′|max

|p′|/|p′|max

|T ′|/|T ′|max

|ρ′|/|ρ′|max

(b)

0.0 0.2 0.4 0.6 0.8 1.0
./.max

0

5

10

15

20

25

y
/δ

∗ 0

|fx|/|f ′
x|max

|fy|/|f ′
x|max

(c)

0.0 0.2 0.4 0.6 0.8 1.0
./.max

0

5

10

15

20

25

y
/δ

∗ 0

|u′|/|u′|max

|v′|/|u′|max

|p′|/|p′|max

|T ′|/|T ′|max

|ρ′|/|ρ′|max

(d)

Figure D.4: For F = 0.118 (a,b) and F = 0.237 (c,d), profiles of the optimal forcing components
at x = 867.2δ∗0 (a,c) and response at x = 1766.7δ∗0 (b,d). Solid lines and circles represent the results
for an optimisation of the Chu’energy and kinetic energy, respectively. The black dashed and dashed-
dotted lines represent the generalised inflection point position and the limit of the region of supersonic
instabilities (|M̂ | > 1 below this line), respectively.



Appendix E

3D: Controller based on velocity performance
sensors only

We saw that the transition scenario obtained in section 6.7 is related to the first Mack
mode oblique breakdown as the steady structures near the wall have twice the wavenumber of
the fundamental oblique Mack mode. One may ask what is the interest of limiting the linear
growth of the second Mack mode and therefore of using wall-pressure sensors in the synthesis
in order to delay transition. Indeed, reducing the r.m.s. values of these kind of sensors leads
to limit the amplitude of the frequencies of the second Mack mode. Hence, we will show in
this appendix what happens when we minimize only the r.m.s. values of the velocity at the
generalized inflection point (i.e. the highest r.m.s. values) and we limit only the amplitude of
the frequencies of the first Mack mode.

The CMP in equation 6.20 becomes:

minimize ||(T̂ k
z3,uỹ

)cŴ k
ỹ ||2

subject to ||WŜk Ŝ
k||∞ < 1 and ||W(K̂Ŝ)k(K̂Ŝ)k||∞ < 1,

(E.1)

with the controller structure developed in section 6.4.2. Remember that K̂k refers to a controller
associated with a particular spanwise mode and six controllers are designed (up to the mode
k = 5). In this new CMP, only a minimization of ||(T̂ k

z3,uỹ
)cŴ k

ỹ ||2 is realized; the H∞ constraints
have been explained in section 6.4.2. In this appendix, the question of interest is only related to
nominal performance and mitigation of the first Mack mode in order to delay transition so the
step 2 of the previous CMP in equation 6.20 is no longer required because it was only present
for questions of performance robustness with respect to noisy estimation sensors. In summary,
the CMP in equation E.1 returns controller K̂k reducing as much as possible the H2 norm of
the transfer related to the velocity performance sensor in the wavenumber space while ensuring
the stability of the feedback loop.

Then the six decentralized controllers K̂k resulting from this synthesis are used to form the
centralized controller in the physical space as explained in section 6.5.2 and this final controller
is implemented in the CFD solver FastS. Its results are compared to those of the baseline
controller of the chapter 6 where the CMPs in the wavenumber space were based on both
velocity z3,u and pressure zAll

p = [z1,p, z2,p, z3,p]
T performance sensors.

177



178 E 3D: Controller based on velocity performance sensors only

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

m
ax

y
<
u
′ rm

s
>
z
/U
∞

×10−4

Without Control

Baseline: CMP with z3,u/zAll
p

New: CMP with z3,u solely

(a)

0 250 500 750 1000 1250 1500 1750

x/δ∗0

0

1

2

3

4

5

6

7

8

m
ax

y
<
p′ rm

s
>
z
/p
∞

×10−5

Without Control

Baseline: CMP with z3,u/zAll
p

New: CMP with z3,u solely

(b)

Figure E.1: Evolution of (a) maxy < u′rms >z and (b) maxy < p′rms >z for the baseline controller
(blue line) and the controller based solely on velocity performance sensors z3,u in the CMP (red line).
The vertical magenta and black dotted lines represent, respectively, the streamwise positions of the
actuators (with the sensors y nearby) and the performance sensors zi used for the baseline synthesis.

The new controller (in red) reduces even more maxy < u′
rms >z than the baseline controller

(in blue) (see figure E.1a) for the linearized DNS. This is due to the fact the new CMP mini-
mizes the velocity whereas the baseline controller was a trade-off between pressure and velocity.
The quantity maxy < p′rms >z (see figure E.1b) is no more reduced compared to the uncon-
trolled case; the amplitude of the pressure disturbances is increased by the control whereas it is
decreased with the baseline controller. Near the actuators, the increase of maxy < p′rms >z is
due to the intensity of the generated acoustic wave but on the rest of the domain, this increase
in the new control case is due to the amplification of convective instabilities near the wall (see
figure E.2). Indeed, whereas the high values located both close to yg and close to the wall in the
uncontrolled case (see figure E.2a) are reduced by the baseline control, only the high values near
yg are reduced with the new controller (after a transient distance) while the pressure field near
the wall is amplified (see figure E.2b). The 2D frequency-wavenumber spectra of wall-pressure
fluctuation sensors are plotted in figure E.3. The low-frequency oblique structures of the first
Mack mode in the uncontrolled case (see figure E.3a) are reduced in both baseline (see figure
E.3b) and new (see figure E.3c) cases. This is due to the minimization in both syntheses of
the energy of the velocity sensors at the generalized inflection point which are dominated by
these structures. The new controller based solely on velocity performance sensors amplifies
the high-frequencies of the second Mack mode compared to the uncontrolled case, contrary to
the baseline controller which reduced them. To minimize ||(T̂ k

z3,uỹ
)cŴ k

ỹ ||2 in the new case, the
algorithm reduces the amplitude of the dominant frequencies (i.e the low-frequencies of the
first Mack mode) and amplifies the high-frequencies that do not contribute for z3,u. This effect
where reducing the amplitude of disturbances in one part of the frequency spectrum can lead
to increasing it in the other part is similar to the waterbed effect [180]. In summary, the new
controller mitigates the linear growth of the first Mack mode but amplifies the linear growth of
the second Mack mode as no wall-pressure performance sensors (which are dominated by this
mode) are used in the synthesis step.



179

(a)

(b)

(c)

Figure E.2: Contours of p′rms averaged in the spanwise direction for (a) the uncontrolled case, (b)
the baseline controller and (c) the controller based solely on velocity performance sensors z3,u in the
CMP. The white solid and dashed lines represent the boundary layer thickness δ and the generalized
inflection point position yg, respectively.
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Figure E.3: Comparison of |p̂′(F, k)| at (x, y) = (1312.2δ∗0 , 0) for (a) the uncontrolled case, (b) the
baseline controller and (c) the controller based solely on velocity performance sensors z3,u in the CMP.
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The results of the new controller are now analysed when the variances of the exogenous noise
sources are Var[wj] = 1 and Var[wj] = 25 which lead to non-linear regime in the domain (see
section 6.6). The new control law still reduces more the velocity disturbances than the baseline
controller when Var[wj] = 1 but the gap has reduced compared to the linearized DNS (see figure
E.4a). Compared to the uncontrolled case, the pressure disturbances at the end of the domain
are even more amplified in this weakly non-linear case than in the linear case (see figure E.4b).
For the case Var[wj] = 25 where the non-linearities are more important, the new control law,
based on velocity minimization in the linear case, no longer reduces velocity disturbances (see
figure E.4c), unlike the previous controller which was based on a velocity/pressure disturbance
rejection trade-off. For this fully non-linear case, both controllers fall short to mitigate pressure
disturbances (see figure E.4d).
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Figure E.4: For exogenous noise sources with Var[wj ] = 1 (a,b) and Var[wj ] = 25 (c,d), evolution of
maxy < u′rms >z (a,c) and maxy < p′rms >z (b,d). For vertical magenta lines, same caption as in figure
E.1.

The fact that the velocity is no longer reduced with the new controller when Var[wj] = 25
(whereas it has been designed for this in the linear case) is explained in the following. In the
uncontrolled case (see figure E.5a), steady vortices with twice the wavenumber of the oblique
first Mack mode appear near the wall. In the baseline case (see figure E.5b), the amplitude of
these steady structures is decreased due to weaker non-linear interactions. In the new control
case (see figure E.5c), even if the amplitude of the steady vortices with twice the wavenumber of
the oblique first Mack mode is still reduced (but less than in the baseline case), steady vortices
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Figure E.5: Comparison of |û′(F, k)| at (x, y) = (1775δ∗0 , 0.015δ
∗
0) for exogenous noise sources with

Var[wj ] = 25: (a) the uncontrolled case, (b) the baseline controller and (c) the controller based solely
on velocity performance sensors z3,u in the CMP.

with lower wavenumbers are amplified. These new structures may be associated with the non-
linear interactions of a pair of oblique Mack second mode waves which have been amplified by
the control action. Indeed, the new controller amplifies the linear growth of the second Mack
mode as seen previously, leading to stronger non-linear interactions. While the steady vortices
in the uncontrolled case will lead to first Mack mode oblique breakdown, the steady vortices
in the new control case may lead to a second Mack mode breakdown. In view of the curves in
figure E.4c, we can imagine that the transition will not be delayed in the new controlled case
while it could be the case for the baseline controller. Thus, if the two Mack modes are not
taken into account in the synthesis step, a too important waterbed effect can lead to change
the breakdown scenario without delaying transition to turbulence. It is therefore recommended
to take into account both Mack modes in the synthesis (as for the baseline case) to limit all
the non-linear interactions by reducing the linear growth of both modes.
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Résumé en français

La transition à la turbulence d’une couche limite entraîne une augmentation du frottement
à la paroi pénalisant la traînée des aéronefs. À très haute vitesse, l’échauffement engendré
est significatif et devient même une contrainte majeure pour la conception d’engins superson-
iques/hypersoniques. La transition à la turbulence des écoulements pariétaux est initiée par
l’amplification de perturbations extérieures de diverses natures (rugosités, ondes sonores, turbu-
lence amont de l’écoulement, etc.) et plusieurs chemins de transition sont possibles en fonction
du niveau d’intensité et de la nature des perturbations. Lorsque les perturbations sont de faible
intensité, leur croissance est induite par l’instabilité de l’écoulement de base et est décrite par la
théorie de la stabilité linéaire. Cependant, la manipulation ciblée de l’écoulement peut limiter
l’amplitude de ces perturbations et retarder le passage à la turbulence.

Des études antérieures ont réussi à retarder la transition à la turbulence d’une couche
limite supersonique, mais elles ont utilisé des stratégies passives ou actives prédéterminées
qui agissent indépendamment de l’état de l’écoulement [63], potentiellement moins efficaces et
robustes aux changements de conditions de fonctionnement qu’une stratégie de contrôle réactif
où l’action de contrôle est continuellement ajustée en fonction des mesures de capteurs. Des
études en écoulement incompressible avec une configuration réactive existent et réussissent à
retarder la transition à la turbulence d’une couche limite mais le problème de la robustesse en
performance, qui peut être définie comme la capacité de la loi de contrôle à rester efficace en
termes de réduction d’amplitude des perturbations malgré des erreurs de modélisation ou des
variations des conditions d’écoulement autour du cas de référence, reste un défi majeur pour
les écoulements amplificateurs de bruit [125] en raison de leur nature convective. À quelques
exceptions notables [14, 54], cette question de la robustesse en performance a été peu abordée
dans la littérature en raison des limitations inhérentes à la synthèse LQG qui est communément
utilisée, laissant la littérature dominée par des configurations peu robustes. Cette étude vise
donc à créer une loi de commande réactive robuste pour retarder la transition à la turbulence
d’une couche limite supersonique.

Le chapitre 1 est consacré à une revue de la littérature concernant la stabilité et la transition
des écoulements de couche limite. Pour un nombre de Mach suffisamment élevé, une couche
limite supersonique est caractérisée par la présence de deux modes convectivement instables :
le premier et le second mode de Mack. Le premier mode de Mack a des taux d’amplification
maximaux pour des perturbations obliques 3D tandis que le second mode de Mack a des taux
d’amplification maximaux pour des perturbations 2D invariantes dans le sens de l’envergure.
Après cette phase de croissance linéaire, la déstabilisation du premier mode de Mack ou du
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second mode de Mack est considérée comme un chemin probable du passage d’un état lam-
inaire à un état turbulent. Par conséquent, nous chercherons à réduire la croissance linéaire
des instabilités du premier et du second mode de Mack afin de retarder la transition vers la
turbulence.

Le chapitre 2 est dédié à une revue de la littérature concernant le contrôle des écoulements
de couche limite. Comme les perturbations de faible amplitude sont à la base de quatre des
cinq chemins de la réceptivité à la transition, la stratégie de contrôle réactif, basée sur les outils
linéaires classiques de la théorie du contrôle (identification, synthèse, etc.) est parfaitement
adaptée pour atténuer la croissance linéaire des perturbations en vue de retarder la transition.
Pour l’étape d’identification, nécessaire pour la plupart des méthodes de synthèse, les approches
basées données telles que ERA ont l’avantage de construire les modèles uniquement à partir
des données temporelles/fréquentielles des entrées/sorties et peuvent être utilisées dans des
configurations réalistes contrairement aux méthodes de projection Galerkin. Pour l’étape de
synthèse, les outils modernes robustes comme la synthèse structurée mixte H2/H∞ permettent
de respecter un cahier des charges multi-critères et de traiter simultanément les problèmes
de performance nominale, de stabilité et de robustesse des performances, contrairement à la
synthèse LQG traditionnellement utilisée. La synthèse structurée mixte H2/H∞ semble donc
prometteuse pour le contrôle des écoulements amplificateurs de bruit.

Le but du chapitre 3 est de présenter les codes de mécanique des fluides et les méthodes
de contrôle employées dans cette thèse. Les solveurs de mécanique des fluides et les schémas
spatio-temporels utilisés sont présentés dans ce chapitre. Les codes de stabilité local/global
et le code de couche limite utilisés sont également introduits avec des éléments de validation.
Les méthodes de contrôle, les algorithmes des méthodes d’identification et de synthèse utilisés
sont détaillés dans ce chapitre, ainsi que l’algorithme d’implémentation des contrôleurs dans
les solveurs de mécanique des fluides.

Le chapitre 4 est consacré au contrôle de perturbations linéaires 2D dans une couche limite
supersonique à Mach 4,5. Ce chapitre permet d’aborder facilement la question de la robustesse
en stabilité et de la robustesse en performance des lois de commande car la configuration est
2D, ce qui simplifie la complexité du problème. Après avoir identifié les modèles d’ordre réduit
en ayant mis l’accent sur le problème des délais convectifs dans le cas des écoulements amplifi-
cateurs de bruit, une synthèse multi-critères structurée mixte H2/H∞ est utilisée pour fixer
au préalable la structure du contrôleur et pour minimiser/contraindre les normes appropriées
de différentes fonctions de transfert : la norme H2 pour garantir les performances nominales
(réduction de l’amplitude des perturbations) et la norme H∞ pour maintenir la robustesse
des performances (en cas de capteur d’estimation bruité) et la robustesse en stabilité (en cas
d’incertitudes ou de variations de vitesse/densité de l’écoulement amont). Deux configurations
de contrôle sont testées : une où le capteur d’estimation est placé en amont de l’actionneur
(appelée feedforward) et une où le capteur d’estimation est placé en aval de l’actionneur (ap-
pelée feedback). Les configurations feedforward et feedback maintiennent l’énergie locale des
perturbations en dessous d’un seuil sur une distance significative en aval de l’actionneur dans le
cas nominal. De plus, la robustesse en stabilité pour la conception feedback n’est pas un prob-
lème grâce à la synthèse robuste et aux contraintes imposées. En ce qui concerne la robustesse
des performances, les deux configurations parviennent à réduire l’amplitude des perturbations
par rapport au cas non contrôlé malgré des capteurs d’estimation bruités ou des variations de
densité de l’écoulement amont de ±5%. Cependant, la configuration feedforward devient com-
plètement inefficace lorsque des variations de vitesse de l’écoulement amont de ±5% sont prises
en compte, ce qui met en évidence la pertinence de la configuration feedback pour la robustesse
des performances dans des écoulements convectivements instables lorsque les contrôleurs sont
construits à partir d’un seul point de fonctionnement.
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Afin de maintenir les performances en termes de réduction de l’amplitude des perturbations
sur une large gamme de variations de vitesse, qui sont apparues comme les variations les plus
problématiques, et d’aller plus loin dans la question de la robustesse des performances, des
configurations combinées feedforward/feedback , des contrôleurs obtenus par synthèse multi-
modèles sur plusieurs points de fonctionnement et des contrôleurs par séquencement de gain
sont considérés dans le chapitre 5 pour le cas de la couche limite supersonique 2D. Ces dif-
férentes techniques (toutes basées sur la synthèse structurée mixte H2/H∞) sont comparées
aux contrôleurs feedback et feedforward de référence conçus sur un seul point de fonction-
nement. L’approche combinée n’a aucune robustesse en performance lorsqu’elle est conçue sur
un seul point de fonctionnement car le contrôleur feedforward détériore la capacité naturelle
du contrôleur feedback à être robuste aux variations de vitesse. Le contrôleur multi-modèle
feedforward amplifie également l’amplitude des perturbations par rapport au cas non contrôlé
sur la plage de points de fonctionnement considérée en raison de la faible capacité d’une con-
figuration feedforward à être robuste aux variations de phases donc aux variations de délais
convectifs. Il est impossible de respecter un seuil énergétique pour toute la plage de points de
fonctionnement considérée même avec une configuration multi-modèle feedback, qui n’améliore
que légèrement les résultats du contrôleur feedback de base conçu sur un seul point de fonction-
nement. En ce qui concerne la technique de séquencement de gain, une perte de performance
significative est observée dans des conditions hors conception pour le cas feedforward si les
points d’interpolation sont trop éloignés. Dans le cas feedback, le séquencement de gain permet
de maintenir de faibles perturbations sur toute la plage de fonctionnement M∞ ∈ [4.275, 4.725]
avec seulement deux points de conception dans la loi d’interpolation. En résumé, lorsque des
variations de vitesse sont prises en compte, la stratégie de contrôle la plus efficace nécessite en
premier lieu une configuration feedback. Dès qu’un simple contrôleur ne fournit pas les perfor-
mances souhaitées sur toute la plage de points de fonctionnement considérée, une méthode de
séquencement de gain couplée à une configuration feedback doit être utilisée.

Le chapitre 6 est consacré au contrôle robuste d’instabilités 3D afin de retarder la transi-
tion à la turbulence de la couche limite supersonique à Mach 4,5. Sur la base des résultats
précédemment obtenus, seul un contrôleur feedback conçu à partir de la synthèse structurée
mixte H2/H∞ est utilisé dans cette étude 3D pour avoir le meilleur compromis entre perfor-
mance nominale et robustesse en performance. La loi de commande est construite à partir
d’outils linéaires : l’identification basée donnée avec ERA est effectuée après avoir supprimé les
délais convectifs inutiles et une méthode décentralisée (où une entrée est connectée à une seule
sortie) est exploitée pour construire le contrôleur car l’interconnexion des différents nombres
d’onde est impossible lors de la phase de croissance linéaire. Cette approche décentralisée con-
duit à résoudre plusieurs problèmes de minimisation sous contraintes de faible complexité pour
chaque nombre d’onde que l’on cherche à contrôler, au lieu d’un seul problème centralisé d’ordre
très élevé trop complexe à résoudre. La croissance linéaire des premier et deuxième modes de
Mack est considérablement réduite par le contrôle qui présente une certaine robustesse en per-
formance en réduisant toujours l’amplitude des perturbations malgré des capteurs d’estimation
bruités ou des variations de vitesse de l’écoulement amont. Pour un cas de transition vers la
turbulence où les perturbations sont encore faiblement non linéaires au niveau des actionneurs,
la région laminaire est étendue dans le cas contrôlé d’une longueur représentant 19, 1% de la
distance de la position des actionneurs à la fin du domaine. Ainsi, une loi de commande réactive
robuste retardant la transition vers la turbulence a été obtenue.
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